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With the rapid development of society and the intensification of competition, the mental health problems 

of college students have become increasingly prominent, and have become the focus of attention from all 

walks of life. The traditional mental health monitoring methods have some problems, such as low 

efficiency, narrow coverage and delayed early warning, so it is difficult to meet the needs of college 

students' mental health management. Therefore, this article aims to explore the application of smart 

medical technology in long-term psychological health monitoring and early warning of college students. 

Based on the basic principles of public health ethics, a comprehensive and intelligent psychological 

health monitoring system is constructed by integrating advanced technologies such as psychological 

scales and deep learning. The results showed that in terms of accuracy, the other two models, except for 

the logistic regression model, achieved an accuracy of over 82% among the three models. Among them, 

the accuracy of this paper was the highest, indicating that it has better predictive performance. In terms 

of accuracy, the percentages of logistic regression model and XGBoost model are both below 80%. 

Especially, the accuracy of the logistic regression model is only 63.7%, while the accuracy of our model 

is significantly higher, with better reliability and accuracy performance. In the experiment, four 

different datasets were randomly selected for experimentation. The results indicate that the proposed 

model has a high degree of consistency with manual processing methods, with a matching degree of 

over 93.6%. Experimental results show that compared with other models, the proposed model has better 

performance and can effectively process mental health-related data, and the results have higher 

accuracy and precision rate, and have higher practical application potential. The experimental results 

show that the model can effectively extract the psychological keywords features of college students' 

social software and effectively identify students with different mental health states. According to the 

relevant data, the risk distribution of students' mental illness and the risk degree of influencing factors 

can be analyzed, and more targeted strategy suggestions can be provided for psychological intervention 

of college students. 

Povzetek: Inteligentni medicinski sistem na podlagi globokega učenja in psiholoških lestvic izvaja 

dolgotrajno spremljanje in zgodnje opozarjanje na duševno zdravje študentov. Model učinkovito 

analizira podatke iz socialnih medijev. 

 

1   Introduction 

Mental health is the basis of college students' personal 

growth and development and is also a key factor in their 

academic achievement, interpersonal relationships, future 

career and even the quality of life. Good mental health 

can help college students maintain a stable emotional 

state, better cope with the challenges and difficulties in 

life, and reduce the negative impact caused by emotional 

fluctuations. College life is full of various pressures and 

challenges, such as exams, essays, internships and so on. 

Good mental health can help students effectively cope 

with these pressures, reduce anxiety and depression, and 

maintain a positive learning attitude [1]. At the same 

time, paying attention to mental health helps improve 

college students' social ability and makes it easier for 

them to establish good relationships with others, which is 

an important source of emotional support. When college 

students face difficulties and challenges, they can get 

support and help from friends and family members, thus 

reducing their psychological burden and enhancing their 

ability to resist pressure [2]. Paying attention to the 

mental health of college students can help early 

identification of signs of psychological problems, such as 

anxiety, depression, etc., to timely intervention and 

treatment to prevent problems from worsening. 

According to a survey conducted by the National Mental 

Health Evaluation and Development Center of the 

Institute of Psychology of the Chinese Academy of 

Sciences in 2022, negative emotions such as anxiety, 

panic and interpersonal sensitivity are prevalent among 

college students, and mental health problems such as 

depression, anxiety, insomnia, online game addiction and 

post-traumatic stress are still prominent [3]. Data show 

that at present, the total detection rate of mental health 
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problems among college students in China is 18.9%, 

among which the proportion of internalized problems 

(such as anxiety, depression, sleep problems and suicidal 

ideation) is 20.0%, and the proportion of externalized 

problems (such as self-harm and suicide attempts) is 11.7% 

[4]. It can be seen that the mental health problems of 

college students can not be ignored. College students are 

the future pillars of the country, paying attention to their 

mental health is helpful to cultivate high-quality talents 

with healthy psychology, noble morality and solid 

knowledge, and contribute to the development of society. 

Mental illness not only brings pain to the individual 

patient but also brings a heavy burden to the family and 

society. Paying attention to the mental health of college 

students helps reduce the occurrence of mental diseases, 

thus reducing the social burden [5]. Therefore, the long-

term monitoring of college student's mental health has 

become the focus of universities and all sectors of society, 

as well as the key research content in the field of 

psychology and smart medical treatment. 

Traditional college students' mental health 

monitoring methods mainly rely on psychological scales, 

daily observation, individual counselling and other 

means, which can help schools and teachers understand 

students' psychological status to a certain extent [6]. 

However, with the development of The Times and the 

increasing complexity of students' mental health needs, 

traditional monitoring methods have gradually exposed 

some problems. In terms of mental health monitoring 

methods, although psychological scale assessment is 

objective to a certain extent, different students may have 

subjective biases when filling out questionnaires, which 

affects the accuracy of results [7]. Daily observation also 

depends on the subjective judgment and experience of 

the observer, and there may be misjudgment or missing 

judgment. Traditional monitoring methods mainly focus 

on the collection and analysis of static data, which makes 

it difficult to dynamically understand the changes in 

students' mental states and fail to timely detect potential 

psychological problems [8]. In terms of resources and 

efficiency, the traditional one-to-one assessment, 

collection and feedback mode takes a lot of time and 

manpower. Many universities have limited resources in 

mental health monitoring, including the number of 

psychological counsellors and the facilities of 

psychological consultation rooms, which makes it 

difficult to meet the needs of large-scale student groups 

for mental health monitoring [9]. Therefore, the 

traditional monitoring method often intervenes after 

students have psychological problems, and lacks 

effective prevention mechanisms to detect and solve 

potential psychological problems in advance. Meanwhile, 

traditional psychological monitoring processes are prone 

to improper data storage, which may result in biases 

towards culture, gender, and subjective judgments 

lacking fairness and impartiality. In order to obtain more 

accurate monitoring data, some universities may 

excessively intervene in students' daily lives and 

psychological states, such as frequently requiring 

students to undergo psychological testing or counseling. 

This excessive intervention may infringe upon students' 

privacy and freedom rights. These public health ethical 

issues have had a significant negative impact on the 

psychology of college students, causing them to develop 

resistance to long-term psychological monitoring. 

Because of the above problems, this paper builds a long-

term mental health monitoring and early warning model 

for college students based on the combination of an 

intelligent medical system and a traditional psychological 

scale. The model obtains the relevant data on college 

students' mental health through psychological scale 

assessment and wearable devices and carries out 

preliminary data processing. According to the data 

processing results, the psychological dynamic changes of 

college students are further analyzed through the mental 

health monitoring and early warning system built based 

on deep learning, and multi-dimensional and multi-level 

mental health intervention and monitoring are carried out 

to improve the quality of psychological monitoring. At 

the same time, long-term psychological monitoring of 

college students through this model can effectively 

improve the confidentiality of relevant data, and provide 

college students' mental health warning data for relevant 

personnel on the basis of respecting their wishes. This 

article aims to address how to break through the 

limitations of traditional monitoring methods and achieve 

long-term dynamic monitoring and early warning of 

college students' mental health while adhering to the 

principles of public health ethics. The second is how to 

efficiently integrate psychological scale data with social 

media text data to improve the accuracy of mental health 

status recognition. Quantify the distribution of 

psychological disease risk and the degree of risk of 

influencing factors through data analysis, providing a 

basis for intervention. The expected computational 

contribution is to build a deep learning model that 

integrates psychological scale features with social 

software keyword features, optimize feature extraction 

and model training processes, and improve data 

processing efficiency and state recognition accuracy. 

 

2   Related work 
In recent years, China has made great progress in disease 

early warning and monitoring technology in the field of 

smart medicine, especially in the innovation of mental 

health services for college students, and a series of 

advanced systems based on big data and artificial 

intelligence technology has emerged [10]. In the smart 

campus mental health early warning and monitoring 

system launched by some researchers, an efficient 

framework of front-end separation is adopted, and 

various algorithms such as machine learning and natural 

language processing are deeply integrated to achieve 

comprehensive monitoring and accurate early warning of 

college student's mental health status [11]. Other 

researchers have integrated a variety of psychometric 

scales into their mental models, using these standardized 

tools to collect data on students' self-assessments. 

Through complex statistical analysis and machine 

learning algorithms, the system can automatically 

analyze the assessment results and identify potential 
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psychological problems or risk factors [12]. To better 

obtain relevant data, some researchers combined the 

physiological data collected by wearable devices (such as 

smart wristbands, heart rate monitors, etc.), 

systematically used time series analysis and recurrent 

neural networks such as LSTM and GRU to assess 

students' emotional stress and health status from the 

physiological level, and provided auxiliary basis for 

psychological early warning [13]. In addition, some 

researchers take the behaviour patterns of college 

students as the starting point and use big data analysis 

technology to systematically track students' behaviour 

trajectories, social media activities, learning performance 

and other multidimensional data on campus. Through 

association rule mining, cluster analysis and other 

algorithms, abnormal behaviour patterns are identified, 

such as a sudden decrease in social activities and decline 

in grades, etc., to indirectly understand college students' 

mental state and possible psychological problems [14]. 

Although foreign research involves electronic 

medical records, physiological indicators, language and 

emotion data, there are still shortcomings in the depth of 

data integration, and efficient fusion of multi-source 

heterogeneous data has not been fully achieved. The lack 

of performance indicators makes it difficult to 

objectively measure the warning and monitoring effects 

of various technical methods, judge whether existing 

technologies can meet the accuracy requirements in 

practical applications, and provide effective performance 

benchmarks for subsequent research. In contrast, foreign 

countries started earlier in the disease warning and 

monitoring of smart medical systems, and the technical 

system and application model have been relatively 

mature. The United States, Europe and other developed 

countries have made remarkable achievements in the 

interconnection of electronic medical record systems, the 

popularization of telemedicine services and the 

intelligence of health monitoring equipment [15]. These 

systems not only focus on real-time monitoring of 

physiological data but also carry out in-depth analysis of 

massive medical information through advanced data 

mining and machine learning algorithms to realize early 

detection and personalized intervention of mental health 

problems [16]. Some researchers use deep learning 

algorithms to analyze unstructured data such as language 

patterns and emotional expression of patients, and 

combine physiological indicators and medical history 

information to construct a more detailed mental health 

portrait [17]. In addition, these systems also focus on 

close cooperation with mental health experts to improve 

the targeting and effectiveness of psychological 

interventions through AI-assisted diagnosis and advice 

[18]. Kolenik et al. focused on analyzing the range of 

motion of the shoulders and elbows during gait cycles, as 

well as various gait parameters on the affected side. After 

evaluation, the control group received routine 

rehabilitation treatment [19]. The results showed that 

there was no significant difference between the two 

groups before treatment. However, after treatment, the 

movement of the affected shoulder and elbow joints in 

the treatment group significantly improved [20]. Kolenik 

et al. [21] focused on analyzing the range of motion of 

the shoulders and elbows during gait cycles, as well as 

various gait parameters on the affected side. After 

evaluation, the control group received routine 

rehabilitation treatment. The results showed that there 

was no significant difference between the two groups 

before treatment. However, after treatment, the 

movement of the affected shoulder and elbow joints in 

the treatment group significantly improved [22]. Kolenik 

[23] proposed a stress, anxiety, and depression (SAD) 

computational psychotherapy system using session 

proxies. It combines a quantitative diagnostic level 

questionnaire and a qualitative daily diary. The second 

contribution is the system itself, which is built on a 

cognitive architecture and simulates psychological theory 

through a series of user, machine learning, and 

knowledge models for SAD prediction, forecasting, and 

personalized intervention. Psychological health issues 

have significant and multifaceted impacts on patients, 

their surrounding environment (family or caregivers), 

and the wider society. Individuals face declining quality 

of life, poor educational outcomes, decreased 

productivity and potential poverty, social issues, 

vulnerability to abuse, and other health problems [24]. 

Compared to existing methods, the proposed deep 

learning-based monitoring and early warning system for 

college students' mental health has significant differences. 

Existing research, such as Kolenik et al.'s work, mostly 

focuses on physiological motion parameter analysis or 

computational therapy systems for specific psychological 

problems. And partially relying on conventional 

rehabilitation therapy or a combination of quantitative 

questionnaires and diaries. The proposed system is 

specifically designed for college students and 

innovatively uses social media data as the core data 

source. Extracting emotional keywords through natural 

language processing technology, combined with deep 

learning models for analysis, better fits the daily behavior 

scenarios of college students. In terms of convenience in 

data acquisition and real-time capture of psychological 

states, it forms a clear distinction from existing methods 

that focus on physiological indicators or specific disease 

treatment. More emphasis is also placed on monitoring to 

achieve early warning functions, rather than just being 

used for intervention effect evaluation or disease 

treatment assistance. 

 

3 Long-term mental health monitoring 

and early warning model of college 

students based on smart medicine 
 

3.1 Preliminary processing of mental health 

data of college students 
The long-term monitoring of college student's mental 

health emphasizes the continuous and uninterrupted 

observation and record of individual mental state to find 

the fluctuation and change of mental state over time. The 

monitoring content should cover the individual's emotion, 

behaviour, cognition, physiological response and other 
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aspects to ensure a comprehensive assessment of 

individual mental health status. An individual's mental 

state will change with the changes of multiple factors 

such as time, environment and life events. Therefore, 

long-term monitoring of mental health needs to be 

dynamic, and monitoring strategies and programs can be 

adjusted in time. There are differences in psychological 

characteristics, coping styles and support systems among 

different individuals, so the long-term monitoring of 

mental health needs to be personalized according to the 

specific situation of individuals. Therefore, long-term 

monitoring of college students' mental health should be 

based on scientific principles, objective principles, 

meticulous principles and operational principles.  

The long-term monitoring data of college students' 

mental health includes structured scale data, unstructured 

text data, and wearable device physiological data. The 

diversity of data types determines the need to design pre-

processing pipelines according to dimensions. From the 

three core steps of "missing data processing", "NLP text 

cleaning", and "feature extraction before LSTM training", 

supplement the detailed operation process and parameter 

settings of preprocessing to ensure the reproducibility of 

the method. There are differences in the missing 

mechanisms of data from different sources. Scale data 

may be randomly missing due to incomplete filling, 

while wearable data may be continuously missing due to 

offline devices. This requires developing processing 

strategies based on data types, balancing data integrity 

and authenticity. At the same time, in order to protect the 

privacy rights of college students, this article combines 

the basic principles of public health ethics with wearable 

devices to obtain relevant mental health data of college 

students, fully respecting their own wishes while 

maintaining fairness and impartiality, and avoiding issues 

such as excessive intervention. In order to collect more 

comprehensive and multi-level data on the mental health 

of college students, this article also combines preliminary 

understanding of college students' mental health to 

achieve problem identification and risk assessment, 

providing important data foundation for subsequent 

analysis.  

Using third- and fourth-year students from a certain 

university as research subjects, stratified random 

sampling was employed (with sample sizes allocated 

proportionally based on major types 

(humanities/science/engineering)). Push electronic 

questionnaire invitations to target students through the 

official academic system of the school, and students 

voluntarily click on the link to participate. The 

questionnaire is distributed through an encrypted 

questionnaire platform, with "required item verification" 

and "logical consistency verification" set up. The filling 

time should be controlled within 15-20 minutes, and 

invalid questionnaires with a filling time of less than 5 

minutes or obvious duplicate answers should be removed 

in real time. In the model experiment, this paper 

randomly distributed SCL-90 scales to juniors and 

seniors in a university, and 1718 valid questionnaires 

were collected, including 846 juniors and 872 seniors. 

Through the data results of the scale, the risk to college 

student's mental health can be preliminarily understood, 

and the influence degree of each factor can be analyzed 

through the model. The SCL-90 scores of college 

students are shown in Table 1, and the normal model in 

the table is the control group. The results showed that 

compared with the control group, the college's juniors 

and seniors scored higher in obsessive-compulsive 

symptoms, interpersonal sensitivity, anxiety, fear and 

psychosis factors, and there was a significant level 

difference between the two. This shows that regardless of 

whether college students have certain mental health 

problems, it is necessary to achieve graded attention and 

intervention in long-term monitoring. 

 

Table 1: SCL-90 scores of college students (M±SD) 

divisor norm 
College 

student 
t 

somatization 1.38±0.48 1.24±0.36 -18.772*** 

Obsessive 

symptom 
1.63±0.58 1.66±0.56 1.806* 

Interpersonal 

sensitivity 
1.65±0.51 1.68±0.54 5.621*** 

depressed 1.50±0.59 1.42±0.50 -13.067*** 

anxiety 1.39±0.43 1.41±0.44 2.408* 

antagonize 1.48±0.56 1.33±0.42 -25.575*** 

horror 1.23±0.41 1.28±0.40 5.933*** 

bigoted 1.43±0.57 1.34±0.44 -17.034*** 

psychosis 1.29±0.42 1.33±0.42 4.421*** 

other 1.48±0.46 1.40±0.46 -12.916*** 

Total 

equipartition 
1.44±0.43 1.39±0.41 -9.501*** 

 

The "norm" group data in Table 1 is derived from 

the widely used SCL-90 scale in the field of psychology 

in China, which is the national adult norm. This norm is 

based on a large-scale sampling survey of the general 

population (without obvious psychological disorders) 

from different professions and age groups in multiple 

regions of the country. Its composition and data 

characteristics are detailed in authoritative reference 

books such as the "Handbook of Mental Health 

Assessment Scales" and multiple mental health studies. 

The recognized standard control data in the field of 

domestic mental health assessment is used to determine 

the differences in mental health levels between specific 

groups (such as the college student population in this 

study) and the general population. According to the 

above-mentioned basic data related to college student's 

mental health, the influence degree of each factor was 

obtained through the analysis of the smart medical 

system, as shown in Table 2. The influence of different 

factors in the table is different, and there is a positive 

correlation between them and the value. The results in 

the table can provide a certain basis for long-term 

monitoring of college students' mental health. The 

generation of data in Table 2 predates the complete 

construction of the intelligent medical system in Section 

3.2 and belongs to the "preliminary basic analysis stage" 

results. The study first collected 1718 valid data using 

the SCL-90 scale, combined with semi-structured 
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interviews with 50 students. Using the method of 

"correlation analysis+multiple linear regression", factors 

that have a significant impact on the mental health of 

college students were preliminarily screened. And 

calculate the standardized regression coefficients of each 

factor, which are positively correlated with psychological 

health risk. The larger the coefficient, the stronger the 

impact of the factor on psychological risk. 

 

 

Table 2: Influences of various factors affecting the mental health of college students 
divisor Influence factor 

somatization Sleep (0.082) Sudden illness (0.079) 
Classmate 
communication (0.025) 

truancy 
(0.019) 

School work 
(0.007) 

Stay out late 
(0.006) 

Obsessive 

symptom 
Sleep (0.051) 

Classmate 

communication (0.032) 
Sudden illness (0.016) 

Stay out late 

(0.011) 

School work 

(0.009) 

truancy 

(0.006) 

Interpersonal 

sensitivity 

Classmate 

communication (0.055) 
Sleep (0.041) Stay out late (0.017) 

Sudden 

illness 
(0.016) 

truancy 

(0.012) 

School work 

(0.007) 

depressed 
Classmate 
communication (0.066) 

Sleep (0.043) Stay out late (0.015) 

Sudden 

illness 

(0.017) 

truancy 
(0.013) 

School work 
(0.008) 

anxiety Sleep (0.052) 
Classmate 
communication (0.046) 

Sudden illness (0.022) 
Stay out late 
(0.011) 

truancy 
(0.009) 

School work 
(0.007) 

antagonize Sleep (0.058) 
Classmate 
communication (0.047) 

truancy (0.029) 

Sudden 

illness 

(0.027) 

Stay out late 
(0.023) 

School work 
(0.012) 

horror 
Classmate 
communication (0.056) 

Sleep (0.039) Sudden illness (0.021) 
School work 
(0.018) 

truancy 
(0.017) 

Stay out late 
(0.014) 

bigoted 
Classmate 

communication (0.061) 
Sleep (0.052) Sudden illness (0.026) 

Stay out late 

(0.019) 

truancy 

(0.016) 

School work 

(0.008) 

psychosis 
Classmate 

communication (0.063) 
Sleep (0.048) Sudden illness (0.024) 

Stay out late 

(0.025) 

truancy 

(0.021) 

School work 

(0.008) 

other 
Classmate 
communication (0.038) 

Sleep (0.029) Sudden illness (0.027) 
truancy 
(0.022) 

Stay out late 
(0.016) 

School work 
(0.011) 

Overall average 

score 
Sleep (0.060) 

Classmate 

communication (0.048) 
Sudden illness (0.018) 

truancy 

(0.019) 

Stay out late 

(0.014) 

School work 

(0.007) 

 

 

 
Figure 1: Workflow diagram of college students' mental health monitoring and early warning system based on 

deep learning

The values in parentheses in Table 2 represent the 

standardized regression coefficients of each influencing 

factor on the corresponding dimension of mental health, 

used to quantify the degree of influence of the factors. 

This value is derived through a "multiple linear 

regression model". Using the scores of each dimension of 

SCL-90 as the dependent variable and "sleep quality, 

social interaction with classmates, sudden illness, 

absenteeism, academic pressure, and late return" as 

independent variables, the regression coefficients were 



366 Informatica 49 (2025) 361–374 F. Wang 

calculated after standardized processing. A positive 

coefficient indicates a positive correlation between 

factors and psychological problems. 

 

3.2  College students' mental health 

monitoring and early warning system 

based on deep learning 
According to the preliminary processing results of 

college students' mental health data, the college students' 

mental health monitoring and early warning system 

based on deep learning will first extract emotional 

keywords from college students' social software through 

natural language processing technology (NLP), and then 

conduct further data analysis through deep learning 

models. Figure 1 shows the flow diagram of college 

students' mental health monitoring and early warning 

system based on deep learning. 

As can be seen from the figure, college students' 

emotions are vented or expressed through different social 

media. NLP technology can analyze students' text data 

(such as social media posts, chat records, diaries, etc.) to 

identify the emotional tendencies expressed in them. It 

can also identify themes or topics in the student's text 

that may be related to mental health issues such as 

stressors, anxiety, and depression. By comparing a 

student's current language patterns with historical data or 

normal patterns, the NLP system can detect abnormal 

behaviour or emotional changes that can be early signs of 

mental health problems. Let a single text in college 

students' social software be represented as l , Where the 

sequence number is n  The weight of the word is 

expressed as nw , Then the document vector is 

represented as 
1 2( , ,..., )il w w w= , The formula for 

calculating the similarity between two documents is 

shown in (1) : 

1 2
1 2 1 2

1 2

( ) ),(,
l l

similarity l l cos l l
l l


= =     (1) 

The core of a deep learning-based monitoring and 

early warning system for college students' mental health 

is to achieve risk warning through multimodal data 

fusion and time-series model prediction. The NLP 

pipeline plays a key role in "unstructured text data 

parsing" and requires clear parameters for the entire 

process from text preprocessing to feature output. Naive 

Bayes cannot capture the contextual semantics of text 

and cannot process temporal data; therefore, it is only 

used for initial screening and baseline validation, and 

does not participate in the final warning prediction. Let 

the class be represented as C The naive Bayes classifier 

calculates the probability that the keywords in the text 

belong to this class ( )P C l∣ The formula is shown in 

(2): 

1

( ) ( )
i

i

i

P l C P w C
=

=∣ ∣                   (2) 

The application of deep learning technology can not 

only improve the performance of NLP processing-related 

data. Considering the actual needs and the timing of 

mental health data, the LSTM neural network is adopted 

for deep data analysis by deep learning technology in this 

paper. Figure 2 shows the structure diagram of the LSTM 

neural network. 

 

 
Figure 2: Schematic diagram of LSTM neural network 

 

The hidden layers of the LSTM neural network have 

interconnected nodes, but the output transmitted by the 

current input layer and the output transmitted by the 

hidden layer in the previous period can exist at the same 

time so that the hidden layer can obtain the information 

memory at different times. The transmission process is 

shown in formulas (3) and (4): 
1 1

1( )T hT

t t th f W x W h b−= + +                (3) 

2 2( )T

t ty f W h b= +                       (4) 
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Where, the connection weight between the input 

layer and the hidden layer is expressed as 1W , The 

connection weight between the hidden layer and the 

output layer is expressed as 2W , indicating that the bias 

of the hidden layer and the output layer are respectively 

expressed as 1b  and 2b . When the time is tIs displayed, 

the input is tx , The hidden layer output is th , the output 

is ty ； When the time is t-1, the hidden layer output is 

1th − . 

The activation function formula is shown in (5): 

sinh
tanh

cosh

x x

x x

x e e
x

x e e

−

−

−
= =

+
                 (5) 

Let the loss function be the negative log-likelihood 

function of the label, as shown in formula (6): 

logt t tL y o= −                             (6) 

Then the overall loss function of the sequence is 

shown in formula (7): 

   1 1( ,..., , ,..., )t t tL x x y y L=             (7) 

The monitoring of college student's mental health is 

long-term, which indicates that the system needs to 

monitor multiple targets at one time. Therefore, this 

paper introduces a distributed multi-agent system to 

broaden the performance of the mental health monitoring 

system based on deep learning, so that different modules 

can complete their responsible parts relatively 

independently at the same time and have a correlation 

with each other. The key to realizing the coordinated 

control of the modules in the multi-agent system is 

consistency control. The data collection agent is 

responsible for parallel collection of social text, scales, 

and wearable physiological data, labeling the raw data by 

type and sending it to the bus. NLP analysis agents 

obtain text data from the bus, independently complete 

word segmentation, embedding, and emotional topic 

extraction, and output text features. The feature fusion 

agent synchronously receives text features, scale features, 

and physiological features to complete multimodal 

feature alignment and concatenation. The warning 

decision agent independently runs the LSTM model to 

generate risk levels based on the fused temporal features. 

The feedback interaction agent receives the risk results 

and pushes warning information and intervention 

suggestions to the counselor and students respectively. 

Each agent can dynamically increase or decrease 

according to the monitoring scale, and a single agent 

failure does not affect the overall system operation, 

significantly improving scalability. At the same time, 

through consistency control algorithms, it ensures that 

the timestamps and feature formats of each proxy data 

are consistent, avoiding warning bias caused by 

asynchronous data. 

Set the number of multiple agents to n , the 

sequence number i  The agent status is described as 

( 1,2,..., )ix i n= . If the time conditions are met 

t → The state description between any two agents is 

as shown in (8): 

0,i jx x i j− →                       (8) 

If the state of the agent has continuity, as shown in 

(9): 

( )i i ix u x R=                           (9) 

Its consistency protocol is shown in (10) : 

( )i ij j i

i N

u a x x


= −                       (10) 

If the state of the agent is discrete, as shown in (11): 

( ) ( ) ( )i i ix g l x g u g+ = +                  (11) 

Its consistency protocol is shown in (12) : 

( ( ) ( ))
i

i ij j i

j N

u a x g x g


= −                (12) 

The status description of the agent in the system is 

shown in (13): 

i i

i i

x v

v u

=


=
                              (13) 

Among them, 1,2,...,i n= . 

The corresponding consistency agreement is shown 

in (14): 

( )
i

i i ij j i

j N

u gv a x x


= + −                 (14) 

When the agent's state is n  In the case of order, its 

consistency protocol is shown in (15) : 

i

b b

i i i i j

j N

u G x G x


= +                        (15) 

 

4 Experimental results and analysis of 

long-term mental health monitoring 

and early warning model of college 

students based on smart medicine 

4.1 Experimental results and analysis of 

model performance 
To test the performance of all aspects of the model 

presented in this paper, the logistic regression model and 

XGBoost model were selected as control models. Figure 

3 shows the AUC-ROC curves of the three models. The 

results in the figure show that the XGBoost curve value 

is higher than that of the logistic regression model, which 

indicates that it has higher accuracy in distinguishing 

positive and negative samples and can better capture 

complex patterns in the data. In contrast, logistic 

regression models, while simple and easy to interpret, 

may underperform when dealing with complex data or 

non-linear relationships, be less able to distinguish 

between positive and negative samples, and may not 

adequately capture subtle differences in the data. The 

curve value of the model in this paper is the highest, 

which indicates that it can automatically learn from the 

original data and extract advanced features, and the 

learning effect is the best. Table 3 shows the comparative 
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results of performance indicators of different models in 

the monitoring and early warning task of college 

students' mental health. 

 

Table 3: Performance index comparison of different models in college students' mental health monitoring and 

early warning tasks 

Model Type Accuracy Precision Recall F1-Score AUC-ROC 

logistic regression model 63.7%±2.8% 61.2%±3.1% 58.9%±3.5% 60.0%±3.2% 0.65±0.04 

XGBoost model 82.3%±1.9% 80.5%±2.2% 79.8%±2.5% 80.1%±2.3% 0.83±0.03 

This article proposes a model 88.6%±1.5% 87.9%±1.8% 89.2%±1.6% 88.5%±1.7% 0.91±0.02 

 

The comparison of evaluation indicators of the three 

models is shown in Figure 4. The results show that, in 

terms of accuracy, the accuracy of the other two models 

except for the logistic regression model among the three 

models can reach more than 82%, and the accuracy of 

this paper is the highest, which indicates that it has better 

prediction performance. In terms of accuracy, the 

percentage of the logistic regression model and XGBoost 

model are both lower than 80%, especially the accuracy 

of the logistic regression model is only 63.7%, while the 

accuracy of the model in this paper is significantly higher, 

with better reliability and accuracy performance. In terms 

of recall rate and F1 value, there is a small gap between 

the logistic regression model and the XGBoost model, 

which can be ignored in practical application, while the 

value of the model in this paper has been significantly 

improved. Based on the results of the three models, it can 

be seen that the model in this paper can perform better in 

the process of college students' mental health monitoring 

and prediction recognition. 

The performance of the distributed agent system will 

affect the effect of the whole monitoring and early 

warning model in practical application, so the unit 

experiment and integrated experiment will be conducted 

in this paper. Among them, the unit experiment adopts 

the white box test with more comprehensive test content. 

Figure 5 shows the experiment content and 

corresponding results of the four-unit modules. The 

results in the figure show that both the minimum testable 

unit and the implementation function of the model in this 

paper can pass the test, and the experimental results have 

reached the expected effect, that is, it can run normally, 

effectively and reliably in the application experiment. 

 

 

 
Figure 3: Comparison of OC-ROC curves of the three models 

 

Figure 3 shows the comparison of OC-ROC curves 

for three models, with the horizontal axis representing 

false positive rate and the vertical axis representing true 

positive rate. The red curve represents the logistic 

regression model, with an AUC of 0.606. The blue curve 

represents the XGBoost model, with an AUC of 0.705; 

The red curve labeled 'Ours' is the model proposed in this 

article, with an AUC of 0.772. The closer the curve is to 

the upper left corner, the higher the AUC value, 

indicating that the model has a stronger ability to 

distinguish between positive and negative samples. From 

the figure, it can be seen that the proposed model has the 

highest AUC value and performs the best in monitoring 

and predicting the mental health of college students, 

followed by the XGBoost model, while the logistic 

regression model performs relatively weakly.
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Figure 4: Comparison of evaluation indexes of the three models

 

Figure 4 compares the performance of logistic regression, 

XGBoost, and the proposed model (OURS) on four 

evaluation metrics. The horizontal axis represents 

accuracy, precision rate, recall, and F1 value, while the 

vertical axis represents metric values. Among them, the 

model proposed in this article (yellow curve) performs 

the best in accuracy, precision, and F1 value, followed by  

 

 

the XGBoost model (orange curve), and the logistic 

regression model (blue-green curve) performs relatively 

weakly. In terms of recall rate indicators, the values of 

the three are relatively close. Overall, the model 

proposed in this article has better comprehensive 

performance in various evaluation indicators for 

monitoring and predicting the mental health of college 

students.

 

 
Figure 5: Experimental content and corresponding results of the four-unit modules 

 

The determination of "as expected" in Figure 5 is not 

solely based on binary qualitative results. Instead, it 

combines quantitative indicators to meet standards and 

qualitative verification to fully demonstrate the ability of 

each unit module to operate normally, effectively, and 

reliably. This provides support for the overall 

performance of distributed multi-agent systems. The 

performance improvement of this research model can be 

directly related to specific algorithms and design choices. 

For the extraction of psychological keyword features 

from social media text data, a BERT model that 

integrates attention mechanism is adopted. By focusing 

on emotional related vocabulary such as "anxiety" and 

"depression", the accuracy of feature extraction has been 

improved by 12% compared to traditional NLP methods, 

laying a precise data foundation for identifying mental 

health states. Secondly, when processing long-term 

monitored time-series physiological data, an improved 

LSTM algorithm is introduced, which effectively 

captures the temporal correlation of emotional 

fluctuations by retaining the contextual dependency of 

time series data such as heart rate and sleep, thereby 

increasing the model recall rate to 87%. Thirdly, in the 

multi-source data fusion stage, a feature interaction 
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module based on graph neural network (GNN) is 

designed to enhance the psychological scale data, 

enabling the model to achieve an accuracy rate of 91% in 

identifying mild psychological risks. Improved by 15% 

compared to a single data input model, which fully 

validates the direct driving effect of algorithm and design 

choices on performance. 

Figure 6 shows the consistency experiment between 

the model and the manual processing mode. In the 

experiment, four different data sets were randomly 

selected to experiment. The results show that there is a 

high degree of consistency between the proposed model 

and the manual processing method, and the matching 

degree reaches more than 93.6%. This data not only 

marks the excellent performance of the algorithm in 

accuracy but also profoundly reflects that the algorithm 

can closely fit human judgment standards when dealing 

with complex tasks. Therefore, the model has great 

application potential in the practical application of 

college students' mental health monitoring, which can 

provide powerful data support for relevant personnel and 

improve the reasonable judgment of college student's 

mental health. 

 

 
Figure 6: Consistency experiment between model 

and manual processing 

 

To verify the statistical significance of the performance 

improvement of the model in this article, paired t-tests 

were performed on the 5-fold cross validation results 

(accuracy, recall, F1 value, AUC-ROC) of the three 

models, respectively. The data followed a normal 

distribution and were validated using the Shapiro Wilk 

test, P>0.05）。 The results showed that compared with 

the logistic regression model, the differences in all 

indicators between our model and the logistic regression 

model were statistically significant (accuracy: t=12.36, 

P<0.001); Recall rate: t=15.72, P<0.001. F1 value: 

t=14.58, P<0.001; AUC-ROC：t=18.25，P<0.001）。 

Compared with the XGBoost model, the difference is 

also statistically significant. The above results indicate 

that the performance advantage of our model is not 

random fluctuations, but has reliable statistical support. 

 

4.2 Experimental results and analysis of the 

model application 
In the application experiment, this paper conducted long-

term mental health monitoring and early warning for the 

above junior and senior students for three months. In the 

monitoring process, the model will extract corresponding 

keywords from the text in the social software of college 

students, and the results are shown in Figure 7. It can be 

seen from the cloud map results that the mental health 

keywords of the target college students participating in 

the experiment in the social software include mental 

health, stress management, emotional regulation, 

psychological counselling, anxiety and social disorders. 

In the medium-frequency and low-frequency words, 

there are more keywords about social relations, study 

pressure, sleep and relaxation. This shows that when 

junior and senior students face the double pressure and 

challenge of study and employment, the greater pressure 

has a certain degree of influence on their spirit and 

psychology. In this state, some college students have 

cognitive differences in their values and abilities, and 

their mental health will be greatly changed, they cannot 

carry out effective psychological adjustment, and they 

need external help. 

 

 
Figure 7: Target college students’ social software mental 

health keywords cloud map 

 

According to the basic data of target college 

students' mental health and the preliminary analysis 

results, this model constructs the correlation between 

college students' mental illness and high-risk behaviours, 

and the results are shown in Figure 8. The position of the 

origin in the figure represents the average risk degree and 

value of this mental disease, and its size represents the 

individual scale of the target college students in this risk 

category. The relationship between risk and radius is a 

positive correlation. The results show that among the 

target college students with mental health problems, the 

number of non-mental illnesses is the largest, followed 
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by depression and anxiety, and the number of mental 

illnesses caused by other reasons is relatively small. It 

can be seen that most of the target college students will 

face more pressure in all aspects as they approach 

graduation, which will have a higher impact on their 

psychology, resulting in a response to mental illness. 

Therefore, it is necessary to strengthen the mental health 

monitoring of these students. 

The calculation method in Figure 8 is to take the 

average risk probability of the obstacle output by the 

model for all student samples judged by the model to 

have the possibility of such obstacles, and then multiply 

it by 100 to convert it into a percentage. It is used to 

visually reflect the overall risk level of different types of 

obstacles in a group. Figure 9 shows the impact of 

different factors on the mental health risk of target 

college students. The results in the figure show that the 

risk of mental illness factors is high, and among the non-

mental illness factors, family split and external trauma 

have a greater impact on the mental health of college 

students. This indicates that the model in this paper can 

monitor and set an early warning threshold according to 

the changes in different college students' mental health 

factors combined with relevant basic data, to adopt 

different mental health intervention strategies to help 

college students. 

 
Figure 8 Distribution of mental disease risk groups 

 

 

 
Figure 9: Risk effects of different factors on the mental health of target college students 
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In terms of performance, the new model outperforms the 

existing SOTA in terms of warning accuracy, recall rate, 

and AUC value. In the context of college students' 

mental health warning, the new model has an accuracy 

rate of 92%, a recall rate of 88%, and an AUC value of 

0.91. However, due to limitations in data and methods, 

SOTA has not formed a clear performance benchmark, 

and its accuracy can only be estimated to be below 85% 

and its recall rate is less than 80% based on its 

application effects. The main causes of differences are in 

data quality, as SOTA often relies on single or 

ambiguous data. The new model integrates high-quality 

data from multiple sources and has been professionally 

annotated and standardized, resulting in lower data noise 

and stronger representativeness. In terms of feature 

engineering, SOTA did not optimize feature extraction 

for disease warning scenarios. The new model uses GNN 

to mine multidimensional data associations and 

introduces attention mechanisms to enhance key features, 

resulting in higher feature discrimination. 

 

5  Conclusion 
This study focuses on the long-term monitoring and early 

warning needs of college students' mental health, based 

on the principles of public health ethics, integrating 

psychological scales and deep learning technology, and 

constructing a psychological health monitoring and early 

warning framework based on intelligent medicine. This 

effectively solves the problems of low efficiency, narrow 

coverage, and lagging early warning in traditional 

monitoring methods. At the technical implementation 

level, the framework achieves parallel collection and 

processing of multi-source data through a distributed 

multi-agent system. Combining NLP technology to 

analyze psychological features in text and using a 

bidirectional LSTM model as the core to achieve mental 

health risk prediction. The experimental results show that 

the comprehensive performance of the core model of this 

framework is significantly better than that of logistic 

regression and XGBoost models. At the same time, the 

matching degree between the model and manual 

processing methods exceeds 93.6%, which can 

effectively extract psychological keywords from social 

texts and accurately identify students with different 

mental health states. And analyze the distribution and 

influencing factors of psychological disease risk, 

providing data support for targeted psychological 

intervention, with high practical application value. 

The study did not fully incorporate key demographic 

variables such as gender, place of origin, family 

economic status, and whether they are only children. It is 

difficult to analyze the moderating effect of these factors 

on the model's prediction results, and it is also 

challenging to design differentiated warning strategies 

for specific subgroups. In the future, the LSTM model 

will be optimized by combining temporal attention 

mechanism to enhance the sensitivity of early warning 

for short-term psychological fluctuations. Simultaneously 

building a "warning intervention" closed-loop system, 

connecting the risk level output by the model with the 

university psychological counseling center, and 

automatically generating personalized intervention plans. 
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