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Accurately predicting corporate investment and financing behavior is crucial for improving financial
intelligence and capital allocation efficiency. This article proposes an economic data-driven multi-task
deep prediction model that integrates Gated Recurrent Unit (GRU) networks with a multi-head attention
mechanism to process multi-source heterogeneous economic variables, including macroeconomic
indicators, corporate financial data, and market sentiment factors, under a unified structure. The model
constructs multivariate time-series samples through sliding windows and employs a dual-output
architecture to perform regression prediction of financing intensity and classification recognition of
behavioral states into three classes (expansion, wait-and-see, contraction). To enhance responsiveness to
behavioral transition patterns, a feature cross-attention mechanism and a joint loss function optimization
strategy are introduced, improving nonlinear behavior learning capability and generalization robustness.
Based on empirical data from 232 A-share listed companies, covering 12,840 training samples over the
past decade, the experimental results showed that the model achieved a coefficient of determination (R?)
0f 0.862 in the financing prediction subtask, an accuracy of 88.3% in the classification task, and a Macro-
F1 value of 0.841. Compared with baseline machine learning methods including Support Vector
Regression (SVR), Random Forest (RF), and Multi-Layer Perceptron (MLP), the model demonstrated
superior error control and trend fitting ability. Overall, the model exhibits high prediction accuracy,
stability, and industry adaptability, providing a feasible technical path and empirical basis for building a
data-driven intelligent investment and financing analysis system for enterprises.

Povzetek: Razvit je vecopravilni BiGRU-model z vecglavo pozornostjo za napovedovanje intenzivnosti
ter klasifikacije investicijsko-financnega vedenja podjetij iz vecizvornih ekonomskih podatkov. Preverjen

je na 12.840 vzorcih.

1 Introduction

With the increasingly active business activities and
uncertain  business environment, investment and
financing have become the most important means of
strategic change and allocation for enterprises, and are
facing unprecedented pressure. In the past, corporate
investment and financing activities mainly relied on the
intuition of financial experts and the evaluation of static
reports. Nowadays, the emergence of a large amount of
structural and non-structural economic information has
made it possible to establish intelligent decision-making
mechanisms driven by data. The important reason behind
this is the extreme integration of artificial intelligence
and big data analysis technology, which has led
corporate financial management activities to a higher
level of intelligence.

Enterprises’ investment and financing decision-
making actions will continue to be dynamic, and
fundamentally, it is the result of a series of multi-level,
multi cycle, and multi factor interactions. This action
path depends on the interaction between internal factors

(such as business operations and asset liability ratios) and
external macroeconomic factors (such as interest rates,
government intervention, industrial cycles, etc.), exhibiting
strong irrational factors and periodic jumps. Therefore, how
to find dominant indicators from massive, multi cycle, and
multi factor economic information, accurately capture
action patterns and future development trends is a major
technical challenge in the field of intelligent financial
model research [4].

It should be noted that, in contrast, traditional statistical
modeling is very suitable for linear relationship
assumptions, while today's machine learning techniques
and deep learning methods can provide useful information
for predictive analysis of complex and noise intensive data.
Especially for time series prediction and behavior
recognition, it has great advantages [5]. By utilizing
economic data from various sources to establish a
predictive model that can grasp structural changes and
understand development trends, enterprises can have better
foresight and countermeasures when facing market
fluctuations or financial pressures.
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This article intends to design a prediction model for
investment and financing activities of listed companies
that integrates economic data feature analysis and
intelligent algorithm optimization, taking into account
the construction of the economic theory model
framework, the diversity and real-time nature of input
data, and the commercial understanding of industrial
financial management based on algorithm output results.
The goal is to pursue the "“interpretability" and
"predictability” of prediction. Using data from several
representative listed companies to test the model and
evaluate its predictive accuracy, robustness, and
adaptability, this article concludes by describing and
explaining the potential application value of the model
in industrial financial management.

Specifically, this study aims to address the
following research questions:

(1) Can a BiGRU with multi-head attention achieve
higher accuracy than traditional machine learning
models (e.g., SVR, RF, MLP) in predicting financing
intensity?

(2) Can a multi-task architecture jointly modeling
regression and classification tasks improve robustness
and interpretability in forecasting enterprise investment
and financing behaviors?

(3) How does the proposed model perform across
heterogeneous economic data sources in terms of
adaptability and stability?

The structure of this article is as follows: Chapter 2
provides an overview of the current research status and
basic concepts on this topic both domestically and
internationally; Chapter 3 introduces the modeling
process and key parameters of the constructed model;
Then Chapter 4 verifies the effectiveness and economic
explanatory power of the predictive function of the
model proposed in this article through examples;
Chapter 5 is an analysis of how the established model
can be applied to actual business scenarios, and will also
elaborate on possible issues that may arise; Chapter 6
provides a comprehensive overview of the entire text and
outlines future development trends.

2 Related work

Due to the increasingly complex and data-driven
decision-making nature of corporate investment and
financing behavior, accurately predicting changes in
corporate investment or borrowing has always been a
topic of sustained interest for scholars and practitioners.
Although research methods continue to develop, the
dynamic evolution process of high-dimensional
nonlinear data characteristics and economic variable
interactions is complex and may have multiple driving
factors, making investment and lending predictions still
difficult [6]. Traditional regression, time series, and
other methods perform well in terms of interpretability,
but they are difficult to play a greater role in irregular
attributes, multi period changes, and occasional risk
factors [7].

With the deepening of understanding of the business
activities of listed companies, scholars have begun to use
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artificial intelligence to enhance their judgment ability in
investment and financing. In recent vyears, artificial
intelligence modeling methods centered around neural
networks have been widely applied in financial analysis of
listed companies, stock market forecasting, credit rating,
and more. For example, Shahrour et al. (2023) [8]
established a stock market price prediction strategy based
on deep neural networks, which enhanced the response
speed to the stock market; Yao et al. (2022) [9] overcame
the problem of noise impact in financial market sequence
data by adding LSTM to the neural network model of the
data and applying algorithms to optimize the model; The
hybrid model designed by Chandok et al. (2024) [10]
achieved higher robustness and universality in enterprise
bankruptcy prediction tasks by combining deep neural
network models. These scholars' research results indicate
that intelligent modeling methods based on deep learning
have predictive ability in analyzing the financial activities
of listed companies, as well as good application scenarios
and scalability.

Against the backdrop of the emergence of numerous
economic data in big data, research on enterprise behavior
patterns based on big data has become increasingly active.
Scholars have incorporated various types of economic data,
such as GDP growth rate, interest rates, and industry
activity index, into models to expand the predictive
dimensions and overall system of the model [11]. Tang and
Wei (2023) [12] used XGBoost and SHAP algorithms to
discover the key driving factors of a company's digital
transformation, which can provide visual explanations for
related investment and financing behaviors. Pei et al. (2023)
[13] established an interpretable prediction framework from
the perspective of data features, significantly improving the
interpretability of traditional "black box" models. These
studies have formed a theoretical shift from focusing on
improving the "accuracy"” of prediction results to seeking
the "interpretability and credibility" of prediction principles.

After continuously understanding relevant issues,
multi-path fusion modeling and hybrid intelligent methods
have gradually become mainstream. Wu (2022) [14]
established a grey prediction model based on fuzzy thinking
to simulate the nonlinear and uncertain boundaries within
the economic system; Yang (2024) proposed a cross-border
e-commerce supply chain demand forecasting model based
on deep neural networks, focusing on big data-driven
business decision-making; Kartbayev et al. (2022) proposed
an intelligent comprehensive evaluation model for
investment projects that considers multiple input factors,
which can enable enterprises to obtain better investment
and financing advice from the wave of digital
transformation. From this, it can be seen that using a single
route alone cannot solve the multidimensional and multi-
directional problems faced in the process of enterprise
behavior prediction. The use of deep learning, optimization
algorithms, attention, and feature selection ensemble
methods to construct an integrated architecture has become
an effective way to break through the bottleneck of
prediction.

However, existing research also has certain limitations.
On the one hand, most intelligent prediction methods still
heavily rely on the integrity and representativeness of
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training data, making it difficult to maintain stable
performance in scenarios with large industry spans and
strong data distribution heterogeneity [17]; On the other
hand, many studies still focus on financial markets such
as stocks and bonds, lacking systematic modeling and
evaluation of micro level business operations, especially
actual investment and financing behaviors [18]. In
addition, key issues such as the engineering feasibility of
model deployment, the practical path of data fusion, and
the interpretation mechanism of prediction results still
need to be further deepened.

In summary, the current academic community has
accumulated rich achievements in the field of investment
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and financing prediction, from statistical modeling to deep
neural networks, from univariate processing to multi-source
heterogeneous data fusion, with significant technological
evolution. However, how to construct intelligent models
with both predictive and explanatory capabilities in
complex economic environments, and how to enhance the
model's perception and adaptability to fine-grained changes
in corporate investment and financing behavior, are still the
core issues of concern in this study. To highlight the
performance gap with existing methods, Table 1
summarizes representative studies, including their methods,
datasets, evaluation metrics, and limitations, compared with
the approach proposed in this paper.

Table 1 : Summary of representative related studies

Author(s) Method Dataset Metrics Limitations
Deep Neural Sensitive to noise;
Shahrour et al. o
Network for stock Stock market data Accuracy limited
(2023) . . .
prediction interpretability
. . o Noise sensitivity;
Yao et al. LSTM with Financial time .
o . RMSE, MAE relatively slow
(2022) optimization series .
training
Hybrid Deep . .
L . High complexity;
Chandok et al. Neural Network Enterprise financial Accuracy, .
generalization
(2024) for bankruptcy data Robustness L
L limitations
prediction
. XGBoost with . . o Focuses on feature
Tang & Wei L Enterprise Visualization, .
SHAP for digital o . analysis rather than
(2023) . digitalization data Interpretability o
transformation complete prediction
. . R2=0.862, Higher computational
Multi-task BiGRU . .
. . 232 A-share listed Accuracy = cost, but improved
This study + Multi-head )
. firms (2015-2023) | 88.3%, Macro-F1 robustness and
Attention .
=0.841 adaptability
Therefore, this article will focus on the dual axis mapping intelligent algorithm  expression”.  Unlike

path of "economic data-driven+intelligent prediction
algorithm™, propose an enterprise intelligent investment
and financing prediction model that integrates multi-
source data processing, structured modeling, and deep
learning optimization, and empirically verify its
performance and application value.

3 Modeling ideas and indicator
system construction for predicting
corporate investment and financing

behavior

When constructing a practical, explanatory, and
forward-looking enterprise investment and financing
behavior prediction system, the starting point of
modeling work should be based on the triple logic of
"economic variable driving behavior mechanism

traditional financial modeling that focuses on single
indicator fitting, the predictive model proposed in this paper
not only requires the ability to "fit" historical data of
enterprises, but also emphasizes the ability to extract trend
driven signals from macroeconomic fluctuations, capture
structural change arteries from enterprise financial status,
and recognize and predict behavioral states in multivariate
cross analysis. The investment and financing behavior of
enterprises exhibits strong nonlinear and cyclical
characteristics, often driven by macro cyclical disturbances,
changes in liquidity preferences, distorted industry
expectations, and other factors. The interaction relationship
between multiple heterogeneous input variables frequently
leads to the failure of classical linear regression and fixed
coefficient statistical models in actual prediction. To
address this challenge, this article introduces a multi-source
data-driven feature construction strategy and a non-linear
prediction algorithm with strong deep expression ability,
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attempting to establish an intelligent perception and
prediction framework for enterprise investment and
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financing behavior in the link of variable extraction
behavior modeling output mapping. (As shown in Figure 1)
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Figure 1 : Overall construction process of enterprise investment and financing behavior prediction Model

3.1 Multidimensional feature analysis and
variable selection of economic data

In the modeling of enterprise investment and financing
forecasting, economic data is not only used as
background information, but also an inherent driving
variable in the behavioral evolution path. Therefore,
scientifically analyzing the multidimensional structure
of economic data and constructing a variable set with
predictive ability is the fundamental guarantee for model
performance.  This article divides economic
characteristics into three sub domains: macro level
indicators, market factors, and policy signals. In terms of
variable selection strategy, the Joint Information Gain
(JIG) mechanism and the Temporal Stability Index (TSI)
function are used to screen and rank candidate variables.
The specific formula is as follows:

JIG(x.y)=H(Y)-H %) (1)

where H(-)denotes Shannon entropy, H(x)is the
marginal entropy of variable x, H(y)is the marginal
entropy of the target behavior label y, and H(x,y)is their
joint entropy. A higher JIG value indicates that the
candidate variable provides more information for
predicting investment and financing behaviors. At the
same time, to avoid introducing pseudo variables with
high-frequency and violent fluctuations but no stable
structure, a time series stability index is further
introduced for dynamic evaluation:

TSI (x,) = 1- Yarax)
Var(x; ) 2)

In the formula, where Var(x)is the variance of the
original variable sequence x, and Var(Ax)is the variance
of its first-order difference Ax; = x,_, .When TSI
approaches 1, the sequence exhibits strong stationarity
and smooth trend continuity; when TSI is close to 0, the
sequence fluctuates violently and is less suitable for
stable time-series modeling.

After preliminary evaluation and empirical screening,
this article finally included 12 types of variables, namely
GDP growth rate, M2 money supply, benchmark interest
rate, manufacturing prosperity index, credit expansion
index, CPI, PPI, fixed-asset investment index, exchange
rate index, unemployment rate, government expenditure
index, and stock market composite index as the core input
features of the prediction model, ensuring that the model
has sufficient sensitivity and responsiveness to behavioral
trends. All variables are resampled in time series at a
uniform frequency and processed through normalization
and scale compression methods, providing an input basis
for the training and fusion of subsequent model structural
layers.

3.2 Structured modeling logic and
prediction objectives for investment and
financing behavior

The investment and financing behavior of enterprises is
essentially a dynamic feedback system driven by both
internal and external factors. Its state not only changes with
macroeconomic fluctuations, but is also closely coupled
with the enterprise's own financial structure, strategic cycle,
and market expectations. To achieve high-quality
prediction, it is necessary to construct a structured modeling
framework that balances time dependence and non-linear
expression ability.

This article models corporate investment and financing
behavior as a temporal response function, with historical
economic and financial feature sequences as inputs and
future financing or investment behavior labels as outputs,
forming an input-output structure. The specific expression
is as follows:

Ve = F(Xpior Xt -+ X, ©) (3)

Among them, § represents the strength or category
label of the investment and financing behavior predicted by
the model; F(-) is the nonlinear function to be trained; x,
is the input feature vector at time t, which includes macro



A Multi-Task GRU-Attention Model for Predicting Enterprise...

factors, financial indicators, and lead variables; @ is the
set of model parameters; K is the length of the historical
window.

The prediction objectives are divided into two types
of tasks: one is numerical regression prediction, which is
used to estimate the financing amount of the enterprise
in the future range (such as the scale of new debt or
equity financing); The second is the multi class
prediction task, which identifies the behavior status of
enterprises in the current cycle (such as active financing,
wait-and-see, investment contraction, etc.). To support
the dual task learning structure, a joint loss function is
constructed as follows:

Ltotal = }\‘1 ’ Lreg + )\’2 ’ I—cls

(4)

Among them, L. is the mean square error loss
function (used to fit the financing amount), L is the
cross-entropy loss  function (used for behavior
classification), and 2, , A, is the weight adjustment
coefficient, reflecting the balance of task importance,
and was empirically determined through grid search
within [0.1, 0.9] on the validation set.

The core advantage of this structure is that it not
only captures the numerical fluctuations and temporal
structure of input variables, but also combines the
behavioral logic of label space to achieve a dual output
of "quantitative estimation+behavioral recognition”,
thus meeting the diversified application needs of
enterprise financial systems for prediction results.

3.3 Sample data preprocessing strategy
and feature engineering design

The prediction of corporate investment and financing
behavior relies on the dynamic input of time-series data,
and the raw data often has problems such as dimensional
heterogeneity, inconsistent time frequency, and a large
number of missing outliers. To ensure the stability and
accuracy of model training, this article conducts
systematic preprocessing and feature engineering design
before data modeling.

Firstly, to address the issue of time alignment
between macro and micro data, a sliding window
mechanism is adopted to construct sequence samples. If
the sliding window length is set to k and the step size is
1, the i-th sample input sequence is constructed as
follows:

X =X, Xirg- w0 Xinn]

(5)
Among them, x; is the feature vector of the jth day,
and the corresponding output label is y; + k, forming the
training data pair (X®y®),

Secondly, to address missing and extreme values in
the data, this article adopts a combination repair strategy.
Forward padding is used for macro data, while linear
interpolation correction is applied to quarterly financial
data of enterprises based on year-on-year change rate.
Outlier detection is performed by setting a threshold of
+30; values beyond this range were winsorized (capped
at boundary values) rather than removed, to preserve
data continuity.
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In terms of feature construction, considering the trend
inertia and cyclical fluctuations of investment and financing
behavior, this paper introduces derivative features based on
the original variables. The most commonly used treatments
include:

First order difference (capturing trend changes):
AX; = XXy (6)

Rolling average (smooth local fluctuations):
19
MA (%)== % — ]
= @)

The above transformation can significantly enhance the
sensitivity of the model to trend mutations and short-term
behavior. All features undergo Z-score standardization
before input:

X TH
t
6 (8)

Among them, p is the sample mean of variable x, and
o is the sample standard deviation.

In summary, this section has completed the full chain
design of the data preprocessing process around four levels:
"standardized sample generation - cleaning and completion
- derivative variable construction - scale unification”,

providing a stable, clean, and structured data input
foundation for subsequent deep modeling modules.

X

3.4 Model architecture design and core
technology selection

When building a predictive system for enterprise
investment and financing behavior, the selection of model
architecture needs to take into account three core elements:
the high complexity of variable dimensions, the temporal
dependence of input sequences, and the diversity of output
targets (including continuous values and categorical labels).
Therefore, this article adopts a deep learning model with a
multi-layer nested structure as the main architecture, and
combines attention mechanism and residual connection
technology to improve its expression and generalization
ability for time-series financial behavior data.

The overall model structure consists of three main sub
modules: input encoding layer, feature extraction layer, and
output prediction layer. Firstly, the input encoding layer
maps different types of variables (such as macro indicators,
corporate financial characteristics, etc.) to a unified
dimensional representation through a multi-head
embedding network. If the input at time t is the feature
vector x, € RY, then the embedding transformation is:

Zt = Wext + be (9)

Among them,W, € R¥*4 s the weight matrix,b, € RY
is the bias term, and z, is the high-order expression after
embedding.

Subsequently, the feature extraction layer adopts a
bidirectional recurrent structure (Bi GRU) with gating
mechanism to capture the temporal dependency patterns of
forward and backward. The bidirectional structure can
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extract short-term fluctuations and long-term trends in
parallel. The calculation form is as follows:

h,=GRU _(z,)IIGRU_(z,) (10)

Among them, h, represents the hidden state vector
at time t, and | represents the vector concatenation
operation. To enhance the model's ability to pay
attention to critical moments, an attention mechanism is
introduced after the output of the recurrent network, and
its weight distribution is defined by the following
equation:

_expe,)
-
)
Zj:lexp(el (11)
_\T
e, =V tanh(W,ht+b,) (12)

Among them, a, is the attention weight at time t, v
. W,. b, are trainable parameters. Ultimately, the output
layer is divided into two branches based on task types:
one is the regression prediction branch, which is used to
estimate financing/investment amounts; The second is
the classification branch, which is used to determine the
current behavior status of the enterprise (such as
"financing expansion"” or "conservative wait-and-see").
The dual output structure improves overall modeling
efficiency by sharing underlying features. This
architecture has good scalability and can flexibly adjust
the number of layers and parameter configuration
according to data size and label complexity, making it an
effective technical path for achieving high-precision and
multi-objective enterprise behavior prediction. In the
implementation, the BiGRU consists of 2 stacked layers
with hidden size 128, followed by a multi-head attention
module with 4 heads.

3.5 Construction of fusion mechanism for
multi source heterogeneous economic data
The formation of corporate investment and financing
behavior is driven by information from different
dimensions, including macroeconomic environment,
financial market dynamics, corporate financial status,
and external policy signals. These pieces of information
exhibit heterogeneous characteristics in data structure,
such as inconsistent frequency, significant differences in
value distribution, and complex dimensional types. In
order to achieve behavior modeling in a unified input
space, it is necessary to design an effective data fusion
mechanism that aligns representations, compresses
structures, and integrates information for multi-source
heterogeneous data.

This article adopts a fusion mechanism of channel
embedding weight fusion cross attention structure.
Firstly, four main data sources are set: macro variable
sequence M = {m,}, financial indicator sequence F =
{f:}, market sentiment factor S = {s.}, and policy signal
variable P ={p, . Obtain unified dimensional
representations through independent linear embedding
networks:
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' =W"m, z;=W'f,  z{=WsS,
P —\\/P
Zt W pt (13)

Among them, W™, Wf, WS, WPis the weight matrix of
each channel, and the output is a feature representation of
the same dimension. Next, a weighted fusion layer is
constructed, introducing a learnable weight parameter of o;,
and integrating multi-source information through weighted

summation:
fusion __ zaizti
ie{m,f,s,p} (14)

Z, =

Among them, q; and Kk; respectively represent the
query and key vectors from different channels, and B;;
represents the degree of attention that channel i pays to
channel j information. This fusion mechanism enhances the
model's perception of potential coupling relationships
between complex data while ensuring the preservation of
different data substructures, significantly improving the
robustness of investment and financing behavior prediction
to structural changes and time mismatches.

3.6 Implementation and optimization
strategy of intelligent prediction algorithm

To improve the accuracy and stability of enterprise
investment and financing behavior prediction, this study
designs a multi-task deep neural network guided by
attention mechanism based on the fusion of multi-source
heterogeneous data, achieving joint prediction of financing
intensity regression and behavior state classification. The
overall algorithm framework combines Gated Recurrent
Networks (GRU), Multi Head Attention, and multi task loss
function optimization mechanisms, balancing temporal
modeling capabilities and structural interpretability.

In the main structure of the model, the input is the
processed sample sequence X = [X(_x41,---,X¢] , and
eachx.€R%represents the multidimensional feature vector at
time t. By using GRU units for temporal modeling, the state
update is expressed as:

ht:(l_zt)Ohtfl—i_Zt@ﬁI (15)

Among them, h, is the hidden state at the current
time, Ht is the candidate state,z, is the update gate,©
represents the Hadamard product. This mechanism can
dynamically regulate the degree of influence of historical
information on current predictions. Introducing attention
mechanism after hidden state output to enhance the model's
ability to focus on key time segments. To improve the
training efficiency and generalization ability of the model,
this paper introduces early stopping mechanism, gradient
clipping, and learning rate dynamic adjustment (LR
Scheduler) strategy.In terms of optimizer selection, Adam
algorithm is adopted and the initial learning rate is set to
0.001. Dropout layers (rate = 0.3) and L2 regularization
were also applied to mitigate overfitting. This intelligent
prediction algorithm framework combines interpretability,
scalability, and computational efficiency, and can
effectively adapt to the modeling needs of enterprise
investment and financing behavior in complex economic
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scenarios, laying a technical foundation for subsequent
empirical analysis and deployment promotion.

4 Empirical research and model
evaluation

4.1 Empirical data sources and sample
enterprise selection criteria
In order to verify the effectiveness and adaptability of
the constructed enterprise intelligent investment and
financing behavior prediction model, this paper conducts
empirical research based on heterogeneous data from
multiple  sources, including publicly available
macroeconomic data from the National Bureau of
Statistics, financial statement data from WIND financial
terminal enterprises, policy and policy text databases,
and investor sentiment index data. The overall data time
span is from the first quarter of 2015 to the fourth quarter
of 2023, covering the entire economic cycle fluctuations,
including the COVID-19 shock phase and post pandemic
recovery phase, which is conducive to capturing the
dynamic response of corporate behavior in complex
economic backgrounds.

In the selection of sample enterprises, this article
sets the following three standards to ensure data quality
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and structural integrity: firstly, the industry to which the
enterprise belongs should cover the four major sectors of
manufacturing, information technology, healthcare, and
energy, taking into account the heterogeneity of cyclical
and growth industries; Secondly, the enterprise must have
no significant missing financial statements during
consecutive reporting periods, and the completeness of
financial data must exceed 95%; Thirdly, the enterprise has
engaged in at least two or more investment and financing
activities (including issuance, loans, capital expenditures,
mergers and acquisitions, etc.) during the sample period to
ensure that the distribution of behavioral labels is
representative. 232 A-share listed companies were
ultimately selected as sample subjects.

After data processing, a total of 12840 training samples
were constructed, covering approximately 4.3 million
structured feature records. The industry distribution of
sample enterprises is shown in Table 1. Here, Avg.
Quarterly Data Points refers to the average number of valid
feature records collected for each enterprise per quarter,
while Number of Investment & Financing Events denotes
the cumulative count of major financing or investment
actions (such as bond issuance, loans, equity financing, and
capital expenditures) recorded during the sample period:

Table 1 : Industry distribution and data volume statistics of sample enterprises

Number of

Industry Sector

Number of Sample
Firms

Avg. Quarterly Data
Points

Investment &
Financing Events

Manufacturing 83 32 1,238
Information

Technology o7 29 984
Healthcare 48 31 851
Energy & Resources 44 33 1,007
Total 232 — 4,080

The sample design has continuity in the time dimension,
heterogeneity in the industry dimension, and balanced
distribution of behavioral labels, providing a solid data
foundation for subsequent model evaluation and
comparative experiments. By implementing a unified
data standard processing flow and cleaning mechanism,
the scale consistency between input features and the
expression stability of the labeling system are ensured,
effectively reducing the interference of sample noise on
the model training process. The model training and
validation work will be carried out under the above data
framework, and the details will be further elaborated in
subsequent chapters.

4.2 Analysis of model prediction
performance and error metrics

To comprehensively evaluate the performance of the
proposed intelligent prediction model for enterprise
investment and financing in both regression and
classification tasks, this paper uses mean square error
(MSE), mean absolute error (MAE), and coefficient of
determination (R 2) to evaluate the performance of
financing amount prediction. At the same time, accuracy
and macro average F1 score (Macro-F1) are used to test the
behavior state classification task. The experiment adopted
a partitioning method of 70% training set, 15% validation
set, and 15% test set, and completed model training and
testing based on 12840 samples from 232 enterprises. To
verify the stability of the model, the average of 5
independent experiments was taken for all results. (As
shown in Table 2)
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Table 2 : Comparison of model prediction performance and error indicators

Model Type MSE MAE R2 Accuracy Macro-F1
Proposed

odel 0.084 0.213 0.862 88.3% 0.841
(BiGRU+ALttn)
Random Forest
Regression 0.129 0.294 0.731 81.5% 0.771
Support Vector
Regression 0.145 0.311 0.687 79.9% 0.752
Multi-Layer
Perceptron 0.118 0.278 0.743 82.2% 0.788
(MLP)
|Iiogistic_

egression - o o
(Classification 76.4% 0.705
Task)

From the results, the model shows strong numerical
approximation ability in predicting investment and
financing amounts, with an R 2 of 0.862, indicating that
the model is effective in modeling the nonlinear
relationship between input economic variables and
corporate behavior variables, and has good fitting
accuracy for macro disturbance sensitive areas. In
contrast, traditional baseline models such as Random
Forest (R? = 0.731) and Multi-Layer Perceptron (R? =
0.743) achieved significantly lower performance than
the proposed BiGRU-Attention model (R2 = 0.862), with
Support Vector Regression further dropping to 0.687. In
terms of classification tasks, the intelligent prediction
model achieved an overall accuracy of 88.3% on the
three classification labels, with Macro-F1 reaching 0.841,
significantly better than logistic regression and shallow
neural network models.The three behavior categories
were relatively balanced (expansion: 34%, wait-and-see:
38%, contraction: 28%), and the confusion matrix
(Figure X) shows that the model maintained robust
classification performance across all classes without
relying on majority-class bias. This indicates that the
model not only has strong predictive ability, but also can
effectively identify structural changes in the behavior
status of enterprises.In practical terms, an R?
improvement of around 0.1 means the model can reduce
forecasting errors in financing amounts by tens of
millions of RMB for large listed firms, while a 5-10%
gain in classification accuracy translates into more
reliable early warning of financing contractions or

expansions, enabling enterprises and regulators to take pre-
emptive actions.

4.3 Fitting and verification of trends in
investment and financing behavior changes
The investment and financing behavior of enterprises is
driven by multiple factors, showing obvious cyclical
fluctuations and periodic jumps, and simple predictions are
difficult to capture their trend trends. To verify the ability
of the constructed model to capture trends in behavioral
changes, representative samples were selected from both
industry cross-section and enterprise longitudinal time
dimensions for behavioral trajectory fitting testing. The
focus of the experiment is to determine whether the model
can accurately identify the rising and contracting stages of
financing or investment behavior; The second is to test its
ability to respond to trends in different economic cycles.

This study selected an enterprise in the manufacturing
industry (designated as E-94) with significant fluctuations
in capital expenditures, and analyzed its real financing
intensity curve and model predicted values from Q1 2017
to Q4 2023, and compared them with the support vector
regression (SVR) model. As shown in Figure 2, the model
in this paper accurately predicted the upward or downward
trend of financing at multiple keys turning points (such as
the outbreak of the COVID-19 pandemic in Q1 2020 and
the impact of raw material price increases in Q3 2021), and
the fitted curve was close to the actual behavior trajectory,
without any distortion such as excessive smoothing or
severe shaking.
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Figure 2: Fitting chart of actual and predicted trends in investment and financing behavior intensity

From the overall trend fitting results, this model not
only maintains its accuracy advantage in static error
indicators, but also performs well in dynamic trend
judgment. Its causal identification ability is strong, and
it has the ability to perceive behavior "transition points"
in advance, indicating that the internal feature extraction
and sequence modeling structure of the model has a
certain descriptive power on the temporal evolution logic
of enterprise behavior. Meanwhile, compared with
traditional models, the model proposed in this paper is
more robust in trend prediction, exhibiting high
behavioral fit interpretability and stability, and has
practical potential for promotion and application in
dynamic enterprise management and risk warning.lIt
should be noted that Figure 2 illustrates a representative
case from the manufacturing sector, while aggregated
results across all manufacturing firms (not shown here
for brevity) confirmed the model’s consistent ability to
identify expansion and contraction phases in advance.

4.4 Comparison between intelligent
prediction models and traditional methods

In order to systematically evaluate the performance
advantages of the intelligent prediction model
constructed in this article in predicting enterprise

investment and financing behavior, this article selects three
representative traditional methods for comparative analysis:
linear regression (LR), support vector regression (SVR),
and tree based random forest regression (RF). Build
corresponding models in a unified data sample and feature
space, and evaluate their performance on the same test set,
focusing on indicators such as regression accuracy (R 2),
classification accuracy (Accuracy), and overall error
control ability (MAE, MSE).

In order to visually demonstrate the predictive
performance of each model on the test set, Figure 3
compares the performance of linear regression (LR),
support vector regression (SVR), random forest regression
(RF), and the BiGRU+Attention model constructed in this
paper under the three core indicators of R 2, MAE, and
accuracy.To ensure consistency, the metrics for RF and
MLP in Figure 3 have been aligned with those reported in
Table 2; LR is shown for reference, while MLP and Logistic
Regression results are only listed in Table 2 for
completeness. It can be seen that the model in this article is
significantly better than other methods in all three
dimensions, especially in terms of regression accuracy and
classification accuracy, indicating that it is more suitable
for handling complex financial behavior prediction tasks
driven by multi-source heterogeneous data
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Figure 3 : Comparison of prediction accuracy and error control among different models

Traditional linear models rely on explicit causal
assumptions in modeling logic, making it difficult to adapt
to the complex mechanisms of nonlinear investment and
financing behavior; SVR has a certain generalization
ability, but there are limitations in processing high-
dimensional interaction structures in multidimensional
temporal inputs; The RF model performs well in some
static feature combinations, but lacks time sensitivity to
behavioral trends. In contrast, the attention enhanced
BiGRU model constructed in this article has stronger
temporal modeling and behavioral dynamic capture
capabilities, which can effectively learn nonlinear
mapping relationships between variables and improve
prediction accuracy.

From the experimental results, the determination
coefficient Rz of our model in regression prediction
reached 0.862, which is 17.5% and 11.9% higher than
SVR and RF, respectively; In the classification task, the
accuracy reached 88.3%, significantly higher than the 76.4%
of the logistic regression model. In addition, the model
exhibits lower variance fluctuations and stable
generalization ability in multiple rounds of cross
validation. This fully demonstrates that the bidirectional
recurrent network combined with attention mechanism
has more advantages in dealing with high-frequency
economic disturbances and sudden changes in corporate
behavior structure, especially suitable for dynamic,
heterogeneous, and complex investment and financing
behavior prediction task scenarios, and has good
engineering practicality and promotion value.Although
more advanced deep learning baselines such as BiLSTM
and Transformer models were not included due to page
limits and computational constraints, we plan to
incorporate these comparisons in future work; preliminary
trials showed that our BiGRU-Attention framework
maintained competitive accuracy while offering lower
training cost than Transformer-based models.In terms of

computational overhead, the proposed model has about
1.8M trainable parameters, and training on 12,840
samples took ~42 minutes on an NVIDIA RTX 3090 GPU,
which is ~20% longer than MLP but still substantially
faster than Transformer baselines.”

5 Discussion on model promotion,
application and development

5.1 Comparative discussion with prior
work

Beyond application scenarios, it is necessary to formally
compare our results with those of previous studies. As
summarized in Table 1, traditional models such as LSTM
with optimization (Yao et al., 2022) and hybrid deep
learning models for bankruptcy prediction (Chandok et al.,
2024) achieved certain improvements in accuracy or
robustness, but they were limited either by training
efficiency or by generalization ability across
heterogeneous datasets. In contrast, the proposed BiGRU-
Attention model not only improved regression accuracy
(R? = 0.862 vs. <0.74 in baselines) and classification
performance (Accuracy = 88.3% vs. <82%), but also
maintained stability in different industry sectors. This
advantage stems from the joint design of multi-task
learning and feature cross-attention, which enhances both
trend fitting and interpretability. However, it should also
be noted that the higher computational complexity and
training cost of our model are trade-offs compared with
simpler methods.

5.2 Applicability exploration in different
industry scenarios

The internal mechanism of corporate investment and
financing behavior varies significantly across different
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industries, which is reflected not only in the allocation of
capital structure, but also in the availability of financing
channels, investment pace elasticity, and sensitivity to
external economic variables. Therefore, evaluating the
generalization ability of the constructed predictive model
in multi-industry contexts is an important step in verifying
its practical value and generalizability.

Manufacturing enterprises usually have strong asset
accumulation characteristics and fixed investment rigidity.
Their investment and financing behavior is significantly
driven by production capacity cycles, and their capital
allocation is sensitive to economic cycle fluctuations. In
this type of enterprise, the model can effectively improve
the accuracy of trend judgment and demonstrate good
stability by introducing structural variables such as capital
expenditure intensity and raw material price index. The
backtesting results show that in the manufacturing sample,
the model has a high ability to identify financing
contraction and capacity expansion in advance.

Information  technology  enterprises  exhibit
characteristics of light assets, high growth, and high
volatility. Their investment and financing activities are
closely related to market valuation expectations and
technology policy guidance, and their decisions are more
nonlinear and jumping. In such scenarios, the model needs
to enhance its perception of changes in policy text
sentiment index and valuation factors. By adjusting
feature weights and introducing a dynamic attention
mechanism, the model maintains high prediction accuracy
during high volatility periods, especially with strong
ability to capture behavioral changes under risk preference
shifts.

Energy and resource enterprises are significantly
affected by price cycles, and their investment and
financing  behavior exhibits a "window style"
characteristic, that is, they concentrate on investing or
withdrawing during the rapid rise or fall of resource prices.
In this type of enterprise, the model has a good modeling
effect on the lagged signal of resource price changes, but
there is still some error in the response to irrational
behavior under sudden policy regulation. It is necessary to
add a sudden disturbance detection mechanism and a
confidence interval dynamic adjustment strategy to the
model to enhance its robustness.

5.3 Data, algorithm, and management
challenges in model deployment

Although the prediction model for enterprise investment
and financing behavior has shown high accuracy and
strong sensitivity to the future in simulation and
experimentation, it will also face various challenges in
practical applications, such as the increase in data
dimensionality, robustness of algorithm operation, and
coordination of enterprise management. Whether this
model can be broken through is related to whether it has
the possibility of transformation.

Firstly, in terms of data, the deployment of models
requires high accuracy and regularity in data acquisition.
Due to inconsistencies in data format, update efficiency,
field definitions, and other aspects between accounting
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application systems, ERP systems, and external economic
databases used in business operations, there may be data
problems such as dimension mismatch, time slot holes,
and annotation conflicts at the input of the model. This
requires improving the specifications of the feature
processing stage in the model, providing real-time data
synchronization interfaces and automatic data inventory
functions to achieve timely and easy to understand
requirements.

Secondly, from the perspective of algorithm
execution, model training often requires a large amount of
computation, and the convergence state management
during the adjustment of target parameters is limited to
varying degrees by device software, hardware, and
adjustable operation time windows. Especially in the case
of multi-task target loss optimization, complex models are
prone to problems such as gradient fluctuations and slow
local convergence. Without effective management and
monitoring methods, it is easy to significantly reduce the
deployment efficiency and stability of the model. In
addition, with the addition of real-time flowing data and
incremental learning, the algorithm itself needs to have the
ability to update in real-time and quickly transfer old
weights in order to dynamically adapt to changes in
economic factors.

Thirdly, at the level of management and decision-
making collaboration, the implementation of the model
also needs to address the problem of the understanding
gap between the model and senior managers in the process
of "prediction explanation action”. Senior managers often
believe that the magical properties of abstract models are
elusive, and if the model does not produce clear outputs,
it is difficult to translate them into financial decision-
making recommendations. Therefore, the model output
should have more than just precision explanations and
indicative logic of actions, increasing its reliability and
usability. At the same time, due to the significant
differences in the composition, construction, and
decision-making processes of various industries,
enterprises, and organizations, the installation of models
should be based on the management environment, with
adjustable authorization sockets and control of adjustable
parameter rights to ensure the safe application of
algorithm effects in practice.

6 Conclusion

For the current economic situation and increasingly
complex corporate financial activities, the development
model that can clearly explain these complex financial
activities and accurately predict the evolution of
investment and financing behavior has become an
important component of enterprise data decision-making
systems. This article is based on the leading idea of "data-
driven economic deep learning modeling+multi task
prediction results”, and fully constructs an intelligent
prediction model for enterprise investment and financing
activities, including the integration of multiple data
sources, bidirectional scheduling, and attention
adjustment control. The efficiency, robustness, and
universality of this model are confirmed by a large number
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of actual test samples. In terms of model construction, an
RNN with GRU as the main body is used to grasp the
temporal dynamic correlation of investment and financing
activities, and attention is used to adjust the weight
proportion of important variables and time periods to
improve the response to behavior points and mutation
points. Two task outputs are used to achieve the
calculation of large and small quantities of the model and
the expression of behavior label classification. Joint loss
is used to optimize both tasks simultaneously.

In the process of feature extraction and data merging,
we designed an ordered indicator system and a sliding
window method to generate sequences, ensuring the
comprehensiveness and dynamism of sequence input; At
the same time, we have also designed multi-channel
embedded fusion methods to integrate macroeconomic,
corporate financial, and market sentiment information,
ensuring the model's measurement of complex boundary
decision-making power. From an algorithmic perspective,
it has been confirmed through multiple training and error
measurement processes that the model proposed in this
paper has significant advantages over traditional linear
and tree-based models in terms of R2, MAE, and F1
metrics. In the practical stage, 232 A-share listed
companies were selected as the main participants, and the
economic series of the past few years were fitted and
predicted. The results obtained can reflect good
universality in various fields and also capture the key
transformation nodes of financing behavior under impact
conditions. At the level of popularization, it involves data
seam uniformity, algorithm convergence control, and
institutional usability in the actual deployment process. It
is emphasized that the future focus should be on
expanding the universality of the model framework and
customizing the business entrance.

Overall, the algorithm design, feature fusion, and on-
site testing of the enterprise intelligent investment and
borrowing behavior prediction model proposed in this
article have certain innovation, providing a feasible
technical idea for enterprises to use big data to plan
financial strategies. The idea for future work is to further
introduce Transformer structure enhancement models, add
competitive behavior simulation models, and use graph
convolutional network models to solve the joint prediction
problem of investment and borrowing behavior among
enterprises under multi-party participation, improving the
feasibility of this model for predicting investment and
borrowing behavior of enterprises in larger and more
complex business environments.
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