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Computer generated images are visually becoming increasingly genuine, due to advances in technology 

as well as good graphic applications. Consequently, making distinction between computer generated 

images and natural images is no longer a simple task. Manual identification of computer generated images 

have failed to resolve the problems associated with legal issues on exact qualification of images. In this 

work, a colour range histogram was developed to categorise colours in computer generated images and 

natural images from a point of reference. Four groups were selected, using the algorithm, consisting of 

exact Red-Green-Blue (RGB) code (group 1), colour code within a range of 10 (group 2), colour code 

within a range of 20 (group 3) and colour code within a range of 30 (group 4) from the point of reference. 

An optimised equation for the four Colour Code Groups (CCG) was developed. The computer generated 

images categorised an average of 69.8%, 92.9%, 96.9% and 98.6%, of any colour code for groups 1, 2, 3 

and 4, respectively. The categorised colours for natural images were 31.1%, 82.6%, 90.8% and 95.0% 

for groups 1, 2, 3 and 4, respectively. The results showed that natural images contain a wide range of 

RGB colours which makes them different. Consequently, the disparity in the percentage of colours 

categorised can be used to differentiate computer generated images from natural images. 

Povzetek: Razvit je sistem za razločevanje naravnih od računalniško generiranih umetnih slik na osnovi 

barvnega histograma. 

 

1 Introduction
Digital images have become a commonplace in the lives 

of individuals nowadays, because of the ease of 

acquisition using mobile phones and other electronic 

devices. A digital image can be described as a rectangular 

two-dimensional array of pixels, where each pixel (usually 

a square) represents the image colour at that position and 

where the dimensions represent the width and height of 

the image as it is displayed [1]. With advances in 

technology and the proliferation of imaging software, 

digital images are now classified as either computer 

generated or natural. With image processing techniques, 

it is becoming increasingly easy to produce computer-

generated images (CGI) that are so realistic with 

commercially available software packages [2] and these 

CGI are presently called Photorealistic images. How can 

one tell if a digital image is natural or computer generated? 

Usually, a photograph provides an effective and natural 

communication medium for humans. This is because 

people do not really need any special training to 

comprehend the content of an image and they used to 

believe that photographs represent the truth [3]. 

Unfortunately, this truth no longer holds with digital 

images because it is easy to manipulate them [4]. 

Therefore, being able to verify the credibility of digital 

images and perform image forensics can protect the 

truthfulness of digital images. It can be cumbersome and 

difficult for the human eye to tell the difference between 

the two types of images [5]. This is what the research 

carried out under the field of digital image forensics, 

among other things tries to answer. Digital image 

forensics is the area of image processing with the main 

function of assessing the authenticity and the origin of 

images and is divided into active forensics and passive 

forensics, which are further sub divided [6], [3], [4]. 

Figure 1 shows the classification of digital image 

forensics. In active forensics, additional information needs 

to be inserted into the host or source of the image in 

advance. This requires that the acquisition device should 

have the corresponding functionality to hold such 

information, some of which include digital signature [7] 

or digital watermarking [8]. Passive forensics technology 

is more practical and attempts to identify the authenticity 

or source of an image, based only on the characteristics of 

the image itself without embedded additional information 

[6]. Passive forensics occurs after the image has been 

captured and stored. Depending on its applications in 

different research fields, passive forensics can be broadly 

classified into tampering detection [9], [10], [11], 

Steganalysis [12] and source identification [13], [6], 

which is the art and science of differentiating computer 

generated images from natural images (NI). 

The aim of this work therefore is to develop a model 

for colour range histogram towards discovering features 

that differentiate CGI from NI. 
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2 Literature review 
Several research has been carried out in a bid to 

differentiate computer generated images from natural 

images using several approaches and features. One of the 

first approaches offered to differentiate NI from CGI was 

proposed by [14]. In their statistical approach, the first and 

higher-order statistics of wavelet transform coefficients 

are extracted from both CGI and NI to capture their 

statistical regularities. Another work by [15] proposed an 

approach using differences in image texture by 

considering the physical / visual properties of these 

images. They took into account the differences in surface 

and object models as well as the differences in the 

acquisition processes between the CGI and NI, and 

extracted 192 geometry features by analysing the 

differences existing between the physical generative 

process of computer graphics and photographs. Their 

approach extracted a lot of features in a bid to find the 

difference between CGI and NI. 

A total of 216 features, based on the RGB colour 

information of CGI and NI were considered and extracted 

by [12] in their work. As such, their method employed 

image decomposition based on separable quadrature 

mirror filters (QMFs) to capture regularities inherent to 

photographic images [12]. An approach presented by [16] 

discriminates CGI from NI based on the lack of artifacts 

due to the use of a digital camera as an acquisition device 

for NI [16]. Their technique is based on the fact that image 

acquisition in a digital camera is fundamentally different 

from the generative algorithms deployed by computer 

generated imagery. This difference is captured in terms of 

the properties of the residual image (pattern noise in case 

of digital camera images) extracted by a wavelet based de-

noising filter. An approach proposed by [17] used features 

that are based on the differences in the acquisition process 

of images. First they tried to detect the presence of the 

colour filter array demosaicking from a given image 

because most consumer cameras use colour filter array 

which requires the involvement of a demosaicking 

operation in generating the RGB colour values. The 

approach by [17] specifically searched for traces of 

demosaicking and chromatic aberration which were used 

to differentiate CGI from NI. 

Another technique based on the differences in the 

acquisition process of images was proposed by [18]. The 

starting point of their research is that the different 

formation processes, leave distinct intrinsic traces on 

digital images. In their algorithm, spectral correlations 

between colour components are exploited efficiently by 

discrete wavelet transform, block partitioning and 

normalized cross correlation, and three statistical features 

are derived to capture the inherent differences between 

CGI and NI. [6] combined statistical, visual and physical 

features of digital images to propose features that can 

differentiate CGI from NI. Their approach amongst other 

features, extracted the mean and median of the histograms 

of grayscale image in the spatial and wavelet domain as 

statistical features. Secondly, the fractal dimensions of 

grayscale image and wavelet sub-bands were extracted as 

visual features. And finally, the physical features are 

calculated from the enhanced photo response non-

uniformity noise. Thereafter, a support vector machine 

(SVM) classifier was used in the classification process. 

More recently, the researchers in [19] comparing CGI 

with NI, extracted and used 9 dimensions of texture 

features. They argued that NI have higher self-similar and 

have more delicate and complex texture. The work by [5] 

extracted textural descriptors from images using binary 

statistical image features and also used SVM as the 

classifier. According to them, the textural features are 

different for CGI and NI as their approach was based on 

learning of natural image statistic filters and further using 

that to differentiate the two images. 

In this research work, a model is proposed where 

colour and statistical features are extracted and combined 

in identifying features that differentiate CGI from NI. 

3 Methodology 
The proposed model is termed Colour Range Histogram 

(CRH). The CRH works by first randomly selecting a 

pixel 𝐴𝑥,𝑦 in an image as a point of reference. Next, the 

Figure 1: Classification of Digital Image Forensics 
 

Figure 1: Classification of Digital Image Forensics. 
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CRH algorithm fetches the RGB colour code for 𝐴𝑥,𝑦 , 

which is an integer value, due to the programming 

language used. Then the algorithm checks through all 

other pixels in the rest of the image to highlight all pixels 

that have the same RGB colour code as pixel 𝐴𝑥,𝑦. These 

pixels were classified as group 1 pixels. The complete 

steps used in CRH are further elucidated in the pseudo 

codes in Listing 1. In general, the following steps are 

proposed: 

1. For any image (A), with dimension (𝑤 ×  ℎ) where h 

represents the height and w represents the width of the 

image, select any pair of coordinates (x, y) that 

represent a pixel position such that 0 ≥ 𝑥 ≤ 𝑤 and 

0 ≥ 𝑦 ≤ ℎ. 

2. Given 𝐴𝑥,𝑦 fetch 𝑅𝐺𝐵 (𝐴𝑥,𝑦) where 𝐴𝑥,𝑦.represents 

a pixel in A at the pixel position (x, y) 

3. Scan through all other pixels in (A), from 𝐴0,0. to 

𝐴𝑤,ℎ.  

3.1 Fetch  𝑅𝐺𝐵 (𝐴𝑠,𝑡) 

3.2 If  𝑅𝐺𝐵(𝐴𝑠,𝑡) = 𝑅𝐺𝐵(𝐴𝑥,𝑦), retain its 

colour  

else 

change the colour of 𝐴𝑠,𝑡 to white 

3.3 Fetch next pixel 

4. Save the resultant image (A_m). 

The algorithm above was used to “highlight” group 1 

pixels, which are pixels with the exact RGB code as 𝐴𝑥,𝑦. 

The algorithm was further extended to highlight seven 

more groups of pixels (Listing 2). These are pixels in the 

image that have RGB colour codes within certain ranges 

from 𝑅𝐺𝐵 (𝐴𝑥,𝑦). These groups were: 

Group 2:  where 𝑅𝐺𝐵(𝐴𝑠,𝑡) is within ±10 from 𝑅𝐺𝐵(𝐴𝑥,𝑦) 

Group 3:  where 𝑅𝐺𝐵(𝐴𝑠,𝑡) is within ±20 from 𝑅𝐺𝐵(𝐴𝑥,𝑦) 

Group 4: where 𝑅𝐺𝐵(𝐴𝑠,𝑡) is within ±30 from 𝑅𝐺𝐵(𝐴𝑥,𝑦) 

Group 5: where 𝑅𝐺𝐵(𝐴𝑠,𝑡) is within ±40 from 𝑅𝐺𝐵(𝐴𝑥,𝑦) 

Group 6: where 𝑅𝐺𝐵(𝐴𝑠,𝑡) is within ±50 from 𝑅𝐺𝐵(𝐴𝑥,𝑦) 

Group 7: where 𝑅𝐺𝐵(𝐴𝑠,𝑡) is within ±60 from 𝑅𝐺𝐵(𝐴𝑥,𝑦) 

Group 8: where 𝑅𝐺𝐵(𝐴𝑠,𝑡) is within ±70 from 𝑅𝐺𝐵(𝐴𝑥,𝑦) 

By ‘highlight’ we mean that their original colour is 

retained, while the colour of the rest of the image was 

changed to white. However, if the randomly selected pixel 

was white in colour then the colour of the rest of the image 

was changed to Black as can be seen from figure 2c. This 

highlight was to enable us have a visual clue of the 

resultant image. 

In addition to saving the image file for a visual 

presentation of CRH, eight more features which represent 

the total number of pixels projected in each group was 

captured. The image dataset used for this work was 

obtained from the Internet as well as personal picture 

collections. A total of 1,620 images were obtained which 

contained 851 CGIs and 769 NIs. 

 

4 Results and discussions 
Figure 2(a-d) shows some of the visual outputs of group 1 

for both NI (a & b) and CGI (c & d). From figure 2 (a & 

b), it was observed that in NI, a colour that appears to be 

the same visually is actually represented by a wide range 

of RGB codes. This could be largely due to the 

demosaicking process that NI undergo while being 

produced or the lighting conditions when the image was 

captured. Therefore picking a random pixel colour and 

projecting all pixels with exactly the same colour code 

yielded a scanty set of pixels visually. However, for CGI, 

the visual results are considerably different. The CGI 

visual results show that a higher number of pixels are 

projected for group 1. This exact colour projection 

sometimes corresponded with a ‘shape’ in the CGI as can 

be seen in figure 2 (c & d). This could be because most 

CGI are a combination of various shapes, where each 

shape is “filled” with the same colour and then the colour 

of some areas “blended”. 

For the colour range highlight, although eight groups 

were initially proposed, it was observed that beyond group 

4 the number of projected pixels remained almost constant 

for both CGI and NI. This can be viewed from the 

projected pixel count result displayed in listing 3 (for a 

natural image) and listing 4 (for a computer generated 

image). The listing includes the file chosen, its resolution, 

the pixel chosen (𝐴𝑥,𝑦), the pixel colour 𝑅𝐺𝐵(𝐴𝑥,𝑦) and 

finally the various counts of projected pixels by range. 

Listing 3 showed that 37 pixels were projected for group 

1; 98 pixels for group 2, and so on. This result showed that 

 Load imageA = ImageIO.read(new File(path)) 

  imageA_width = image.getWidth(); 
  imageA_height = image.getHeight(); 

  Pick 𝑃𝑖𝑥𝑒𝑙𝑥,𝑦  where 0 ≥ 𝑥 ≤ imageA_width and 0 ≥ 𝑦 ≤

imageA_height; 

   Pcolour = imageA.getRGB(x,y); 

  for (int w = 0; w < imageA_width(); w++) 
  for (int h = 0; h < image_height(); h++){ 

    Pixelcolour = image.getRGB(w,h); 

      if (Pcolour = pixelcolour)   
     retain pixel colour 

     else 

    change pixel colour to white; 
} 
   Save image;  

Listing 1: Algorithm for exact colour highlight. 

Load image = ImageIO.read(new File(path)) 

  width = image.getWidth(); 

  height = image.getHeight(); 

  Pick 𝑃𝑖𝑥𝑒𝑙𝑥,𝑦  where 0 ≥ 𝑥 ≤ width  and  0 ≥ 𝑦 ≤ height; 

  Pcolour = image.getRGB(x,y);  
 for(int x = 0; x < image.getWidth(); x++) 

   for(int y = 0; y < image.getHeight(); y++){ 

    current_Pixelcolour = image.getRGB(x,y); 
    if current_pixelcolour is within range 

     Project the original colour; 

    else 
    Change colour to white; 

   } 

Save image; 
End 

Listing 2: Algorithm for colour range highlight. 
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for NI, there is usually a gradual increase in the number of 

projected pixels from group 1 to group 4. Listing 4 

however showed that 3242 pixels were projected for group 

1; 3488 pixels for groups 2 and beyond. This showed that 

computer generated images projected almost a constant 

number pixels. 

The projected pixel counts for groups 1 to 4 were 

saved, processed and analysed. Using equations 1-4, the 

average percentages, P1, P2, P3, P4 of projected pixels were 

calculated for groups 1, 2, 3 and 4 respectively. 

𝑃1  =  
∑ 𝐶𝑟0

∑ 𝐶𝑟±30
 ×  

100

1
  Equation (1) 

𝑃2  =  
∑ 𝐶𝑟±10

∑ 𝐶𝑟±30
 ×  

100

1
  Equation (2) 

𝑃3 =  
∑ 𝐶𝑟±20

∑ 𝐶𝑟±30
 ×  

100

1
  Equation (3) 

𝑃4 =  
∑ 𝐶𝑟±30

∑ 𝐶𝑟±30
 ×  

100

1
  Equation (4) 

Where: 

𝐶𝑟0   = count of projected pixels for group 1 

𝐶𝑟±10 =  count of projected pixels for group 2 

𝐶𝑟±20 =  count of projected pixels for group 3 

𝐶𝑟±30 =  count of projected pixels for group 4 

These equations were then optimised to give a 

generalized equation 5  

𝑃𝑖  = 𝐶𝐶𝐺𝑖  × 𝐶𝐶𝐺𝑗
−1  × 𝐾

 Equation (5) 

Where  

𝑃𝑖  is the percentage of projected pixel for a group 𝑖 

𝑖 = 1, 2, 3, 4 ; 𝑗 = 4; 𝐶𝐶𝐺 is count of projected 

pixels for groups 𝑖 𝑜𝑟 𝑗 and 𝐾 is a constant. 

The summary of the analysed data is presented in 

table 1. From table 1 it can be observed that the average 

File Chosen is C:\...\Natural Images\4Egg.jpg 

Image Width: 1918 Image Height: 1077 

Chosen Pixel is: 833,392 

Java RGB code is : -1920995  

the real RGB values are: Alpha: 255, Red: 226, Green: 176, Blue: 29 

For range 0 : ProjectedCount is 37 

For range 10 : ProjectedCount is 98 

For range 20 : ProjectedCount is 246  

For range 30 : ProjectedCount is 267  

For range 40 : ProjectedCount is 267  

For range 50 : ProjectedCount is 267  

For range 60 : ProjectedCount is 267  

For range 70 : ProjectedCount is 267  

Listing 3: Projected pixel count for a selected natural 

image. 

File Chosen is C:\...\CGI\ tamar8.jpg 

Image Width: 564 Image Height: 942 

Chosen Pixel is: 114,194 

Java RGB code is : -13171452  

the real RGB values are: Alpha: 255, Red: 55, Green: 5, Blue: 4 

For range 0 : ProjectedCount is 3242 

For range 10 : ProjectedCount is 3488 

For range 20 : ProjectedCount is 3488 

For range 30 : ProjectedCount is 3488 

For range 40 : ProjectedCount is 3488 

For range 50 : ProjectedCount is 3488 

For range 60 : ProjectedCount is 3488 

For range 70 : ProjectedCount is 3488 

Listing 4: Projected pixel count for a selected computer 

generated image. 

  
 

 

   

 

a b c d 

Figure 2: Results of projected exact colour areas in some images. 



Colour-Range Histogram Technique for Automatic Image Source ... Informatica 44 (2020) 225–230 229 

 

percentages of projected pixels for natural images were 

31.07%, 82.64%, 90.75% and 95.00% for groups 1, 2, 3 

and 4, respectively, while CGI projected an average of 

69.79%, 92.87%, 96.87% and 98.60%, of any colour code 

for groups 1, 2, 3 and 4, respectively. 

This shows that natural images contain a wide range 

of RGB colour codes for a particular colour that has 

similar visual colour presentation [20]. 

For each image, the value of 𝑃1, 𝑃2, 𝑃3, 𝑃4 were further 

analysed in order to distinguish between NI and CGI. The 

analysis showed that an image is classified as CGI if: 

𝐴𝑁𝐷(𝑃2 − 𝑃1 ≤ 60; 𝑃3 − 𝑃2 ≤ 30; 𝑃4 − 𝑃3 ≤ 15)  

While an image is classified as NI if: 

𝑁𝐴𝑁𝐷(𝑃2 − 𝑃1 ≤ 25; 𝑃3 − 𝑃2 ≤ 12; 𝑃4 − 𝑃3 ≤ 6)  

Using the above results we achieved the following 

classification percentages 

 CGI NI 

True Positives 81.6% 87.0% 

False negatives 18.4% 13.0% 

Figure 3 shows a graph of the total number of 

projected pixels for all the computer generated images and 

natural images in the sample size. This figure shows that 

irrespective of the random colour chosen, computer 

generated images projected almost a “constant” number of 

pixels across the four groups, this can be seen in figure 3 

where the red line for computer generated images is 

almost a horizontal straight line. The pattern of the blue 

line for the natural images shows a sharp increase in the 

number pixels emphasizes from group 1 to group 2 and 

then a gradual increase from group 2 to group 4. The figure 

also showed that CGI projected a greater percentage of 

their total pixels than natural images, despite the fact that 

most natural images had greater number of pixels than the 

computer generated images. Consequently, the disparity 

in percentage emphasised can be used to differentiate 

computer generated images from natural images. 

5 Conclusion 
In this research work, the RGB colour features of some 

selected pixels in both natural and computer generated 

digital images were extracted, grouped and analysed. The 

analysis revealed that there is a disparity in the percentage 

selected/emphasized for the two groups of images. 

Consequently, this disparity in percentage of colours 

projected, within range 0 to 40 from a point of reference, 

can be used as a quick method to differentiate computer 

generated images from natural images. 
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