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The association rules algorithms can be used for describing textures if an appropriate texture representation
formalism is used. This representation has several good properties like invariance to global lightness
and invariance to rotation. Association rules capture structural and statistical information and are very
convenient to identify the structures that occur most frequently and have the most discriminative power.
This paper presents the extended textural features which are based on association rules. We extend the basic
textural features of our algorithm ArTex in three ways, using (a) various interestingness measures, (b) the
multi-resolution approach, and (c) the meta-parameters. Results of our experiments show that the extended
representation improves the utility of basic textural features and often gives better results, comparable to
standard texture descriptions.

Povzetek: Z metodami asociacijskih pravil je razvit algoritem za analizo tekstur.

1 Introduction

Texture is a commonly used term in computer vision, al-
though it is difficult to precisely define it. We can re-
gard an image texture as a function of spatial variation
in pixel values. There exist many different approaches
to characterize textures. Most texture features are based
on structural, statistical or spectral properties of the im-
age. Well known statistical features are based on gray-level
cooccurrence statistics[12]. Examples of structural features
are features of Voronoi tesselation[27], representations us-
ing graphs[28], representations using grammars[22] and
representations using association rules[23]. We have
developed[2] a similar approach to that of Rushing et
al.[23]. We showed that our approach, implemented with
algorithm ArTex, as opposed to that of Rushing et. al,
is rotation-invariant as well as brightness-invariant, pro-
duces significantly smaller descriptions and is significantly
faster[2]. Due to excellent efficiency, we decided to up-
grade our approach with additional descriptors that may
lead to better descriptions of target images, although with
an increased time and description complexity. This paper
presents the extended textural features, based on associa-
tion rules, of algorithm ArTex, as described in Ref. [2]. We
extend the basic textural features in three ways, using (a)
various interestingness measures, (b) the multi-resolution
approach, and (c) the meta-parameters. We show that the
extended parameters together with the basic ones are ap-
propriate for effective description of images and can be ef-
ficiently induced. The purpose of using association rules
is to obtain a structural description of textures. The ulti-
mate goal, which we hope to reach in further work, is to
get higher order association rules, which would capture the

global structure of the image and would also allow for a
transparent (human readable) description of the image. The
present study is a step towards that goal.

This paper is organized as follows: Section 2 gives a
brief definition of association rules, describes a texture rep-
resentation which is suitable for processing with associa-
tion rule algorithms, and shows how association rules are
used for feature description of textures with algorithm Ar-
Tex. In Section 3 we define the three extensions to the basic
feature set. The following section shows a comparison be-
tween the extended feature set and the basic one, as well
as the comparison with other algorithms for image descrip-
tion. In Section 5 we show the results of the Extended Ar-
Tex in four real world data sets, and finally the last section
concludes and gives ideas for further work.

2 Texture descriptions with
association rules

2.1 Association rules

Association rules were introduced by Agrawal et al.[1]
back in 1993. The following is a formal statement of the
problem: Let I = {i1, i2, ..., im} be a set of literals, called
items (also called transaction elements). Let D be a set of
transactions, where each transaction T is a set of transac-
tion elements such that T ⊆ I. We say that a transaction
T contains B, if B ⊆ T . An association rule is an impli-
cation of the form B =⇒ C, where B ⊂ I, C ⊂ I and
B ∩ C = 0. The rule B =⇒ C holds in the transaction set
D with confidence c if c% of transactions in D that contain
B also contain C. The rule B =⇒ C has support s in the
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transaction set D if s% of transactions in D contain B ∪C.
The problem is to find all association rules in transaction
set D with confidence of at least minconf and support of
at least minsup, where minconf and minsup represent the
lower boundaries for confidence and support of association
rules, respectively.

2.2 Texture representation
To apply association rules algorithms on textures one must
first define the terms which are used in association rules in
the context of textures.

Pixel ~A of a texture p is a vector ~A = (X,Y, I) ∈ p,
where X and Y represent absolute coordinates and I
represents the intensity of pixel A.

Root pixel ~K is the current pixel of a texture ~K =
(XK , YK , IK).

e neighborhood Ne, ~K is a set of pixels which are located

in the circular area of radius e with root pixel ~K at
the center. Root pixel ~K itself is not a member of its
neighborhood.

Ne, ~K = {(X,Y, I) |δ ≤ e} \ ~K

δ =

⌊√
(XK −X)

2
+ (YK − Y )

2
+ 0.5

⌋ (1)

Transaction Te, ~K is a set of elements based on its corre-
sponding neighborhood. The elements of transaction
are represented with Euclidean distance and the inten-
sity difference from the root pixel.

Te, ~K =
{
(δ, IK − I)| (X,Y, I) ∈ Ne, ~K

}
(2)

Transaction element is a two dimensional vector (r, i) ∈
Te, ~K , where the first component represents Euclidean
distance from the root pixel and the second component
represents the intensity difference from the root pixel.

Association rule is composed of transaction elements;
therefore it looks like this

(r1, i1) ∧ · · · ∧ (rm, im)
=⇒ (rm+1, im+1) ∧ · · · ∧ (rm+n, im+n)

Transaction set Dp,e is composed of transactions, which
are derived from all possible root pixels of a texture
p at certain neighborhood size e. Possible root pixels
are only those for which an e neighborhood would not
extend outside of the texture’s borders.

Dp,e =
{
Te, ~K

∣∣∣∀ ~K : ~K ∈ p
}

This representation of a texture replaces exact information
of the location and intensity of the neighboring pixels with

more vague information of distance and the relative inten-
sity of neighboring pixels. This description is also rotation
invariant.

The described representation is almost suitable for pro-
cessing with general association rule algorithms. What is
still to be considered is the form of a transaction element.
The association rule algorithms expect scalar values for
transaction elements, whereas our representation produces
a two dimensional vector for a transaction element. Let
us say that intensity of each texture point can have values
from interval [0.. (Q− 1)] and that the neighborhood size
is e. Take some transaction element (r, i), where i holds
a value from [− (Q− 1) ..+ (Q− 1)] and r holds a value
from [1..e]. What is needed here is a bijective mapping
that transforms each vector to its scalar representation. A
possible and quite straightforward solution is:

s = (2Q− 1) (r − 1) + i+ (Q− 1) (3)

Equation (3) maps each (r, i) pair into its unique scalar
representation s, so that values from [0..2Q− 2] represent
pixels which are located on distance 1 from the root pixel,
values from [2Q− 1..4Q− 3]) represent pixels which are
located in distance 2 from the root pixel, and so on.

The transformation is also reversible:

r = 1 + s div (2Q− 1)

i = s mod (2Q− 1)− (Q− 1)

Now it is possible to define a transaction that suits the gen-
eral association rule algorithms:

Te,Q, ~K =

{
s

∣∣∣∣
(r, i) ∈ Te, ~K ,

s = (2Q− 1) (r − 1) + i+ (Q− 1)

}

And finally we obtain the appropriate transaction set defi-
nition:

Dp,e,Q =
{
Te,Q, ~K

∣∣∣∀ ~K : ~K ∈ p
}

2.3 From association rules to feature
description

We are ready to describe the algorithm ArTex[2]. Prepro-
cessing consists of the following steps: conversion to gray
scale, pixel quantization to Q levels (to make it faster and
more accurate), and selection of the neighborhood size e
(there is a trade-off between better descriptions with greater
e and better time complexity with smaller e).

It is important to understand that ArTex does not per-
form the final concept induction, it extracts features from
images. These features are later used by external machine
learning algorithm to induce the model (for classification
of images). Let P represent the whole set of images. We
isolate a small subset of images Pf ⊂ P which will be used
for feature extraction, the rest of images Pl = P\Pf will
be used for learning. The selection of images for Pf is ran-
dom, but it has to be ensured that each class is represented
with equal amount of images.
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2.3.1 Feature extraction with ArTex

The whole algorithm ArTex is given in Algorithm 1. The
most important is the part that follows the preprocessing
phase and the image subset selection phase. This part of
the algorithm is denoted with lines from 6 to 12. Each
image from p ∈ Pf is transformed into a transaction set
Dp,e,Q. The process of this transformation is described in
Section 2.2. Transaction sets are then processed by algo-
rithms AprioriN and GenRulesN, which return most im-
portant coocurrencies of pixels in the form of association
rules.

2.3.2 Calculation of feature values

ArTex (Algorithm 1) is composed of two major parts. The
first part (lines from 2 to 12) is the feature extraction, and
the second part (lines from 13 to 16) is a process of evalu-
ating feature values. The second part iterates through im-
ages from Pl, where features for each image are evaluated.
There are two types of features: support and confidence for
extracted association rules. We presume that we have pre-
defined functions ρi(p, q) which evaluate feature q of type
i (support or confidence) on image p. The result is stored in
matrix d, where element dij represents the value of feature
j on image i.

2.3.3 Modifications of Apriori and GenRules

Original algorithm Apriori[1] (line 8 in Algorithm 1) takes
as a parameter the minimal required support (minsup) of
transaction tuples. It is impossible to know in advance what
is the appropriate value of minsup. If it is too large, no tu-
ples will be found, and if it is too small, too many tuples
will be generated which may drastically increase the time
complexity (and also the description complexity) of ArTex.
For that reason we use a slightly modified algorithm Apri-
ori which as the input takes the number of tuples (ntup) to
return, rather than the minimal support. It executes stan-
dard Apriori in an iterative manner, reducing the minimal
support in each iteration. The modified Apriori is much
more stable than standard Apriori and has no problems with
time and description complexity.

Similarly as we modified Apriori, we also modified the
GenRules algorithm, which is used to generate associa-
tion rules from tuples[1] (line 9 in Algorithm 1). The
same problem, as with minsup parameter in Apriori, algo-
rithm Genrules has with the parameter minconf (minimal
required confidence). We therefore use a modified Gen-
Rules algorithm which, instead of the minimal confidence,
takes the minimal number of rules (minrul) to return.

3 Extending the default feature set
Our model of texture is such that the structure of associa-
tion rules also describes some aspects of the textural struc-
ture. Since we are interested in parametric description of

1: procedure ARTEX(P set of images, e, Q, ntup, min-
rul)

2: for all p ∈ P do
3: quantize pixels of image p to Q levels;
4: end for
5: select feature extraction subset Pf and learn/test

subset Pl, P = Pf ∪ Pl;
6: for all p ∈ Pf do . feature extraction
7: represent p in transaction form Dp,e,Q;
8: rsup = apriori (Dp,e,Q, ntup);
9: rconf = genrules (rsup,minrul);

10: ρsup = ρsup ∪ rsup;
11: ρconf = ρconf ∪ rconf ;
12: end for
13: i = 0;
14: for all p ∈ Pl do . calculate feature values for Pl

15: j = 0;
16: for all % ∈ ρsup do
17: di,j = ϕsup(p, %)
18: j = j + 1
19: end for
20: for all % ∈ ρconf do
21: di,j = ϕconf (p, %)
22: j = j + 1
23: end for
24: i = i+ 1;
25: end for
26: return d; . returns a matrix of extracted features d
27: end procedure

Algorithm 1: Algorithm ArTex for feature extraction.
Note that the number of features is determined dynamically
and therefore the upper bounds for indices i and j cannot
be determined in advance.
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a texture, this structure has to be represented with one or
more numerical parameters (numerical features).

3.1 Using various interestingness measures

Until now we presented the algorithm which uses only
the basic interestingness measures support and confidence,
which were defined together with association rules[1].
Nowadays, they are still most widely used, but studies have
shown that there are some concerns especially with confi-
dence measure, which can be misleading in many practical
situations, as shown by Brin et al.[3]. They also offered an
alternative to evaluate association rules using the χ2 test.
Contrary to confidence measure, the χ2 test could be used
to find both positively and negatively correlated associa-
tion patterns. However, the χ2 test alone may not be the
ultimate solution because it does not indicate the strength
of correlation between items of the association pattern. It
only decides whether items of the association pattern are
independent of each other, thus it cannot be used for rank-
ing purposes.

We use χ2 test just to select interesting association pat-
terns, which are later described by the Pearson’s correlation
coefficient (φ-coefficient) as advised in Ref. [25]. Besides
φ-coefficient, ArTex can also compute seven additional as-
sociation rule interestingness measures, which are a subset
of collection made by Tan et al.[26]. Table 1 lists interest-
ingness measures that form an extended parameter set of
the Extended ArTex.

Table 1: Extended set of interestingness measures for asso-
ciation rules (A ⇒ B). P (X) represents the probability of
X .

# measure formula

1 φ-coefficient P (A,B)−P (A)P (B)√
P (A)P (B)(1−P (A))(1−P (B))

2 odds ratio P (A,B)P (A,B)

P (A,B)P (A,B)

3 conviction P (A)P (B)

P (A,B)

4 interest P (A,B)
P (A)P (B)

5 Jaccard P (A,B)
P (A)+P (B)−P (A,B)

6 Pia.-Shapiro P (A,B) − P (A)P (B)

7 J-measure P (A,B) log(
P (B|A)
P (B)

) + P (A,B) log(
P (B|A)

P (B)
)

8 gini index P (A)[P (B|A)2 + P (B|A)2] + P (A)[P (B|A)2+

P (B|A)2] − P (B)2 − P (B)2

It is possible now to define an upgraded version of ArTex
- ArTexG - which extracts features based on an arbitrary
set of interestingness measures. Besides other input pa-
rameters, ArTexG takes a list of interestingness measures
~ϕ and their corresponding constraints ~t. In the heart of
the algorithm is Genrulesk function, which extracts best

rules according to k-th function from Table 1. This func-
tion is obtained by replacing the confidence criteria in the
common GenRules algorithm with corresponding criteria
from Table 1. When the first part of the algorithm finishes
(lines from 1 to 14) it returns best association rules in sets
ρϕk

, which were selected according to the selection crite-
ria ϕk. The second part (lines from 15 to 31) is the feature
evaluation process, which is very similar to original ArTex
(Algorithm 1), except that it calculates feature values for
all types of features ~ϕ.

1: procedure ARTEXG(P set of images,e,Q,~ϕ measures,
~t constraints)

2: for all p ∈ P do
3: quantize pixels of image p to Q levels;
4: end for
5: select feature extraction subset Pf and learn/test

subset Pl, P = Pf ∪ Pl;
6: for all p ∈ Pf do . feature extraction
7: represent p in transaction form Dp,e,Q;
8: rsup = apriori (Dp,e,Q, t1);
9: ρsup = ρsup ∪ rsup;

10: for all ϕk do
11: rϕk

= genrulesk (rsup, tk); . uses the
k-th interestingness measure

12: ρϕk
= ρϕk

∪ rϕk
;

13: end for
14: end for
15: i = 0;
16: for all p ∈ Pl do . calculate feature values for Pl

17: j = 0;
18: for all % ∈ ρsup do
19: di,j = ϕsup(p, %)
20: j = j + 1
21: end for
22: for all ϕk do
23: for all % ∈ ρϕk

do
24: di,j = ϕk(p, %)
25: j = j + 1
26: end for
27: end for
28: i = i+ 1;
29: end for
30: return d; . returns a matrix of extracted features d
31: end procedure

Algorithm 2: General algorithm ArTexG for feature ex-
traction. Note that the number of features is determined
dynamically and therefore the upper bounds for indices i
and j cannot be determined in advance.

3.2 Using more than one resolution
Each induced association rule discovers a certain pattern in
the textures. The next extension of parameters comes from
the issue of the pattern’s scale. Not every combination of
scale and neighborhood size can guarantee that the pattern
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would be detected. The problem is illustrated in Figures 1
and 2, where a fixed neighborhood e requires an appropri-
ate resolution.

Figure 1: A very inadequate resolution for
a fixed neighborhood.

Figure 2: An adequate resolution for the
example from Fig. 1.

We use the following definition: An image T2 of size
M2 × N2 has a resolution 1

2R, if and only if an image T1

of size M1 × N1 has resolution R where M2

M1
= N2

N1
= 1

2
and images T1 and T2 represent the same pattern.

To increase the possibility that the pattern will be de-
tected, we propose a framework, where the extraction of
association rules is repeated at different texture resolutions.

3.3 Meta parameters
To supply the learning algorithm with a more general view
of the texture, we extended the parameter set with parame-
ters based on meta association rules.

Let us split the learning set of images as follows:

Pl = Pl1 ∪ Pl2 ,

Previously we defined Pf as a small subset that we use for
feature extraction (see Section 2.3), thus set Pf ∪ Pl rep-
resents all textures. Meta association rules are calculated
on a learning subset of images Pl1 . Further, let us denote
with ϕi the i-th interestingness measure, with ρpj ,ϕi

an as-
sociation rule that was discovered by using measure ϕi on
texture pj , and similarly with ρ∗,ϕi a set of association rules
that was discovered by using measure ϕi on the feature ex-
traction texture set Pf . The generation of meta-features is
divided into three steps as follows:

1. First a set of binary features is constructed by using
the default association rule set as follows. For each
texture p ∈ Pl1 and for each interestingness measure
ϕi and for each association rule % ∈ ρ∗,ϕi the value
of the binary feature is 1 if association rule % was se-
lected as important on texture p according to measure
ϕi, otherwise the value of binary feature is 0.

2. This feature set along with the texture classes are then
fed to an algorithm for generating associations rules,
which induces rules with only the class on the conse-
quent side. In our implementation we use algorithm
Tertius[8]. Therefore, the output of Tertius is a set of
rules of the form A ⇒ B where consequent B al-
ways consists only of the class, and features in the
antecedent A are directly responsible for the outcome
of the class. This way the output could easily be used
for classification. Note that the“useful knowledge” of
such a rule lies in the antecedent A which is a con-
junctive combination of the binary features that were
derived from the basic association rules.

3. The meta feature set is constructed by calculating the
rules’ antecedents A on each texture from Pl. Note
that the learning algorithm would have a trivial task
and a strong bias if the learning set would consist of
only of Pl1 , however, by adding Pl2 the task is hard
enough. The introduced bias (hopefully) expresses
the meta-regularity, discovered by the Tertius learn-
ing algorithm. Also note that meta features are binary
features.

4 Experimental evaluation of the
extended feature set

We performed experiments for comparing various versions
of our algorithm with each other and with other texture de-
scription algorithms. For that purpose we used publicly
available data bases.

4.1 Benchmark problem Domains
Here is a description of data bases used in our experiments:

– Outex[20]
This data base contains a large variety of surface tex-
tures. The collection is well defined in terms of vari-
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ations in illumination, rotation and spatial resolution.
We chose the following collections of textures from
the classification group:

– Outex 0
The collection contains 480 images of 24 tex-
tures (classes). Each texture has 20 images. The
dimension of images is 128 × 128 pixels. The
images contain no intentionally induced varia-
tion of illumination, rotation or spatial resolu-
tion.

– Outex 1
The collection is similar to Outex 0, except that
this collection contains 2112 images (88 per tex-
ture) and that they are of size 64× 64 pixels.

– Outex 2
The collection is similar to Outex 0, except that
this collection contains 8832 images (368 per
texture) and that they are of size 32× 32 pixels.

– Outex 10
The collection contains 4320 images, 24 tex-
tures; 180 images per texture. Textures are cap-
tured at different rotations of the surface: 0◦, 5◦,
10◦, 15◦, 30◦, 45◦, 60◦, 75◦, 90◦. The size of
images is 128× 128 pixels.

– Outex 11
The collection contains 960 images, 24 textures;
40 images per texture. Textures are captured at
two resolutions 100dpi and 120dpi. The size of
images is 128× 128 pixels.

– Outex 12
The collection contains 4800 images, 24 tex-
tures; 200 images per texture. The textures con-
tain illumination variations and are captured at
different rotations of the surface: 0◦, 5◦, 10◦,
15◦, 30◦, 45◦, 60◦, 75◦, 90◦. The size of images
is 128× 128 pixels.

– JerryWu[33]
This data base was composed by Jerry Wu for his
PhD. The collection contains 2100 images, 36 tex-
tures; 53 images per texture. Images were captured
at different surface rotations: 0◦, 30◦, 60◦, 90◦, 120◦,
150◦, 180◦ and different camera tilt angles. The size
of images is 128× 128 pixels.

– Brodatz A[29]
This collection contains a subset of textures from Bro-
datz album of materials[4]. It is composed of 2048 im-
ages of 32 textures, each texture is represented with
64 images, of which 16 are original images, 16 are
randomly rotated images, 16 are captured at different
resolutions and 16 are randomly rotated images at var-
ious resolutions. The size of images is 64× 64 pixels.

– Brodatz B[11]
This collection contains a subset of textures from Bro-
datz album of materials[4]. It is composed of 1248

images of 13 textures, each texture is represented with
96 images. Textures are captured at 6 different surface
rotations: 0◦, 30◦, 60◦, 90◦, 120◦, 150◦. The size of
images is 128× 128 pixels.

– Brodatz C[5]
This collection is also a subset of textures from Bro-
datz album of materials[4]. It is composed of 6720
images of 15 textures, each texture is represented with
448 images. Textures are captured at 6 different sur-
face rotations: 0◦, 30◦, 60◦, 90◦, 120◦, 150◦, 200◦.
The size of images is 32× 32 pixels.

4.2 Analysis of the extended feature set
In this section we present results of experiments on bench-
marck domains, described above. The quality of image de-
scriptions was tested by measuring the classification accu-
racy, obtained by algorithm SMO[21], a support vector ma-
chine variant, implemented in Weka data mining tool[32].
SMO was selected among a set of classifiers because it con-
sistently achieved the best classification accuracy in most
of the experiments. The presented results are obtained by
10-fold cross validation.

4.2.1 The effectiveness of additional interestingness
measures

The classification accuracies, obtained by extending the de-
fault parameter set each time with one of the measures from
Table 1, are presented in Table 2.

Due to unreliability of t-test[30, 6] we performed fur-
ther analysis using the Friedman test[9, 10], followed
with Bonferroni-Dunn test[7]. The tests confirmed that
seven measures significantly improved the results, while
the odds-ratio significantly decreased the accuracy. The
best result was obtained with J-measure. With further ex-
periments we tried to verify if the we can obtain a better ex-
tension of the default parameter set with several parameters
at once. The results were verified with Wilcoxson test[31]
which revealed that adding any other measure besides J-
measure does not improve the descriptions. Therefore, it is
sensible to extend the default parameter set with J-measure
alone.

Due to space limitation we do not show the analysis of
time complexity and the numbers of generated features.
The conclusions of this analysis is, that the generation of
the default parameter set and the extended parameter set
have approximately the same time complexity, however the
number of generated features is for the extended param-
eter set much greater (on average for 83%), as could be
expected.

4.2.2 The effectiveness of the multi-resolution
approach

In the experiments we extended the default parameter set,
with added J-measure, on original resolution R by adding
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Table 2: Classification accuracies (%) of SMO on the default description versus the extended ones by various interesting-
ness measures. The last four lines give averages and st. deviation over all datasets, the value of p for t-test and the number
of wins by the extended description.

default φ-k. Jacc. conv. gini inter J-meas odds. P.S.

outex 0 96.32 94.61 96.08 92.90 95.10 95.34 95.83 93.14 95.34
outex 1 83.04 82.45 82.99 82.06 82.84 83.63 83.53 81.86 83.38
outex 2 39.10 39.59 39.21 37.71 39.68 39.45 39.57 37.88 39.27

outex 10 93.48 94.66 93.81 94.37 94.37 94.14 94.63 94.07 93.74
outex 11 95.27 95.72 95.38 94.03 96.29 96.17 96.17 93.47 95.50
outex 12 96.62 97.50 96.64 96.81 97.19 97.12 97.19 96.64 96.66
JerryWu 86.29 98.59 87.85 98.34 97.02 84.97 96.12 95.61 93.80

brodatz B 89.75 91.57 90.16 92.23 91.15 91.40 91.40 91.40 89.50
brodatz A 78.13 84.63 79.41 85.96 82.22 85.04 82.32 82.12 79.61
brodatz C 57.36 58.20 57.71 58.05 58.16 59.12 58.41 57.23 57.72

average 81.54 83.75 81.92 83.25 83.40 82.64 83.52 82.34 82.45
st. dev. 19.05 19.60 19.03 19.84 19.46 18.84 19.45 19.57 19.23

p (t-test) 0.06 0.03 0.14 0.06 0.08 0.03 0.25 0.13
wins 8 8 6 8 8 9 5 8

parameters for resolutions 1
2R and for resolutions 1

2R+ 1
4R

(therefore, in the latter case the feature extraction was run
three times, each time on a different resolution). Table 3
gives classification accuracies of SMO classifier on all ben-
chamark datasets for three sets of resolutions. The Fried-
man test shows (p < 0.05) that the differences are sig-
nificant, and the Bonferroni-Dunn test confirms that both
multiresolutional descriptions (with two and three resolu-
tions) achieved significantly better results than the single
resolution description, however, the former two do not dif-
fer significantly between each other. The number of ex-
tracted features, as expected, increases approximately lin-
early with the number of additional resolutions, and the
time complexity increases somewhat less than linearly.

4.2.3 The effectiveness of meta parameters

We compared the quality of description of the default pa-
rameter set, extended with J-measure, on two resolutions
(R and 1

2R), with the same description, extended with meta
parameters, as described in Section 3. The classification ac-
curacies for both descriptions are given in Table 4. In seven
out of ten domains the meta parameters helped to improve
the description, however, the Wilcoxson test (p < 0.05)
shows that overall there are no significant differences be-
tween the two descriptions. The number of features in-
creases for 12% on average, and the average time complex-
ity is 7 times higher for the extended description.

4.3 Comparison of Extended ArTex with
other algorithms

We compared the Extended ArTex with several other algo-
rithms that describe images in terms of a set of numerical

Table 3: Classification accuracy (%) of SMO using the de-
fault parameter set, with J-measure included, when gener-
ated on one resolution R, two resolutions R + 1

2R, and
three resolutions R + 1

4R + 1
8R. The last four lines have

the same interpretation as in Table 2.

R R+ 1
2
R R+ 1

2
R+ 1

4
R

outex 0 95.83 98.05 95.11
outex 1 83.53 83.97 81.32
outex 2 39.57 52.26 54.78

outex 10 94.63 98.38 98.26
outex 11 96.17 97.07 95.84
outex 12 97.19 97.95 97.84
JerryWu 96.12 99.40 99.75

brodatz B 91.40 97.60 97.60
brodatz A 82.32 94.01 94.77
brodatz C 58.41 60.93 58.41

average 83.52 87.96 87.37
st. dev. 19.45 17.24 17.03

p (t-test) 0.01 0.03
wins 10 7

features. We selected the following algorithms: a similar
algorithm to ArTex, also based on association rules, de-
veloped by Rushing et al.[23], second order statistics as a
standard benchmark algorithm[12] and the three advanced
approaches which are effective and also often applied[13]:
Laws filters[18], Haar waves, and Gabor waves[19]. Ta-
ble 5 gives the classification accuracies of SMO algorithm
using the 10-fold cross-validation.

The Friedman test (p < 0.05) followed by the
Bonferroni-Dunn test (p < 0.05), shows that the Extended
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Table 4: Classification accuracy (%) of SMO using the default parameter set, with included J-measure, on two resolutions
R+ 1

2R, without and with added meta-parameters. The last four lines have the same interpretation as in Table 2. Columns
d in |d| represent the difference of classification accuracies and its absolute value, and the last column contains ranks for
|d|, used by the Wilcoxson test.

without meta p. with meta p. d |d| rank

outex 0 98.05 97.92 -0.13 0.13 2
outex 1 83.97 87.71 +3.74 3.74 9
outex 2 52.26 55.00 +2.74 2.74 7

outex 10 98.38 98.54 +0.16 0.16 3
outex 11 97.07 97.50 +0.43 0.43 4
outex 12 97.95 98.96 +1.01 1.01 6
JerryWu 99.40 99.41 +0.01 0.01 1

brodatz B 97.60 96.84 -0.76 0.76 5
brodatz A 94.01 97.19 +3.18 3.18 8
brodatz C 60.93 53.12 -7.81 7.81 10

average 87.96 88.22
st. dev. 17.24 18.31

p (t-test) 0.40
wins 7

ArTex is significantly better than the second order statis-
tics, while there are no significant differences between Ar-
Tex and other algorithms. This confirms that the Extended
ArTex achieves the performance of best algorithms for gen-
erating texture descriptions. With respect to the time com-
plexity, the most time consuming algorithms are Gabor
waves, Rushing and Extended Artex. When compared with
Extended Artex, the Gabor waves algorithm is on average
141 times slower, the algorithm by Rushing et al. has on
average the same time complexity, while the Laws filters
are 2 times faster, the second order statistics 10 times faster
and the Haar waves 15 times faster.

Table 5 indicates that the Extended ArTex achieves best
results in domains with relatively large images (128× 128
or more), and performs relatively poorly on domains with
small images, like Outex 2 and Brodatz C. This is in ac-
cordance with our expectations. For reliable description of
images, ArTex requires a large texture in order to be able
to reliably evaluate the values of parameters - statistical es-
timates - whose accuracy depends on the number of pixels.

5 The performance of Extended
Artex in several real-world
applications

In this section we provide the performance comparison
with other feature extraction algorithms in some applica-
tions which were implemented at our institution by using
the Extended ArTex. We briefly outline the real-world data
sets and then we provide the results.

We applied our approach on four real-world problems:

– pH6pH10
The problem is to differentiate microscopic pictures of
0.1% suspension of Al2O3 in destilled water (H2O)
with two different acidities: pH6 and pH10. The pic-
tures were prepared at the University of Stuttgart[16,
17]. The size of images is 300×300 pixels. There are
30 images for each of the two classes.

– Materials
Each of six different materials was photographed 50
times on various places. The size of images is 200 ×
200. Therefore this domain consists of six classes,
where each class contains 50 samples. The task is to
classify new images into one of six classes.

– SyringeStactometer
This domain consists of two classes of microscopic
images of dried drops of tap water, that have to be
differentiated. The first class of 52 drops was created
using a syringe, whereas the second class of 61 drops
was created using a stactometer. The size of images is
640× 640.

– Coronas
This domain consists of GDV images of human finger-
tips. GDV images are obtained from BEO GDV Cam-
era, developed by Korotkov[15]. The camera captures
320×240 gray scale images. The first class of 289 im-
ages consists of fingertips of humans in normal state,
and the second class of 217 images consists of finger-
tips of humans in the altered state of consciousness.
Most of images were obtained from Technical Uni-
versity SPIFMO in St. Petersburg, Russia. The task
is to automatically detect the altered state of human
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Table 5: Classification accuracies (%) of SMO using descriptions of various feature extraction algorithms. The last four
lines have the same interpretation as in Table 2.

Ext.ArTex Laws Haar 2ndStats Gabor Rushing

outex 0 97.92 91.25 93.13 72.29 99.38 97.07
outex 1 87.71 90.25 89.39 71.73 98.30 87.40
outex 2 55.00 84.59 72.09 59.70 94.49 24.35

outex 10 98.54 83.96 86.94 82.62 97.80 86.16
outex 11 97.50 92.19 93.75 75.63 99.79 97.97
outex 12 98.96 82.72 87.81 76.98 96.83 86.23
JerryWu 99.41 22.95 83.19 75.86 53.76 83.51

brodatz B 96.84 78.21 94.07 96.00 86.70 69.15
brodatz A 97.19 62.30 65.43 18.31 87.89 12.96
brodatz C 53.12 66.96 65.43 48.88 70.77 11.73

average 88.22 75.54 83.12 67.80 88.57 65.65
st. dev. 18.31 20.99 11.34 21.43 15.12 35.07

p (t-test) 0.10 0.14 0.01 0.47 0.01
wins 3 3 1 5 2

consciousness, using the GDV camera.

Table 6 gives the classification accuracies of SMO
obtained by 10-fold cross-validation on the described
datasets. The best results were achieved by the Extended
ArTex, except in domain Coronas, where the second order
statistics perform the best.

6 Conclusions
We described the extended textural features which are
based on association rules. We extended the basic textu-
ral features of our algorithm ArTex[2] in three ways: by
using various interestingness measures, by using the multi-
resolution approach, and by using the meta-parameters.

Among various interestingness measures, the most
promising results were achieved with J-measure. J-
measure is, as far as we know, the best measure for eval-
uating the quality of decision (if-then) rules, developed by
Smyth and Goodman back in 1990[24]. It has nice prop-
erties, such as nonnegativity, transparent interpretation (the
sum of J-measures over all possible values is equal to the
information gain[14]), it is possible to estimate the upper
bound, and it is approximately χ2 distributed. Therefore,
it is not surprising, that it achieves the best results in our
experiments.

Results from our experiments show that the multi-
resolution approach enables to obtain significantly better
descriptions of images. For texture descriptions with as-
sociation rules this could be expected. Not every combi-
nation of scale and neighborhood size can guarantee that
the pattern would be detected. As illustrated by Figures 1
and 2, the effectiveness of descriptions, which use an up-
per bound for the neighborhood around the central pixel,
highly depends on the scale. As it is not known in advance

which resolution will provide the best results, our approach
combines the features, obtained from several resolutions.
In our current research we try to develop an efficient algo-
rithm for automatic detection of a small subset of relevant
resolutions.

Our definition of meta-parameters is the first step to-
wards the ultimate goal, which we hope to reach in further
work: to get higher order association rules, which would
capture the global structure of the image and would also
allow for transparent (human readable) description of the
images. The results, presented in this paper, are promising
and have encouraged us to continue with research in this
direction.

Overall, the extended representation improves the utility
of basic textural features and often gives better results with
respect to basic features, derived from association rules, as
well as with respect to standard texture descriptions. The
results in real-world applications prove the utility of our
approach.

Our current research is devoted to describe medical im-
ages in order to obtain reliable diagnostic rules. The pre-
liminary experiments in two medical domains are quite
promising. In diagnosing the coronary artery disease from
myocardial perfusion scintigraphy images the preliminary
results show the significant improvement over the accuracy
of physicians experts. In another diagnostic problem, based
on the whole-body bone scintigrams, the picture is not so
clear, still however, the Extended Artex achieves signifi-
cantly better results than any other approach to feature ex-
traction.

Yet another line of research is the visualization of tex-
tures from their association rule descriptions. As the num-
ber of extracted features may be relatively large (typically
several hundreds of features are generated in each problem
domain), such amount of features cannot be transparent to
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Table 6: Classification accuracies (%) on real-world data sets of SMO using descriptions of various feature extraction
algorithms. The last four lines have the same interpretation as in Table 2.

Ext.ArTex Laws Haar 2ndStat. Gabor Rushing

pH6pH10 100.00 100.00 100.00 100.00 100.00 100.00
Materials 100.00 97.00 99.67 99.00 100.00 100.00

Syrin.Stact. 89.91 87.42 86.74 85.96 85.83 80.73
Coronas 82.80 80.25 80.23 84.78 78.81 70.00
average 93.18 91.17 91.66 92.44 91.16 87.68
st. dev. 8.40 9.04 9.81 8.18 10.60 14.88

p (t-test) 0.03 0.08 0.30 0.09 0.10
wins 0 0 1 0 0

a human expert. To overcome this we plan to develop a vi-
sualization tool for a user-friendly presentation of derived
(large) sets of features in the form of artificial textures. The
preliminary results in this area indicate that users may find
on such artificially generated textures important patterns,
related to the target concepts, and that users may be able to
notice also more or less obvious differences in artificially
generated textures for different classes of images.
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