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In this paper a new Pseudorandom Number Generator based on compositions of abstract automata is presented. We show that it has full cycle with length of $2^{128}$. It is also shown that the output satisfies the statistical requirements of the NIST randomness test suite.
Povzetek: V prispevku je predstavljen nov psevdonaključni generator števil.

## 1 Introduction

In this paper, the authors continue their joint research of cryptographic tools based on compositions of abstract finite automata started in [6].

Random number generators have been used for a wide variety of fields and purposes, such as cryptography, pattern recognition, gambling and VLSI testing. [18]. In this paper a Pseudorandom Number Generator (PRNG) based on automata theory will be introduced and studied. The most frequent type of automata theory based pseudorandom generators are implemented on the basis of cellular automata. The first pseudorandom number generator based on cellular automata was proposed by S. Wolfram [29, 30] and there are many pseudorandom generators based on cellular automata today. (See [2]-[5], [8]-[16], [19, 20],[23][28]).

A common problem of some well-known pseudorandom generators based on cellular automata is that they have serious application difficulties: some of them can be broken [1],[17], while in case of others the selection of the key automaton poses difficulties [10].

These reasons, among others, justify the use of new automata theory-based pseudorandom number generators based on principles other than cellular automata.

Counter-based random number generation [22] is a relatively new technique for creating a pseudorandom number generator using only an integer counter as the internal state of the generator. The state transition function is an increment by one modulo the size $n$ of the finite state set $S=\{0, \ldots, n-1\}$ and the complexity comes in the map from the state to the random sample. Formally, a counter based random number generator (CBRNG) is a structure $\mathcal{C B R N G}=\left(K, Z_{J}, S, f, U, g\right)$, where $K$ is the key space; $Z_{J}=\{0,1, \ldots, J-1\}$, where $J$ is a positive integer called output multiplicity; $S$ is the state space; $U$ is the output space; $f: S \rightarrow S$ is the state transition function, $s_{i}=f\left(s_{i-1}\right) ; g: K \times Z_{J} \times S \rightarrow U$ is the output function. If $Z_{J}$ is a singleton (i.e., $Z_{J}=\{0\}$ ) then we will write $g$ in the form $g: K \times S \rightarrow U$ and then we say that $\mathcal{C B R N G}$ has a simple output multiplicity. Given an output function $g: K \times S \rightarrow U$ having a simple output multiplicity and assume that $U \subseteq S$. We
say that the output function $g^{\prime}: K \times S \rightarrow U$ is a double round of the output function $g: K \times S \rightarrow U$ if for every $k \in K, s \in S, g^{\prime}(k, s)=g(k, g(k, s))$. In general, we say that $g^{\prime}: K \times S \rightarrow U$ is a $k$-times round of $g: K \times S \rightarrow U$ for some $k>2$ if for every $k \in K, s \in S$, $g^{\prime}(k, s)=g(k, h(k, s))$ such that $h: K \times S$ is a $k-1$ times round of $g: K \times S$. Finally, the single round of $g: K \times S \rightarrow U$ is the function $g: K \times S \rightarrow U$ itself.

The $\mathcal{C B R N G}=\left(K, Z_{J}, S, f, U, g\right)$ works in discrete time scale. It starts from a fixed state $s \in S$, called initial state and a fixed key $k \in K$. Then the generated random number sequence is $g\left(k, 0, f^{1}(s)\right), \ldots, g\left(k, J-1, f^{1}(s)\right)$, $g\left(k, 0, f^{2}(s)\right), \ldots, g\left(k, J \quad-\quad 1, f^{2}(s)\right), g\left(k, 0, f^{n}(s)\right)$, $, \ldots, g\left(k, J-1, f^{n}(s)\right)$, where $f^{1}(s)=f(s), f^{2}(s)=$ $f(f(s))$ and $f^{n}(s)=f\left(f^{n-1}(s)\right)$ for every further $n>2$. In this case, the vector $(g(k, 0, f(s)), \ldots g(k, J-1, f(s))$ is called the output vector of initial state.

Given a $\mathcal{C B R N G}=\left(K, Z_{J}, S, f, U, g\right)$ we say that its state transition function $f: S \rightarrow S$ has a full cycle if for every $s \in S, S=\left\{f^{n}(s)|n=1, \ldots,|S|\}\right.$, where, by definition, $|S|$ denotes the cardinality of $S$. Moreover, a $\mathcal{C B R N G}$ is said to have a full cycle or full period if for any key and initial state $s \in S$, the $\mathcal{C B R N G}$ traverses every output vector $\left(u_{0}, \ldots, u_{J-1}\right) \in U^{J}$ before returning to the output vector of the initial state.

The following statement is clear.
Proposition 1 A $\mathcal{C B R N G}=\left(K, Z_{J}, S, f, U, g\right)$ has a full cycle if and only if its state transition function $f: S \rightarrow S$ has a full cycle and for every key $k \in K$, the function $g_{k}: S \rightarrow U^{J}$ with $g_{k}(s)=(g(k, 0, s), \ldots, g(J-$ $1, s)), s \in S$ is bijective.

In this paper we consider CBRNGs having a simple output multiplicity. For CBRNGs, $g$ is complex, $f$ is a simple counter with $f(s)=(s+1) \bmod 2^{p}$, where $p$ is the state size in bits and $S=\{0, \ldots, p-1\}$. Applying the ideas of this construction, in this paper we consider CBRNGs, where $f$ is a counter, and $g$ is defined by composition of abstract finite automata.

## 2 Preliminaries

We start with some standard concepts and notation. For all notions and notation not defined here we refer to the monograph [7]. By an automaton we mean a deterministic finite automaton without outputs. In more detail, an automaton is an algebraic structure $\mathcal{A}=(A, \Sigma, \delta)$ consisting of the nonempty and finite state set $A$, the nonempty and finite input set $\Sigma$, and a transition function $\delta: A \times \Sigma \rightarrow A$. The transition matrix of an automaton is a matrix with rows corresponding to each input and columns corresponding to each state; at the entry of any row indicated by an input $x \in \Sigma$ sign and any column indicated by a state $a \in A$ the state $\delta(a, x)$ is put. If all rows of the transition matrix are permutations of the state set then we speak about permutation automaton.

A Latin square of order $n$ is an $n \times n$ matrix (with $n$
rows and $n$ columns) in which the elements of an $n$-state set $\left\{a_{0}, a_{1}, \ldots, a_{n-1}\right\}$ are entered so that each element occurs exactly once in each fixed (row, column) pair.

In this paper we will consider special compositions of automata consisting of component automata such that all components have the same transition matrix of the Latin square form. We will show that these compositions of automata are permutation automata, moreover for every state of these automata compositions it has a very low likelihood that two randomly chosen distinct input signs take the automaton into the same state. By these properties, we would like to avoid vulnerability to statistical attacks. Finally we note that, apart from the trivial cases, the transition matrices of the considered automata compositions are not quadratic. Therefore, their transition matrix can not form Latin squares.

## 3 Construction

We start with some standard definitions. (See, for example $[6,7]$ ).

Let $\mathcal{A}_{i}=\left(A_{i}, \Sigma_{i}, \delta_{i}\right)$ be automata where $i \in$ $\{1, \ldots, n\}, n \geq 1$. Take a finite nonvoid set $\Sigma$ and a feedback function $\varphi_{i}: A_{1} \times \cdots \times A_{n} \times \Sigma \rightarrow \Sigma_{i}$ for every $i \in\{1, \ldots, n\}$. A Gluškov-type product of the automata $\mathcal{A}_{i}$ with respect to the feedback functions $\varphi_{i}(i \in\{1, \ldots, n\})$ is defined to be the automaton $\mathcal{A}=$ $\mathcal{A}_{1} \times \cdots \times \mathcal{A}_{n}\left(\Sigma,\left(\varphi_{1}, \ldots, \varphi_{n}\right)\right)$ with state set $A=$ $A_{1} \times \cdots \times A_{n}$, input set $\Sigma$, transition function $\delta$ given by $\delta\left(\left(a_{1}, \ldots, a_{n}\right), x\right)=\left(\delta_{1}\left(a_{1}, \varphi_{1}\left(a_{1}, \ldots, a_{n}, x\right)\right), \ldots\right.$, $\left.\delta_{n}\left(a_{n}, \varphi_{n}\left(a_{1}, \ldots, a_{n}, x\right)\right)\right)$ for all $\left(a_{1}, \ldots, a_{n}\right) \in A$ and $x \in \Sigma$. In particular, if $\mathcal{A}_{1}=\ldots=\mathcal{A}_{n}$ then we say that $\mathcal{A}$ is a Gluškov-type power.

Given a function $f: X_{1} \times \cdots \times X_{n} \rightarrow Y$, we say that $f$ is really independent of its $i$-th variable if for every pair $\quad\left(x_{1}, \ldots, x_{n}\right),\left(x_{1}, \ldots, x_{i-1}, x_{i}^{\prime}, x_{i+1}, \ldots, x_{n}\right)$ $\in \quad X_{1} \times \cdots \times X_{n}, \quad f\left(x_{1}, \ldots, x_{n}\right) \quad=$ $f\left(x_{1}, \ldots, x_{i-1}, x_{i}^{\prime}, x_{i+1}, \ldots, x_{n}\right)$. Otherwise we say that $f$ really depends on its $i$-th variable. A (finite) directed graph (or, in short, a digraph) $\mathcal{D}=(V, E)$ (of order $n>0$ ) is a pair consisting of sets of vertices $V=\left\{v_{1}, \ldots, v_{n}\right\}$ and edges $E \subseteq V \times V$. Elements of $V$ are sometimes called nodes. If $|V|=n$ then we also say that $\mathcal{D}$ is a digraph of order $n . \mathcal{D}$ is called bipartite if its vertices can be partioned into two sets $A, B$ such that every (direct) edge connects a vertex in $A$ to a vertex in $B$ or vica versa. Further on, we will assume that V is an ordered set of integers $1, \ldots n$ for some positive integer $n$. Given a digraph $\mathcal{D}=(V, E)$, we say that the above defined Gluškov product is a $\mathcal{D}$-product if for every pair $i, j \in\{1, \ldots, n\},(i, j) \notin E$ implies that the feedback function $\varphi_{i}$ is really independent of its $j$-th variable. Let $\Sigma$ be the set of all $\ell$ (preferably 4 or 8 ) length binary strings for a given length $\ell>0$. Moreover, let $\mathcal{A}_{i}=\left(\Sigma, \Sigma, \delta_{\mathcal{A}_{i}}\right), i=2, \ldots, n$ be copies of $\mathcal{A}_{1}$, and let $n$ be a positive integer power of 2 . Consider the following
simple bipartite digraphs:
$\mathcal{D}_{1}=(\{1, \ldots, n\},\{(n / 2+1,1),(n / 2+$ $2,2), \ldots,(n, n / 2)\})$,
$\mathcal{D}_{2}=(\{1, \ldots, n\},\{(n / 4+1,1),(n / 4+$ $2,2), \ldots,(n / 2, n / 4)$, $(3 n / 4+1, n / 2+1),(3 n / 4+2, n / 2+2), \ldots,(n, 3 n / 4)\})$,
$\mathcal{D}_{\log _{2} n-1}=(\{1, \ldots, n\},\{(3,1),(4,2),(7,5),(8,6), \ldots$, $(n-1, n-3),(n, n-2)\})$,
$\mathcal{D}_{\log _{2} n}=(\{1, \ldots, n\},\{(2,1),(4,3), \ldots,(n, n-1)\})$, $\mathcal{D}_{\log _{2} n+1}=\mathcal{D}_{1}$.

For every digraph $\mathcal{D}=(V, E)$ with $\mathcal{D} \in$ $\left\{\mathcal{D}_{1}, \ldots, \mathcal{D}_{\log _{2} n}\right\}$, let us define the Gluškov-type power, called two-phase $\mathcal{D}$-power, $\mathcal{A}_{\mathcal{D}}=\mathcal{A}_{1} \times \cdots \times$ $\mathcal{A}_{n}\left(\Sigma^{n},\left(\varphi_{1}, \ldots, \varphi_{n}\right)\right)$ of $\mathcal{A}_{1}\left(\right.$ with $\left.\mathcal{A}_{1}=\mathcal{A}_{2} \ldots=\mathcal{A}_{n}\right)$ so that for every $\left(a_{1}, \ldots, a_{n}\right),\left(x_{1}, \ldots, x_{n}\right) \quad \in$ $\Sigma^{n},(i, j) \in E, \varphi_{i}\left(a_{1}, \ldots, a_{n},\left(x_{1}, \ldots, x_{n}\right)\right)=$ $a_{j}^{\prime} \oplus x_{j}, \quad$ and $\quad \varphi_{j}\left(a_{1}, \ldots, a_{n},\left(x_{1}, \ldots, x_{n}\right)\right)=$ $a_{i} \oplus x_{i}$, where $a_{i} \oplus x_{i}$ is the bitwise addition modulo 2 of $a_{i}$ and $x_{i}, a_{j}^{\prime}$ denotes the state into which $\varphi_{j}\left(a_{1}, \ldots, a_{n},\left(x_{1}, \ldots, x_{n}\right)\right)$ takes the automaton $\mathcal{A}_{i}$ from its state $a_{j}$, and $a_{j}^{\prime} \oplus x_{j}$ is the bitwise addition modulo 2 of $a_{j}^{\prime}$ and $x_{j} .{ }^{1}$

Next we define the concept of temporal product of automata. Let $\mathcal{A}_{t}=\left(A, \Sigma_{t}, \delta_{t}\right), t=1,2$ be automata having a common state set $A$. Take a finite nonvoid set $\Sigma$ and a mapping $\varphi$ of $\Sigma$ into $\Sigma_{1} \times \Sigma_{2}$. Then the automaton $\mathcal{A}=(A, \Sigma, \delta)$ is a temporal product (t-product) of $\mathcal{A}_{1}$ by $\mathcal{A}_{2}$ with respect to $\Sigma$ and $\varphi$ if for any $a \in A$ and $x \in \Sigma, \delta(a, x)=\delta_{2}\left(\delta_{1}\left(a, x_{1}\right), x_{2}\right)$, where $\left(x_{1}, x_{2}\right)=\varphi(x)$. The concept of temporal product is generalized in the natural way to an arbitrary finite family of $n>0$ automata $\mathcal{A}_{t}(t=1, \ldots, n)$, all with the same state set $A$.

Proposition 2 Suppose that $\mathcal{A}_{1}=(\Sigma, \Sigma, \delta)$ is a permutation automaton. Then for every $i=1, \ldots, \log _{2} n$, the $\mathcal{D}_{i}$-power of $\mathcal{A}_{1}$ also forms a permutation automaton.
Proof. Assume that $\mathcal{A}_{1}$ is a permutation automaton. Then, by definition, all rows of its transition matrix are permutations of the state set. Therefore, none of these rows contain repetition. Consequently, for any states $a, b \in A_{1}$ and input $x \in \Sigma, \delta_{1}(a, x)=\delta_{1}(b, x)$ implies $a=b$.

By our above observation, if the $\mathcal{D}_{i}$-power $\mathcal{A}_{\mathcal{D}_{i}}=$ $\left(\Sigma^{n}, \Sigma^{n}, \delta_{\mathcal{D}_{i}}\right)$ is a permutation automaton, then for every pair of states $\left(a_{1}, \ldots, a_{n}\right),\left(b_{1}, \ldots, b_{n}\right)$ and input sign $\left(x_{1}, \ldots, x_{n}\right)$, we have $\delta_{\mathcal{D}_{i}}\left(\left(a_{1}, \ldots, a_{n}\right),\left(x_{1}, \ldots, x_{n}\right)\right)=$ $\delta_{\mathcal{D}_{i}}\left(\left(b_{1}, \ldots, b_{n}\right),\left(x_{1}, \ldots, x_{n}\right)\right)$ that implies $\left(a_{1}, \ldots, a_{n}\right)=\left(b_{1}, \ldots, b_{n}\right)$.

Suppose that $\mathcal{A}_{\mathcal{D}_{i}}$ is not a permutation automaton. Then, by our observations, there are a pair of distinct states $\left(a_{1}, \ldots, a_{n}\right),\left(b_{1}, \ldots, b_{n}\right)$ and an input sign $\left(x_{1}, \ldots, x_{n}\right)$ for which $\delta_{\mathcal{D}_{i}}\left(\left(a_{1}, \ldots, a_{n}\right),\left(x_{1}, \ldots, x_{n}\right)\right)=$ $\delta_{\mathcal{D}_{i}}\left(\left(b_{1}, \ldots, b_{n}\right),\left(x_{1}, \ldots, x_{n}\right)\right.$.

[^0]If $\left(a_{1}, \ldots, a_{n}\right)$ and $\left(b_{1}, \ldots, b_{n}\right)$ are distinct then there exists an index $j \in\{1, \ldots, n\}$ with $a_{j} \neq b_{j}$. Put $\left(a_{1}^{\prime}, \ldots, a_{n}^{\prime}\right)=\delta_{\mathcal{D}_{i}}\left(\left(a_{1}, \ldots, a_{n}\right),\left(x_{1}, \ldots, x_{n}\right)\right)$ and $\left(b_{1}^{\prime}, \ldots, b_{n}^{\prime}\right)=\delta_{\mathcal{D}_{i}}\left(\left(b_{1}, \ldots, b_{n}\right),\left(x_{1}, \ldots, x_{n}\right)\right) . \quad$ It is enough to show that, in this case, $\left(a_{1}^{\prime}, \ldots, a_{n}^{\prime}\right) \neq$ $\left(b_{1}^{\prime}, \ldots, b_{n}^{\prime}\right)$.

Let $E$ denote the set of edges in $\mathcal{D}_{i}$.
First we suppose $(j, k) \in E$ for some $k \in\{1, \ldots, n\} \backslash$ $\{j\}$. Then, by definition, $a_{j}^{\prime}=\delta_{\mathcal{A}_{1}}\left(a_{j}, a_{k}^{\prime} \oplus x_{k}\right)$ and $b_{j}^{\prime}=\delta_{\mathcal{A}_{1}}\left(b_{j}, b_{k}^{\prime} \oplus x_{k}\right)$. Because $\mathcal{A}_{1}$ is a permutation automaton, by the assumption $a_{k}^{\prime}=b_{k}^{\prime}$, we get $a_{j}=b_{j}$, a contradiction. Therefore $a_{k}^{\prime} \neq b_{k}^{\prime}$. Hence, $\left(a_{1}^{\prime}, \ldots, a_{n}^{\prime}\right) \neq$ $\left(b_{1}^{\prime}, \ldots, b_{n}^{\prime}\right)$.

Next we assume $(k, j) \in E$ for some $j \in\{1, \ldots, n\} \backslash$ $\{k\}$. Obviously, by $a_{j}^{\prime} \neq b_{j}^{\prime}$ we have $\left(a_{1}^{\prime}, \ldots, a_{n}^{\prime}\right) \neq$ $\left(b_{1}^{\prime}, \ldots, b_{n}^{\prime}\right)$ and then we are done once again. Therefore, suppose $a_{j}^{\prime}=b_{j}^{\prime}$. Then, again by definition, $a_{j}^{\prime}=$ $\delta_{\mathcal{A}_{1}}\left(a_{j}, a_{k} \oplus x_{k}\right)$ and $b_{j}^{\prime}=\delta_{\mathcal{A}_{1}}\left(b_{j}, b_{k} \oplus x_{k}\right)$. Because $\mathcal{A}_{1}$ is a permutation automaton and $a_{k} \neq b_{k}, a_{j}^{\prime}=b_{j}^{\prime}$ is possible only if $a_{j}=b_{j}$, a contradiction. Therefore, $a_{j}^{\prime} \neq b_{j}^{\prime}$ and thus we obtain $\left(a_{1}^{\prime}, \ldots, a_{n}^{\prime}\right) \neq\left(b_{1}^{\prime}, \ldots, b_{n}^{\prime}\right)$. The proof is complete. QED

Now we give an alternative proof of Lemma 2 in [6].
Proposition 3 Temporal products of permutation automata are also permutation automata.
Proof. Obviously, it is enough to prove our statement for temporal products of two components. Thus, let $\mathcal{M}=$ ( $M, \Sigma, \delta_{\mathcal{M}}$ ) be a temporal product of permutation automata $\mathcal{M}_{1}=\left(M, \Sigma_{1}, \delta_{\mathcal{M}_{1}}\right)$ and $\mathcal{M}_{2}=\left(M, \Sigma_{2}, \delta_{\mathcal{M}_{2}}\right)$ (having the same state set) with respect to $\Sigma$ and $\varphi$ : $\Sigma \rightarrow \Sigma_{1} \times \Sigma_{2}$. Let $m_{1}, m_{2} \in M$ be distinct states and $x \in \Sigma$ be an arbitrary input sign of $\mathcal{M}$. Moreover, let $\varphi(x)=\left(x_{1}, x_{2}\right)$ for some $x_{1} \in \Sigma_{1}$ and $x_{2} \in \Sigma_{2}$. Then for every distinct pair $m_{1}, m_{2} \in M$ of states and $x_{1} \in \Sigma_{1}$ we have $\delta_{\mathcal{M}_{1}}\left(m_{1}, x_{1}\right) \neq \delta_{\mathcal{M}_{2}}\left(m_{2}, x_{2}\right)$. On the other hand, $\mathcal{M}_{2}$ is also a permutation automaton. Therefore, because of $\delta_{\mathcal{M}_{1}}\left(m_{1}, x\right) \neq \delta_{\mathcal{M}_{2}}\left(m_{2}, x\right)$, for every $x_{2} \in \Sigma_{2}$, $\delta_{\mathcal{M}_{1}}\left(\delta_{\mathcal{M}_{1}}\left(m_{1}, x_{1}\right), x_{2}\right) \neq \delta_{\mathcal{M}_{2}}\left(\delta_{\mathcal{M}_{2}}\left(m_{2}, x_{1}\right), x_{2}\right)$. Thus, using $\varphi(x)=\left(x_{1}, x_{2}\right), \delta_{\mathcal{M}}\left(m_{1}, x\right) \neq \delta_{\mathcal{M}}\left(m_{2}, x\right)$. In other words, for every distinct pair $m_{1}, m_{2} \in M$ of states and input sign $x \in \Sigma, \delta_{\mathcal{M}}\left(m_{1}, x\right) \neq \delta_{\mathcal{M}}\left(m_{2}, x\right)$. But then all rows of the transition matrix of $\mathcal{M}$ are permutations of the state set. This completes the proof. QED

Let $\mathcal{B}=\left(\Sigma^{n},\left(\Sigma^{n}\right)^{\log _{2} n}, \delta_{\mathcal{B}}\right)$ be the temporal product of $\mathcal{A}_{\mathcal{D}_{1}}, \ldots, \mathcal{A}_{\mathcal{D}_{\log _{2} n}}$ with respect to $\left(\Sigma^{n}\right)^{\log _{2} n}$ and the identity map $\varphi:\left(\Sigma^{n}\right)^{\log _{2} n} \rightarrow\left(\Sigma^{n}\right)^{\log _{2} n}$, where $\mathcal{A}_{\mathcal{D}_{i}}, i=1, \ldots, \log _{2} n$ is a $\mathcal{D}_{i}$ - power of the automaton $\mathcal{A}_{1}=\left(\Sigma, \Sigma, \delta_{\mathcal{A}_{1}}\right)$.

From now on we assume that $\mathcal{A}_{1}$ is a permutation automaton having $\delta_{\mathcal{A}_{1}}(a, x) \neq \delta_{\mathcal{A}_{1}}\left(a, x^{\prime}\right)$ for every $a, x, x^{\prime} \in$ $\Sigma, x \neq x^{\prime}$, and we say that $\mathcal{B}$ is a key-automaton with respect to the permutation automaton $\mathcal{A}_{1}$ called the basic automaton of $\mathcal{B} .{ }^{2}$

Theorem 1 in [6] concerns key automata consisting of basic automata having a transition table forming a Latin

[^1]cube. The next statement is formally the same but, of course, it concerns key automata consisting of basic automata having a transition table forming a Latin square. By this fact, the next statement could also be derived from Theorem [6] using some simplification regarding its proof.

We note that the following statement is formally the same as Theorem 1 [6] which is concerning key automata consisting of basic automata having a little bit different structure as basic automata of the present paper. (The transition table of basic automata in [6] forms a Latin cube while the transition table of basic automata of the present paper forms a Latin square.) This fact implies that the automata compositions discussed in the present paper are more or less similar to the ones in [6].

For the sake of simplicity, we give a direct proof of the next statement which, using some simplifications, can also be derived from the proof of Theorem 1 in [6] .
Theorem 4 Every key automaton is a permutation automaton.
Proof. Consider a key automaton $\mathcal{B}=$ $\left(\Sigma^{n},\left(\Sigma^{n}\right)^{\log _{2} n}, \delta_{\mathcal{B}}\right)$ and its basic automaton $\mathcal{A}_{1}=\left(A_{1}, \Sigma_{1}, \delta 1\right)$. By the definition of key automaton, $\mathcal{A}_{1}$ is a permutation automaton.

Therefore, using Proposition 2, for every permutation automaton $\mathcal{A}_{1}$ and $i=1,2, \ldots, \log _{2} n$, the $\mathcal{D}_{i}$-power $\mathcal{A}_{\mathcal{D}_{i}}=\mathcal{A}_{1} \times \cdots \times \mathcal{A}_{n}\left(\Sigma^{n},\left(\varphi_{1}, \ldots, \varphi_{n}\right)\right)$ of $\mathcal{A}_{1}$ is a permutation automaton.

Recall that $\mathcal{B}$ is a temporal product of $\mathcal{A}_{\mathcal{D}_{1}}, \ldots, \mathcal{A}_{\mathcal{D}_{\log _{2} n}}$. Therefore, by Proposition 3, our proof is done. QED

Proposition 5 Suppose that the transition matrix of an automaton $\mathcal{A}_{1}=(\Sigma, \Sigma, \delta)$ forms a Latin square. Then for every $i=1, \ldots, \log _{2} n$, the transition matrix of the $\mathcal{D}_{i^{-}}$ power of $\mathcal{A}_{1}$ also forms a Latin square.
Proof. Obviously, if the transition matrix of an automaton $\mathcal{A}_{i}=(A i, \Sigma, \delta)$ forms a Latin square then $\mathcal{A}$ is a permutation automaton. But then, by Proposition 2, all of $\mathcal{D}_{i^{-}}$ powers are permutation automata. In other words, the rows of their transition matrices form a permutation of their state set. All that is left is to show that the columns of their transition matrices also have this property.

Consider a $\mathcal{D}_{i}$-power $\mathcal{A}_{\mathcal{D}_{i}}=\left(\Sigma^{n}, \Sigma^{n}, \delta_{\mathcal{D}_{i}}\right)$ of $\mathcal{A}_{1}$ having $\mathcal{A}_{\mathcal{D}_{i}}=\mathcal{A}_{1} \times \cdots \times \mathcal{A}_{n}\left(\Sigma^{n},\left(\varphi_{1}, \ldots, \varphi_{n}\right)\right)$ for some $i=1,2, \ldots, \log _{2} n$. We should prove that for every state $\left(a_{1}, \ldots, a_{n}\right) \in \Sigma^{n}$ and distinct words $\left(x_{1}, \ldots, x_{n}\right),\left(y_{1}, \ldots, y_{n}\right) \in$ $\Sigma^{n}, \quad \delta_{\mathcal{D}_{i}}\left(\left(a_{1}, \ldots, a_{n}\right),\left(x_{1}, \ldots, x_{n}\right)\right)$ $\neq \delta_{\mathcal{D}_{i}}\left(\left(a_{1}, \ldots, a_{n}\right),\left(y_{1}, \ldots, y_{n}\right)\right)$. Let $j \in\{1, \ldots, n\}$ be an index with $x_{j} \neq y_{j}$. Moreover, let $E$ be the set of edges in $\mathcal{D}_{i}$ and let us assume that $(i, j) \in E$ (with $i \in\{1, \ldots, n\} \backslash\{j\}$ ). Then $x_{i} \neq y_{i}$ implies $\delta\left(a_{j}, a_{i} \oplus x_{i}\right) \neq \delta\left(a_{j}, a_{i} \oplus y_{i}\right)$. Therefore, by our construction, the $j$-th components of $\delta_{\mathcal{D}_{i}}\left(\left(a_{1}, \ldots, a_{n}\right),\left(x_{1}, \ldots, x_{n}\right)\right) \quad$ and $\delta_{\mathcal{D}_{i}}\left(\left(a_{1}, \ldots, a_{n}\right),\left(y_{1}, \ldots, y_{n}\right)\right)$ are distinct as we stated. Now we assume $(i, j) \in E$ (with $i \in\{1, \ldots, n\} \backslash\{j\}$ ). If $\delta\left(a_{i}, a_{j} \oplus x_{j}\right) \neq \delta\left(a_{i}, a_{j} \oplus y_{j}\right)$ then the $i$-th
components of $\quad \delta_{\mathcal{D}_{i}}\left(\left(a_{1}, \ldots, a_{n}\right),\left(x_{1}, \ldots, x_{n}\right)\right) \quad$ and $\delta_{\mathcal{D}_{i}}\left(\left(a_{1}, \ldots, a_{n}\right),\left(y_{1}, \ldots, y_{n}\right)\right)$ are distinct again. Therefore, let $\delta\left(a_{i}, a_{j} \oplus x_{j}\right)=\delta\left(a_{i}, a_{j} \oplus y_{j}\right)$. But then, by $x_{i} \neq y_{i}$, we receive $\delta\left(a_{i}, a_{j} \oplus x_{j}\right) \oplus x_{i} \neq \delta\left(a_{i}, a_{j} \oplus y_{j}\right) \oplus y_{i}$. Obviously, this leads to $\delta\left(a_{j}, \delta\left(a_{i}, a_{j} \oplus x_{j}\right) \oplus x_{i}\right) \neq$ $\delta\left(a_{j}, \delta\left(a_{i}, a_{j} \oplus y_{j}\right) \oplus y_{i}\right)$. Thus we get again that the $j$-th component of $\delta_{\mathcal{D}_{i}}\left(\left(a_{1}, \ldots, a_{n}\right),\left(x_{1}, \ldots, x_{n}\right)\right)$ and $\delta_{\mathcal{D}_{i}}\left(\left(a_{1}, \ldots, a_{n}\right),\left(y_{1}, \ldots, y_{n}\right)\right)$ are distinct. This finishes the proof. QED

Obviously, if the automaton $\mathcal{A}_{1}$ has a transition table forming a Latin square then it is a permutation automaton. Therefore, it can be a basic automaton of an appropriate key automaton.

Observation 6 Consider a key automaton $\mathcal{B}$ for which its basic automaton $\mathcal{A}_{1}$ has a transition table forming a Latin square. Then for every state $a$ of $\mathcal{B}$, the probability that its two random signs take $\mathcal{B}$ from $a$ into the same state is $\left((2|\Sigma|-1) /|\Sigma|^{3}\right)^{n / 2}$, where $\Sigma$ is the set of states of $\mathcal{A}_{1}$ and $n$ is the number of (identical) component automata in each $\mathcal{D}_{i}$ power $\left(i=1, \ldots, \log _{2} n\right)$ for which $\mathcal{B}$ is a temporal product of these $\mathcal{D}_{i}$ powers.
Proof. Denote by $\mathcal{M}=\left(\Sigma^{n},\left(\Sigma^{n}\right)^{\log _{2} n-1}, \delta_{\mathcal{M}}\right)$ the temporal product consisting of the first $\log _{2} n-1$ components $\mathcal{A}_{\mathcal{D}_{i}}, i=1, \ldots, \log _{2} n-1$ of the key automaton $\mathcal{B}=\left(\Sigma^{n},\left(\Sigma^{n}\right)^{\log _{2} n}, \delta_{\mathcal{B}}\right)$ and consider the $\log _{2} n$-th component $\mathcal{A}_{\mathcal{D}_{\log _{2} n}}=\left(\Sigma^{n}, \Sigma^{n}, \delta_{\mathcal{D}_{\log _{2} n}}\right)$ of $\mathcal{B}$. By Proposition 2 and Proposition $3, \mathcal{M}$ is a permutation automaton. Therefore, for every state $\left(a_{1}, \ldots, a_{n}\right) \in \Sigma^{n}$ of $\mathcal{M}$ its random input signs $w \in\left(\Sigma^{n}\right)^{\log _{2} n-1}$ take $\mathcal{M}$ into each state with the same probabbiliy $1 /\left|\Sigma^{n}\right|$.

Consider a fixed state $\left(c_{1}, \ldots, c_{n}\right) \in \Sigma^{n}$ and a randomly chosen pair $w_{1}, w_{2} \in\left(\Sigma^{n}\right)^{\log _{2} n-1}$ of $\mathcal{M}$ and denote by $\left(a_{1}, \ldots, a_{n}\right),\left(a_{1}, \ldots, a_{n}\right) \in M$ the pair of states in $\mathcal{M}$ such that $\delta_{\mathcal{M}}\left(\left(c_{1}, \ldots, c_{n}\right), w_{1}\right)=\left(a_{1}, \ldots, a_{n}\right)$ and $\delta_{\mathcal{M}}\left(\left(c_{1}, \ldots, c_{n}\right), w_{2}\right)=\left(a_{1}, \ldots, a_{n}\right)$.

Moreover consider a randomly chosen pair $\left(x_{1}, \ldots, x_{n}\right),\left(y_{1}, \ldots, y_{n}\right) \in \Sigma^{n}$ of input signs of $\mathcal{A}_{\mathcal{D}_{\log _{2} n}}$, and assume that $\delta_{\mathcal{D}_{\log _{2} n}}\left(\left(a_{1}, \ldots, a_{n}\right),\left(x_{1}, \ldots, x_{n}\right)\right)=$ $\left.\delta_{\mathcal{D}_{\log _{2} n}}\left(b_{1}, \ldots, b_{n}\right),\left(y_{1}, \ldots, y_{n}\right)\right)$. For every $i=1, \ldots, n$, there exists a single $i \in\{1, \ldots, n\}$ such that either $(i, j) \in E$ or $(j, i) \in E$, where $E$ denotes the set of edges in the digraph $\mathcal{D}_{\log _{2} n}$. There are the following cases. If $(i, j) \in E$ then $\delta\left(a_{i}, \delta\left(a_{j}, a_{i} \oplus x_{i}\right) \oplus x_{j}\right)$ and $\left.\delta\left(b_{i}, \delta\left(b_{j}, b_{i} \oplus y_{i}\right) \oplus y_{j}\right)\right)$ will be the $i$-th and $\delta\left(a_{j}, a_{i} \oplus x_{i}\right)$ and $\delta\left(b_{j}, b_{i} \oplus y_{i}\right)$ will be the $j$-th component of $\delta_{\mathcal{D}_{\log _{2} n}}\left(\left(a_{1}, \ldots, a_{n}\right),\left(x_{1}, \ldots, x_{n}\right)\right)$ and $\left.\delta_{\mathcal{D}_{\log _{2} n}}\left(b_{1}, \ldots, b_{n}\right),\left(y_{1}, \ldots, y_{n}\right)\right)$, respectively. By the assumption $\quad \delta_{\mathcal{D}_{\log _{2 n} n}}\left(\left(a_{1}, \ldots, a_{n}\right),\left(x_{1}, \ldots, x_{n}\right)\right)=$ $\left.\delta_{\mathcal{D}_{\log _{2} n}}\left(b_{1}, \ldots, b_{n}\right),\left(y_{1}, \ldots, y_{n}\right)\right)$, we have $\delta\left(a_{i}, \delta\left(a_{j}, a_{i} \oplus x_{i}\right) \oplus x_{j}\right)=\delta\left(b_{i}, \delta\left(b_{j}, b_{i} \oplus y_{i}\right) \oplus y_{j}\right)$ and $\delta\left(a_{j}, a_{i} \oplus x_{i}\right)=\delta\left(b_{j}, b_{i} \oplus y_{i}\right)$ By the second equality, we can write the first one in the form $\delta\left(a_{i}, \delta\left(a_{j}, a_{i} \oplus x_{i}\right) \oplus x_{j}\right)=\delta\left(b_{i}, \delta\left(a_{j}, a_{i} \oplus x_{i}\right) \oplus y_{j}\right)$. Recall that the transition matrix of $\mathcal{A}_{1}$ forms a Latin square. Therefore, by these considered equalities, $a_{i}=b_{i}$ if and only if $x_{j}=y_{j}$ and $a_{j}=b_{j}$ if and only if $x_{i}=y_{i}$.

On the other hand, for every $k=1, \ldots, n$, there are $|\Sigma|^{2}$
cases having $a_{k}=b_{k}$ and $x_{k}=y_{k}, a_{k}, b_{k}, x_{k}, y_{k} \in \Sigma$. Of course, all of these cases take the $i$-th and $j$-th components of $\mathcal{A}_{\operatorname{Dog}_{\log _{2} n}}$ into the same state.

In addition, every element of $\Sigma$ appears exactly $|\Sigma|$ times in the transition table of $\mathcal{A}_{1}$ because it forms a Latin square. Moreover, we can consider only nonequal pairs of quadruplets.

Hence there are $|\Sigma|(|\Sigma|-1)$ number of quadruple possibilities $a_{i}, b_{i}, x_{i}, y_{i} \in \Sigma, i=1, \ldots, n$ having $a_{i} \neq b_{i}, x_{i} \neq$ $y_{i}$ taking the $i$-th and $j$-th components of $\mathcal{A}_{\mathcal{D}_{\log _{2} n}}$ into the same state.

In sum, we have that the probability that $\delta(a, x)$ and $\delta(b, y)$ coincide for a random quadruple $a, b, x, y \in \Sigma$ is $\left(2|\Sigma|^{2}-|\Sigma|\right) /|\Sigma|^{4}=(2|\Sigma|-1) /|\Sigma|^{3}$.

By our constructions, the digraph $\mathcal{D}_{\log _{2} n}$ has $n / 2$ edges. Consequently, the probability that a random quadruple $\left(a_{1}, \ldots, a_{n}\right),\left(b_{1}, \ldots, b_{n}\right),\left(x_{1}, \ldots, x_{n}\right),\left(y_{1}, \ldots, y_{n}\right) \quad \in$ $\Sigma^{n}$ has the property $\delta_{\mathcal{D}_{\log _{2} n}}\left(\left(a_{1}, \ldots, a_{n}\right),\left(x_{1}, \ldots, x_{n}\right)\right)=$ $\left.\delta_{\mathcal{D}_{\text {log }_{2 n}}}\left(b_{1}, \ldots, b_{n}\right),\left(y_{1}, \ldots, y_{n}\right)\right)$ is $\left((2|\Sigma|-1) /|\Sigma|^{3}\right)^{n / 2}$.

We remark that if we have an implementation with $|\Sigma|=$ 256 and $n=16$ then the considered probability is $((512-$ 1) $\left./ 256^{3}\right)^{8} \approx 1 / 2^{120}$.

By our investigations, we receive that the probability of the equality $\delta_{\mathcal{B}}\left(\left(c_{1}, \ldots, c_{n}\right), w_{1}\left(x_{1}, \ldots, x_{n}\right)\right)=$ $\delta_{\mathcal{B}}\left(\left(c_{1}, \ldots, c_{n}\right), w_{2}\left(y_{1}, \ldots, x_{n}\right)\right)$ is $\left((2|\Sigma|-1) /|\Sigma|^{3}\right)^{n / 2}$, whenever $w_{1}\left(x_{1}, \ldots, x_{n}\right)$ and $w_{2}\left(y_{1}, \ldots, x_{n}\right)$ are randomly chosen input signs of $\mathcal{B}$. QED
Theorem 7 Every key automaton transition function can be applied as an output function of a counter-based pseudo random number generator.
Proof. As the proof of our statement, we give a construction of an appropriate counter based PRNG (CBRNG) $\mathcal{C B R N G}=\left(K, Z_{J}, S, f, U, g\right)$ having this property. First of all, consider a counter which realizes the state function as $f(n)=n+1 \bmod m$, where $m$ is a sufficiently large positive integer (preferably $m=2^{128}$ ), and $n$ is given as a fixed-length binary number (preferably with 128-bit length). For sake of simplicity, assume that $\mathcal{C B R N G}$ has a simple output multiplicity, i.e., let $Z_{J}=\{0\}$ be a singleton (although it may have more than one element). Thus the state space is $S=\{0, \ldots, m-1\}$. The elements of $S$ may be considered binary strings of fixed length. Therefore, we may assume that $S$ coincides with the state set $\Sigma^{n}$ of the key automaton. We assume $K \subseteq S \times\left(\Sigma^{n}\right)^{2 \log _{2} n}$, where $S=\Sigma^{n}$ is the state set, and $\left(\Sigma^{n}\right)^{2 \log _{2} n}$ is the input set of the key automaton $\mathcal{B}=\left(\Sigma^{n},\left(\Sigma^{n}\right)^{\log _{2} n}, \delta_{\mathcal{B}}\right)$. The first component of the elements of $K$ are considered as possible seeds of the random number generator and the second one is an input element of $\mathcal{B}$. The output space $U$ and the state space $S$ coincide. The output function $g: K \times S \rightarrow U$ is given as $g\left(k,\left(a_{1}, \ldots, a_{n}\right)\right)=$ $b_{1}\left\|b_{2}\right\| \ldots \| b_{n}, k \in K,\left(a_{1}, \ldots, a_{n}\right) \in S\left(=\Sigma^{n}\right)$, where $b_{1}\left\|b_{2}\right\| \ldots \| b_{n}$ is the concatenation of $b_{1}, \ldots, b_{n}$ as binary strings and $\left(b_{1}, \ldots, b_{n}\right)$ is a state of the key automaton $\mathcal{B}$ with $\left(b_{1}, \ldots, b_{n}\right)=\delta_{\mathcal{B}}\left(\left(a_{1}, \ldots, a_{n}\right),\left(x_{1}, \ldots, x_{n}\right)\right)$, where the concatenation $a_{1}\|\ldots\| a_{n}$ of $a_{1}, \ldots, a_{n}$ as binary strings is given by $a_{1}\|\ldots\| a_{n}=s+k \bmod m$, where
$s+k \bmod m$ is the $k$-th state of the state space $S$ starting from the state $s, s \in S$ is the first component of the key $\left(s, x_{1}\|\ldots\| x_{n}\right) \in K$ and $x_{1}\|\ldots\| x_{n}$ is the second one.

Finally, for every $w=a_{1}\|\ldots\| a_{n},\left(a_{1}, \ldots, a_{n}\right) \in S$, put $\bar{w}=\left(a_{1}, \ldots, a_{n}\right)$. Then we can consider the double round $g^{\prime}: K \times S \rightarrow U$ of $g: K \times S \rightarrow U$ (with $U=S)$ such that for evey pair $k \in K, s \in S, g^{\prime}(k, s)=$ $g(k, \overline{g(k, s)})$. Similarly, for every $k>2$, we can consider the $k$-times round $g^{\prime \prime}: K \times S \rightarrow U$ of $g: K \times S \rightarrow U$ (with $U=S$ ) such that for evey pair $k \in K, s \in S$, $g^{\prime \prime}(k, s)=g(k, \overline{h(k, s)})$, where $h: K \times S \rightarrow U$ is a ( $k-1$ )-times round of $g: K \times S \rightarrow U$. This completes the proof. QED

By Proposition 1, Theorem 3, and Theorem 7, we can derive the following.

Corollary 8 Let $\mathcal{C B R N G}=\left(K, Z_{J}, S, f, U, g\right)$ be a counter based pseudorandom number generator with simple output multiplicity (i.e., $Z_{J}=\{0\}$ ) and assume that its output function is defined by the transition function of a given key automaton. Then $\mathcal{C B} \mathcal{R N G}$ has a full cycle.
Proof. Of course, because the state transition $f$ of $\mathcal{C B R N G}$ (having a simple output multiplicity) is a simple counter with $f(s)=(s+1) \bmod 2^{p}$, where $p$ is the state size in bits and $S=\{0, \ldots, p-1\}, f$ has a full cycle. Moreover, by Theorem 4, the key automaton $\mathcal{B}=\left(\Sigma^{n},\left(\Sigma^{n}\right)^{\log _{2} n}, \delta_{\mathcal{B}}\right), n>1$ is a permutation automaton, therefore, for every input sign $x \in\left(\Sigma^{n}\right)^{\log _{2} n}$, $g_{x}: \Sigma^{n} \rightarrow \Sigma^{n}$ with $g_{x}(y)=\delta_{\mathcal{B}}(y, x)$ is a bijective mapping of $\Sigma^{n}$ onto itself. By Proposition 1, that means that $\mathcal{C B R N G}$ (having a simple output multiplicity) has a full cycle. QED

Next we give an example and then we study the security of our $C B R N G$.

## 4 Example

In this section we show a simple example.
Consider the following transition table of an automaton $\mathcal{A}=\left(\{0,1\},\{0,1\}^{2}, \delta\right):$

| $\delta$ | 00 | 01 | 10 | 11 |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 1 | 0 |
| 1 | 1 | 0 | 0 | 1 |

Let $n=4$ and assume that all of $\mathcal{A}_{1}, \mathcal{A}_{2}, \mathcal{A}_{3}, \mathcal{A}_{4}$ coincide with $\mathcal{A}$. Then $\log _{2} n=\log _{2} 4=2$ and thus
$\mathcal{D}_{1}=(\{1, \ldots, 4\},\{(3,1),(4,2)\})$,
$\mathcal{D}_{2}=(\{1, \ldots, 4\},\{(2,1),(4,3)\})$.
Suppose that either a counter or a pseudorandom number generator sends an input $(1,0,1,0,1,0,1,0)$ to the key automaton $\mathcal{B}$ which is the temporal product of $\mathcal{A}_{\mathcal{D}_{1}}$ and $\mathcal{A}_{\mathcal{D}_{2}}$. Assume that $\mathcal{B}$ is in the state $(0,1,1,0)$.

Denote, in order, $\varphi_{i}, a_{i}, a_{i}^{\prime}, x_{i}, i \in\{1,2,3,4\}$ the feedback functions, the state components, the next state components, and the input components of $\mathcal{A}_{\mathcal{D}_{1}}$. Then $\varphi_{1}((0,1,1,0), 1,0,1,0)=\left(a_{3} \oplus x_{3}, x_{1}\right)=(1 \oplus$ $1,1)=(0,1), \varphi_{2}((0,1,1,0), 1,0,1,0)=\left(a_{4} \oplus\right.$
$\left.x_{4}, x_{2}\right)=(0 \oplus 0,0)=(0,0)$, moreover $\delta(0,(0,1))=$ $1\left(=a_{1}^{\prime}\right)$ and $\delta(1,(0,0))=1\left(=a_{2}^{\prime}\right)$, and thus $\varphi_{3}((0,1,1,0), 1,0,1,0)=\left(a_{1}^{\prime} \oplus x_{1}, x_{3}\right)=(1 \oplus 1,1)=$ $(0,1), \varphi_{4}((0,1,1,0), 1,0,1,0)=\left(a_{2}^{\prime} \oplus x_{2}, x_{4}\right)=(1 \oplus$ $0,0)=(1,0)$. Thus $\delta(1,(0,1))=0\left(=a_{3}^{\prime}\right)$ and $\delta(0,(1,0))=1\left(=a_{4}^{\prime}\right)$.

Next we denote by $\varphi_{i}, a_{i}, a_{i}^{\prime}, x_{i}, i \in\{1,2,3,4\}$ the feedback functions, the state components, the next state components, and the input components of $\mathcal{A}_{\mathcal{D}_{2}}$. Recall that ( $a_{1}, a_{2}, a_{3}, a_{4}$ ) coincides with the new state of $\mathcal{A}_{\mathcal{D}_{1}}$. Then $\left(a_{1}, a_{2}, a_{3}, a_{4}\right)=(1,1,0,1)$ and $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=$ $(1,0,1,0)$, where $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ consists of the last four components of the input $(1,0,1,0,1,0,1,0)$ of the key automaton.

Then $\varphi_{1}((1,1,0,1), 1,0,1,0)=\left(a_{2} \oplus x_{2}, x_{1}\right)=$ $(1 \oplus 0,1)=(1,1), \varphi_{3}((1,1,0,1), 1,0,1,0)=\left(a_{4} \oplus\right.$ $\left.x_{4}, x_{3}\right)=(1 \oplus 0,1)=(1,1)$, moreover $\delta(1,(1,1))=$ $1\left(=a_{1}^{\prime}\right)$ and $\left.\delta(0,(1,1))=0\left(=a_{3}^{\prime}\right)\right)$, and thus $\varphi_{2}((1,1,0,1), 1,0,1,0)=\left(a_{1}^{\prime} \oplus x_{1}, x_{2}\right)=(1 \oplus 1,0)=$ $(0,0), \varphi_{4}((1,1,0,1), 1,0,1,0)=\left(a_{3}^{\prime} \oplus x_{3}, x_{4}\right)=(0 \oplus$ $1,0)=(1,0)$. Thus $\delta(1,(0,0))=1\left(=a_{2}^{\prime}\right)$ and $\delta(1,(1,0))=0\left(=a_{4}^{\prime}\right)$.

Hence the actual pseudorandom output is $(1,1,0,0)$ which is also the next state.

## 5 Implementation

Next we give a detailed explanation of the enclosed pseudocode of our implementation. (See Algorithm ACBRNG.)

The procedure parameters are the number of random blocks (SIZE), the input word (INPUT) of the key automaton, the transition matrix of the basic automaton ( $A U T$ ), and the initial (seed) state of the key automaton (JSTATE).

Each of the generated random blocks consists of 128 random strings and each of the random strings is 128 bits long. Thus, the size of the generated random blocks is 2048 Kbyte.

The key automaton is a four-component temporal product of automata which are ( $D_{1}, D_{2}, D_{3}, D_{4}$ )-powers of the basic automaton. The digraphs $D_{1}, D_{2}, D_{3}, D_{4}$ are defined by the matrix $P[4][16]$. Each of the $D_{1}, D_{2}, D_{3}, D_{4}$ powers consists of sixteen copies of the basic automaton which has 256 states and 256 input signs. Thus, the transition matrix $A U T$ of the basic automaton is a $256 \times 256$-type matrix, where each state and input sign can be represented by a 8 -bit binary string.

The connection digraphs $D_{1}, D_{2}, D_{3}, D_{4}$ are stored in the four consecutive row vectors of the $4 \times 16$-type connection matrix $P$.

We will consider $R O U N D=1,2,3$ rounds of the output function of $C B R N G$.

The four row vectors of the $4 \times 16$-type input matrix INPUT represent four consecutive input signs of the four ( $D_{1}, D_{2}, D_{3}, D_{4}$ )-powers, the key automaton of which the
temporal product consists.
Thus the matrix $I N P U T$ represents a single input sign of the key automaton.

The main structure of the implementation is the following.

1. Read the number SIZE of the input block, the input word INPUT of the key automaton, the transition matrix AUT of the basic automaton, and the initial (seed) state JSTATE of the key automaton.
2. Store the initial (seed) state JSTATE in a working storage ISTATE.
3. Generate $S I Z E$ number of random blocks as follows.
4. Consider the ISTATE as a 128 -bit length binary number and fput
$I S T A T E=I S T A T E+1 \bmod 2^{128}$.
5. Repeat the following procedure $R O U N D$-times. We could not pass the NIST test for $R O U N D=1$ and $R O U N D=2$ but we were successful for $R O U N D=3$.
6. Each of the ROUND number of repetitions operates on the actual value of the actual key automaton state (ISTATE) by the consecutive element (the consecutive input sign) of the input word (INPUT) .
7. The operation of the states of $\left(D_{1}, D_{2}, D_{3}, D_{4}\right)$ products by the consecutive input sign (i.e., the consecutive column vector of the matrix $I N P U T$ ) determined by the transition table $(A U T)$ of the basic automaton and the digraphs $D_{1}, D_{2}, D_{3}, D_{4}$ defined by the matrix $P[4][16]$.
8. Collect the records of the pseudorandom block OARRAY.
9. Output the consecutive pseudorandom block OARRAY.

## 6 Experimental results

We implemented Algorithm ACBRNG in C++ in order to measure the actual running time and statistical properties of the generator. The test environment was a 2017 MacBook Pro equipped with 7th Generation Kaby Lake 2.9 GHz Intel Core i 7 processor ( 7820 HQ ) using 16 GB RAM. We have generated 1 GB of random data and applied the NSIT SP-800-22 statistical randomness test.

### 6.1 NIST test

The National Institute of Standards and Technology (NIST) published a statistical package consisting of 15 statistical tests that were developed to test the randomness of arbitrarily long binary sequences produced by either hardware or software based cryptographic random or pseudorandom number generators [21]. In case of each statistical test a set of P -values was produced. Given a significance level $\alpha$, if the P -value is less than or equal to $\alpha$ then the test suggests that the observed data is inconsistent with our null hypothesis, i.e. the 'hypothesis of randomness', so we reject it.

Table 1: Parameters used for NIST Test Suite

| Test Name | Block length |
| :---: | :---: |
| Block Frequency | 128 |
| Non-overlapping Template | 9 |
| Overlapping Template | 9 |
| Approximate Entropy | 10 |
| Serial | 16 |
| Linear Complexity | 500 |

We used $\alpha=0.01$ as it is common in such problems in cryptography and PRNG testing. An $\alpha$ of 0.01 indicates that one would expect 1 sequence in 100 sequences to be rejected under the null hypothesis. Hence a P -value exceeding 0.01 would mean that the sequence would be considered to be random, and a P -value less than or equal to 0.01 would lead to the conclusion that the sequence is nonrandom. One of the most important characteristics of a PRNG is the indistinguishability from true random sources. That is, the evaluation of their output utilizing statistical tests should not provide any means by which to distinguish them computationally from a truly random source.

### 6.2 Minimum rounds to achieve randomness

ACBRNG has a cycle length of $2^{128}$, however this does not yet mean that ACBRNG is really producing good quality random numbers. Consider the simple generator

$$
\begin{equation*}
k \bmod 2^{128}, \quad\left(k \in 0 \ldots 2^{128}\right) \tag{1}
\end{equation*}
$$

If we start $k=0$ and increment by 1 then the generator has a $2^{128}$ cycle length, however it is not random at all. ACBRNG has a more complex structure, but statistical tests were needed to check for possible weaknesses. In order to test the quality of ACBRNG the NIST statistical tests were performed using the same parameters as for the AES candidates in order to achieve the most reliable and comparable results. First the input parameters - such as the sequence length, sample size, and significance level - were fixed. Namely, these parameters were set to $2^{20}$ bits, 300 binary sequences, and $\alpha=0.01$, respectively. Exact parameters can be seen in Table 1.

One Round ACBRNG We started the ACBRNG with a low entropy random seed. The running time was 4.5 sec using 8 parallel threads. Applying only one round ( $R O U N D=1$ in line 25 ) ACBRNG did not pass the NIST requirements. More precisely, we have failed in almost every statistical test using one round. So one can conclude that only one round is not complex enough, and further investigation was needed. We would like to note, that
surprisingly all Random Excursions tests from NIST were passed after one round.

Two Rounds ACBRNG Using $R O U N D=2$ surprisingly almost every statistical test was passed. The running time was 8.4 sec using 8 parallel threads. Only two non-overlapping templates were unsatisfied, which is quite a good achievement after two rounds. We did not expect such good quality random numbers and $p$-value distribution after two rounds. One can conclude that using only two rounds is enough to reach good quality random numbers and pass the NIST test.

Three Rounds ACBRNG After only three rounds ACBRNG did pass every requirement of the NIST statistical test suite. It has turned out that the output of the algorithm (using ROUND=3) can not be distinguished in polynomial time from true random sources using the NIST statistical test. The running time was 12.25 sec using 8 parallel threads. The exact p -values of the evaluation of the ACBRNG for $R O U N D=3$ are shown in Table 2. We also tested the uniformity of the distribution of the $p$ values obtained by the statistical tests included in NIST. The uniformity of p -values provide no additional information about the PRNG. We have also shown that the proportions of binary sequences which passed the 0.01 level lie in the required confidence interval (see e.g. [21]).

## 7 Conclusion and further research

In this paper a full cycle length pseudorandom number generator (ACBRNG) based on compositions of automata was presented. We have seen that it produces promising results in terms of statistical randomness and passed all statistical tests included in the NIST test suite. We can see that the running time of the generator is efficient enough for practical use. In order to consider this generator cryptographically secure, formal verification of its security would be necessary which is a direction that might be worth investigating.
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Table 2: Results for the uniformity of p -values and the proportion of passing sequences

| C1 | C2 | C3 | C4 | C5 | C6 | C7 | C8 | C9 | C10 | $\mathbf{P}$-value | Prop | Test name |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 24 | 34 | 30 | 31 | 25 | 30 | 26 | 33 | 30 | 37 | 0.828458 | 297/300 | Frequency |
| 34 | 29 | 32 | 27 | 21 | 26 | 20 | 35 | 31 | 45 | 0.068287 | 296/300 | BlockFrequency |
| 29 | 32 | 36 | 31 | 31 | 24 | 31 | 27 | 29 | 30 | 0.964295 | 298/300 | CumulativeSums |
| 26 | 30 | 31 | 30 | 33 | 27 | 24 | 38 | 28 | 33 | 0.840081 | 295/300 | CumulativeSums |
| 32 | 22 | 25 | 35 | 36 | 25 | 32 | 30 | 41 | 22 | 0.198690 | 300/300 | Runs |
| 34 | 34 | 34 | 31 | 37 | 23 | 33 | 23 | 29 | 22 | 0.437274 | 298/300 | LongestRun |
| 22 | 26 | 23 | 35 | 35 | 32 | 34 | 39 | 29 | 25 | 0.334538 | 296/300 | Rank |
| 33 | 28 | 31 | 29 | 33 | 30 | 34 | 31 | 25 | 26 | 0.973936 | 296/300 | FFT |
| 30 | 30 | 21 | 35 | 40 | 29 | 29 | 28 | 25 | 33 | 0.514124 | 296/300 | NonOverLappingTemp |
| 43 | 30 | 24 | 29 | 34 | 27 | 32 | 22 | 31 | 28 | 0.339799 | 296/300 | NonOverLappingTemp |
|  |  | . |  | . | . | . | . | . | . |  | . | NonOverLappingTemp |
| $\cdots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | NonOverLappingTemp |
| 22 | 21 | 30 | 44 | 38 | 32 | 23 | 31 | 35 | 24 | 0.043745 | 295/300 | OverlappingTemp |
| 32 | 44 | 35 | 29 | 28 | 26 | 20 | 23 | 34 | 29 | 0.132132 | 298/300 | Universal |
| 28 | 27 | 18 | 36 | 40 | 26 | 33 | 37 | 23 | 32 | 0.122325 | 297/300 | ApproximateEntropy |
| 17 | 15 | 23 | 20 | 20 | 21 | 16 | 27 | 17 | 18 | 0.707944 | 194/194 | RandomExcursions |
| 22 | 20 | 21 | 13 | 25 | 16 | 19 | 17 | 21 | 20 | 0.791218 | 193/194 | RandomExcursions |
|  | . | . | . | . | . | . | . | . | . |  | . | Randomexcursions |
| $\cdots$ | $\ldots$ | $\cdots$ | $\ldots$ | $\cdots$ | $\cdots$ | $\cdots$ | $\cdots$ | $\cdots$ | $\cdots$ |  |  | Randomexcursions |
| 22 | 17 | 15 | 16 | 23 | 23 | 20 | 21 | 23 | 14 | 0.729339 | 192/194 | RandomExcursionsV |
| 18 | 18 | 17 | 19 | 23 | 27 | 19 | 17 | 17 | 19 | 0.838872 | 193/194 | RandomExcursionsV |
| . | . | . | . | . | . | . | . | . | . | . | . | RandomExcursionsV |
| $\cdots$ | $\ldots$ | $\cdots$ | $\ldots$ | $\cdots$ | $\ldots$ | $\cdots$ | $\cdots$ | $\cdots$ | $\cdots$ |  |  | RandomExcursionsV |
| 31 | 28 | 27 | 22 | 27 | 39 | 26 | 36 | 35 | 29 | 0.514124 | 296/300 | Serial |
| 30 | 32 | 22 | 36 | 32 | 22 | 33 | 30 | 35 | 28 | 0.637119 | 294/300 | Serial |
| 32 | 28 | 31 | 26 | 34 | 24 | 32 | 37 | 36 | 20 | 0.449672 | 296/300 | LinearComplexity |

```
Algorithm ACBRNG
    procedure ACBRNG(SIZE, INPUT, AUT, JSTATE)
                        \(\triangleright 1\). Read the input parameters.
        for \(i=0 \rightarrow 15\) do \(\quad \triangleright 2\). Put the seed into working storage.
            \(I S T A T E[i] \leftarrow J S T A T E[i] \quad \triangleright 3\). JSTATE is the initial (seed) state of the key automaton.
        end for
        for \(k k=0 \rightarrow\) SIZE do \(\quad \triangleright 4\). SIZE number of pseudorandom blocks are generated
            for \(m=0 \rightarrow 127\) do
                \(x \leftarrow 0\)
                for \(j=15 \rightarrow 0\) do
                    if \(x=0\) then
                            if \(I S T A T E[j]=255\) then
                                \(I S T A T E[j] \leftarrow 0\)
                    else
                            \(I S T A T E[j] \leftarrow I S T A T E[j]+1\)
                                    \(x \leftarrow 1\)
                            end if
                    end if
                    \(S T A T E[j] \leftarrow I S T A T E[j]\)
                end for
                for \(f=0 \rightarrow R O U N D\) do
                    for \(i=0 \rightarrow 3\) do
                        \(\triangleright\) 5. Passes NIST test with \(R O U N D=3\).
                            for \(j=0 \rightarrow 15\) by 2 do
                            \(k \leftarrow P[i][j]\)
                            \(l \leftarrow P[i][j+1]\)
                            \(a_{1} \leftarrow S T A T E[k]\)
                                    \(a_{2} \leftarrow S T A T E[l] \oplus I N P U T[l][i]\)
                                    \(S T A T E[k] \leftarrow A U T\left[a_{1}\right]\left[a_{2}\right]\)
                                    \(a_{1} \leftarrow S T A T E[l]\)
                                    \(a_{2} \leftarrow S T A T E[k] \oplus I N P U T[k][i]\)
                                    \(S T A T E[l] \leftarrow A U T\left[a_{1}\right]\left[a_{2}\right]\)
                    end for
                    end for
                end for
                for \(i=0 \rightarrow 15\) do \(\quad \triangleright 8\). Collect the records of the pseudorandom block OARRAY
                    \(O A R R A Y[m][i] \leftarrow S T A T E[i]\)
                end for
            end for
            PRINT \((\& O A R R A Y) \quad \triangleright 9\). Print the next random block.
        end for
    end procedure
```
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[^0]:    ${ }^{1}$ We remark that there are $V_{1}, V_{2} \subset V$ with $V=V_{1} \cup V_{2}$ and $V_{1} \cap$ $V_{2}=\emptyset$ so that for every $j \in V_{2}$ there exists exactly one $i \in V_{1}$ with $(j, i) \in E$. Therefore all the functions $\varphi_{1}, \ldots, \varphi_{n}$ are well-defined.

[^1]:    ${ }^{2}$ Recall that $n$ should be a positive integer power of 2 .

