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Construction of Patient Specific Virtual Models of Medical Phenomena
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A framework for construction of virtual models of the medical phenomena is proposed. Major construc-
tion steps are discussed in detail. The construction of virtual medical model is guided from acquisition of
patient imaging material, to 3D reconstruction based on the image processing, to the basic modelling and
simulation approaches. This framework is demonstrated on human knee joint virtual model construction.
Statistical assessment of the built knee joint model points out sufficient quality and accuracy. Model as-
sessment from clinical point of view confirmed this evaluation, and, simultaneously, verified the proposed
construction chain as very prospective.

Povzetek: Razvita je metoda za prikazovanje medicinskih pojavov na pacientovem kolenu.

1 Introduction
Atlases and 3D human organ models for "typical" patient
do not suffice in a modern medical practice anymore. Suc-
cessful diagnosing and decision-making in medicine today
is unavoidably dependent on relevant patient specific in-
formation. Such information is mainly extracted by us-
ing non-invasive methods like medical imaging techniques,
e.g. ultrasonography and magnetic resonance (MR) imag-
ing. Furthermore, a need to adapt atlases and organ mod-
els for specific patient anatomy emerged. This need is in-
tensified when planning surgeries. Surgeons namely face
a problem when imagining a detailed surgery in advance,
although having MRI recordings at their disposal, for ex-
ample. They lack a model that would offer a virtual walk
through the tissues and organs, and maybe an option of vir-
tual testing of some specific surgery detail. A desired so-
lution, of course, must incorporate a thorough and reliable
computer support, which is not available in today’s medical
devices and computer software.

The models of organs, appropriate for surgical planning,
should be available in their close-to-natural constellation
either for individual usage, i.e. each organ separated from
the others, or for grouping them together in arbitrary com-
binations. The obtained computer models should be aimed
at any virtual (spatial) inspection and scanning along ar-
bitrary cross-sections in all directions. The most desired
option is a kind of virtual travel through models, possibly
equipped with a collision detection module. The most chal-
lenging feature of such models is, however, virtual surgery.

A generic procedure for constructing virtual medical

models is presented in this paper. After a survey of re-
lated work in Section 2, major construction steps are out-
lined on an example of human knee joint in Section 3.
Section 4 presents simulation results and quantitative as-
sessment of quality for constructed models, followed by a
discussion section which emphasises current modelling ap-
proaches and potential difficulties with the process of con-
struction. Our conclusions also stress the applicative value
of such models in the clinical practice. The present work
summarizes a part of the SimBio project results [15].

2 Related work
Current state of the art in the computer science and medi-
cal devices already enable individualisation of patient data
processing. Various approaches to biomedical image pro-
cessing, object recognition, and reconstruction have been
developed [2, 5, 6, 12]. None of those methods cited is,
however, general and equally applicable in different situa-
tions. On the other hand, medical imaging devices are daily
used for patient diagnosis. Such examinations are relatively
low-cost. The technology thus assures all possibilities for
construction of virtual medical models.

There already exist few solutions for the medical
field, where majority deal with an organ reconstruc-
tion/visualisation and virtual inspection. Reference [17]
brings comprehensive review on this topic, while [7] de-
scribes virtual endoscopy as an example of virtual organ in-
spection. Some models tackled a virtual surgery, especially
a surgical planning [9, 20]. There exists also other appli-
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Figure 1: Major steps for construction of virtual medical model. Verification procedure (encircled V) refines particular
construction steps.

cations of these models. For example, in [3, 8] models are
used as virtual training systems in the medicine, while in
[11] they are used for a construction of organ atlases. Al-
though, above mentioned solutions are effective on fields
for which they were developed, it can not be affirmed that
they are general or generic. Also the construction proce-
dure it is not generic. These models are not complete as
well, because they cover just some viewpoints (e.g. just
surgical planning and not actual virtual surgery).

3 Method: measurement, modelling,
and simulation

In the sequel, we propose a procedure for construction of
virtual models of the medical phenomena. Figure 1 depicts
a construction procedure with all major building blocks.
The construction of virtual medical model is guided from
the initial step, i.e. acquisition of patient imaging mate-
rial (Subsection 3.1), followed by the description of 3D
reconstruction based on the image processing (Subsection
3.2), to the basic modelling-simulation approaches and di-
rectives (Subsection 3.3). It can be seen from Figure 1 that
the results of verification/validation (denoted by the encir-
cled letter V) influence the previous steps. They actually
help to refine object detection, modelling, and simulation,
and, consequently, constructed virtual medical model. This
description is substantiated by example of the human knee
joint virtual model construction. Results are taken from the
SimBio project [15]. The SimBio project is an example of
the proposed construction procedure defined in Figure 1.

3.1 Acquisition of imaging material

The first step in construction of virtual models is to ac-
quire patient specific anatomy. This is usually achieved by
non-invasive imaging methods. It is essential to acquire
high-quality imaging material, because all other construc-
tion steps depend upon it (see Figure 1).

We deal with a human knee joint anatomy in our exam-
ple. Figure 2 depicts the knee joint with three main bones–
bone femur, bone tibia, and bone patella. Our intention is
to observe these bones with their belonging cartilages and
menisci (both lateral and medial), while all other structures
in the knee joint are insignificant.

Important parts of patient anatomy indirectly narrow a

set of potential medical imaging devices. The MR imag-
ing technique was chosen to achieve our aim. We have
access to the Toshiba Visart 1.5T MR scanner. Knee joint
was imaged with different settings of the MR scanner pa-
rameters, such as image technique, flip angle, field of view
(FOV), slice thickness, imaging timing parameters (TR and
TE), number of acquisitions (NAQ), size of output matrix,
etc. MR scanner parameters were selected in order to em-
phasise boundaries between bones, cartilages, and menisci,
and, at the same time, retain adequate resolution for sub-
sequent 3D reconstruction. It should be noted that altering
scanner parameters always alters image quality, which is in
proportion to the acquisition time. The selected MR scan-
ner parameters were: FE3D image technique with QD knee
coil, TR was 41 ms, TE was 9.0 ms, flip angle was fixed at
18/73, NAQ was 1, effective pixel size was 0.4 mm, FOV
was 22 x 22 cm, and the output image matrix was 512x512
pixels. The number of images (slices or cross-sections) in
the sequence was 60 with 2 mm slice thickness. Acquisi-
tion time was around 22 minutes.

Figure 2: Human knee joint with ma3n bones.

3.1.1 Additional patient-specific information
acquisition

If realistic object reconstruction is sought, then it is manda-
tory to keep sufficient spatial and lateral resolution of pa-
tient imaging material. Sometimes also other patient infor-
mation is necessary. The reason can be twofold, namely,
additional information can be mandatory for modelling
procedure, or can be used for the verification/validation of
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behaviour of constructed virtual models.
Our sample virtual medical model should imitate kine-

matics in the human knee joint. Additional information,
as for instance the force in the knee, and examples of real
knee kinematics are thus required. The patient should be
examined when performing a gait cycle to acquire the most
representative values. This can be achieved in an expen-
sive open MRI scanner. Therefore, we seek an alternative
solution. We designed a special MR compliant exercise
rig to record the gait cycle and forces. The MR rig al-
lows a volunteer or patient to undertake a controlled ex-
ercise protocol while exerting known light forces. This rig
is fully MR compliant–it does not utilise any metal or ferro-
magnetic materials in its construction. Wooden part of this
rig–i.e. pedal–was basically constructed according to [10]
and, afterwards, modified to enable setting of 6 different
knee flexion angle positions. Angles vary with respect to
the patient’s leg length, but generally are in the range from
0 to 40 degrees flexion with 8 to 10 degrees increments.
Figure 3 (a) depicts this pedal. Particular knee angle posi-
tion can be selected manually during MR imaging by ad-
justing a wooden coil. The pedal expanse is limited by the
MR scanner bore dimensions. Maximal knee flexion angle
supported is thus around 60 degrees.

Patient with flexed knee pushes against the wooden pedal
during MR imaging. This force is measured with a spe-
cial optical force measuring system which was also de-
veloped. A core of this system is a force sensor, which
utilizes a simple principle of measuring the optical power
losses in optical fibre caused by bending the fibre. The fi-
bre multi-loop coil is positioned between two walls of the
force sensor case (see Figure 3 (b)), separated by elastic
spacers (rubber). The applied force causes displacement of
the movable sensor case wall that bends the optical fibre
coil and induces decreasing of the passed optical power.
Alteration in optical power is afterwards transformed into
a force value, which is displayed and stored by PC-based
monitoring system. Figure 3 (c) depicts a volunteer dur-
ing the acquisition of specific parameters by using the de-
scribed MR-compliant exercise rig.

If additional patient-specific information except imaging
material is required, then it is reasonable to simultaneously
record all patient data and images. Possible errors in sub-
sequent modelling are minimised in this way.

3.2 Image processing and 3D reconstruction

The next step after acquiring patient imaging material is to
build 3D models of the observed organs or tissues (see Fig-
ure 1). This anatomy is usually obtained by applying 3D
reconstruction on image segmentation results. The object
recognition encompasses in general three major steps: pre-
processing, segmentation, and object classification. Pre-
processing either removes artefacts from images and/or en-
hances particular object features. The aim of image seg-
mentation is to group pixels (voxels) with similar features
into potential objects (bodies). Finally, an object classifica-

tion discriminates between actual objects, background, and
noise by using some criteria function.

There is variety of segmentation methods applicable for
medical image sequences [14], either designed for 2D ob-
ject detection in particular image (cross-section) from the
sequence or 3D detection where image sequence is treated
as a whole. Despite heterogeneity of methods, there are
some directives applicable for method selection. First, a
decision between automated or semi-automated segmenta-
tion should be taken. Although automated object recog-
nition is preferred, it should be used with caution; namely,
the obtained results must always be thoroughly verified. On
the other hand, the semi-automated segmentation requires a
clinician interaction during the processing, and verification
is normally not necessary.

Segmentation methods are classified into three major
groups [16]: a) pixel based or thresholding, b) contour or
edge based, and c) region based methods. Selection of seg-
mentation method depends primarily upon image modality
(e.g. ultrasound, MR, positron emission tomography–PET)
and the type of searched objects. If boundaries between ob-
jects and background are distinctive and well-defined, then
methods from all three groups are potential candidates. If
boundaries or edges are, however, weak, then threshold-
ing and edge-based methods will not perform well. In
real applications, the segmentation is a combination of all
three major groups. On the other hand, the image modal-
ity defines the quality of boundary and potential artefacts
(noise) in images. In ultrasound images, for instance, it is
known that edges are not expressed and that speckle noise
is present [13].

Object recognition procedures are designed to detect ob-
jects with special features. It is therefore common to in-
clude a prior-knowledge about objects and image modal-
ity in this recognition process. There are two possibili-
ties for considering the prior-knowledge: a) segmentation
method is context-based, b) classification is context-based.
The first option means that segmentation method favours
regions with pre-described shape and features (e.g. ex-
pected size, mean grey-level, compactness, and texture).
On the other hand, the context-based classification extracts
objects out of all regions obtained by segmentation accord-
ing to some defined criteria. Criteria encompass prior-
knowledge, while the segmentation method treats all re-
gions equally in this process.

A big problem of object detection procedures is that they
are not portable between medical imaging devices of same
type but from different vendors (e.g. Philips MR scanner
and Toshiba Visart MR scanner). Recognition process is
usually developed by analysing the imaging material from
a single device. The variability inherent when using differ-
ent imaging devices is therefore not taken into account. Pa-
rameters of medical imaging device (see Subsection 3.1.1)
are limited and, thus, theoretically could not be uniformed
for all devices. Quality recognition process should there-
fore not be founded on grey-level features, but potentially
on the contrast invariant features.
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(a) (b) (c)

Figure 3: MR compliant exercise rig: a) wooden pedal, b) optical force sensor integrated on pedal, c) volunteer during
additional parameter acquisition in the MR scanner.

The next step after segmentation is 3D object recon-
struction. The reconstruction builds a 3D object model
from partial segmentation results obtained on slices (cross-
sections). Competent reconstruction supposes accurate
segmentation and exact position of each slice in the 3D
world or sufficient knowledge about image forming. Paral-
lelism of subsequent cross-sections in the sequence greatly
simplifies 3D reconstruction. In this case, it is mandatory
to know exact inter-slice distance. If all conditions at im-
age acquisition are not known or if even medical imaging
device is not capable to return all these parameters, then
the object reconstruction can only be informative. Figure 4
depicts a poor 3D reconstruction of two follicles from ul-
trasound ovarian image sequence obtained by intra-vaginal
probe. This reconstruction mis-assumed that cross-sections
are parallel; in fact, all cross-sections have common origin
(i.e. probe) and an angular displacement between two sub-
sequent cross-sections is constant. This displacement is,
however, not possible to obtain from 2D ultrasound scan-
ner used in this example. This indicates that not all medical
problems could be accurately reconstructed.

3.2.1 Registration of MR knee images and 3D
reconstruction

Image sequences from our human knee joint example are
segmented by using a non-linear registration or mapping,
respectively. Registration method was applied for two rea-
sons: a) weak edges of knee structures, and b) simple and
efficient integration of prior-knowledge (e.g. definition of
relations between bones and cartilages, narrowing search-
ing region). A patient knee image sequence is actually
registered to a template knee image (sequence). Template
knee image is constructed only once and is immutable in
the registration process. It was constructed from knee im-
age sequence of a typical patient. Each knee structure was
accurately annotated on every MR slice. These readings ac-
tually define relations and approximate positions of bones,
cartilages, and menisci in the human knee. The registra-
tion algorithm applied is based on the following registra-

Figure 4: Poor 3D follicle reconstruction from 2D ultra-
sound ovarian image sequence.

tion equation [19]:

f −m =
1
2
[4u(r)

∂f

∂u(r)
−4u(r)−1 ∂m

∂u(r)
], (1)

where f is the fixed or template image, m is the moved or
patient image, 4u(r) is the mapping function which maps
m to f , and 4u(r)−1 is the inverse function which maps
f to m. Making the assumption that 4u(r) ≈ −4u(r)−1

and gradient of f ≈ gradient of m, it is possible to reduce
this equation to either of the following:

f −m = 4u(r)
∂f

∂u(r)
or f −m = −4u(r)

∂m

∂u(r)
.

A quality measure for goodness-of-fit between both im-
ages is based on sum-of-squares of differences of voxel
grey-level intensities. Full details of this registration rou-
tine will be published elsewhere.

This registration routine results in a mapping function
(see Eq. (1)). Mapping function can be used to map read-
ings (e.g. bone femur) from the template image sequence
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to the patient image sequence. These partial results can
be afterwards used for 3D reconstruction. Performing re-
construction this way is possible and valid, however, it in-
troduce some artefacts. Disturbing staircase pattern (i.e.
terracing problem) is frequently noticed in transitions from
slice to slice. Another reconstruction approach was there-
fore followed. First, the 3D template knee model was de-
veloped from template image by using manual annotations.
This template model was afterwards mapped by the cal-
culated mapping function and, thus, the patient 3D knee
model with sufficient quality is obtained.

Template knee model was constructed by using a com-
bination of tools [15]. This knee model is actually finite
element (FE) 3D mesh. First, the SURFdriver 3.5 software
[18] was used to hand segment three bones, the belonging
articular cartilage surfaces, and both menisci. The 3D sur-
face points for each of these structures were then imported
into Ansys meshing software [1], where meshes were man-
ually refined. From a FE point of view the bones them-
selves are considered as rigid body structures. Bones were
then passed from Ansys into Matlab environment, where
the articular cartilage was generated using the registration
algorithm described above. The outer surface of the bone
structure was morphed onto the outer surface of the carti-
lage, and a set of 3D 8-node elements were created using
this mapping. The smoothness constraints in the registra-
tion algorithm ensure that these elements have an accept-
able geometry for analysis and simulation.

Described registration and mapping of template knee
model produce high-quality patient-specific FE 3D knee
meshes as shown in Figure 5.

Figure 5: Patient-specific FE 3D knee mesh.

3.3 Modelling and simulation

Reconstructed human organs and tissues are usually pre-
sented in a form of surface meshes. Surface is formed
from 3, 4 or 6 connected vertices, which consequently de-
fines triangular, tetrahedral or hexahedral mesh. The aim of
modelling phase (see Figure 1) is, however, to imitate the
functionality of organs. An appropriate virtual model needs

thus to be set. Many real-world properties must be linked
to surface meshes of reconstructed objects. The informa-
tion about the object’s material properties (e.g. stiffness,
friction) is mandatory. To imitate kinematics it is necessar-
ily to prescribe the trajectory of movement for all objects
and their interdependence. For complete virtual model it
is also required to define scenarios of model behaviour in
different situations.

Many general purpose modelling and simulation tools
are available on the market to simplify this develop-
ment (e.g. MSC.Software Suite, PAM Suite, ABAQUS).
Besides, it is possible also to develop own modelling-
simulation tools specially adjusted for specific problems–
for instance a virtual delivery room simulator in [8]. Com-
mercial tools are usually well tested and documented, with
good technical support, and extensive consumer list. How-
ever, their drawbacks are usually limited options of a tool
and, of course, high price. On the other hand, special
designed software can support all options required, but
on an expense of lengthy development and poorer valida-
tion/verification.

Virtual model of human knee joint was built by a
commercial modelling/simulation software PAM Suite [4].
PAM Suite is actually a bundle of three products: a mod-
elling tool Generis, a finite element problem solver or sim-
ulator Safe, and a visualisation tool View. The kinemat-
ics of reconstructed patient knee joint–represented in a
form of FE surface meshes–was thus modelled by the PAM
Generis. Four major sub-problems were addressed in the
modelling phase: a) assigning appropriate material proper-
ties to each knee structure, b) design of accurate MR ex-
ercise rig model (foot-pedal), c) applying correct force on
foot-pedal, and d) definition of the knee structure interde-
pendence.

Several material properties like density, shear, yield
stress, bulk modulus, Poisson’s ratio, linear elastic stiff-
ness, and coefficient of static friction are assigned to each
knee structure. The parametric values were carefully se-
lected [15]. It is known that some material properties are
changed by temperature alteration and by patient aging.
Nevertheless, we simplified our model and assigned the
same property values to all patients.

A MR compliant exercise rig (see Subsection 3.1.1) was
used during a patient imaging material acquisition. Its pur-
pose was to mimic and partially record the conditions dur-
ing a gait cycle (i.e. acquisition of forces and angles be-
tween the major knee bones). The simplified rig model
as shown in Figure 6 (b) was added to human knee joint
model. The foot-pedal is modelled by 3 and foot beams by
7 bars. A bar is a special element defined by two nodes and
some material properties. All movements around these two
nodes are possible. However, only forces in the direction
of the bar can be applied.

Three main knee bones and fibula are defined as rigid
bodies to avoid deformations. Their shape is completely
described by the reconstructed FE surface mesh. Liga-
ments and muscles are manually added to the knee model.
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They are used to define interdependence of bones and, con-
sequently, enable the knee kinematics (i.e. knee exten-
sion/flexion). They are modelled as bars (see Figure 6 (a)).
Quadriceps muscles and tendons (label 1) are modelled by
3 bars, while hamstring (label 2) is modelled by 2 bars,
where one bar is connected to the fibula and the other on
the tibia. Patellar ligament (label 3) consists of 5 bars link-
ing the patella with the tibia. Lateral and medial collateral
ligaments (label 4) are modelled by 4 bars on each side of
the knee. They are main links between the femur and tibia
(or fibula). Bars are also used to fasten menisci to the tibia.
Without these bars, the meniscus remains in its initial posi-
tions during the simulation. Anterior and posterior cruciate
ligaments are also modelled by bars. They ensure the knee
stability.

(a) (b)

Figure 6: Finite element models: a) knee model, b) MR
exercise rig model

The whole leg must be modelled to simulate a patient
pushing against the foot-pedal of the rig. Missing parts
of the bone femur and tibia are modelled by 3 bars each.
These bars join in a common node, which enables rotation
of both bones in every direction. MR exercise rig model
(see Figure 6 (b)) is connected to the node, where bars rep-
resenting the tibia meet. The footplate points are restricted
to translate exactly as the foot is. To simulate the knee
flexion during a gait cycle, it is necessary to apply a cor-
rect force on the foot-pedal. This force is concentrated in
a point of the foot-pedal; its value was, however, obtained
during the patient MRI examination.

The modelling phase is followed by the simulation (see
Figure 1). The obtained patient-specific knee model is af-
terwards simulated by using the PAM Safe tool. No manual
interaction is required during the simulation. PAM Safe of-
fers a very useful option to track the position of elements
(e.g. node) or observe forces during the simulation. The
simulation results in the simulated knee flexion ranging
from fully extended knee to the knee flexed around 90 de-
grees. Results can be visualised by the PAM View tool.

4 Results

Efficiency of the built knee joint model will be presented
in this section. This model actually simulates knee kine-
matics during a gait cycle under different scenarios. It is
possible, for instance, to remove anterior crucial ligaments
or simulate broken meniscus by the modelling tool PAM
Generis and, consequently, observe knee kinematics of the
altered knee anatomy. Results are visualised by the PAM
View tool. It is possible just to observe knee kinematics in
a form of animation movie with graphical manipulation op-
tion (e.g. rotation of the field of view, removing some un-
interesting structures), or observe the results on a detailed
level of nodes and forces. Figure 7 depicts the simulation
results for the human knee joint model from its initial, ex-
tended, position to the final position of fully flexed knee.

There are 3 validation/verification milestones foreseen in
the process of virtual model construction as seen from Fig-
ure 1. However, it is impossible to verify solely the mod-
elling phase of our sample construction process. Verifica-
tion is thus performed on 2 spots only–after image process-
ing and simulation phase. Results after image processing
(and reconstruction) phase are usually 3D surface meshes
for particular structure. Figure 5 depicts surface meshes for
reconstructed MR knee joint (see Subsection 3.2.1). These
intermediate results must be compared to the correct real-
world circumstances in order to assess the accuracy of re-
constructed surface meshes and, indirectly, also the quality
of segmentation-reconstruction process. The most compe-
tent verification relies on construction of virtual model for
a phantom (e.g. phantom of the human knee joint). In the
verification phase, the obtained model and also all inter-
mediate results (e.g. surface meshes) are compared to the
phantom. Usually, there are no phantoms available or they
are very expensive. The most widespread verification tech-
nique is thus to compare the reconstructed surface meshes
with the data provided by several experts. Experts usually
manually annotate all important structures through entire
image sequence. Afterwards, the so called "mean expert"
annotations are calculated, thus minimizing inter-observer
variability. These annotations are then used to build the
experts’ surface meshes, which are compared with the re-
constructed surface meshes.

We performed twofold verification: a) 3D verification,
where the reconstructed meshes are statistically compared
to experts’ (orthopeadic surgeons) meshes, and b) 2D
verification, where the reconstructed meshes are first cut
through and, the obtained contours are, afterwards, com-
pared to experts’ manual readings for a particular slice.
The Haussdorf distance (HD), the mean absolute distance
(MAD), and the spherical distance (SD) as a generalization
of MAD distance for the 3D space, are measured between
the experts’ and segmentation-reconstruction results. Ta-
ble 1 depicts the average distances calculated for surface
meshes of 6 patients. Three major bones and their corre-
sponding cartilages are verified. A bigger distance indi-
cates a bigger error of the registration-reconstruction pro-
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(a) (b) (c)

Figure 7: Simulated knee kinematics: a) initial knee position (simulation cycle 0), b) knee flexed around 45 degrees (cycle
150), c) fully flexed knee (cycle 300).

cess. The HD distance measures the biggest distance be-
tween two corresponding points from two curves, while
the MAD distance returns an average distance between two
curves. The HD distance is thus always bigger than MAD
distance. The obtained results point out sufficient quality
for subsequent construction phases. Also the visual inspec-
tion of these intermediate results performed by orthopeadic
surgeons confirmed a good accuracy through entire image
sequence (if the contours are observed). The biggest error
is noticed on both extreme sides of a particular knee struc-
ture, where this structure begins to emerge or sink. These
regions are very unexpressed and, therefore, present a huge
problem for registration routine.

MAD (mm) HD (mm) SD (mm)
BF 1.51 7.98 4.81
BT 1.48 7.34 3.66
BP 1.42 6.03 2.42
CF 1.32 9.41 7.62
CT 0.92 4.92 2.13
CP 1.22 6.07 2.65

Table 1: Statistical assessment of registration-
reconstruction process for three bones (BF–femur,
BT–tibia, and BP–patella) and their corresponding
cartilages.

Calculated knee surface FE meshes are afterwards used
in the modelling and simulation procedure as described in
Subsection 3.3. Visual inspection of the final virtual human
knee joint model performed by clinicians was focused on
the relations and deformations of articulating bodies during
the knee flexion. In general, the articular proportions in
the simulated knee joint are very clear. No obvious and
non-physiological structure deformations, with exception
of slight patella gliding disturbances, are noticed.

As a quantitative verification measure of the model qual-
ity, three Euler rotation angles for bone tibia with respect
to bone femur are observed–i.e. rotation around X axis
(varus/valgus), around Y axis (internal/external rotation),
and around Z axis (flexion/extension). It is known that dur-
ing a gait cycle both major knee bones experience some

translation and rotation with respect to their initial posi-
tion. The measured rotations in the X, Y, Z directions of the
tibia relative to the femur derived from the MR images are
thus compared to the modelled rotations. Measured angle
values are calculated from low-resolution MR knee images
acquired by using MR exercise rig (see Subsection 3.1.1).
Patient was additionally imaged in 6 flexion positions of
knee. Image sequence acquired at a particular knee flexion
angle was, afterwards, registered to bone femur and bone
tibia surface meshes (volumes). This registration results in
affine matrix which can be decomposed into required Eu-
ler rotation angles. Three Euler rotation angles can also be
calculated from the simulation results. Twenty nodes from
each major bone are traced during the simulation. For the
i-th cycle, the following 4x20 matrix is defined:

Xi =




xi,1 xi,2 xi,20

yi,1 yi,2 yi,20

zi,1 zi,2 . . . zi,20

1 1 1


 ,

where triplet (xi,j , yi,j , zi,j) present coordinates for the j-
th node in the i-th cycle. Usually, there was 300 simulation
cycles. Then, the following predetermined linear equation
system must be solved:

Xi = AiX0,

where X0 denotes a matrix with the initial bone position
(at cycle 0), Xi denotes a matrix with the bone position at
cycle i, and Ai denotes the affine matrix in cycle i. After
calculating affine matrices for all cycles for both bones, a
new affine matrix of tibial flexion position with respect to
femur is calculated in each cycle as follows:

Ji = T−1
i Fi,

where Ti and Fi denote affine matrices in the i-th cycle for
bone tibia and femur, respectively. This affine matrix takes
the form of: [

[R] [L]
0 0 0 1

]
.

The Euler angles for each simulation have been calcu-
lated from the 3x3 rotation matrix, R, and the translation
vector, L.
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A comparison between the measured and Euler rotation
angles obtained from the simulation pointed out a small dif-
ference in X and Y direction at fixed Z angle. This differ-
ence varied up to 10 degrees [15]. These results confirmed
the virtual human knee joint model as very prospective.

Virtual knee model was built by using a PC-based system
with the following configuration: 2 Intel Pentium Xenon
2.2 GHz processors, 1 GB RAM, and RAID 5 organisa-
tion of 120 GB hard discs. Processing accompanied by
the reconstruction takes about 23 minutes on this PC sys-
tem, modelling around 1 hour of manual work, while the
simulation requires around 40 to 50 hours (300 simulation
cycles). The later essentially depends upon specific patient
anatomy, material properties, and force information used.
The registration-reconstruction code is currently written
just for single-processor computer systems; no speed up is
thus expected if model construction is performed on multi-
processor computer systems. Fortunately, there exist also
multi-processor and cluster versions of the PAM Safe sim-
ulation tool. If simulation is run on 8-node cluster system,
where each node has 2 processors, the calculated speed-up
factor is then around 3 [15]. The most consumable con-
struction part is thus reduced to 13 to 17 hours. The 8-node
cluster system is optimal for our knee model consisting of
a small number of FE elements. If a bigger cluster would
be used, then execution times will be dominated by com-
munication and no extra speed-up will be gained.

5 Discussion

Results of virtual human knee joint model were presented
in the previous section. In the sequel, we will discuss
the results, outline some problems and potential solutions
for virtual model construction. Although discussion is
bounded to human knee joint example, there are many sug-
gestions and directives applicable to all similar applica-
tions.

Assessment of efficiency and accuracy of the constructed
virtual medical model requires not only visual inspection,
which provides just initial quality impression, but also thor-
ough validation and verification. Figure 1 depicts that
the construction of such models is a multi-step procedure.
Thus, the final model depends upon all previous phases
which must be evaluated as well. The error introduced
in a particular processing phase is reflected also in the fi-
nal model. It is very important to isolate potential sources
of errors and to understand how this error is transferred
through the processing chain. To achieve this, it is nec-
essary to know the actual behaviour of the structure that is
being modelled and the forces that it undergoes before it
can be determined whether the behaviour of the model is
valid.

The construction process begins with the patient-specific
data. These data are usually considered completely valid.
However, it is very common that some discrepancies oc-
cur during imaging. Errors introduced in this pre-phase

are mainly neglected by the researchers, but such errors are
extremely important because they can not be removed in
subsequent phases. It is also very difficult to discover and
correct these errors once imaging material is acquired and
stored. A good idea is thus to record an entire process of
patient material acquisition by a CCD camera, for example
and, if in some later phase an error occurs in the imaging
material, the entire acquisition process can be reviewed.

Construction of patient-specific knee joint model is not
a completely automated procedure. Actually, it consists of
two major building blocks (if we neglect imaging phase):
registration-reconstruction part and modelling-simulation
part. Image processing part is automated, while modelling
phase requires user interaction. Modelling usually requires
one hour of trained technician time. User must manually
add some bars to the patient FE knee mesh and make some
other corrections of the model. Fastening of elements (e.g.
bars) to the mesh presents a potential source of errors, be-
cause the elements can be attached to wrong places. On
the other hand, manual modelling is very flexible, as nearly
any knee clinical case can be modelled (e.g. meniscus tear).
However, from the verification point of view it is better that
the construction tool is not so universal, but it supports a
few checked construction scenarios. For a completely au-
tomated construction procedure, fastening points for liga-
ments and muscles should be detected in the image pro-
cessing phase for each patient.

The registration routine used in the image processing
phase (see Subsection 3.2.1) depends considerably upon
MR scanner used in the imaging phase. It is known, that
the variability inherent in MR imaging could cause the im-
ages of the same subject collected with the same MR pro-
tocol but with two different scanners may not be identi-
cal. Currently, this registration routine is fine tuned for the
Toshiba Visart and Phillips Eclipse MR scanners. If knee
joint images of other MR scanners are used, then an initial-
isation phase is required. This phase compensates variabil-
ity found in the new type of images with regard to template
image. This phase should theoretically be done just once
per new type of MR scanner.

Modelling is the least deterministic phase in the entire
process, because only a small portion of this phase is auto-
mated (e.g. assigning the material properties to elements),
while the majority requires manual interaction. Modelling
is to some extent intuitive (especially ligament and muscle
fastening) and highly dependent upon the experts’ knowl-
edge and experience. This phase can not be verified di-
rectly. The only feedback is verification of simulation re-
sults. However, the verification just points out that there are
some problems in the model, but it does not isolate sources
of errors. In the current model, the verification is based
just upon Euler rotation angles for bone tibia with respect
to bone femur. It is thus suggested to expand verification
also on the behaviour of other knee structures.

Stability of the patient FE knee mesh used in the mod-
elling process is also very dependent upon the template
mesh morphing and, indirectly, on the quality of the en-
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tire image registration. For example, if the medial menis-
cus has been deformed considerably for particular patient,
possibly due to actual pathology within the meniscus, the
morphing algorithm will have to reduce the element sizes
markedly. This by all means will not aid simulation sta-
bility. Therefore, it is possible that another manual inter-
vention into modelling process may be necessary for gross
knee pathologies.

In the sequel, the virtual human knee joint model is dis-
cussed from a medical point of view. Verification of the
image processing part pointed out adequate accuracy of
detected anatomical knee structures, especially in the or-
thopaedic surgeons target regions where the most patholo-
gies occur (i.e. the condylar or articular and intercondylar
region). The first benefit of knee model is thus an easy vi-
sualisation of detected knee structures in a particular cross
section, even in anatomically problematic regions. In some
cases, this "second opinion" could be of great help for clin-
icians in a preoperative planning and decision.

The simulated knee joint kinematics is almost realistic.
In general, articular proportions in the simulated knee joint
are very clear and no physiological structure deformations
were detected. There are only some slight disturbances
of the patella gliding at the extreme knee flexion, which
might cause some disturbances in the patella kinematics.
The shape and position of menisci are also very clear and
no meniscus surface deformations are seen. The clinical
benefit of the virtual knee joint model is also a better visu-
alisation of the patient knee kinematics. For example, the
knee could seem from MR images at first sight clinically
stable, while the simulation points out enough functional
instability. This was the case for a patient with partial ante-
rior crucial ligament rupture, where suspicion on the liga-
ment rupture was indicated only by the virtual knee model
and confirmed by an arthroscopy examination. The knee
instability was so big that the operative treatment was nec-
essary.

Virtual knee joint model could have a big significance for
planning operative interventions. It could be especially ad-
vantageous in the situations where postoperative knee joint
stability and functionality is not obvious. When replacing
a meniscus, for instance, a size of meniscus implant is se-
lected by rule of thumb. Appropriateness of choice is usu-
ally confirmed about one year after operation. Thus, it is
much better to play through different scenarios by using
virtual model when taking such decisions.

The described virtual knee joint model has not been used
in daily clinical practice yet. For such usage, this virtual
model must be accompanied by several auxiliary tools. Vi-
sualisation tools and tools for correcting intermediate re-
sults are indispensable. Such tools should, for instance,
visualize image registration results (i.e. 3D patient-specific
knee mesh) and enable manual correction of particular seg-
mentation results and, consequently, 3D knee mesh. Sim-
ulation results are currently visualized in the PAM View
tool. The trained personnel only can interpret these results.
More sophisticated model should also be accompanied by a

tool for interpreting results from the medical point of view.

6 Conclusion
The framework for construction of patient-specific virtual
medical models was presented in this paper. All construc-
tion blocks from imaging, image processing, modelling,
and simulation were described and applicable directives is-
sued. This framework was successfully applied by con-
struction of virtual model of the human knee joint. Sta-
tistical assessment of the developed knee model pointed
out sufficient accuracy of intermediate results and the fi-
nal knee kinematics as well. This model was assessed also
by the clinicians as very prospective.
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