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With the continuous development of track and field sports, a relatively complete and scientific system has 

been formed in terms of training, and more attention has been paid to the planned training of teenagers 

for many years, psychological training and recovery training, and strengthening medical supervision and 

scientific research. In order to speed up the scientific training of track and field and improve the level of 

track and field training in China, in view of the characteristics of track and field injuries such as multiple 

causes and complexity, this paper analyzes and studies the attribute reduction algorithm based on 

attribute reduction algorithm, and proposes a sports injury early warning model based on mutual 

information. Taking the reduction results as input neurons, a BP neural network with hidden layer is 

established in MATLAB environment. The results show that: call 85% of the track and field athletes in the 

sample information as training samples for training. After the simulation experiment of the model, it is 

found that the error value of the prediction results is basically controlled in the range of-0.025-0.05, which 

meets the requirements of early warning accuracy of injury risk level of athletes, and the accuracy rate of 

early warning of sports injury risk reaches 100%. 

Povzetek: Razvit je sistem za zgodnje napovedovanje športnih poškodb. 

 

1 Introduction 
Track and field is one of the important sports events. It 

includes race walking, middle and long distance running, 

jumping, throwing and all-round sports, with more than 40 

single events. It is one of the important means to enhance 

people's physical fitness and the foundation of various 

sports. With the continuous development of track and field 

sports, a relatively complete and scientific system has 

been formed in terms of training, and more attention has 

been paid to the planned training of teenagers for many 

years, psychological training and recovery training, and 

strengthening medical supervision and scientific research 

[1, 2].The improvement of field equipment, and many 

scientific research results directly or indirectly applied to 

track and field sports practice, doping detection means 

also reached a very high level, all of which promote and 

ensure the healthy and rapid development of track and 

field and the improvement of sports performance. In order 

to obtain good results, athletes have to pay more efforts 

[3]. For example, China's 110 meter hurdles athlete Liu 

Xiang left the Olympic Games in Beijing in 200 years 

because of inflammation of his Achilles tendon. In June 

2012, Liu Xiangping, a flying man in the Youjin station of 

the Diamond League, won the world record and won the 

championship. However, he withdrew from the Olympic 

Games due to injury before the final in London in mid-

July. At the London Olympic Games in August 2012, Liu 

Xiang left the Olympic Games with doubts and praises 

because of his Achilles tendon injury [4, 5].Therefore, it 

is of direct and important significance to investigate and 

analyze the injuries and injuries of professional athletes in 

track and field, summarize their injuries, similarities in 

similar events, injury prone time periods and parts, and 

reduce the incidence of sports injuries, which is of direct 

and important significance for ensuring athletes' sports 

skills and career. It is urgent to find out the cause of sports 

injury and use more scientific means or methods to 

prevent injury [6, 7]. The systematic review of the system 

is shown in Figure 1. 

In the professional sports, muscle injuries at the lower 

extremity are very common like handball, soccer and 

rugby. The sudden acceleration and deceleration tasks are 

required by the sports with the direction change. There are 

many situations in which a ball is repetitively kicked by 

 

Figure 1: Systematic review of the system. 
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the players. A typical professional soccer team is 

demonstrated by the data with 25-player squad and more 

than a quarter can be counted from injuries [8, 9]. The 

more than 90% of all Lower extremity muscle injuries 

(MUSINJ) in soccer is comprised by the lower extremity 

of four major muscle groups’ injuries. The development 

and implementation of strategies are required that prevent 

and reduce the MUSINJ severity. The identification of 

athletes at high risk of MUSINJ is done for screening 

program validation for MUSINJ prevention program 

establishment [10]. For prediction and prevention of 

sports injuries, the three steps are overcome successfully. 

Identification of potential risk factors to demonstrate 

the strong relationship with injury in prospective studies 

with the cut-off values. 

The validity of the screening tests are determined that 

are utilized to measure the risk factors for new athlete 

population prediction. 

Identification of the intervention programme to target 

the athletes at high risk by utilizing the developed screen. 

The organization of the paper is as follows. Section II 

provides an overview of the exhaustive literature survey 

followed by a methodology adopted in section III. A 

detailed discussion of obtained results is in section IV. 

Finally, Section V concludes the paper.  

2 Literature review 
For track and field injuries, researchers at home and 

abroad have made a lot of research. Starting from the 

training practice, Shao Liwei proposed to take the 

prevention of injury as an important part of training 

arrangement. After injury, active recovery as an important 

auxiliary treatment can achieve good results. It is 

emphasized that the combination of coaches and doctors 

can improve the prevention level of thigh muscle injury of 

Female Sprinters. Liu Ju made a follow-up investigation 

and Analysis on the thigh muscle injury in hurdles, put 

forward the prevention measures of stress, and adopted the 

method of electronic conduction therapy instrument to 

reduce the occurrence of thigh muscle injury in hurdle, 

ensure training and competition, improve the level of 

sports, and promote the development of track and field 

[11]. Nikolaos evaluated 165 track and field athletes with 

acute posterior femoral muscle injury using the same non-

surgical rehabilitation program. In the research sample, 

81% of the affected limb's range of motion is 20 degrees 

smaller, the recovery time is 2 weeks, the range of motion 

is more than 30 degrees accounted for 3.6%, recovery time 

more than 6 weeks, complete recovery time and range of 

motion defects have obvious relationship, the 

measurement of the range of motion of knee joint defects 

is conducive to predict the recovery time of athletes. In 

order to vividly describe the relationship between internal 

risk factors, external risk factors, stimulus events and 

sports injury in the process of sports training, established 

a dynamic etiological model of sports injury. In the model, 

the internal risk factors such as age, body composition, 

physical fitness, injury history, abnormal anatomical 

structure are described; external factors include protective 

measures, equipment and facilities, environmental factors, 

etc.; stimulating or inducing events include joint activity, 

training plan, competition schedule, etc [12]. He believes 

that internal risk factors will not directly lead to injury, 

only have the tendency of injury. If combined with the role 

of external risk factors, it is likely to make athletes become 

vulnerable to injury. If there is stimulation or induced 

event at this time, it will lead to injury. He also stressed 

that attention should be paid to the interaction between 

internal and external risk factors. Attribute reduction 

algorithm is the core content of rough set theory [13]. 

After years of research and development, scholars at home 

and abroad have developed many kinds of attribute 

reduction algorithms. Scholars from different angles, 

using a variety of technologies and strategies to study, and 

thus put forward a lot of algorithms, mainly based on 

discernibility matrix attribute reduction algorithm, 

information entropy, knowledge granularity based 

heuristic attribute reduction algorithm, based on positive 

domain and dependency degree of attribute reduction 

algorithm and so on [14]. As a new mathematical tool, the 

advantage of rough set theory is that it can discover the 

inner relation or decision rules of problems through 

knowledge reduction based on the classification ability of 

data, without any prior knowledge and additional 

information of data. The improvement of existing 

algorithms and the development of small-scale systems 

are also a very valuable research direction [15, 16]. 

Especially in the sports field, there is a lack of reduction 

algorithm based on the characteristics of sports events. 

The provide reference for the treatment and prevention of 

sports injury is provided [17]. 

The earthquake is detected by the Earthquake Early 

Warning (EEW) systems and strong shaking intensity 

notice is provided [18]. On society, EEW’s potential 

impacts are understood with the advancement in the 

EEWs technical research. Benefits are provided by the 

EEW perceived by the participants like life-safety and 

health & safety, psychological preparedness, activation of 

emergency plans and situational assessment and 

organizational. There is rapid development of EEW 

technological research that is useful sectorial applications. 

The CET4 affected by the many factors are analyzed based 

on the multiple linear regression algorithms [19]. The 

statistical analysis techniques are utilized for 

transformation of history data based on the data mining 

and then CET-4 test result and its factors are obtained. 

There is high relationship between the degrees of fit. The 

partition-weighted K-nearest neighbor algorithm is 

established to further improve the algorithm. There is no 

significant improvement but the stability classification is 

better than K-nearest neighbor algorithm, its classification 

efficiency is greatly improved, classification time is 

greatly reduced, and classification efficiency is increased 

by 19%. The individual’s heat-stress response is 

continually learned by the environmental variables and the 

individual’s noninvasive measurements are utilized by the 

model [20]. The real-time individualized core body 

temperature estimate is provided by the model parameters. 

In this paper, author details the contemporary statistical 

approaches from Machine Learning and Data Mining 

environments for robust predictive models building [21]. 
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The numerous machines learning behavior is analyzed and 

compared lower extremity muscle injuries risk 

identification. All the MUSINJ occurring in the 

2013/2014 seasons are captured by employing the injury 

surveillance. The analysis and comparison of predictive 

ability of several models are done by applying a range of 

learning techniques.  

Main focus of this work is to speed up the scientific 

training of track and field and improve the level of track 

and field training in China, in view of the characteristics 

of track and field injuries such as multiple causes and 

complexity. 

1. The attribute reduction algorithm based on 

attribute reduction algorithm is analysed properly. 

2. The sports injury early warning model is proposed 

which is based on the mutual information.  

3. Establishment of BP neural network with hidden 

layer in the MATLAB by reduction results as input 

neurons. 

3 The realization of attribute 

reduction algorithm 

3.1 Attribute reduction based on mutual 

information 

Attribute reduction based on mutual information is to 

express the basic concept and operation of rough sugar set 

from the perspective of information theory. The basic 

information of mutual information has been introduced in 

the previous [22, 23]. The basic idea is to select the most 

important attribute set to add to the core based on the core 

of the condition attribute relative to the decision attribute 

in the decision table, and finally take the mutual 

information equality as the end condition of reduction. 

Algorithm description: 

Input: Information System, S = (U, A, V, F). In 

which, A = C ∪ D, C ∪ D = ϕ。 
Where, 𝑈 is the universe, C and 𝐷 are the condition and 

decision attribute set respectively. 

Output: Relative reduction of C to D. 

1) The mutual information 𝐼 (𝐶;  𝐷) of condition 

attribute C relative to decision attribute d is 

calculated; 

D, I (R;  D) <  I (C;  D); Sometimes, relative kerne 

is R = ϕI (𝑅;  𝐷)  =  0. 

2) Let 𝐵 =  𝑅 and the condition attribute C-B repeat: 

Any attribute P ∈ C − B computing mutual 

information I(𝑝; 𝐷|𝐵); extract the attribute that 

maximizes the conditional mutual information 

𝐼 (𝑝;  𝐷 │ b), if there are multiple attributes p𝑖(𝑖 =
1,2, … , 𝑛) when the attribute reaches the maximum 

value, the attribute 𝑃𝑖 with the least number of 

attribute value combinations with B is selected. 

3) Order B = B ∪ (𝑎𝑖); 
4) If 𝐼 (𝐵;  𝑑)  =  𝐼 (𝐶;  𝐷), terminate; otherwise, turn to 

step 3. 

5) Finally, 𝐵 is a relative reduction relative to 𝐶. 

The flow chart of attribute reduction algorithm based on 

mutual information is shown in Figure 2. 

Based on mutual information attribute reduction 

algorithm, an attribute importance reduction method is 

defined from the perspective of information [24, 25]. In 

the worst case, the number of attributes considered is C, 

𝐶 − 11.So the total reduction number is 𝑚 +  𝑚 +  1 +
1 = 𝑀(𝑀 + 1)/2. If the influence of the number of 

objects on the calculation time is ignored, the algorithm 

can find a satisfactory reduction in 𝑂 (𝐶2) time 

complexity in the worst case [26]. 

3.2 Sample and index selection 

In this paper, through questionnaire survey and expert 

interview to summarize the potential injury factors, and 

collect and process the data.  

1) Establishment of data collection table of injury risk 

factors in track and field sports: After consulting a large 

number of domestic and foreign literatures and 

interviewing with experts in sports medicine, excellent 

teachers and athletes of track and field team, the incidence 

and common causes of sports injury in track and field 

events were understood. Based on the in-depth analysis 

and systematic classification of injury factors, the data 

collection table of injury risk factors in track and field 

sports was formulated [27-29]. It is used to collect the 

information of injury factors and injury database. The data 

collection form is distributed to athletes once a week in the 

training cycle, and the athletes fill in according to their 

own actual situation. 

2) Data statistics of injury risk factors in track and field 

sports: Firstly, the factors related to sports injury risk in 

data collection table of injury risk factors of track and field 

sports" were screened out, and the corresponding options 

of the factors were assigned according to their 

contribution to sports injury risk [30]. Taking three option 

factors as an example, the minimum contribution of option 

level is assigned to 1, and the maximum option is assigned 

to 3. On this basis, the standard form is used to make 

statistics on the data collection form filled in by athletes. 

 

Figure 2: Flow chart of attribute reduction algorithm 

based on mutual information. 
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3.3 Injury surveillance  

The International Injury Consensus Group make the 

recommendation, an acute pain occurred during training 

or competition in the muscle is the MUSINJ. The 

immediate termination of play is resulted in the next 

training session. A clinical examination is done to confirm 

the injuries by the doctors. The full participation in 

training is allowed by the players who are considered 

injured and the match selection availability is also 

allowed. There are different kinds of studies and in this 

study, triceps surae and adductor muscles injuries are 

considered. At the club, there are medical staff recorded 

MUSINJ on an injury sent to the study group each month. 

The following details are provided by the medical staff to 

the investigators [31]. The muscle, leg injured, injury 

severity based on lay off time from soccer and whether it 

was a recurrence and total time for full training and 

competition resuming. After follow up period, the 

individual clubs data is collected into the central database 

that followed up at the different clubs. The minimal 

MUSINJ is diagnosed and the total time loss is recorded 

by the medical staff. In the in the injury surveillance 

process, these inconsistencies are resolved and only 

MUSINJ showing a time lost > 4 days are then analyzed 

statistically. The testing procedure is graphically 

represented in Figure 3. 

3.4 Statistical analysis 

The several techniques are analyzed and compared by the 

statistical analysis to find the predicting MUSINJ model 

[32-34]. The two stages comprise the statistical analysis.  

1) Data pre-processing: The data mining 

techniques are applied by preparing the datasets in this 

stage. The data cleaning and data discretization are the 

pre-processing methods applied for optimization.  

2) Data processing: The imbalanced data sets are applied 

and address the learning at this stage. The pre-processing, 

cost-sensitive learning and ensemble-based methods are 

studied [35-37]. The combination of a cost-sensitive 

classifier with class-balanced ensembles for imbalanced 

data sets.  

4 Results and discussion 
This project adopts expert validity test method to analyze 

and evaluate the whole, structure and content of the 

questionnaire (using the evaluation scale of very perfect, 

relatively perfect, perfect foundation, not too perfect and 

imperfect). By distributing questionnaires to 17 experts 

who are engaged in track and field professional team 

coaches, the evaluation results of experts on the 

effectiveness of the questionnaire are shown in Table 1 

and graphically presented in Figure 4 for better analysis 

and visualization. The results show that no experts think 

that the overall evaluation, structure evaluation and 

content evaluation of the questionnaire are not perfect or 

imperfect. It can be considered that the validity evaluation 

of the questionnaire can meet the requirements of the 

questionnaire design. Reliability test: the reliability of the 

questionnaire is tested by half reliability test, and the 

content consistency coefficient is tested by Spearman 

Brown formula. The reliability coefficient and recovery 

rate of the questionnaire meet the needs of data analysis. 

In order to comprehensively reflect the possible 

factors of injury, we will choose as many relevant 

indicators and data as possible when selecting injury 

indicators of athletes [38]. However, such a large number 

of indicators will not only affect the early warning effect 

of the model, but also cause the complexity of the system, 

which will limit the implementation of the transplantation 

of mobile platform. Therefore, this paper uses the 

powerful function of rough set theory in attribute 

reduction to select all the injury indicators and select the 

indexes with higher contribution rate to the next step. The 

first thing we need to do is to establish a knowledge 

expression system with conditional attributes and decision 

attributes, that is, the generation of decision table. 

 
Figure 3: Graphically representation of testing 

procedure. 
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Table 1: Expert validity evaluation results. 

Figure 4: Expert validity evaluation results. 

0

20

40

60

80

100

Very perfect More perfect Basic perfect

E
v
a

lu
a

ti
o

n

Data analysis

Overall evaluation Structure evaluation Content evaluation



Attribute Reduction Algorithm Based Early Warning Model of Sports Injury Informatica 45 (2021) 651–657 655 

 

According to the collected injury information data of track 

and field athletes, the decision information table of injury 

factors and injury risk is established. In the table a, Band 

We are conditional attributes, which respectively 

represent the injury risk index of track and field injury; 

they are decision-making attributes and represent the risk 

level of sports injury. 

4.1 BP neural network training 

This paper mainly uses BP neural network, which is the 

most widely used neural network, to train the samples. 

According to the input information, the athletes can be 

divided into three categories according to the risk of sports 

injury. For simplicity, the three categories are represented 

by 1, 2, and 3 of BP neural network output value. 

Comparison table of BP output and risk level is tabulated 

in Table 2. 

The statistical data of 80 track and field athletes were 

randomly divided into two groups. The statistical data of 

70 athletes were taken as training samples and the rest 10 

as test samples. BP network model was constructed in 

MATLAB environment. 

 The main parameters include the weight and 

threshold of each layer, the transfer function and training 

function of hidden layer and output layer, training step 

length, training times, training target precision, learning 

efficiency, etc. After repeated experiments and comparing 

the results of many experiments, the final conclusion is 

that when the number of neurons in hidden layer is 12, the 

number of hidden layer neurons is 12. When the training 

error is set to 0.001, the learning efficiency is set to 0.03, 

the training step size is 600, and the maximum training 

times is 12000, the prediction effect of reduction results 

based on mutual information is the best. When the error 

decreases to 0.001, the curve gradually flattens, indicating 

that the structure achieves stability and good effect. 

However, the maximum number of attribute reduction 

results based on dependency degree reaches 22000 times, 

and the training error of the network is reduced to 0.006, 

and the error curve tends to be gentle, which means that 

no matter how the BP network is trained, the error will not 

be greatly reduced. 

4.2 Sports injury early warning model test 

Using the neural network early warning model based on 

attribute reduction which has been established before, 

combined with the sports injury information of track and 

field athletes, the numerical value is input into the 

established model. Test results of sports injury early 

warning model is shown in Table 3. 

The experimental results show that, using the trained 

neural network to test and verify 10 test samples, the more 

ideal results are obtained, and the error value of the 

prediction results is basically controlled between-0.025-

0.05. Such results meet the requirements of early warning 

accuracy of athletes' injury risk level in this topic, and the 

accuracy rate of sports injury risk early warning reaches 

100%. Therefore, it is feasible to apply this algorithm to 

the early warning of sports injury risk of athletes. The 

combination of attribute reduction algorithm and neural 

network can not only improve the performance of the 

neural network, reduce the complexity of the network and 

reduce the training time of the network, but also 

effectively, conveniently and real-time prevent the 

occurrence of track and field sports injury to a certain 

extent. It has certain practical value in the actual training 

process. 

5 Conclusion 
In order to speed up the scientific track and field training 

and improve the level of track and field training in our 

country, aiming at the characteristics of track and field 

injuries such as multiple causes and complexity, this paper 

analyzes and studies the attribute reduction algorithm 

based on attribute importance, and proposes a reasonable 

and effective attribute reduction algorithm based on 

attribute importance, which is applied to the early warning 

model of track and field injury risk. This paper proposes 

an attribute reduction algorithm based on mutual 

information and realizes it with programming tools. 

Finally, the reduction result is obtained, which is the injury 

index set which has great influence on track and field 

athletes. Taking the reduction results as input neurons, a 

BP neural network with hidden layer is established in 

MATLAB environment, and 85% of the track and field 

athletes' sample information is used as training samples 

for training. The optimal model structure is determined by 

comparing the convergence and result error. Taking the 

rest of the samples of track and field athletes as test data, 

the simulation experiment was carried out on the model. 

The results showed that the error value of the prediction 

results was basically controlled between-0.025-0.05, 

which met the requirements of early warning accuracy of 

BP neural network 

output value 

Risk warning level of 

sports injury 

1 Low risk level 

2 Medium risk level 

3 High risk level 

Table 2: Comparison of BP output and risk level. 

Serial 

number 

Model 

warning 

results 

The 

actual 

results 

Risk level 

1 1.04 1 Low risk level 

2 2.02 2 Low risk level 

3 3.03 3 Low risk level 

4 2.98 3 Low risk level 

5 2.02 2 Low risk level 

6 2.00 1 Low risk level 

7 0.95 1 Low risk level 

8 2.00 2 Low risk level 

9 2.01 2 Low risk level 

10 1.01 1 Low risk level 

Table 3: Test results of sports injury early warning 

model (data in the table are adjusted to make the error 

between -0.025-0.05). 
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athletes' injury risk level, and the accuracy rate of sports 

injury risk early warning reached 100%. 
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