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Network Security Situational Awareness (NSSA) is an important element in network security research. 

Predicting network security situational level can help grasp the network security situation. This study 

mainly focuses on the double-feedback Elman model. Firstly, NSSA was briefly introduced. Then, relevant 

indicators were selected to establish a security situational indicator system. A back-propagation neural 

network (BPNN) model was designed to evaluate the situational value. A dual-feedback Elman model was 

used to predict the future situational level. The actual network environment was built to conduct 

experiments. The results showed that the evaluation results of only three samples obtained by the BPNN 

model did not match the actual situation, with an accuracy of 90%, and the prediction results of only four 

samples obtained by the dual-feedback Elman model did not match the actual situation, with an accuracy 

of 96.67%. The experimental results verify the reliability of the network security situational level 

prediction method designed in this study. The NSSA method can be promoted and applied in practice. 

Povzetek: S pomočjo globokih nevronskih mrež so razvili metodo za napovedovanje glede varnosti v 

omrežjih. 

 

1 Introduction 
As the network develops rapidly [1], people’s living 

standards have gradually improved [2], and the growing 

scale of the network and the more and more complex 

network environment has led to a higher frequency of 

security problems, which greatly challenges the integrity 

and confidentiality of network data [3]. Although there are 

many security measures, such as firewalls [4] and anomaly 

detection [5], none of them can provide a systematic and 

holistic perception of the network, discover the problems 

and solve them, which leads to the emergence of Network 

Security Situational Awareness (NSSA) [6]. NSSA can 

fuse all available information to assess the situation of the 

network, provide network administrators with relevant 

decision bases, and minimize possible risks and losses, 

which is important for improving the monitoring 

capability and responsiveness of the network. NSSA has 

currently become a hot topic. Zhao and Liu [7] used a 

parallel reduction algorithm to reduce all data, optimized 

the wavelet neural network by the particle swarm 

algorithm, and performed situational awareness. The 

simulation experiments showed that the method had a 

higher convergence speed and better fitting effect. Zhang 

et al. [8] proposed a stochastic game-based method, 

quantified the situational value of the network with the 

utility of both sides of the game, and predicted the attack 

behavior by Nash equilibrium. The experiments found that 

the method could well reflect the change of network 

situation and predict the attack behavior. Li et al. [9] used 

Glowworm Swarm Optimization (GSO) to optimize the 

Gaussian process and performed situational prediction. 

They found through experiments that the method had 

better convergence and smaller prediction error. Hu et al. 

[10] used MapReduce for distributed training using a 

support vector machine (SVM) and built a situation 

prediction model. The experiment found that the method 

effectively improved accuracy and reduced time cost 

compared with the traditional method. In this study, NSSA 

was analyzed based on neural networks, the back-

propagation neural network (BPNN) model was used for 

situational assessment, the dual-feedback Elman model 

was used for situational prediction, and an experimental 

analysis was conducted to verify the effectiveness of the 

method. This work provides a stronger guarantee for 

network security. 

2 Network security situational 

awareness 
Network security refers to protect computer systems from 

damage and also to avoid interruption of computer 

services. With the widespread use of computers, the 

Internet and WiFi in life, and the promotion of smart 

terminals and small smart devices, network security has 

become more important. 

Situational awareness originated in military thinking 

and was first applied in aviation [11]. Then, it was also 
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well applied in medicine, electric power, and networks 

[12]. It mainly includes three stages. The first stage is 

understanding the situation, i.e., acquiring raw data 

through sensors, network monitoring, etc., and pre-

processing them to extract useful security elements. The 

second stage is evaluating the situation, i.e., processing the 

extract security elements with fusion and association to 

evaluate the current network state. The third stage is 

predicting the situation, i.e., finding out the underlying 

laws through some prediction methods according to the 

historical situational value. 

In the big data environment, the network behaves like 

a more massive and complex system, and at the same time, 

it also faces more security risks. The massive amount of 

data has certain errors and redundancy and stronger 

correlation and uncertainty [13] and changes faster, so the 

difficulty of data processing is further enhanced, which 

brings more difficulties to NSSA. Improving the 

efficiency of NSSA and the timeliness and accuracy of 

prediction to better achieve network security is an 

important issue at present. More and more methods have 

been applied in NSSA, such as machine learning, immune 

systems, game analysis and visualization techniques [14]. 

This study focuses on the neural network algorithm. 

3 The double-feedback Elman 

model-based prediction model 

3.1 Network security situational indicator 

system 

Network security situational assessment is the basis of 

NSSA. The network data collected needs to be processed 

scientifically to guide administrators’ decision-making. 

Firstly, relevant indicators should be selected to establish 

an indicator system that can comprehensively, objectively 

and scientifically reflect the network security situation. 

This study divided the security situation into four 

independent level 1 indicators and selected level 2 

indicators to describe, as shown in Table 1. 

Due to the complexity of the network environment, 

some of the indicators collected in Table 1 were nominal 

data that could not be directly input into the model for 

calculation; therefore, these indicators were quantified. 

Based on the Common Vulnerability Scoring System 

(CVSS) 3.0, these indicators were calculated as follows. 

(1) Network vulnerability level: This indicator is 

mainly affected by the number and type of vulnerabilities, 

and its calculation formula is: 

g =
∑ ∑ wijQiDij

M
j=1

n
i=1

N
, 

𝑄𝑖 =
𝐼𝑖

∑ 𝐼𝑖
𝑛
𝑖=1

, 

𝐼𝑖 = {

1.0，𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑡𝑖𝑎𝑙

0.7，𝑖𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑡

0.4，𝑜𝑟𝑑𝑖𝑛𝑎𝑟𝑦

, 

where n  refers to the number of hosts, M  refers to the 

number of vulnerability categories, N refers to the total 

number of vulnerabilities, 𝑤𝑖𝑗  refers to the grade factor of 

the j-th vulnerability category in the i-th host, which can 

be obtained according to CVSS, Dij refers to the number 

of the j-th vulnerability category in the i-th host, Qi refers 

to the importance indicator of the i-th device, and Ii refers 

to the importance score of information scored by the host. 

Level 1 indicator Level 2 indicator 

Stability 

indicators 

Mean free error time 

Rate of change in flow 

Total data flow 

Number of surviving critical 

devices in the network 

Threat indicators Number of alarms 

Bandwidth utilization 

Data inflow 

Historical frequency of 

security incidents 

Vulnerability 

indicators 

Number of network 

vulnerabilities 

Network vulnerability level 

Total number of open ports 

for critical devices 

Network topology 

Disaster 

tolerance 

indicators 

Network bandwidth 

Number of safety equipment 

Host operating system 

Number of concurrent threads 

supported by the primary 

server 

Table 1: Situational assessment indicator system. 

Operating 

system 

Versions Score 

Windows XP 1 

7 2 

8 3 

10 4 

Server 2016 5 

Ubuntu 14.4 4 

16.4 5 

Web Server 12 5 

Web Server 16 6 

Mac OS 10 8 

Table 2: Corresponding scores for operating systems. 
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(2) Network topology: Topology refers to the layout 

of security devices, and its calculation formula is: 

g = ∑ Ti
n
i=1 , 

𝑇𝑖 = {

1.0, 𝑚 ∈ [0, 3)

0.5, 𝑚 ∈ [3, 5)

0.1, 𝑚 ∈ [5, +∞)
, 

where Ti stands for the security score of the i-th topology 

and m stands for the number of nodes in the topology. 

(3) Host operating system: the higher the version of 

the operating system is, the smoother the operation of the 

network is. The points corresponding to different 

operating systems [15] are shown in Table 2, and the 

overall calculation formula is: 

g = ∑ OSTypeScorei
N
i , 

where 𝑂𝑆𝑇𝑦𝑝𝑒𝑆𝑐𝑜𝑟𝑒𝑖 refers to the score of the operating 

system of the i-th device. 

At the same time, the indicators were normalized, and 

the values were in [0, 1]. The corresponding formula is: 

𝑥𝑖 =
xi−xmin

xmax−xmin
. 

Referring to the National Computer Network Emergency 

Response Technical Team/Coordination Center of China, 

the security situation was divided into five different levels, 

as shown in Table 3. 

The hierarchical matrices between different level 1 

indicators and the security situation are shown in Table 4. 

The security levels of level 1 indicators are shown in 

Table 5. 

3.2 Assessment methodology of the 

network security situation 

For the situation assessment, BPNN was chosen as the 

model in this study [16]. BPNN has strong adaptive, self-

organizing and learning abilities, and it has a good effect 

on the uncertainty of security elements. It has a high 

learning speed and a relatively simple modeling process. 

Therefore, it is well suited for evaluating security 

situations. 

Level 2 indicators in Table 1 were used as the input of 

BPNN, and level 1 indicators were used as the output of 

BPNN. Then, the situation of the whole network was 

evaluated. Ai(i = 1,2, ⋯ , m)  denotes the i -th level one 

indicator, Bij(i = 1,2, ⋯ , m, j = 1,2, ⋯ , n) denotes the j-

th level two indicator corresponding to the i-th level one 

indicator, and W and V denote the weight from the input 

layer to the hidden layer and the weight from the hidden 

layer to the output layer. The BPNN-based evaluation 

model is written as: 

A = f(B, W, V). 

Situational level L is a function of m  level one 

indicators, which can be written as: 

L = f(A1, A2, ⋯ , Am). 

The BPNN model has a three-layer structure. The 

number of nodes in the input layer was the number of level 

two indicators. The number of nodes in the output layer 

was the number of level 1 indicators, i.e., 1. The number 

of nodes in the hidden layer was determined by an 

empirical formula [17]: 

l = √n + m + a, 

where n, m, and l are the number of nodes in the 

output, output, and hidden layer, respectively, and a is a 

regulation constant between 1 and 10. After determining 

the range of the nodes in the hidden layer, the final number 

of nodes in the hidden layer was determined by training 

networks containing different number of nodes in the 

hidden layer. 

The model used the Sigmoid function as the activation 

function. The learning rate was 0.1. The maximum 

number of training was 1000. 

Security indicator value Dangerous level 

0.0-0.2 Safe 

0.2-0.4 Mildly dangerous 

0.4 - 0.75 Generally dangerous 

0.75-0.9 Moderately dangerous 

0.9-1.0 Highly dangerous 

Table 3: Network security situation levels. 

 Safe Mildly 

dangero

us 

Generall

y 

dangero

us 

Genera

lly 

danger

ous 

Highl

y 

dange

rous 

Stabilit

y 

indicato

rs 

High High Medium Low Low 

Threat 

indicato

rs 

Low Medium High/ 

medium 

High High 

Vulnera

bility 

indicato

rs 

Low Low/ 

medium 

High/ 

medium 

Mediu

m/high 

High 

Disaster 

toleranc

e 

indicato

rs 

High High/ 

medium 

Medium Mediu

m/low 

Low 

Table 4: The hierarchical matrices of level 1 indicators. 

 Low Medium High 

Stability 

indicators 

0-0.3 0.3-0.7 0.7-1.0 

Threat 

indicators 

0-0.4 0.4-0.7 0.7-1.0 

Vulnerability 

indicators 

0-0.3 0.3-0.6 0.6-1.0 

Disaster 

tolerance 

indicators 

0-0.4 0.4-0.8 0.8-1.0 

Table 5: The security level table of level 1 indicators. 
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3.3 Prediction method of network security 

situational level 

Based on the security situational values obtained from the 

above evaluation, the future situation can be predicted. 

The Elman neural network has the nonlinear dynamic 

characteristic and is is sensitive to time series data; 

therefore, the prediction of the network security 

situational level with the ELman neural network is a 

dynamic time series problem. Therefore, the Elman neural 

network [18] was improved to obtain a dual-feedback 

Elman neural network model for predicting security 

situation. Compared with the original Elman neural 

network, the dual-feedback Elman neural network 

achieved the timely correction of errors by increasing the 

feedback, which improved the learning speed of the 

model. The relevant equations are: 

x(k) = f(WI1xc(k) + WI2u(k − 1) + WI4yc(k − 1)) ,  

𝑥𝑐(𝑘) = 𝑎(𝑥𝑐(𝑘 − 1) + 𝑥(𝑘 − 1)), 

𝑦𝑐(𝑘) = 𝛾(𝑦𝑐(𝑘 − 1) + 𝑦(𝑘 − 1)), 

y(k) = g(WI3x(k)), 

where x(k)  represents the output of the hidden layer, 

xc(k)  represents the output of unit 1 in the succession 

layer, yc(k) represents the output of unit 2 in the 

succession layer, y(k) represents the output of the output 

layer, a and γ are adjustment factors, WI1, WI2, WI3 and 

WI4  are connection weights, and f(x)  represents the 

transfer function, f(x) =
1

1+e−x. 

Through the gradient descent algorithm, the partial 

derivatives of all the connection weights were calculated 

based on error E. It was assumed that the expected output 

was yd(k) , then its error function, i.e., the objective 

function, is written as: 

E(k) =
1

2
(yd(k) − y(k)T(yd(k) − y(k))). 

4 Experimental analysis 
Two desktop computers, two laptops and one cloud server 

were prepared to build the experimental environment. 

Two actual websites in the campus network were used as 

data sources. One of the desktops was used as the client, 

and the other four computers were used as the attackers. 

The data was MySQL5.1. The configurations of different 

devices are shown in Table 6. 

The data were collected in the laboratory for ten 

consecutive days. Expert opinions were obtained 

anonymously. One hundred samples were generated for 

every level one indicator in Table 1. Among the 100 

samples, 70 samples were randomly selected as the 

training set and 30 as the test set. Taking the stability 

evaluation as an example, the samples obtained are shown 

in Table 7. 

 CPU Memory Hard disk Network 

card 

Operating 

system 

Main services 

Experimental 

machine 1 

Inter(R)Core(TM) 

i5 

4G 1T 100 M Windows 7 DHCP, FTP, 

TELNET, HTTP 

Experimental 

machine 2 

Inter(R)Core(TM) 

i3 

2G 1T 100 M Windows 

XP 

FTP, RPC, DNS 

Experimental 

machine 3 

Inter(R)Core(TM) 

i5 

4G 1T 100 M Windows 8 DHCP, FTP, 

TELNET, 

HTTP, Browser 

Experimental 

machine 4 

Inter(R)Core(TM) 

i5 

4G 1T 100 M Windows 

10 

DHCP, NLA, 

COM+, Event 

System, DCOM 

Experimental 

machine 5 

Inter(R)Atom(TM) 

N450 

4G 1T Gigabit Ubuntu14 Sever, ICS, FTP 

Table 6: Equipment configuration. 

Sample number The input of BPNN Expert score Evaluation 

result 

1 0.59 0.67 0.81 0.83 0.78 High 

2 0.24 0.26 0.28 0.25 0.25 Low 

3 0.78 0.86 0.79 0.64 0.81 High 

4 0.56 0.52 0.61 0.63 0.64 Medium 

5 0.45 0.57 0.58 0.64 0.59 Medium 

... ... ... ... ... ... ... 

100 0.11 0.27 0.18 0.16 0.21 Low 

Table 7: Experimental data for stability assessment. 
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Experiments were conducted on 30 test samples using 

the trained BPNN model, and the obtained results are 

shown in Figure 1. 

It was seen from Figure 1 that the output of the BPNN 

model had a good match with the actual situation, 

indicating that the BPNN model could make a good 

evaluation of the situational values. The stability level 

corresponding to the output of the BPNN model was 

compared with the stability level corresponding to the 

actual situation, and the results are shown in Table 8. 

It was found from Table 8 that only 3 out of the 30 test 

samples had inconsistent evaluation results with the actual 

situation. The evaluation result of sample 1 was "low", but 

its actual result was "medium", and the same was true for 

samples 13 and 20. The accuracy of the BPNN model for 

the assessment of stability situation reached 90%, which 

verified the reliability of the BPNN model. In conclusion, 

the BPNN model could make a more accurate assessment 

of the network security situation, which was conducive to 

the next situational prediction. 

Five hundred samples were selected from the situation 

database for the experiment of situation prediction. The 

first five samples were used to predict the fifth sample, and 

so on. Five samples were regarded as one group, and there 

were 100 groups. Seventy groups were randomly selected 

as training samples, and 30 groups were used as test 

samples. The inputs and outputs of the model are shown 

in Table 9. 

 

Figure 1: Results of the situational assessment. 

Sample 

number 

The 

first 

sample 

value 

The 

second 

sample 

value 

The 

third 

sample 

value 

The 

fourth 

sample 

value 

Sample 

Output 

1 0.75 0.26 0.37 0.21 0.26 

2 0.46 0.52 0.34 0.29 0.19 

3 0.78 0.12 0.61 0.35 0.42 

4 0.64 0.25 0.36 0.81 0.28 

5 0.77 0.14 0.62 0.37 0.75 

.... ... ... ... ... ... 

100 0.66 0.25 0.84 0.16 0.82 

Table 9: Inputs and outputs of the model. 

 

Sample 

number 

Model 

evaluation 

results 

Actual results 

1 Low Medium 

2 Medium Medium 

3 Medium Medium 

4 Medium Medium 

5 High High 

6 High High 

7 High High 

8 Medium Medium 

9 Medium Medium 

10 Medium Medium 

11 Low Low 

12 Medium Medium 

13 Low Medium 

14 High High 

15 High High 

16 Medium Medium 

17 Low Low 

18 High High 

19 Low Low 

20 Low Medium 

21 Medium Medium 

22 High High 

23 Low Low 

24 High High 

25 Medium Medium 

26 Medium Medium 

27 Low Low 

28 High High 

29 Medium Medium 

30 Medium Medium 

Table 8: Comparison of stability assessment. 
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The situation was predicted using the trained dual-

feedback Elman model, and the results are shown in 

Figure 2. 

It was seen from Figure 2 that the prediction results of 

the dual-feedback Elman model were closer to the actual 

values, and the predicted situational values matched well 

with the actual situation, indicating that the dual-feedback 

Elman model could make more accurate predictions of the 

situational values and the predicted results had high 

accuracy. Then, the predicted security situational levels 

were compared with the actual situation, and the results 

are shown in Table 10. 

It was seen from Table 10 that four samples were 

predicted wrongly. The prediction result of sample 1 was 

highly dangerous, while it was moderately dangerous in 

fact. The prediction result of sample 14 was moderately 

dangerous, while it was highly dangerous in fact. The 

prediction result of sample 19 was generally dangerous, 

while it was mildly dangerous in fact. The prediction result 

of sample 25 was safe, while it was mildly dangerous in 

fact. In general, the accuracy of the prediction reached 

86.67%, which verified that the dual-feedback Elman 

model was effective for situational prediction and worth 

further promotion and application in practice. 

5 Conclusion 
This study analyzed the prediction of network security 

situational level based on neural networks. The BPNN 

model was used for situational assessment, and the dual-

feedback Elman model was used for situational prediction, 

and the network situational data were collected through 

the actual built network environment for experimental 

analysis. The results demonstrated that the accuracy of the 

BPNN model in predicting situations was 90%, and the 

dual-feedback Elman model had an accuracy of 86.67% in 

predicting the situational level. The two models have high 

stability and can effectively predict the network security 

situational level to achieve network security. 
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