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This article addresses the stabilization of chaotic characteristics in abnormal data by proposing chaotic 

correlation feature extraction of big data clustering based on the Internet of things. The chaotic features 

in big data usually show complex folding and distortion without obvious rules and order and non-

synchronization. In this article, the dimension of extracted correlation is utilized as the chaotic feature 

for the clustering of big data. The one-dimensional time series that can be extended in multi-dimensional 

space is analysed based on phase space reconstruction, to extract the chaotic correlation dimension 

(CCD) features. After the relevant experimental analysis, this paper mainly compares the energy 

consumption and processing time of the two respective algorithms. In the simulation parameter design, 

the time interval of big data packet generation is 0.1s, and the data is generated from the simulation 

time of 300s. The results obtained show that when dealing with the same amount of data, the energy 

consumption of this algorithm is significantly lower than that of the traditional algorithm. When dealing 

with the same amount of data, the time required by this algorithm is significantly lower than that of the 

traditional algorithm. This is because this algorithm is easy to implement and has good clustering 

efficiency for data, so the clustering time is short. With the gradual increase in the amount of data, the 

correlation dimension of this algorithm tends to be stable. While the correlation dimension of the 

traditional algorithm fluctuates greatly, it is revealed that the proposed approach has high data 

clustering efficiency and verifies the effectiveness of this algorithm. 

Povzetek: Za internet stvari je analizirana možnost stabilizacije nenavadnih podatkov znotraj velikih 

podatkov. 

 

 

1 Introduction  
With the rapid expansion of network technology, 

the network crime activities in the big data environment 

are gradually increasing, increasing the amount of 

abnormal data in the environment of huge data [1]. 

Therefore, seeking effective big data mining methods is 

of great consequence to ensure the security of related 

systems in a big data environment [2]. Most of the 

current big data mining methods carry out big data 

mining according to the known abnormal characteristics, 

which reduces the reliability and efficiency of big data 

mining, increases the overhead of processing big data, 

and reduces the overall availability and performance of 

big data. As revealed in Figure 1, the framework of big 

data mining and analysis platform [3]. Therefore, how to 

analyse the failure rate, probability analysis, and 

adjustment scheme of big data in different regions 

without interfering with the performance of huge data 

has an emphasis on the analysis of data mining [4]. In 

large-scale data mining, massive data brings great 

difficulties to the existing abnormal data mining 

efficiency [5]. How to design sub-region mining 

algorithms for massive data has gained attention and 

becomes a research hotspot. Due to the huge amount of 

data, to reduce the pressure of hardware, when the data 

scale exceeds the upper limit, it is necessary to partition 

big data [6]. In the distributed cluster environment 

without fault tolerance, the efficiency of big data 

partitioning is inversely proportional to the hardware 

involved in mining [7]. Therefore, anomaly data mining 

of massive data is a challenging task. The traditional 

partition mining algorithm based on mean clustering is 

affected by data similarity. This kind of partition mining 

algorithm will produce a high communication load in the 

parallel process, which is difficult to achieve a high 

degree of parallelism [8].  

There are certain research gaps in the traditional 

work like the problem of stabilization of chaotic 

characteristics in abnormal data by proposing the chaotic 

correlation feature extraction of huge data clustering 

based on the Internet of things. Also, the chaotic features 

in big data usually show complex folding and distortion 
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without obvious rules and order and non-

synchronization. The chaotic features are very complex, 

which are described by the correlation dimension. 

Thus, this article contributes to the extraction of the 

correlation dimension as the chaotic feature of huge data 

clustering. Based on the reconstruction of phase space, 

the 1D (one dimensional) time series can be extended in 

multi-dimensional space, to extract the chaotic 

correlation dimension features. Cluster analysis of big 

data is carried out according to the extracted chaotic 

correlation dimension (CCD). Relevant experimental 

analysis is carried out in this article and the traditional 

neural network algorithm is compared in terms of the 

energy consumption and processing time of the two 

algorithms. In the simulation parameter design, the time 

interval of big data packet generation is and the data is 

generated at varying simulation times. In the experiment, 

the amount of data varied from 100MB to 1GB. The 

correlation dimension of this algorithm is observed to be 

stable, while the correlation dimension of the traditional 

algorithm fluctuates greatly, verifying the effectiveness 

of the proposed algorithm for high data clustering 

efficiency. 

The structure of this paper is arranged as: the 

literature review is provided in section 2 and the huge 

data clustering process based on chaotic correlation 

dimension (CCD) feature extraction is depicted in section 

3. The experimental outcomes are presented in section 4 

while the conclusion is presented in section 5 of this 

article. 

 

 
Figure 1: Big data mining and analysis platform 

 

2 Related work 
In this section, various state-of-the-art works in the 

field of feature extraction of big data clustering based on 

the Internet of Things are discussed.  

For this research problem, there are many research 

methods related to big data clustering of the Internet of 

things. For example, the cluster analysis method of big 

data of the Internet of things proposed by Liu et al. [9]. 

Boushaki et al. proposed a multi-view fuzzy clustering 

algorithm based on the condensed information bottleneck 

audio event clustering method and representing point 

consistency constraints [10]. Single pass Bayesian fuzzy 

clustering algorithm and dynamic optimization cellular 

genetic fuzzy clustering method proposed by Yang et al. 

[11]. RNA SEQ data clustering method proposed by Park 

and Lee [12]. Grid coupled data stream clustering 

method proposed by Cui [13].  

Roy et al. proposed an uncertain data clustering 

algorithm based on Voronoi diagram in obstacle space  

 

[14]. Fast density clustering algorithm for location big 

data proposed by Li et al. [15]. Mdfuzzyk modes 

clustering algorithm based on classification matrix object 

data proposed by Yan et al. [16]. Fast adaptive clustering 

algorithm based on representative comment scoring 

strategy and geographic spatiotemporal big data 

clustering method proposed by Chen et al. [17]. The 

clustering method of Internet of things data in the cloud 

proposed by song, t, and others has the ability to classify 

the event big data with chaotic correlation characteristics 

into their respective clustering centres, and can obtain 
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satisfactory clustering results. However, from the actual 

clustering effect, the above traditional methods have 

some key problems to be solved, such as large time 

consumption, slow speed, low agility, low data access 

load, slow convergence, large error, low efficiency of 

load balanced collaborative filtering. Research on more 

effective Internet of things big data clustering algorithm 

based on cloud mode event chaotic correlation feature 

extraction is rare [18].  

Based on the current research, this paper presents 

the chaotic correlation feature extraction of huge data 

clustering based on the Internet of things. The chaotic 

features in big data usually show complex folding and 

distortion without obvious rules and order and non-

synchronization. The chaotic features are very complex, 

which are described through the correlation dimension. 

In this article, the dimension of extracted correlation is 

used as the chaotic characteristic of huge data clustering. 

Based on the reconstruction of phase space, time series 

of one-dimensional space can be extended in multi-

dimensional space, so as to extract the chaotic features of 

correlation dimension. Cluster analysis of big data is 

presented according to the extracted chaotic correlation 

dimension. The relevant experimental analysis depicts 

some simulation outcomes which show that the proposed 

method can accurately mine abnormal data for different 

large data sets, and has high feasibility and efficiency. 

 

3 Huge data clustering algorithm 

depending on CCD feature 

extraction  
This section includes the description of clustering 

algorithm based on chaotic correlation dimension along 

with the big data clustering implementation.  

3.1 Feature extraction and analysis of 

CCD 

The chaotic characteristics in big data are usually 

complex folding and distortion without obvious rules and 

order and non-synchronization. The chaotic 

characteristics are very complex and need to be described 

by correlation dimension [19]. 

 

A. Reconstruction of phase space 

The data sequence belongs to nonlinear time series 

to a great extent, and the key of nonlinear time series is 

phase space reconstruction. Phase space reconstruction 

can keep many geometric features in the original system 

unchanged, establish a bridge between the original time 

series and multi-dimensional space analysis, and 

effectively extract the chaotic correlation dimension 

(CCD) features of data in multi bit phase space. The 

phase space reconstruction method is as follows: 

assuming that the time series is {𝑥1, 𝑥2, … , 𝑥𝑁}, the phase 

space reconstruction result can be described as: 
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Wherein, 𝐾 = 𝑁 − (𝑚 − 1)𝜏, 𝜏  is used to describe 

the time delay; M is used to describe the embedding 

dimension. If 𝑚 ≥ 2𝑑 + 1 the geometric structure of the 

dynamic system will be completely opened, and d is used 

to describe the dimension of the chaotic attractor of the 

system. The selection of embedding dimension m and 

time delay is the key to phase space reconstruction. Only 

by selecting reasonable 𝑚 and 𝜏 can we accurately 

reconstruct the phase space reflecting the characteristics 

of the original system. The detailed selection method is 

given below. For the selection of time delay 𝜏. This study 

considers time delay 𝜏 denoted by the abscissa when the 

mutual data of delay time takes the first minimum value 

as the finest time delay for recreating phase space [20]. 

In the interval of data distribution, the probability 

distribution curve of data is established. 𝑝𝑖  is used to 

describe the probability that 𝑥(𝑡) appears in the interval I 

of the data distribution curve; 𝑝𝑖𝑗(𝜏) is used to describe 

the joint probability that 𝑥(𝑡) appears in 𝑖 and delay 

𝑥(𝑡 + 𝜏) after a certain amount of delay 𝜏 appears in 

region 𝑗. Then the delay time mutual information can be 

described as: 
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If 𝐼(𝜏) = 0, 𝑥(𝑡 + 𝜏) cannot be predicted, that is, 

𝑥(𝑡) and 𝑥(𝑡 + 𝜏) are independent of each other, and the 

smaller 𝐼(𝜏) is more independent 𝑥(𝑡) and 𝑥(𝑡 + 𝜏). 

Therefore, when 𝐼(𝜏) reaches the minimum, the time 

delay 𝜏 corresponding to the abscissa can be utilized as 

the finest time delay for recreating the phase space. For 

the selection of embedding dimension 𝑚, this paper uses 

the virtual nearest neighbor algorithm for the estimation 

[21]. According to Takens theorem, the 𝑚 −
𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑎𝑙 vector formed in the 𝑚 − 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑎𝑙 
phase space can be described as: 

 

          1,...,,  mnxnxnxnX  (3) 

Obtaining the minimum embedding dimension of 

phase space reconstruction needs to meet the conditions 

described in equation (4). If yes, 𝑋𝜂(𝑛) is called the false 

nearest neighbor of 𝑋𝑛. 
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Where 𝑅𝑡𝑜𝑙 is used to describe the threshold, usually 

𝑅𝑡𝑜𝑙 takes 15. At this time, the proportion curve of false 

nearest neighbour points is required. If the proportion of 

false nearest neighbour points is less than 5%, it is 

considered that the obtained m is the minimum 

embedding dimension of phase space reconstruction [22]. 

 

B. Feature extraction of chaotic correlation 

dimension 

In this paper, the extracted CCD is utilized as the 

chaotic element of huge data clustering. Based on phase 

space rebuilding, 1-D time series can be stretched out in 

multi-layered space to separate chaotic element aspect 

highlights [23]. As per the procedure analyzed in earlier 

section, the recreated time series can be acquired: 

 

  Tmiiii xxxX  1,...,,   (5) 

In the 𝑚 − 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑎𝑙 phase space recreated by 

the above-mentioned procedure, the focuses whose 

separation from phase point 𝑥𝑗 to 𝑥𝑖 additional 𝑥𝑖 itself 

doesn't surpass r can be portrayed as: 
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Where H (*) is utilized to portray the Heaviside 

work. The idea of connection work is given here. All 

focuses that might be more modest than the given 

distance 𝑟 are comparative with one another The extent 

of the complete point logarithm is known as the 

connection work, and the equation is portrayed as 

follows: 
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In the equation, the numerator is 2 to wipe out 

continued counting. The distance between two-stage 

focuses can be acquired by depicting the distance 

between two-stage focuses with standard, or at least, the 

greatest contrast among two vectors: 
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For a vector whose distance doesn't surpass 𝑟, it 

tends to be called a cooperative vector [24]. Expecting 

that there is n 1𝐷 estimated succession information, the 

quantity of vector focuses in stage space remaking is 

𝑁 = 𝑚 − (𝑚 − 1)𝜏. Compute the extent of the stage 

point logarithm with connection in all conceivable 

𝑁(𝑁 − 1)/2 sets, which is known as the relationship 

aspect. The recipe is depicted as follows: 
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Then the relationship aspect got above is the 

tumultuous trademark amount of large information 

grouping, and the bunching of huge information is 

acknowledged by the connection aspect. 

3.2 Big data clustering implementation 

The cluster analysis is to divide different samples 

into several categories, and make the samples of an 

aggregate class more similar than those of different 

aggregate classes [25]. In this paper, huge data is 

clustered and analysed as per the extracted CCD [26-28]. 

The flowchart of big data clustering implementation in 

this article is depicted in Figure 2 and the detailed 

implementation is provided in this section. 

 

A. Input samples and parameters 

Enter n data samples {𝑥1, 𝑥2, … , 𝑥𝑛}, According to 

the characteristics of chaotic correlation dimension, n 

cluster centers are selected from the above samples and 

described by {𝑍1, 𝑍2, … , 𝑍𝑛}. 

 

B. Divide n samples into the nearest cluster 

according to the following principles 𝜔𝑗 

 

 jj zxzx  min  (10) 

Where ‖𝑥 − 𝑍𝑗‖ is used to describe the distance 

between 𝑥 and 𝑍𝑗. At the same time, it is assumed that 

there are 𝑁𝑖 samples in 𝜔𝑗. 

 

 
Figure 2: Flowchart of huge data clustering 

implementation 

 

C. The cluster centre value is obtained by the 

following formula 
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If the number of iterations is odd, proceed directly 

to step (5); Otherwise, follow next step. 

 

D. Split 

Assuming 𝐿 = max(𝑥 − 𝑍𝑖) , 𝑥 ∈ 𝜔𝑗, 𝑑1 is used to 

describe the splitting distance. If 𝐿 > 𝑑1, 𝜔𝑗 is divided 

into two categories. At this time, the cluster center can be 

described as: 









Lzz

Lzz

ii

ii





2

1
 (12) 

Where 𝜆 is used to describe a constant greater than 

0. If 𝐿 < 𝑑1 and the last merge operation was not 

performed, proceed to step (6). 

 

 

E. Merge 

Assuming 𝑙 = ‖𝑍𝐼 − 𝑍𝐽‖ = ‖𝑍𝑖 − 𝑍𝑗‖, use 𝑑2 to 

describe the merge distance. If 𝑙 < 𝑑2, then, 𝜔𝐼 , 𝜔𝐽 are 

merged into one class, and the merging center can be 

described as: 
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If 𝑙 < 𝑑2, and not classified last time, proceed to 

step (6), otherwise proceed to step (3). 

 

F. End iteration 

In this paper, the data with the same chaotic 

correlation characteristics are divided into one class 

through the above clustering analysis process, so as to 

realize the effective clustering of big data [29-31]. This 

work is also considered for the industrial applications 

and contributing towards social life with the integration 

of the Internet of Things, AI, and robotics [32-35]. 

 

4 Results and Analysis 
This section presents the result analysis obtained for 

from the proposed big data clustering algorithm and 

finally presents its discussion and summary in conclusion 

section. 

In order to validate the efficiency of the huge data 

clustering algorithm based on chaotic correlation feature 

extraction proposed in this paper, relevant experimental 

analysis is needed [36-38]. Taking the traditional neural 

network algorithm as a comparison, the energy 

consumption and processing time of the two algorithms 

are mainly compared [39-42]. In this paper, the algorithm 

is verified by simulation data. All the experimental 

programs are written in C++, which is in Ubuntu 12.04 

operating system. The experimental hardware platform is 

LenovoM4390 (i3-2100 CPU, 4UB memory, 2TB disk), 

processor Intel (R) core (TM) 2duocpu2 94GHz, 

memory: 8.00GB. In the simulation parameter design, 

the time interval of big data packet generation is 0.1s, 

and the data is generated from the simulation time of 

300s. In the experiment, the amount of data is from 

100MB to 1GB, with 100MB as the unit, the data 

increases nonlinearly, discrete scheduling and interval 

boundary approximation are carried out for big data, the 

time interval of big data feature acquisition is 0.1s, and 

the parameter configuration is listed in Table 1. 

 

Parameter Value (Mbps） 

Data quantity 1000 

Number of big data distribution 

Characteristics 
5 

Load per data access system 16 

Data complexity size (GB) 2 

Data execution time delay (MS) 2400 

Maximum queue size 2200 

Table 9: Parameter configuration 

 

The algorithm in this paper and the traditional 

algorithm are used to cluster different amounts of data, 

and the clustering efficiency of the two algorithms is 

counted. The outcomes are listed in Table 2 and 

graphical represented is provided in Figure 3. 

 

Data volume 

Time required for 

the proposed 

algorithm (s) 

Time required for 

traditional 

algorithm (s) 

200 1925 5998 

400 4433 12769 

800 8343 29151 

1024 10151 35832 

Table 10: Comparison results of clustering efficiency of 

two algorithms 
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Figure 3: Graphical comparison of clustering efficiency 

of two algorithms 

 

It can be observed from the analysis of Table 1 and 

Figure 3 that with the gradual increase of the amount of 

data, the time for data clustering of this algorithm and the 

traditional algorithm gradually increases. While this 

improvement occurs, the processing time required by this 

algorithm has been potentially lower than that of the 

traditional algorithm, which shows that this algorithm 

has high data clustering efficiency and verifies the 

effectiveness of this algorithm. 

In order to further validate the effectiveness of this 

algorithm, this paper compares the energy consumed by 

the two algorithms to process the same amount of data. 

The results are shown in Figure 4. 

By analysing Figure 4, it can be seen that when 

processing the same amount of data, the energy 

consumption of this algorithm is significantly lower than 

that of the traditional algorithm. This is because this 

algorithm is easy to implement and has high clustering 

efficiency for data, so it consumes less energy, which 

verifies the effectiveness of this algorithm. 
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Figure 4: Comparison results of energy consumption of 

two algorithms 

 

By analysing Figures 5, 6 and 7, it can be seen that 

when processing the same amount of data, the time 

required by the algorithm in this paper is significantly 

lower than that of the traditional algorithm. This is 

because the algorithm in this paper is easy to implement 

and has good clustering efficiency for data, so the 

clustering time is short, which further verifies the 

effectiveness of the algorithm in this paper. 
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Figure 5: Time consuming of traditional algorithm 
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Figure 8: Comparison results of correlation dimensions 

of two algorithms 

 

It can be seen from the analysis of Figure 8 that with 

the gradual increase of the amount of data, the 

correlation dimension of the algorithm in this paper tends 

to be stable, while the correlation dimension of the 

traditional algorithm fluctuates greatly. This fluctuation 

shows that the algorithm in this paper has high data 

clustering efficiency and verifies the effectiveness of the 

algorithm in this paper [43-44]. 

 

5 Conclusions 
This article presents the CCD feature extraction of 

huge data clustering based on the Internet of things is 

proposed. By reconstructing the phase space, a multi-

dimensional state space vector and chaotic trajectory are 

established. It was revealed that many geometric features 

in the creative scheme remain unchanged, which 

provides an effective basis for analysing the chaotic 

characteristics of the original system. The false adjacent 

neighbour procedure is used to select the finest 

embedding dimension. The extracted CD is used as the 

chaotic feature of huge data clustering, and the big data is 

clustered according to the extracted chaotic correlation 

dimension. Simulation outcomes show that the proposed 

method can accurately mine abnormal data for different 

large data sets, and has high feasibility and efficiency. At 

present, the composition structure, operation mechanism 

and relevant standards of the Internet of things in cloud 

mode have not been completely unified. This can act as 

the future research scope of this article and therefore, the 

research on big data clustering of the Internet of things 

needs to be further discussed in many aspects in the 

future part of this research work. 
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