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The intrusion detection system (IDS) is an essential part of cyber security which captures and investigates 

traffic to distinguish between legitimate and malicious activities and determines the type of attack. The 

selection of the dataset used in training the machine learning-based IDS is crucial in ensuring that IDS 

performs accurately in cyber-attack classification. When utilizing multiple datasets in the training 

process, the metrics will relate numerically between the ML algorithm and a particular dataset. Previous 

research concluded a major decline in metrics when using inter-datasets evaluation. This research 

thoroughly investigates the use of the most modern and comprehensive IDS datasets, CIC-IDS2017 and 

CSE-CIC-IDS2018, to design and evaluate machine learning-based IDS systems using hybrid CNN-LSTM 

architecture. The new approach followed is to generate a new dataset which is the output of mixing both 

datasets. The experimental testing showed superior metrics values yielded when training with the mixture 

dataset against the use of individual datasets, especially when performing the inter-datasets evaluation, 

which overcomes the generalization problem. 

Povzetek: S kombiniranjem učnih množic postopek doseže boljše zaznavanje kibernetskega napada. 

 

1 Introduction  
 

The intrusion detection process refers to the monitoring 

and analysis of a computer system and network's 

activities for signs of prospective incident breaches or 

imminent risks of violations of computer security 

legislation [1]. Software that automates the intrusion 

detection process is known as an intrusion detection 

system (IDS) [2]. Jim Anderson first put forth the 

concept of IDS in 1980. Since then, a wide variety of 

IDS technologies have been created and improved to 

meet the demands of network security [3]. The modern 

IDS logs the transaction and takes appropriate action 

when it detects a potential malicious incident. The 

action could be as simple as continuing to log, alerting 

security administrators, rerouting the attack, or 

stopping harmful activity by itself, all through 

interaction with other security systems [4]. 

There are two types of IDS deployment scenarios; 

network-based IDS and host-based IDS. Network-

based IDS sniffs network packets to discover the 

attack. While host-based IDSs monitor a single server 

or endpoint [5]. Also, there are two IDS detection 

approaches, signature-based, where attack signatures 

are listed in a repository, and IDS compares that to the 

real-time traffic. When signature-based IDS finds  

a match, it will generate an alert to network/system 

administrators. IDS based on signatures is quick and 

precise, but it must be updated periodically; otherwise, 

the intruder could perform a successful attack without 

being stopped or recorded if the IDS signatures are not 

updated in time. The second approach is anomaly-

based or behavioral-based. In this approach, the IDS 

will build a normal network profile in the setup stage, 

and then in the operation stage, it detects unexpected 

traffic or behavior and records it as an intrusion. This 

approach will be able to handle known and new attacks, 

but it suffers from a high false positive rate [6]. Hybrid-

based approach mixes both above approaches, yielding 

a more powerful operation., but it may consume more 

IDS resources [7]. The more recent detection approach 

is to use Machine Learning Algorithms to build the IDS 

model able to learn attacks with high accuracy. In [8], 

An inter-dataset assessment technique is proposed for 

assessing the generalization power of ML models and 

comparing them to the usual intra-dataset evaluation. 

This paper discusses this ML-based IDS lack of 

generalization and contributes to a new overcome for 

this problem. 

2 Literature review 

The protection of businesses from cyberattacks is a 
crucial issue nowadays, and a difficult subject since it 
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impacts them financially and affects their market 
image. New and sophisticated assaults that target 
businesses worldwide emerge every day. For that 
reason, the scientific community has been interested in 
the development and optimization of IDS [9]. A group 
of earlier works on this topic are summarized in this 
section. 
The researchers in [10], developed deep learning 
models for DDoS attack detection and validated them 
using CICIDS2017 datasets. The proposed models are 
compared with other machine learning algorithms. 
They also discussed the problems in deploying deep 
learning solutions for the Internet of Things (IoT) 
security. They found that the hybrid CNN+LSTM 
model performs better than the rest of the deep learning 
models and machine learning algorithms, with an 
accuracy of 97.16%. 

In [11], the CSE-CIC-IDS2018 dataset was used to 

train an IDS using CNN deep-learning methods, which 

included two convolution layers and two max-pooling 

layers. They found a performance rise after the 

researchers compared its performance with the RNN 

model. The authors suggested adjusting the ratio of 

benign and attack data to enhance system performance. 
In order to improve intrusion detection, the DL-IDS 
(deep learning-based intrusion detection system) 
model combined a CNN and LSTM hybrid network 
[12]. The authors employed a category weight 
optimization strategy to increase resilience by 
processing an imbalanced number of samples of 
various attack types in the CICIDS2017 training 
dataset. As a consequence, DL-IDS provided another 
proof that the hybrid CNN-LSTM model yields a 
superior overall accuracy of 98.67% for the multi-
classification test over the individual CNN-only and 
LSTM-only models. 
Another experiment that used a hybrid CNN-LSTM 
deep learning model to classify attack types using the  

NSL-KDD dataset was documented in [13]. In the 
beginning, they experimented using the LSTM-only 
model, and then CNN layers were added to the 
architecture, which increased accuracy in a significant 
manner. 
In [14], a hybrid convolutional recurrent neural 

network (CRNN) named HCRNNIDS is used to create 

a DL-based IDS. In this model, CNN uses convolution 

to collect local features, whereas RNN captures 

temporal features to increase IDS accuracy. After 

training the model using CSE-CIC-DS2018 dataset, the 

resultant accuracy was up to 97.75%. 

As outlined in the Introduction Section above, the 

study in [8] was intended to assess the generalization 

potential of promising IDS ML algorithms. A unique 

inter-dataset evaluation approach was deployed by 

making the model trained using the first dataset and 

then tested using the second. The generalization 

capabilities of four unsupervised machine learning 

algorithms trained on two current datasets are 

investigated in this approach. The findings demonstrate 

that while all models are capable of producing 

excellent classification scores on a single dataset, they 

are unable to do so on a second, unrelated dataset that 

is not employed in the training process. The average 

decrease in AUROC and accuracy scores caused by 

this challenging inter-dataset experimental setup were 

30.45% and 25.63%, respectively. 

Another hybrid CNN with LSTM optimized custom 

model named RC-NN-IDS was introduced in [15]. In 

this model. The meta-heuristic ALO algorithm was 

deployed for training optimization, thus providing less 

error rate and better classification accuracy.  

 

 

 

 

 

Ref. Method 

MLIDS22 Strong Points 

NSL-

KDD 

CIC-

IDS 

2017 

CIC-

IDS 

2018 

Dataset 

Mix 

Balancing 

Datasets 

Hybrid 

CNN+LSTM 

Inter-

datasets 

Evaluation 

[8] 

PCA, Isolation Forest, 

Autoencoder, 

One-Class SVM 
 X X  X  X 

[10] Hybrid CNN+LSTM  X    X  

[11] CNN-Only, RNN-Only   X     

[12] 
Hybrid CNN+LSTM 

CCN-Only, LSTM-Only 
 X   X X  

[13] 
Hybrid CNN+LSTM 

LSTM-Only 
X     X  

[14] 
HCRNNIDS 

Hybrid CNN+RNN 
  X     

[15] 
RC-NN-IDS 

Hybrid CNN+LSTM 
  X  X X  

MLIDS22 
Hybrid 

CNN+LSTM 

 X X X X X X 

 

Table 1: Justification of MLIDS22 Strong Points compared to literature 
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Figure 1: Typical 1D CNN Architecture [18] 

 

 

The training and evaluation setup was using the 

DARPA and CSE-CIC-IDS2018 datasets, resulting in 

an enhanced system accuracy of 94.28%. Error! 

Reference source not found. indicates why this model 

MLIDS22 covers the lack areas that exist in the other 

articles explained in the literature. 

3 Background 

3.1 Deep learning and artificial neural 

networks 

Artificial Neural Network (ANN) was invented from 
the analogy with the structure of human brain cells. The 
term "Deep Learning" (DL) refers to the most recent 
technological advancement and current research focus 
on the Machine Learning domain. DL becomes 
pervasive in our everyday lives, providing answers that 
were the stuff of science fiction just a decade ago. This 
new age was created, with the publication of Hinton 
and Salakhutdinov's [16]. In essence, it demonstrates 
that ANNs with a high number of hidden layers may 
exhibit impressive learning potential. In a conclusion, 
DL hence described this subfield of ML that is capable 
of dealing with enormous datasets including complex 
patterns and objects. 
The most modern type of DL in NN is Convolutional 
Neural Network (CNN) and Recurrent Neural Network 
(RNN). The standard CNNs can only process Two-
Dimensional data, such as photos or movies. The term 
"2D CNN" describes their typical output format. On 
the other hand, One-Dimensional Convolutional 
Neural Networks (1D CNNs) have been created as a 
streamlined alternative to 2D CNNs. Recent researches 
have shown the benefits of using 1D CNNs for 
handling 1D signals over their 2D counterparts in a 
number of scenarios. [17], [18], and [19]. 
1D CNNs have the potential to outperform their 2D 

CNN counterpart in a number of ways.  

1D CNNs have far less demanding processing 

requirements than their 2D counterparts. When it 

comes to the training of small 1D CNNs with few 

hidden layers and neurons, any typical modern 

computer is a practical platform. In comparison, 

specialized hardware is needed for training 2D CNNs 

(e.g. Cloud computing or GPU farms) [19]. Figure 1 

shows a typical 1D CNN Architecture with two kinds 

of layers. The first kind is the so-called "CNN layers," 

which perform 1D convolutions and sub-sampling 

(pooling), and the second type is the Fully-connected 

layers. The following hyper-parameters make up a 1D 

CNN configuration. 

First: The sum of concealed layers/neurons in the 

CNN and fully-connected layers. 

Second: The size of the kernel filters used by each 

CNN layer. 

Third:  The subsampling factor for each CNN layer. 

Fourth: Deciding on a pooling method and activation 
function. 

Another popular model of deep learning is the 

Recurrent Neural Network (RNN). The widely used 

RNN is the Long-Short Term Memory (LSTM). 

Instead of a linear progression like conventional neural 

networks, LSTM contains input connections. Data 

streams in their whole (not just individual data points) 

may be processed by it. Non-segmented handwriting 

recognition, voice recognition, and the detection of 

anomalies in network traffic are all examples of 

applications of LSTM. To summarize, a typical LSTM 

unit comprises a cell, an input door, an output door, and 

a forgetting door. The cell stores values for 

undetermined amounts of time, and the three gates 

control the entry and exit of information. Because there 

may be delays of indeterminate duration in a time 

series between major occurrences, LSTM networks are 

particularly well-suited for categorizing, evaluating, 

and predicting based on time series data [20]. 

3.2 Datasets overview 

The dataset is essential for guiding ML on how to 

detect abnormal threats. The network infrastructure has 
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been effectively modified by the introduction of new 

technologies such as cloud computing, social media, 

and the IoT. New forms of threats will emerge as a 

result of these changes, that impose ongoing 

development in the dataset quality and scope. Below 

paragraphs introduces the datasets used in the research: 

3.2.1 CIC-IDS-2017 dataset 

Communications Security Establishments (CSE) and 

the Canadian Institute for Cybersecurity (CIC) 

invented this dataset in 2017. In order to produce this 

dataset, two networks for attackers and victims were 

established in a setup Lab. A mix of Linux and 

Windows hosts environment were used on both sides. 

In order to record the traffic, the uplink port of the 

router was sniffed to the dataset server. This dataset 

contains both benign and important attacks. The Flow 

Meter output with labelled flows using time stamps and 

other protocol parameters was embedded in the dataset 

[21] [22]. 

3.2.2 CSE-CIC-IDS2018 dataset 

It depicts real-time network traffic derived from 

Amazon's AWS platform by Communications Security 

Corporation (CSE) and the Canadian Cybersecurity 

Institute (CIC). It is one of the most reliable sources of 

data for evaluating intrusion detection systems based 

on network abnormalities. 

The final dataset consists of seven distinct attack 

scenarios: Brute-force, Heartbleed, Botnet, DoS, 

DDoS, Web assaults, and network penetration from 

inside. The attacking infrastructure consists of 50 

computers, whereas the infrastructure of the victim 

firm consists of 420 machines and 30 servers across 

five departments. Each machine's network traffic and 

system logs are included in the dataset, together with 

80 characteristics derived from the collected traffic 

using CICFlowMeter-V3. [web link] and [19]. 

3.2.3 The mixture of the CIC-IDS2017 dataset 

and CSE-CIC-IDS2018 dataset 

The new approach followed in this research is to 

generate a new dataset made by aggregating the above 

datasets and generate this new dataset. In order to be 

able to unite the two datasets, special pre-processing 

procedures must be conducted on each dataset 

individually to generate common features. 

3.3 Metrics 

In multi-classification, to assess the detection 

effectiveness of the model on the unbalanced dataset in 

a more reasonable manner, each index is computed 

using a weighted average technique based on the 

number of samples in each category. Each indicator's 

formula is presented in equations (1) to (7). [21] [23] 

[24]:  

True Positive Rate =
TP

(TP+FN)
         (1) 

False Positive Rate =
FP

(TN+ FP)
  (2) 

True Negative Rate =
TN

(FP+ TN)
  (3) 

False Negative Rate =
FN

(TP+ FN)
 (4) 

Accuracy =  
(TP+TN)

(TP+TN+FP+FN)
   (5) 

Precision =
TP

(FP + TP)
  (6) 

F1 score =
2TP

(2TP+FN+ FP)
  (7) 

The curves for the ROC (Receiver Operating 

Characteristic) and their associated AUC (Areas Under 

the Curve) are used to quantify the output quality of 

machine learning; hence, they measure how well a 

classifier has been trained. Typically, the ROC curve is 

a compromise between the classifier's sensitivity 

(TPR) and specificity (TNR). They provide a decent 

indication of the classifier's performance. For the ROC 

curve, sensitivity increases and specificity decreases as 

the curve moves toward the right. The ROC curve 

along a 45◦ angle is equivalent to a random classifier. 

On the other hand, the closer the AUC is to 1, the 

machine learning system approaches perfect behaviour 

[25]. 

The micro-average measure is a weighted average that 

accounts for each risk class's contribution. It estimates 

one performance statistic as opposed to several 

performance metrics. For the multiclass ML algorithm, 

the micro-average is used to plot a single ROC curve 

and calculate a single AUC value representing the 

performance of the algorithm for all classes. In order to 

tackle the fact that the micro-average tends to bring the 

overall metrics more toward the majority class, the 

class imbalance problem was taken care of in the pre-

processing stage, even before fitting the classification 

models [25]. 

4 Methodology 
 

This section will explain the procedures followed to 

train and evaluate the MLIDS22 employing the inter-

datasets evaluation strategy. It is divided into 

subsections for a further detailed explanation.  

As illustrated in [8], A minimum of two datasets are 

required to apply the inter-dataset evaluation 

technique. In addition to that, the benign traffic should 

be sampled from the same distribution. It is crucial that 

these datasets are related and have the same properties. 
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This presumption enables the evaluation of a model 

trained on a first dataset to be graded with the second 

dataset that is linked to it because the normal and 

malicious behavior that was learnt should theoretically 

still be transferable and relevant during the checking. 

In a perfect model, a well-generalized system would 

successfully categorize the benign and attack samples 

in both datasets. The crucial aspect is that all data pass 

through the same preparation pipeline, maintaining the 

same set of features [8]. 

The datasets that satisfy these requirements are the 

datasets created by Canadian Institute for 

Cybersecurity (CIC), the Intrusion Detection 

Evaluation Dataset (CIC-IDS2017) and the IPS/IDS 

dataset on AWS (CSE-CIC-IDS2018) that are 

explained in the Background Section above. 

4.1 Pre-processing stage 

Before we can pass the datasets to Neural Network 

Training Algorithm, they need to be pre-processed to 

change their format without destructing their intrinsic 

features, maintaining the scientific approach in 

designing the required IDS model. 

In the Pre-processing Stage, the following have been 

done: 

 Network Flow files were aggregated into a 

single file. 

 The empty and duplicated rows were removed 

from the datasets. 

 The columns (features) which represent time and 

flow IDs like ("Flow ID" and "Timestamp") 

have been removed. 

 Some of the characters in the dataset header and 

instances have been changed or removed. 

 Infinity values have been replaced by the 

maximum of the columns' data. 

 The NA and NAN values have been replaced by 

zero in columns of data 

 The ‘Label’ column data have been 

numericalized, as per Table 1. 

 The whole datasets have been normalized using 

pre-processing.MinMaxScaler() function from 

sci-kit learn library [26]. The normalization has 

been applied to features only, but the 'Label' 

column, which has a qualitative description of 

each flow has been left with integer 

representation since this will facilitate more 

clear prediction process for the target classes. 

After the pre-processing stage has finished, the two 

dataset files have been aggregated to 850 MB for CIC-

IDS2017 and 1.5 GB for CSE-CIC-IDS2018. Both 

resultant datasets have the same attributes. This enables 

inter-dataset processing and dataset mixing, as will be 

illustrated in the next stages. 

 

4.2 Sampling stage 
 

Either feature set reduction or sample set reduction can 

be used to reduce the size of a dataset before the dataset 

can be deployed in ML training. In this work, both 

approaches have been followed. Hence, in order to 

reduce the effect of unbalanced data in the datasets, 

they were subjected to sampling which is necessary to 

increase system prediction accuracy as shown in [23, 

24, 25, 26, 27]. Furthermore, when the balanced dataset 

was created via under-sampling/over-sampling, such 

that all classes had the same size. It contributes to 

greater fairness, representation, and imbalance 

reduction. The amount of anomalous samples in the 

dataset for intrusion detection is intrinsically tiny; 

Table 2: The dictionary for numericalizing 

(CIC-IDS2017 and CSE-CIC-IDS2018) datasets 

Label In Cicids 

2017dataset 

Label In Cicids 

2018 Dataset 

G
ro

u
p

in
g
 

N
u

m
e
ri

ca
l 

C
la

ss
 

BENIGN BENIGN  0 

DDOS  

D
o

s 
G

ro
u
p
 

1 

 
DDOS ATTACK-

HOIC 

 
DDOS ATTACK-
LOIC-UDP 

 
DDOS ATTACKS-

LOIC-HTTP 

DOS 

GOLDENEYE 

DOS ATTACKS- 

GOLDENEYE 

DOS HULK 
DOS ATTACKS-

HULK 

DOS SLOWLORIS 
DOS ATTACKS-
SLOWLORIS 

HEARTBLEED  

W
eb

 A
tt

ac
k

 G
ro

u
p

  

2 

DOS 
SLOWHTTPTEST 

 

WEB ATTACK – 

SQL INJECTION 
SQL INJECTION 

WEB ATTACK – 
BRUTE FORCE 

BRUTE FORCE -
WEB 

WEB ATTACK – 

XSS 

BRUTE FORCE -

XSS 

 
DOS ATTACKS-

SLOWHTTPTEST 

F
T

P
 G

ro
u
p
 

3 

FTP-PATATOR 
FTP-

BRUTEFORCE 

SSH-PATATOR 
SSH-

BRUTEFORCE 

 
4 

BOT BOT  5 

INFILTRATION INFILTRATION  6 

PORTSCAN   7 
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hence, under-sampling alone is insufficient. However, 

adopting merely oversampling would add too much 

duplication in data and raise space and time expenses 

[23]. The strategy used in this research is a hybrid 

sampling algorithm combining Adaptive Synthetic 

Sampling (ADASYN) for over-sampling and then 

Random Under Sampling (RUS). 

To reduce the dataset to a realistic size, the Benign 

class was under-sampled to 500,000 samples; then, as 

explained in [23], a threshold 𝑆𝑇𝐻 was calculated based 

on equation (8) to determine which class to over-

sample or under-sample 

 

𝑆𝑇𝐻 = 𝑖𝑛𝑡 (
𝑁

𝐶
) (8) 

 

Where N is the size of the dataset in "number of 
samples" and C is the class's number. If the class size 
was found to be higher than 𝑆𝑇𝐻, it was under-sampled, 
while over-sampling classes which are found to be less 
than threshold  𝑆𝑇𝐻. 

 

4.3 Feature reduction stage 
 

Before these datasets can be passed to the Neural 

Network training algorithm, the number of features of 

the datasets needs to be reduced so the Neural Network 

Algorithm evaluation time will be more realistic. 

Feature reduction has a wide range of advantages, 

including bettering prediction performance by 

overcoming the curse of dimensionality, lowering 

measurement and storage needs, shortening training 

durations, and facilitating data visualization and 

understanding [28]. 

In reality, building Machine Learning models from 

datasets with a high number of features needs more 

computational resources. Feature selection is the 

process of selecting features from the original feature 

set, keeping the interpretation, and ensuring that they 

are appropriate for the analytic objective [29]. 

First of all, the columns (features), which represent 

arbitrary host address information that changes from 

setup to setup like ("Source IP", "Source Port", and 

"Destination IP"), have been removed. The feature 

("Destination Port") was kept since it is highly 

correlated with Traffic Type. The important port 

numbers have been emphasized with higher weights to 

reflect the importance of the corresponding traffic 

types. 

Secondly, and according to [8], there are a number of 

features in both datasets found to be with no variance, 

which in conclusion has no effect on the training 

process, so those features have been eliminated. The 

output of this stage is a vector of 68 attributes that will 

be used in the next stage in constructing the Neural 

Network algorithm model. 

 

4.4 Model construction 
 

In order to achieve the best performance, The 

MLIDS22 model is designed as a mix of CNN and 

LSTM, as can be shown in Table 2, which provides a 

model summary. 

We developed a 1D-CNN model with 12 layers that is 

optimized for NIDS. The network topology is shown in 

Figure 2. 

The first layer is the input layer which receives 

features' values from the dataset. Then, the CNN stage 

consists of four convolutional layers, with a Max-

Pooling layer placed after every pair of convolutional 

layers to enhance accuracy. LSTM layer was deployed 

in order to add RNN functionality to the proposed 

model. Following that, three fully connected layers 

have been deployed to enhance system stability. 

The last layer is the output layer, typically used in the 

context of classifying and forecasting attack classes. It 

includes one neuron for each class, giving the 

probability of that class. Thus their sum should add up 

to 1. The softmax activation function has been used in 

the output layer 

The number of hidden layers, along with neurons in 

each layer, are the main parameters used in ML 

architecture deployment. The model summary as 

implemented by Intel Python v3 is illustrated in Table 

2. Figure 2 shows the MLIDS22 architecture. 

 

4.5 Inter-datasets strategy 

Following the approach used in [8], it is crucial that 

datasets used in the experiment are connected and have 

the same properties. In a perfect model, a well-

generalized system would successfully categorize the 

benign and attack samples in both datasets [8]. 

The new approach used in this experiment is to create 

a mixture dataset made by aggregating the train part of 

the CIC-IDS2017 dataset with the train part of the 

CSE-CIC-IDS2018 dataset and aggregating the test 

pars accordingly, as shown in Figure 2. As a 

consequence of this strategy, MLIDS22 trains three 

machine learning models; each model has been 

constructed from the corresponding train part of that 

dataset.  

 

On the other hand, the new evaluation strategy extends 

the one used in [8] to three inter-datasets evaluations, 

so the test part of the CIC-IDS2017 dataset, for 

example, is used to evaluate the three trained models 

and follow the same procedures with other test parts, 

ending up with nine evaluation metrics groups as 

shown in Figure 3 
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Table 3: The MLIDS22 Model Summary. 

Layer (type)  Output Shape  Param # 

dense (Dense) (None, 68, 8)  16 

conv1d (Conv1D) (None, 68, 8)  200 

conv1d_1 (Conv1D) (None, 66, 16)  400 

max_pooling1d (MaxPooling1D) (None, 33, 16)  0 

conv1d_2 (Conv1D) (None, 31, 16)  784 

conv1d_3 (Conv1D) (None, 29, 32)  1568 

max_pooling1d_1(MaxPooling1D) (None, 14, 32)  0 

lstm (LSTM) (None, 50)  16600 

dense_1 (Dense) (None, 32)  1632 

dense_2 (Dense) (None, 32) 1056 

dense_3 (Dense) (None, 32) 1056 

dense_4 (Dense) (None, 8) 264 

 

Figure 1: The MLIDS22 Model Architecture. 
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4.6 Implementation tools 

Hardware:  

 CPU: Intel Core i7, 1.80GHz, 4 Core(s),  

 Installed Physical Memory (RAM)
 64.0 GB 

 GPU 1: Intel(R) UHD Graphics with 1 GB 
RAM 
 

Software: 

 OS: Microsoft Windows 10 Pro 

 IDE: Microsoft Visual Code  

 Intel® Distribution for Python: For 
multicore acceleration. 

 Python version: 3.9.7 64-bit 

 Python Libraries: Numpy, Scikit-learn, 
TensorFlow, Keras, Pandas, and 
Matplotlib 

 
 

 

 

 
 

5 Results and discussion 
 
As in the previous research [8], discussions are focused 
on intra-dataset results before shifting to the analysis of 
the inter-dataset evaluation procedures. 
To further understand the MLIDS22 model 
performance, two graphs were made during the training 
process: one shows training and validation accuracy, 
and the other one shows training and validation loss 
over all epochs. Figure 4 shows these graphs for the 
CIC-IDS2017 Dataset, CSE-CIC-IDS2018 Dataset, and 
Mixture Dataset. The accuracy graphs show that model 
MLIDS22 converges after a few epochs and fluctuates 
over the saturation level for the rest of the training, 
which indicates an excellent learning rate. This 
behaviour generalizes on the three datasets listed earlier 
with relative differences. The accuracy for DS-17 is 
superior to other datasets. The new achievement in this 
research is the good accuracy obtained for the Mix-DS 
when tested with all three datasets. The loss graphs 
show the same behaviour, except that the convergence, 

 

Figure 2: The MLIDS22 Model Evaluation Strategy 
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in this case, approaches the minimum value. Accuracy, 
F1 score, and its accompanying precision and recall are 
also included for completeness and to facilitate simple 
comparison with relevant work in the literature. Their 
calculation equations have been explained in Metrics 
Section. Table 5 provides a summary of these ratings. 
Both the training and testing datasets are included in the 
dataset column. These datasets will be different for the 
inter-datasets assessment but the same for the intra-
dataset evaluation. The same results have been shown  
graphically in Figure 5. The intra-dataset evaluation 

shows excellent metrics. However, the inter-datasets 

evaluation metrics drop dramatically, which indicates 

the lake of generalization in each model while trained 

using individual datasets. The good news came from 

the mixture dataset, which proved that it could train the 

model to produce excellent metrics when tested with 

all three datasets. This concludes that mixing datasets 

can produce a fair, accurate model in defending against 

cyber security attacks. Similarly, the accuracy 

consistently dropped with a noticeable difference 

between the intra- and inter-dataset evaluation strategy. 

Table 4 provides a comparison between a subset of 

MLIDS22 results and corresponding results in the 

literature articles. When comparing intra-dataset 

results MLIDS22 shows comparable accuracy, while it 

gives lower results than [8] with inter-datasets 

evaluation. 
Further analysis of the model is done with the ROC 
curve. Figure 6 shows the ROC curve for the nine 
scenarios. AUC score is used as the main evaluation 
metric during the analysis. The intra-dataset ROCs and 
AUCs indicate perfect classification. On the other side, 
looking at the model trained on DS-137 and evaluated 
on DS-18 was still able to achieve an AUC of 0.7327, 
while the other inter-datasets with the model trained on 
DS-18 and evaluated on DS-17 achieved the lowest 
AUC of all nine scenarios of 0.6103. On the other hand, 
the model trained with DS-Mix gives the same high 
AUC score as the two intra-datasets evaluation 
scenarios, which again demonstrates a superior 
detection rate even when the model is evaluated with 

 

Figure 3: The Accuracy and Loss function for Three Dataset 
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individual datasets. [8] identifies two underlying factors 
for the drop in categorization performance between the 
CIC-IDS2017 and CSE-CIC-IDS2018 Datasets. First, 
the port scan attack class, which was readily observable 
in the 2017 sample, completely vanished from the 2018 
dataset.  
 

Secondly, the findings reveal that the relatively simple 

detectable infiltration assault becomes more difficult in 

the 2018 dataset, and due to its bigger proportion, it 

also has a greater impact on the final outcome. 

Collectively, they are responsible for the decline in 

AUC. 

Table 5: The MLIDS22 Measured metrics 

Train DS Test DS Recall Precision F1 Accuracy AUC 

17 17 0.9889 0.989 0.9889 0.9889 0.9999 

17 18 0.3583 0.5699 0.3748 0.3583 0.7327 

17 Mix 0.5682 0.8025 0.6024 0.5682 0.8396 

18 17 0.3164 0.2033 0.2338 0.3164 0.6103 

18 18 0.9656 0.9656 0.9654 0.9656 0.9996 

18 Mix 0.7495 0.8041 0.7501 0.7495 0.8832 

Mix 17 0.9893 0.9895 0.9893 0.9893 0.9999 

Mix 18 0.9649 0.9646 0.9647 0.9649 0.9996 

Mix Mix 0.9730 0.9728 0.9729 0.9730 0.9997 

 

 

Table 4: Comparison Of MLIDS22 Accuracy with Literature 

Train 

Dataset 

Test 

Dataset 
[8] [10] [12] [14] [15] MLIDS22 

17 17 0.9426 0.9716 0.9950 - - 0.9889 

17 18 0.6748 - - - - 0.3583 

17 Mix - - - - - 0.5682 

18 17 0.7363 - - - - 0.3164 

18 18 0.8898 - - 0.9775 0.9428 0.9656 

18 Mix - - - - - 0.7495 

Mix 17 - - - - - 0.9893 

Mix 18 - - - - - 0.9649 

Mix Mix - - - - - 0.9730 
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Figure 6:  ROC curve for the nine scenarios 

Figure 5: Performance metrics for the nine scenarios 
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6 Conclusion 
 

One definition of an IDS is a "device or software 

program that monitors system or network operations 

for malicious actions or policy breaches." [25]. 

According to [8], when presented with an unseen but 

related dataset, existing state-of-the-art algorithms for 

unsupervised anomaly-based NIDS lose, in the best 

scenario, around 25% of their classification 

performance. To satisfy the demand of improving the 

generalization performance of the IDS systems, the 

new approach followed in this article is to create a 

mixture dataset and evaluate the model performance 

trained with this new dataset. The hybrid CNN-LSTM 

neural network model (MlIDS22) was created to 

examine this concept. 

The first observation on the model MLIDS22 is that it 

converges after a few epochs, which indicates an 

excellent learning rate. 

The intra-dataset evaluations show excellent metrics, 

but when evaluating the inter-datasets, the performance 

metrics drop dramatically, which indicates the lack of 

generalization in each individual dataset, as confirmed 

in [8]. The new mixture dataset proves that it can train 

the model to produce excellent metrics when tested 

with all three datasets. This  

concludes that mixing datasets can produce a fair, 

accurate model in defending against cyber security 

attacks. 

Further analysis of the model ROC curve and AUC 

score for the nine scenarios show that the intra-datasets 

ROCs and AUCs indicate perfect classification. On the 

other side, the inter-datasets evaluation shows poor 

classification abilities. The model trained with DS-Mix 

gives the same high AUC score as the two intra-

datasets evaluation scenarios,  

which again demonstrates a superior detection rate 

even when the model is evaluated with individual 

datasets. 

Finally, it has been shown that the mix-dataset 

assessment technique presented in this work is an 

excellent option for adaptation in future research to 

emphasize on the generalization power of newly 

created IDS models. 
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