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This article presents a summary of the doctoral dissertation of the author, which addresses the task of
considering autocorrelation in predictive models.

Povzetek: Članek predstavlja povzetek doktorske disertacije avtorice, ki obravnava nalogo upoštevanja
autokorelacije v napovednih modelih.

1 Introduction

Most machine learning, data mining and statistical meth-
ods rely on the assumption that the analyzed data points
are independent and identically distributed (i.i.d.). More
specifically, the individual examples included in the train-
ing data are assumed to be drawn independently from each
other from the same probability distribution. However,
cases where this assumption is violated can be easily found:
For example, species are distributed non-randomly across a
wide range of spatial scales. The i.i.d. assumption is often
violated because of the phenomenon of autocorrelation.

The cross-correlation of an attribute with itself is typi-
cally referred to as autocorrelation: This is the most gen-
eral definition found in the literature. Specifically, in spa-
tial analysis, spatial autocorrelation has been defined as the
correlation among data values, which is strictly due to the
relative location proximity of the objects that the data refer
to. It is justified by Tobler’s first law of geography [1] ac-
cording to which “everything is related to everything else,
but near things are more related than distant things”. In net-
work studies, autocorrelation is defined by the homophily
principle [2] as the tendency of nodes with similar values
to be linked with each other.

2 Methods and evaluation

In this thesis, we first give a general definition of the
autocorrelation phenomenon, which includes spatial and
network autocorrelation for continuous and discrete re-
sponses. We then present a broad overview of the existing
autocorrelation measures for the different types of autocor-
relation and data analysis methods that consider them. Fo-
cusing on spatial and network autocorrelation, we propose
three algorithms that handle non-stationary autocorrelation
within the tasks of classification, regression and structured
output prediction. The algorithms are based on the con-

cept of predictive clustering trees (PCTs) [3], according to
which hierarchies of clusters of similar data are identified
and a predictive model is associated to each cluster.

The first algorithm, SCLUS (Spatial Predictive Clus-
tering System) [4] , explicitly considers spatial autocor-
relation when learning predictive clustering models. The
method is able to learn predictive models for both a con-
tinuous response (regression task) and a discrete response
(classification task). It can deal with autocorrelation in the
data and provide a multi-level insight into the spatial au-
tocorrelation phenomenon. The predictive models adapt to
the local properties of the data, providing at the same time
spatially smoothed predictions. We evaluate SCLUS on
several real world problems of spatial regression and spatial
classification and show that it performs better than CLUS,
which completely ignores the spatial context and CLUS*,
which takes the spatial coordinates of the data points into
account, but not their autocorrelation.

The second algorithm, NCLUS (Network Predictive
Clustering System) [5] , explicitly considers autocorrela-
tion when building single and multi-target predictive mod-
els from network data. We evaluate our approach on several
real world problems of network regression, coming from
the areas of social and spatial networks. Empirical results
show that our algorithm performs better than a variety of
other mainstream existing regression approaches (SVR, k-
NN and M5’).

The third algorithm, NHMC (Network Hierarchical
Multi-label Classification) [6] , has been motivated by
recent algorithms for gene function prediction where in-
stances may belong to multiple classes and the classes are
organized into a hierarchy. Thus, NHMC builds hierarchial
multi-label classification models, but besides relationships
among classes, it also considers the relationships among
examples. Although such relationships have been identi-
fied and extensively studied in the literature, in particular
as defined by protein-to-protein interaction (PPI) networks,
they have not received much attention in hierarchical and
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multi-class gene function prediction. The results of the
evaluation show that our method, which uses the hierarchi-
cal structure of classes gene/protein properties and network
information, yields better performance than the methods,
using each of these sources separately.

3 Conclusion
The research presented in this thesis extends the PCT
framework towards learning in the presence of autocor-
relation. We consider four different types of autocorrela-
tion (spatial, temporal, spatio-temporal and network (rela-
tional)) in the development of the proposed algorithms we
focus on spatial and network autocorrelation. We address
the problem of learning predictive models in the case when
the examples in the data are not i.i.d, such as the definition
of autocorrelation measures for a variety of learning tasks,
the definition of autocorrelation-based heuristics, the devel-
opment of algorithms that use such heuristics for learning
predictive models, as well as their experimental evaluation
on real-world data.

The major contributions of this dissertation are three
extensions (SCLUS, NCLUS and NHMC) of the predic-
tive clustering approach for handling non-stationary (spa-
tial and network) autocorrelation for different predictive
modeling tasks. The algorithms are heuristic: we define
new heuristic functions that take into account both the vari-
ance of the target variables and its spatial/network autocor-
relation. Different combinations of these two components
enable us to investigate their influence in the heuristic func-
tion and on the final predictions. We have performed exten-
sive empirical evaluation of the newly developed methods
on single target classification and regression problems, on
multi-target classification and regression problems as well
as tasks of hierarchial multi-label classification.

Our approaches compare very well to mainstream meth-
ods that do not consider autocorrelation, as well as to well-
known methods that consider autocorrelation. Further-
more, our approaches can more successfully remove the au-
tocorrelation of the errors of the obtained models. Finally,
the obtained predictions are more coherent in space (or in
the network context). We also apply the proposed pre-
dictive models to real-word problems, such as the predic-
tion of outcrossing rates from genetically modified crops to
conventional crops in ecology, prediction of the number of
views of online lectures, and protein function prediction in
functional genomics.
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