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Due to the robust growth in the amount of data and Internet users, there has been a significant rise in
information overload, hindering timely access to user demand. While information retrieval systems, such
as Google, Bing, and Altavista have partially addressed this challenge, prioritization and personalization
of information have yet to be fully implemented. Therefore, recommendation systems are developed to
resolve the issue by filtering and segmenting important information from an enormous volume of data
based on different criteria such as preferences, interests, and user behaviors. By collecting data on users’
interests and purchased products, the system can predict whether a particular user would enjoy an item,
thus delivering an appropriate suggestion strategy. However, the increased number of Internet users and
items has resulted in sparseness in increasingly vast datasets, reducing the performance of recommendation
algorithms. Therefore, this study developed a model integrating Convolutional Neural Network (CNN) and
Matrix Factorization (MF) to add extra product and user information, extract contexts, and add bias to the
observed ratings in the training process, attempting to enhance the recommendation accuracy and context
understanding. This approach can take advantage of CNN to efficiently capture an image’s or document’s
local features, with the combination of MF to create relationships between 2 main entities, users and items.
The proposed model obtained the highest RMSE of 0.93 when predicting favorable movies for 4,000 users,
with an ability to learn complex contextual features and suggest more relevant content. The results are
promising and can act as a reference for developing context understanding in recommendation systems, and
future work may focus on optimizing the performance and developing more text-processing techniques.

Povzetek: Razvit je nov model globokega učenja, ki združuje konvolucijske nevronske mreže (CNN) in
matrično faktorizacijo (MF) za izboljšanje natančnosti in razumevanja konteksta v priporočilnih sistemih.

1 Introduction

Recommendation systems (also known as recommender
systems [1]) are algorithms designed to deliver sugges-
tions for the most pertinent items to a certain user by fil-
tering out information from a pool of data using various
factors [2]. Normally, the recommendations pertain to dif-
ferent decision-making processes, including what movies
to watch, books to read, products to buy, music to listen
to, online news to read, or other products based on the de-
sired industry [3]. Recommendation systems are substan-
tially beneficial when a person has to pick an item from an
overwhelming number of options provided by a service [4].
Netflix [5, 6] and Amazon [7], for example, employ rec-
ommendation systems to assist their consumers in choosing
a suitable product or movie. The recommendation system
handles a huge amount of data by filtering the most signifi-
cant information from data given by a user and other criteria

that correlate to their interests and preferences [3]. It deter-
mines the match between the user and the item, then infers
the similarities among them for suggestions [4].
Recommendation systems have been proven to provide

decent benefits to both users and supplied services. They
were characterized from the standpoint of E-commerce as a
tool that assists users in searching through a source of data
associated with users’ preferences [8]. Especially, under
a complex and large accumulation of information, recom-
mendation systems might showcase their advantage to en-
hance the quality of decision-making strategies [9]. This
utility may result in decreasing transaction costs associated
with locating and selecting products in the E-commerce
sector [10]. Even in several companies, an efficient recom-
mendation system can generate colossal revenue, and serve
as a means to differ considerably from their rivals [11].
It is prevailing to apply recommendation systems when

having insufficient personal knowledge or expertise with
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the alternatives since the systems may support and enrich
the social process of making decisions based on the [9]. For
instance, recommender systems are utilized in scientific li-
braries to assist users by enabling them to go beyond catalog
searches [3]. Therefore, these types of systems can address
the information overloading issue, which is commonly en-
countered in recent years [12], by operating accurate and
efficient recommendation algorithms to deliver individual-
ized, distinctive service and content suggestions [13].
There are several recent techniques have been developed

for constructing recommendation systems, including col-
laborative filtering, content-based filtering, and hybrid fil-
tering [14]. The most developed and widely used technique
is collaborative filtering, which finds users who own sim-
ilar preferences and utilizes their views to suggest to an-
other user [15]. Contrarily, the content-based approach
links user attributes to content resources. It hence often
disregards inputs from other users and delivers recommen-
dations solely based on the information provided by the
user [16]. Notwithstanding, hybrid filtering can improve
the effectiveness and accuracy of recommendation systems,
by combining two or more filtering approaches in various
methods. It balances out the corresponding deficiencies of
different filtering techniques while using their respective
strengths. The methods can be weighted, switching, cas-
cade, mixed, feature-combination, feature-augmented, or
meta-level hybrid depending on the operations of the com-
bined techniques [17].
However, the aforementioned filtering techniques retain

a few drawbacks, notwithstanding their success. Overspe-
cialization, limited content analysis, and data scarcity are a
few issues with content-based filtering algorithms. In ad-
dition, cold-start, scalability, and sparsity issues remain to
exist in collaborative techniques, reducing the effectiveness
of recommendations [18]. It can be seen that the common
problem with such filtering techniques is data sparsity. It is
because of the explosive growth in the number of users and
items in the fast-growing service market, which increased
the sparseness of product review data from users [19]. This
sparseness diminishes the prediction accuracy of traditional
filtering techniques [20].
In order to address the above data sparseness limitation,

in this paper, different factors have been added to the rec-
ommendation system such as user information, user in-
teractions, and product description documents instead of
only using review data, attempting to enhance the accu-
racy of the system. Moreover, traditional information re-
trieval methods mostly use the bag-of-words model, which
ignores the context information of the text document [21].
To address this, the study proposed a model to apply a Con-
volutional Neural Network (CNN) in the recommendation
system to better understand the text document. Owing to
the fact that CNN can efficiently capture local features of
documents or images through local receptive fields, shared
weights, and pooling [22]. However, since CNN is primar-
ily used in classification problems, this study proposed an
approach to integrate it into Matrix Factorization (MF) to

define relationships between users and items. The com-
bination makes it possible to take full advantage of both
CNN and MF [23]. Inspired by the work of Donghyun and
colleagues [24], this study aims to enhance the model by
adding bias for the training more objectively; and supple-
menting extra information from description documents of
both users and items. The research outcomes are promis-
ing and can be used as a reference for further developing
context understanding in recommendation systems.

2 Literature review

2.1 The development of recommendation
systems

Recommendation systems have gained considerable inter-
est since their initial introduction and have been widely uti-
lized in various sectors, including e-commerce [8], e-library
[31], e-tourism [32], education [33], news [34], information
retrieval, and digital content services [35]. Table 1 indi-
cates the eminent applications of recommendation systems
in different domains.

Item Type Recommendation Systems
E-commerce
Products

Amazon [7], eBay [36], Shopify,
Flipkart [37]

Videos Netflix [5], YouTube [38], Dai-
lymotion, Hulu [39], MovieLens,
Nanocrowd, Jinni [40]

Online News Google News, Yahoo! News, BBC,
NewYork Times [41], Findory [42],
Digg, Zite [43]

Music Spotify, AppleMusic, AmazonMu-
sic, Soundcloud, Pandora, Mufin
[44]

Social Network-
ing Contents

Facebook, TikTok, Twitter,
LinkedIn, Instagram [45]

Table 1: Current eminent recommendation systems in dif-
ferent domains

Leading e-commerce company Amazon applies a collab-
orative filtering technique to address scalability challenges
by offline generating a table of related items using an item-
to-item matrix [7]. To enhance suggestion quality, it em-
ploys topic diversity algorithms. Following that, the algo-
rithm suggests items that are comparable online based on
the customers’ past purchases [46]. Thanks to this, items
that are not among the shop’s 100,000 best-selling items
have helped Amazon gain 20% to 40% of sales [47].
Netflix Recommendation Engine uses algorithms that fil-

ter its contents using each user’s unique profile. The sys-
tem uses 1,300 clusters based on user choices to filter over
3,000 titles at once [48]. Cinematch, a proprietary recom-
mendation system used by Netflix, has a root mean squared
error (RMSE) of 0.9525. In 2009, Netflix held a compe-
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tition called ’Netflix Prize’, attempting to produce a rec-
ommender system that outperformed its algorithm, with a
million-dollar prize for the winner [6]. For that reason, 60%
of Netflix’s DVDs are rented thanks to recommendation al-
gorithms, and 47% of North Americans prefer Netflix with
a retention rate of 93%. [49]
TikTok, one of the most popular and rapidly expanding

social media networks in the world, has its secret strength
as a unique recommendation system for discovering and
distributing content [50]. TikTok blends videos from new-
bies and celebrities in the ‘For You’ feed, rewards high-
quality creative content based on page views, and encour-
ages emerging users to share videos with other viewers.
Therefore, every user has the opportunity to become fa-
mous on the platform, regardless of their fanbase or level
of popularity. High-quality creative work may be easily
shared thanks to TikTok’s recommendation system, which
regularly suggests videos to individuals with similar inter-
ests [51].
It can be seen that recommendation systems have been

applied in numerous domains and have helped businesses
not only generate colossal revenue but also serve as a means
to differ considerably from their competitors.

2.2 Related works
For a system to deliver its customers reliable and helpful
recommendations, the usage of accurate and efficient rec-
ommendation algorithms is essential. Therefore, it is criti-
cal to clarify the advantages and limitations of various rec-
ommendation approaches. There are several recent tech-
niques for constructing recommendation systems, which
are content-based filtering, collaborative filtering, and hy-
brid filtering, as depicted in Figure 2.1 [14].

Figure 2.1: Different recommendation filtering techniques.

First of all, collaborative filtering is a technique to find
users who own similar preferences and utilize their views
to suggest to another user. It has become the most de-
veloped and widely used filtering technique in recommen-
dation systems [15]. Collaborative filtering is prominent

when the content cannot be accurately and simply repre-
sented by metadata, like music and movies [25]. This tech-
nique aims to build a database of user preferences for things
called a user-itemmatrix. By comparing the commonalities
between users’ profiles, it connects people with shared in-
terests and preferences in a so-called neighborhood to pro-
vide suggestions. The user then receives suggestions for
unseen items that received favorable reviews from others
in the neighborhood [26]. The suggestions can be in the
form of recommendations or predictions. A recommenda-
tion is a list of the top items that the user would enjoy the
best, whereas a prediction is an estimated favorable score
of an item for the target user [27].
In contrast, content-based filtering links user character-

istics to the attributes of items. It hence often disregards in-
puts from other users and delivers recommendations solely
based on the information provided by the user [16]. This
filtering technique is significant when the suggested docu-
ments can be metadata-represented, which could be books,
news, andweb pages. Content-based filtering extracts char-
acteristics from the content of items previously rated by
different users and then merges them into a training set.
From there, the system recommends items that are greatly
related to a user’s favorability to them. The technique can
deliver recommendations even when a user never offered
ratings before [28]. As a result, users may receive sugges-
tions without disclosing their profiles, ensuring their pri-
vacy. Furthermore, content-based filtering could handle
circumstances in which different users might not have iden-
tical items, but only similar items that shared common char-
acteristics [29].
Nevertheless, by integrating two or more filtering algo-

rithms diversely, hybrid filtering can increase the efficacy
and accuracy of recommendation systems. It compensates
for the inadequacies of various filtering systems while max-
imizing their unique strengths [17]. Depending on the op-
erations of the combined approaches, the methods can be
weighted, switching, cascade, mixed, feature-combination,
feature-augmented, or meta-level hybrid. Collaborative fil-
tering and content-based filtering approaches can be used
differently before being combined. Thereafter a unified
model was formed that encompasses both content-based
and collaborative filtering capabilities. Consequently, the
data sparsity and cold-start issues could be solved by merg-
ing item ratings, characteristics, and demographic informa-
tion [30].
Despite the success of the aforementioned filtering tech-

niques, they come with certain drawbacks. Issues like over-
specialization, limited content analysis, and data scarcity
pose challenges for content-based filtering algorithms. Col-
laborative techniques also grapple with problems such as
cold-start, scalability, and sparsity, ultimately hampering
the effectiveness of recommendations [18]. A common un-
derlying problem in these filtering techniques is data spar-
sity, which stems from the rapid expansion of users and
items in the dynamic service market. This proliferation has
increased the sparseness of product review data from users,
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leading to a decline in the prediction accuracy of traditional
filtering methods [19, 20].

3 Methodology
To overcome the above limitation of data sparseness, this
study aims to develop a model integrating Convolutional
Neural Network (CNN) and Matrix Factorization (MF) to
add extra product and user information and extract contexts
before training, attempting to enhance the recommendation
accuracy. In this section, the architecture of CNN and MF
is briefly presented.

3.1 Convolutional neural network
Convolutional Neural Network (CNN/ ConvNet - proposed
by Fukushima Kunihiko) is a variant of a feedforward neu-
ral network. Convolutional Neural Networks represent sig-
nificant progress and influence in the development of Deep
Learning [52]. Many CNN variations, including VGGNet,
MobileNet, Inceptions, ResNet, RegNet, DenseNet, and
EfficientNet have been developed robustly. These variants
emphasize different facets of accuracy, efficiency, and scal-
ability. The field of computer vision is mostly dominated
by ConvNets models [53].
The organization of the visual cortex and the human

brain’s neural network both had an influence on CNN’s
architecture [54]. Individual neurons can only respond to
stimuli in the restricted visual field region known as the
Receptive Field. A succession of similar fields that over-
lap encompasses the entire visual field [55]. There are four
main types of layers for a convolutional neural network: the
convolutional layer (to extract local features), the pooling
layer (representing data of the previous layer in a more con-
cise form, i.e., select only the typical features with the high-
est scores through activation functions), the ReLU correc-
tion layer and the fully-connected layer [56], as indicated
in Figure 3.1.

Figure 3.1: The Architecture of CNN. [57]

As shown in Figure 3.1, a CNN normally consists of two
main components:

1. Hidden layers or feature extraction layers: in this com-
ponent, the network will perform a series of convolu-
tion and pooling computations to detect features. For

example, if an image of a zebra is inputted, in this com-
ponent, the networkwill recognize its stripes, two ears,
and four legs.

2. Classification: in this component, a class with full
associations will act as a classifier of previously ex-
tracted features.

The CNN model in natural language processing often
considers the local context aspect of the corpus [58]. These
contexts are extracted through filters or the kernel and ag-
gregated at the pooling layer [59]. However, since the CNN
model is often used for classification problems, it is chal-
lenging to apply CNN directly to the recommendation sys-
tem.

3.2 Matrix factorization
Matrix Factorization (MF) is a commonly used collabora-
tive filtering method in recommendation systems proposed
by Simon Funk [60]. Matrix Factorization decomposes the
performance evaluation matrix into a product of two ma-
trices U and V . While U represents the correlation be-
tween users, V represents the relationship between items,
described in Figure 3.2.

Figure 3.2: The concept of matrix factorization.

As shown in Figure 3.2, the Matrix Factorization tech-
nique involves decomposing a large matrix R into two
smaller matricesU and V , such that the reconstruction ofR
from these smaller matrices is as accurate as possible, i.e.,
R ≈ U × V T .
In which:

– U is a matrix of sizem×k, where each row represents
k latent factors describing userm.

– V is amatrix of sizen×k, with each row being a vector
comprising k latent factors describing item i (typically
k << m and k << n).

– V T denotes the transpose matrix of V .

The key challenge in the MF technique lies in determin-
ing the values of the two parameters (matrices) U and V .
These parameters are identified by optimizing an objective
function. In the context of rating prediction, the objective
function, denoted as L, is expounded upon in the subse-
quent section.
The concept of latent features that reflect the relationship

between objects and users is fundamental in Matrix Factor-
ization for Recommendation Systems. For example, in a



A Deep Learning Model for Context Understanding in … Informatica 48 (2024) 31–44 35

movie recommendation system, the latent features can be
criminal, political, action, comedy, etc.; may also be a com-
bination of these features or anything that may not need to
be named [61]. Each item can bring some latent features to
some extent corresponding to the coefficients in its vector
v. The higher the coefficient, the higher the possibility of
having that feature. Similarly, each user will also tend to
prefer certain latent features described by the coefficients
in its vector u. The higher the coefficient, the more likely
users prefer the movies with that latent feature. The value
of the expression uv will be high if the corresponding com-
ponents of v and u are both high. This means that the item
has latent features that the user likes, thus the system rec-
ommends this item to that user.
Assume that there are m users and n items, with a user-

item rating matrix R, in which R ∈ Rm×n. In Matrix Fac-
torization, latent models of user i and item j can be repre-
sented as k-dimensional models, ui ∈ Rk and vj ∈ Rk. The
observed rating rij of user i on item j is calculated by the
inner product of respective latent models of user i and item
j. A common approach to training latent models is mini-
mizing a loss function L, which comprises sum-of-squared-
error terms among the observed ratings and the predicted
ratings. Therefore, the loss function in this situation can be
expressed as:

L =

m∑
i

n∑
j

Iij(rij − uT
i vj)

2
+

+ λu

m∑
i

||ui||2 + λv

n∑
j

||vj ||2 (1)

in which:

– Iij is an indicator function that becomes 1 if user i
rated item j and equals 0 if not.

– λ denotes the regularization term. When λ is ex-
cessively large, the model tends to underfit the data;
conversely, if λ is overly small, the model may be-
come overly complex, leading to overfitting. The fine-
tuning of the λ value is a crucial aspect in optimizing
the performance of the MF model.

– λu is the regularization parameter associated with user
vectors ui. Regularization serves as a technique to
prevent overfitting in machine learning models. It is
applied in the loss function by penalizing the squared
Euclidean norm (L2 norm) of user vectors. This reg-
ularization constrains user vectors from becoming ex-
cessively large during the training process, mitigating
the risk of overfitting to the training data and poten-
tially enhancing the model’s generalization ability to
unseen data.

– Similarly, λv represents the regularization parameter
for item vectors ui. This regularization parameter is
essential for preventing overfitting in the context of
item vectors, analogous to its role in the regularization
of user vectors (λu).

4 Proposed model

4.1 General architecture

Figure 4.1: General Architecture.

As depicted in Figure 4.1, MF (Matrix Factorization, in
the green box) is the decomposition of the observed rating
matrix R of user-item into twomatrices with lower weights.
Matrix U represents the relationship between users, while
matrix V represents the correlation between the items. The
model aims to add product features to the recommendation
system. CNN in natural language processing often consid-
ers the local context aspect of the text. Therefore, CNN
is used to extract features with local contexts of the user
and item description sets and then add the information to
matrix U (matrix containing vectors describing characteris-
tics of the user, such as age, gender, and occupation) and V
(matrix containing vectors describing features of the item)
respectively. This technique can complement and clarify
the properties of the vectors in matrix U and V.
In Figure 4.1, Xu and Xv act as the set of documents

describing the user and item respectively, andWu and Wv

are the weights of the CNN model for the user and item
correspondingly. The outputs of the CNN are latent feature
vectors of those input documents. The difference between
those latent feature vectors with matrix U and V is the inte-
gration betweenCNN andMF in fully analyzing descriptive
documents and evaluation data.
This research employs a Convolutional Neural Network

(CNN) to extract local features from embedding vectors,
consisting of the following layers:

– Input layer: receives embedding vectors describing
product narratives with a length of 100 tokens.

– The token and position embedding layer comprises
two main components:

– Token embedding: transforms each word in the
product narrative into a dense vector representa-
tion. This representation captures the semantic
meaning of the word as well as its relationships
with other words in the vocabulary.



36 Informatica 48 (2024) 31–44 N. V. Hieu et al.

– Position embedding: encodes the position of
each word in the product narrative into a vec-
tor representation. This representation helps the
model understand the context of each word and
its relationships with other words in the product
narrative.

– The output of the embedding layer, comprising token
and position information, is a sequence of embedding
vectors, where each embedding vector represents a to-
ken (word) in the product narrative and incorporates
its position in the product narrative.

– Subsequently, the embedding vectors are fed into a
CNN layer, consisting of fundamental layers such
as Convolutional, pooling, and incorporating dropout
techniques to extract more complex features from the
text. The CNN layer learns to identify patterns and
relationships among the embedding vectors, which
are then utilized to predict user rankings for different
products.

Details of the CNNmodel architecture are illustrated in Fig-
ure 4.2.

Figure 4.2: The Used CNN Architecture.

The rationale behind the utilization of this CNN structure
is predicated upon the model’s input being comprised of

embedded vectors used to depict products, typically of rel-
atively modest dimensionality (dim = 100). Consequently,
a CNN architecture with fundamental layers, as expounded
above, is employed in this study to extract local features
from the embedded vector.

4.2 Adding bias
Asmentioned in Section 3.2, the observed rating rij of user
i on item j is calculated by the inner-product of respective
latent models of user i and item j, which can be indicated
as:

rij ≈ r̂ij = uT
i vj (2)

However, to avoid overfitting issues, this study adds bias
to the observed rating:

r̂ij = uT
i vj + di + bj (3)

in which:

– di is a coefficient representing the pleasantness of user
i. The higher the coefficient, the better the user i tends
to rate the products.

– bj is a coefficient illustrating product quality, the
higher the coefficient. The more users tend to rate that
product better.

4.3 Loss function
From there, the loss function now can be depicted as:

L(U, V,W ) =

m∑
i

n∑
j

Iij
2
(rij − r̂ij )

2

+
λU

2

m∑
j

||vj − cnn(Wv,Xvj)||2

+
λWu

2

|wuk |∑
k

||wuk
||2

+
λWv

2

|wvn |∑
n

||wvn ||2 (4)

The loss function is minimal when the derivative of the
above equation is 0. The loss function uses coordinate de-
scent to find the function that updates u and v. This op-
timizes having to iterate over and over one variable while
correcting the others.
Assuming Wu, Wj , and V (or U) are constants, the

above equation becomes a quadratic function with respect
to U (or V). Therefore:

ui ← (V IiV T + λuIk)
−1

(V Ri + λunn(Wu,Xui))

di ← (rij − uT
i vj − bj)

vj ← (UIjU
T + λV Ik)

−1
(URj + λvcnn(Wv,Xvj))

bj ← (rij − uT
i vj − dj)

(5)
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Wu andWj will be updated through the backpropagation
of the CNN.

5 Experiment and results

5.1 Dataset
This research utilizesMovielens 1M [62], a user’smovie re-
view dataset, which contains 6000 users and 4000 movies.
It was released in 2003 with a rating rate of 4.6%. This
dataset includes:

– Movie information: id, movie name, genre, release
year;

– User information: gender, age, occupation;

– List of user reviews corresponding to movies ( 1 mil-
lion samples).

The training was conducted on Google Colab with the
configuration specified in Table 2.

Type Specifications
CPU Intel(R) Xeon(R) CPU

@ 2.20GHz
Number of CPUs 2
RAM 12.0 GB
Memory 108.0 GB [44]
GPU Nvidia Tesla K80

Table 2: Device Specification.

5.2 Dataset pre-processing
The input of the model is the item description document set.
Particularly in this experiment, it contains 4000 movie de-
scription texts corresponding to 4000 movies in the dataset.
A sample data used in the dataset is presented in Figure 5.1.
The user quantity within the dataset was partitioned for

experimental purposes, comprising subsets of 1000 users,
2000 users, and so forth. This approach facilitated the eval-
uation of the model across varying dataset scales, allowing
an examination of potential impacts. Statistics of the num-
ber of users, items, and ratings are presented in Table 3 for
reference and analysis.
From the description text of the movies, latent features

were extracted to add to the training model. The input text
set of movie descriptions has been through different prepro-
cessing steps, as shown in Figure 5.2, starting with clean-
ing to remove the noise in the text like HTML tags. The
next step is word splitting, meaning splitting the sentences
into single words. Those words were then normalized to the
same font and type. And finally, stopwords will be elimi-
nated, which are words that appear frequently but contain
trivial meanings, such as ‘is’, ‘that’, or ‘this’ in English. A
sample of a movie description after the pre-processing pro-
cess is presented in Figure 5.3.

Figure 5.1: Sample data used in the dataset.

Number of
Users

Number of
Items

Number of
Ratings

1000 3280 154212
2001 3452 337262
3001 3477 484775
4001 3505 660411
5001 3532 826438

Table 3: Statistics of the number of users, items, and rat-
ings.

5.3 Training
The dataset was divided into 3 subsets, which are training,
validation, and testing sets. Corresponding to each user, the
number of user reviews will be divided by the ratio of 80%
for the training set, 10% for the test set, and 10% for the
validation set.

λU λV Dimension Train.
Loss

Val.
Loss

Test.
Loss

10 40 500 0.76 0.88 0.88
10 60 500 0.77 0.88 0.88
10 50 50 0.78 0.89 0.88
10 10 50 0.7 0.90 0.90
100 10 100 0.87 0.90 0.90
50 100 100 0.88 0.91 0.91

Table 4: Loss results in different hyperparameters.

From Table 4, it can be seen that the ratio between λU
and λV significantly affects the results. If λU is much
larger than λV , meaning a higher priority is given to learn-
ing the parameters of U, a good result could not be attained.
While the goal of the problem is to use data from the item, it
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Figure 5.2: Text Pre-processing Process.

is better to give preference to λV , making it slightly higher
than λU , to obtain a better result.

5.4 Evaluation
To evaluate the model’s general performance, this study
uses Root-mean-square error (RMSE) and mean-square er-
ror (MSE), which represent the dispersion of the predicted
data relative to the actual data.

RMSE =

√∑m
i (r̂i − ri)2)

m
(6)

MSE =
1

m

m∑
i

(r̂i − ri)
2 (7)

The RMSE function evaluates the results after each it-
eration for all 3 training, validation, and testing sets. The
model training process was repeated for about 100-200 it-
erations until the loss function gave the smallest value on
the validating and testing sets. RMSE results of the model
on the training, validating, and testing sets are illustrated in
Figure 5.4.
As can be seen from Figure 5.4, in the 8th iteration, the

results began to deteriorate, and the validation RMSE in-
creased while the training RMSE continued to be overfit-
ting. Therefore, the result was obtained in the 8th iteration.
The evaluation of results for the entire data is shown in Ta-
ble 5.
Table 5 evaluates the proposed model using two metrics:

Root Mean Square Error (RMSE) and Mean Squared Er-
ror (MSE). These metrics gauge the disparity between pre-
dicted rankings and actual rankings. Based on the tabulated
data, it is evident that the proposed model demonstrates
strong performance on the test set, yielding an RMSE of

Figure 5.3: Sample Movie Description Text After Pre-
processing Process.

Figure 5.4: Plotting RMSE results.

0.89 and MSE of 0.78. This signifies the model’s ability to
accurately predict user rankings for diverse products.
The RMSE and MSE values across all three sets—

training, validation, and testing—indicate that the model
exhibits robust predictive capabilities on the test dataset.
Both RMSE and MSE values remain stable, with minimal
deviation observed between the validation and test datasets.
This suggests that the model does not encounter issues re-
lated to overfitting or underfitting.
To determine how the results correlate with the user

amount, a comparison of RMSE with different numbers of
users is presented in Table 6.

Evaluation
metric

Training Validation Testing

RMSE 0.76695 0.88974 0.88563
MSE 0.58821 0.79163 0.78435

Table 5: Result Evaluation in different metrics.
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No.
of
users

Train.
RMSE

Val.
RMSE

Test.
RMSE

Exec.
time (s
)

Train.
time
(s)

1000 0.87865 0.91478 0.90093 0.0062 110
2000 0.87205 0.91791 0.93004 0.0052 75
3000 0.87168 0.91896 0.92671 0.0053 91
4000 0.86955 0.91383 0.92973 0.005 159
5000 0.87865 0.91478 0.90093 0.0062 110

Table 6: Comparison of the RMSE with different numbers
of users.

Table 6 demonstrates when increasing the number of
users in the dataset, from 1000 to 5000, the accuracy in-
creases, but with a longer convergence time. Therefore, in
order to produce appropriate recommendations, recommen-
dation system applications need to employ a large dataset.

5.5 Utilizing the training results
The results obtained after training the model are 2 matrices
U and V. An evaluation matrix Y[i,j] can be generated as:

Y [i, j] = U [i] ∗ V [j]T (8)

in which:
- i: i-th user
- j: j-th item

Figure 5.5: Using the training results for creating recom-
mendations.

As depicted in Figure 5.5, the evaluation matrix can be
applied in the recommendation system for further usage,
which outputs a list of recommended movies for the ith

user.

6 Conclusions and future work
In this research, a deep learning model for recommenda-
tion systems is proposed by integrating Convolutional Neu-
ral Network and Matrix Factorization to add extra informa-
tion and extract contexts before training, attempting to en-
hance recommendation accuracy and context understand-
ing. Despite substantial previous efforts [21, 63, 64], this
study adds additional information on both user and item
description documents and applied Convolutional Neural

Networks to efficiently capture their local features. Fur-
thermore, this research adds bias to the observed ratings
to avoid overfitting issues and uses Matrix Factorization to
create relationships between users and items. The proposed
model can be further used as a benchmark for developing
context comprehension in recommendation systems, hence
delivering more relevant recommendations for users.
It is observed that the model obtained a very good RMSE

of 0.89 in the testing set, which means the model can rela-
tively predict favorable movies of users accurately. Testing
on different amounts of users reveals that the more users,
the higher the accuracy, but the longer the convergence
time. It is noted that this study subdivides the dataset to
assess each subset independently, as opposed to providing
a comprehensive evaluation of the entire dataset. Conse-
quently, the rationale for refraining from comparing with
other models stems from the divergence in data partitioning
strategies. Hence, the evaluation process becomes inher-
ently untenable due to the dissimilarity in data distribution
methodologies across models.
Future research may aim to overcome the scant user

information (e.g., hobbies, location, marital status) by
looking for a large dataset with more user information,
including more features in the user description documents,
leading to a higher impact on the prediction. Moreover, the
proposed model could be developed further by swapping
out Matrix Factorization with more efficient techniques,
such as singular value decomposition (SVD).
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