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This paper addresses the problem of sentiment analysis in an informal setting in multiple domains and
in two languages. We explore the influence of using background knowledge in the form of different
sentiment lexicons, as well as the influence of various lexical surface features. We evaluate several
different feature set combination strategies. We show that the improvement resulting from using a two-
layer meta-model over the bag-of-words, sentiment lexicons and surface features is most notable on
social media datasets in both English and Spanish. For English, we are also able to demonstrate
improvement on the news domain using sentiment lexicons as well as a large improvement on the social
media domain. We also demonstrate that domain-specific lexicons bring comparable performance to
general-purpose lexicons.

Povzetek: Ta c¢lanek obravnava problem analize naklonjenosti v neformalnem besedilu v razli¢nih
domenah in v dveh razi¢nih jezikih.

this paper focuses on is integrating external keogé in
1 Introduction the form of general-purpose sentiment lexicons.
The second problem this paper focuses on is
Sentiment analysis is a natural language processifgtecting sentiment in specific domains, such asako
task which aims to predict the polarity (usuallyndeed media. Besides being domain-specific, it can also b
as positive, negative or neutral) of users pultighi grammatically less correct and contain other prioggr
sentiment data, in which they express their opmidihe such as mentions of other people hash-tags, smilegs
task is traditionally tackled as a classificatiorolgem URL, as opposed to traditional movie and produciens
using supervised machine learning techniques. Hewevdatasets.
this approach requires additional effort in manual This paper explores various combinations of
labelling of examples and often has difficulties inmethods that can be used to incorporate out-of-doma
transferring to other domains. training data, combined with lexicons in order fairt a
One way to ameliorate this problem is to consteuct domain-specific sentiment classifier.
lexicon of sentiment-bearing words, constructednfra
wide variety of domains. While some sentiment-begri 2  Related wor k

cues are contextual, having different polarities iré . lassificati . . f
different contexts, the majority of words have entiment classification is an important part ofr ou

information gathering behaviour, giving us the aasto

unambiguous polarity. While this is a compromise, hat oth le think about ticular tortds Bl
research shows that lexicon-based approaches can pevhat other people think about a particular topies lalso

adequate solution if no training data is availalle. one of Fhe natural Ian_guage processing tas_ks wisich
practice, sentiment dictionaries or lexicons areickd well suited for machine learning, since It can be
resources, which contain word associations Witﬁepre_se_nted as a three?class_ cla55|f|_c_at|on problem
particular sentiment scores. Dictionaries are fesdy cla55|fy|ng every example |_nt0 e'th‘?r p03|t|ve,lm_al,1 or
used for sentiment analysis, since they allow fash and negative. Earher work appllgd sentiment classifmalto_
effective way to detect an opinion representedeixt.t MOVIE TEVIEWS [10] . training a model for prt_a@@ﬂn
While there exists a number of sentiment lexicoms iwhether a particular review rates a movie posiived

English [1] [2] , the representation of sentimesgaurces _negatlvely. \.Nh'le n f[he review dc_)mam all examp_de&e
in other languages is not as developed. The falpm inherently elt_her positive or negative, other _donsanay
also deal with non-subjective content which does no

carry any sentiment. Furthermore, separating stitagec
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from objective examples has proven to be an evere maof-speech words (adjectives, nouns, verbs). These
difficult problem than separating positive from adge sentiment dictionaries are built in English and r8gia
examples [13] . Another difficult problem in thisea is languages. As discussed in [3] , there are a nurober
dealing with different topics and domains: modelsapproaches to develop the sentiment dictionaryoun
trained on a particular domain do not always transfresearch on developing sentiment dictionaries weewe
well onto other domains. While the standard apgiaac following the work of Bizau et al. [4], where, the@thors

to use one of widely used classification algorithensh suggested a 4-step methodology for creating a domai
as multinomial Naive Bayes or SVM, explicit knowded specific sentiment lexicon. We have modified the
transfer approaches have been proven to improweethodology in order to generalize to other langsag
performance in these scenarios, such as usingrsamti and provide sentiments for different parts of speec
lexicons [1] or modifying the learning algorithto We have created dictionaries not only in Englialt, b
incorporate background knowledge [9] . Some chghsn also in Spanish. Our dictionaries were built notydor

are also domain-specific. For instance, while a dbt adjectives as done in [4], but also for nous amtbsze~or
sentiment is being expressed in social media, thbe English dictionary, we have additionally praadd
language is often very informal, affecting theseveral extra features, such as the number ofiy®sit
performance by increasing the sparsity of the featulinks and number of negative links for a particulard.
space. On the other hand, the patterns arisingfanmal The  English  sentiment dictionary for the
communication, such as misspellings and emoticcens, Telecommunication domain is composed out of around
be themselves used as signals [13] . It has alem be2000 adjectives, 1700 verbs and 8000 nouns, whée t
shown that within social media, using different diment Spanish counterpart contains around 650 adjectAg#X)
sources, such as blogs, microblogs and reviews, caerbs and 4100 nouns.

improve performance compared to using a singlecgour

[12]. _ _ 4 Featureconstruction
This paper also explores the integration of mutipl

data representations for a specific task of text ‘We have.u.sed different.feature sources to represent
classification. This sort of approach was also essful Individual opinion data points. In news and review
in the case where several combination strategie® welatasets, every data point is a sentence, whikoaml
used for the task of authorship detection [14]chsas Media datasets, every data point is a single miogob
feature set concatenation or majority voting ofsiiers, POSt. We preprocess the textual contents by refgaci
trained on only subsets of features. While these al/RLS, numerical expressions and the names of apshio
known general strategies, a lot of aspects of tetpc (@rgets with respective placeholders. We then tiaken

sensible feature subsets are very domain specific. this text, lower-casing and normalizing charactento
an ASCII representation, filtering for stopwordsdan

. . weigh the terms using TF-IDF weights. The wordsever
3 Sentiment L exicons stemmed using the Snowball stemmer for English and
SentiWordNet [1] is the most known English-langeiagSpanish [17] . The punctuation is preserved.

sentiment dictionary, in which each WordNet [3]nsgt To accommodate social media, we have also used
is represented with three numerical scores — dbgect other text-derived features that can carry sentiraigmal
Obj(s), positive Pos(s) and negativeNeg(s). However, in informal settings, as commonly done in represiom
SentiWordNet does not account for domain spegjficft of social media text:

the input textual resources. In addition to addngss « count of fully capitalized words

English language, this paper also discusses apiphsa « count of question-indicating words

of sentiment dictionaries in Spanish. For this pgg we «  count of words that start with a capital letter
have used the sentiment dictionaries publisheddrgZ? «  count of repeated exclamation marks
Rosas et al. [6] . .

. . . ) ) count of repeated same vowel
Expressing sentiment and opinion varies for différe «  count of repeated same character

domains and document types. In such way, sentiments roportion of caital letters
carried in the news are not equivalent to the saamits proport P

from the Twitter comments. For instance, the word proportion ofvaels
“turtle” is neutral in a zoological text, but informal count of negation words
Twitter comment “connection slow as a turtle”, ttaf *  count of contrast words
has negative sentiment. This paper also evaluates a ® Ccountof positive emoticons
method for construction of dictionaries as domain * countof negative emoticons
specific lexical resources, which contain wordsit d * count of punctuation
speech tags and the relevant sentiment scores.aie h  *  count of profanity words
chosen the topic of telecommunication services iwith

social media as the domain of primary interest, ted

corpus, used for dictionaries development, was

composed out of Twitter comments referring to s@si Obtained from

of tel;econ;mun;ganon gompa?es. Weahe;ve SF;rteH it http://svn.navi.cx/misc/abandoned/opencombat/mist/m
number of positive and negative seeds for diffepant- tilingualSwearList.txt
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We use lexicons in the form of features, whereevetthe final classifier, together with the less spdesécon
word has assigned one or more scores. For instance, and surface features, in order to ‘compress’ thg-dfa
dictionaries, described in Section 3, as well astiSRet, words signal.
provide a single real value in the range from -11to The third approach is related to the well-known
representing the scale from negative to positiver Fattribute bagging [16] meta-learning strategy,hwiihe
these lexicons, we generate the sum of sentimemésc crucial difference that the feature sub-sets areadly
and the sum of absolute values of sentiment sdores defined in advance via domain knowledge.
every part of speech tag, as well as in total
SentiWordNet scores are represented as a triple of BoW Lex Surf
positive, negative and objective scores, havingtal t

sum of 1.0. We have used a similar feature cocistn \l/
process as in [7] :

«  Sum of all positive sentiments of all words. ‘ Classifier ]
* Sum of all negative sentiment of all words.
» Total objective sentiment of all words Figure 1: Feature concatenation diagram.
(whereobj = 1.0 - (pos + neg)) score
« Ratio of total positive to negative scores for BoW Lex Surf
all words \
Besides providing total sums, we also generatesthes [ BoW classifier ]
features for nouns, verbs, adjectives and adverbs
separately.
For Spanish, we have used the UNT sentiment [ Classifier

lexicon [6] . Since each entry is labelled onlyeither

positive or negative, we use the count of detectgdgure 2: Separate bag-of-words model, denoted as
positive words and count of detected negative waigls “Words and features”

features.
BoW Lex Surf
5 Models
The data is composed of three main modalities: dfag- v v v
words features, lexicon features, and surface featuln [Cla551ﬁerJ [Clasmﬁer] [Clasmﬁer]
order to take differing distributions, dimensiomaland
sparsity properties into account, we use two ckffier \/
approaches: either concatenating the features @to [ Voting ]

single features space, or using different modals&zh
set of features. While this situation has beenesblgy Figure 3: Separate model for every feature set,
extending the Naive Bayes classifier with poolingggregated by voting.

multinomials [9] , we chose to implement it withveo-

step model. We experiment with different feature BoW Lex Surf
combination approaches that are better suited for

integration of background knowledge and other legrn v v v
algorithms. [Classiﬁer] [ Classiﬁer} { Classiﬁer}

5.1 Feature combination \i/

[ Joint classifier J

We therefore compare three feature combination

approaches and a baseline, illustrated in Figures gy, re 4. Meta-classifier, using class probabiitieom
through 4. The concatenating model simply stacks ahg jnner classifier predictions as its features.
feature spaces together and performs learningejotht

feature space. While this approach is simple, it is The fourth approach extends the voting by
sensitive to different feature distributions. THere, we €employing a separate classifier model that operates
pre-emptively scale the features, so every feata a the output of the output probabilities of the innesdels,
standard deviation of 1.0. We don't standardize thi& order to minimize bias of individual featureset
mean, since the features themselves may be sparde, We experiment by varying the training algorithm
complete standardization would densify the datae THised: For the approaches using multiple modelsysee
concatenation approach from Figure 1 is considaed the same algorithm for all the models.
the baseline.

The second approach, as shown in Figure 2, is usiAd in all, we evaluate four feature set combinatio
a separate learning model for the bag-of-wordsufeat Strategies, corresponding to Figures 1-4:
set, and feeding the output of that model as featurto » ConcatenationGoncat)
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. qu-layer words gnd featureSVe¢F) 08 1 m Panglee JRC_en = Render_en
* Voting model Y oting) 0.78
+  Meta-classifier i eta) %% 0,74 0,72 0,74

6 Experiments

Furthermore, we focus our experiment onto perfolcean B
on our target datasets. We use the following degase

* Pang & Lee review dataset (PangLee), English
[10], consisting of movie reviews, gathered
from IMDB.

* JRC news dataset (JRC-en), English [11],
consisting of statements from news articles on
the topic of global politics.

« JRC news dataset, translated to Spanish using
Microsoft Translator (JRC-es)

« RenderEN, English. 134 Twitter posts about a
telecommunications provider (48 positive, 84
negative) Figure 5: Sentiment ;Fscores with various sentiment

* RenderES, Spanish, 891 Twitter posts about a lexicons for English.
telecommunications provider (388 positive, 445
negative, 58 objective)

Besides our lexicons introduced in section

Figure 5 shows the results, obtained performing
jentiment classification on the basis of sentinfiexiton

(denoted “RenderLex” and “RenderLexLinks”), we als eatures alone. We observe the}t performance ad:hpss
news dataset is constant, since the expression of

evaluate performance of using the Spanish lexifam ) ; W
nsentiment in news doesn’t directly correspond to

Perez-Rosas et al [6] (denoted FullUNT and MedU ? i i . f individual 4s. but ot
for the full and medium variant respectively), aslivas SENUMENt Meaning ot individual worads, but morefie

SenticNet [8] and SentiWordNet[1] for English. €Th gotmairl-specifli)c poIitian statedment?. For the sk?]u:iadia_
label “Lex” indicates usage of all lexicons. Ouryke ataset, we observe improved pertormance when asing

indicators are performance metrics on RenderEN aﬁglecpmmunications dor_nain-specific Ie>_<icon, comglare
RenderES, as they represent our use case. We rperf(;P using a general domain sentiment lexicon.
experimental evaluation for all of these datasets Q.-
various combinations of classifiers and feature mJRC_es m Render_es
construction schemes. The experiments cover vario
learning algorithms, as well as different modelling
pipelines. We explore various combinations of featu
sets: surface, bag-of-words, lexicons, as well g% ]
performance contributions of individual lexicons.
The first evaluation deals with observing thegos -
applicability of various sentiment lexicons, as adxed
in Section 3. First, we evaluate the lexicons oiagon, |03 -
followed by a combination of lexicons together with
surface features. We train a Ll-regularized logistiy, -

0,6

0,54 0,54

regression  classifier on lexicon features. Th E. FullLex MediumLex RenderLex
performance is measures using averagestbre [18] in ) ) ) )
a 10-fold cross-validation setting. Figure 6: Sentiment ;Fscores with various sentiment

lexicons for Spanish.

While Figure 6 confirms the same behaviour for
news, the benefit of using lexicons is much lower i
Spanish social media content. Given these reswis,
establish that a custom-built lexicon can give drett
results than a general purpose one. To continue, we
evaluate various feature combination techniques on
different learning algorithms.
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Figure 7: Rk scores with various feature combinatior

approaches across both languages and two learn
approaches.

Figure 7 displays the performance across differe

combining all the three feature sets and maskirg t
differences in the distribution of their featur@¢hile the
W+F model consistently outperforms concatenatiora by
small but statistically significant margin, the Vg or
Meta-classifier model only outperform concatenation

feature combination approaches across all datase 066 | e
Looking into individual models, we observe that th¢064 1 —  mJRC_es
W+F model, having the bag-of-words feature set on|%62 1 —
separate layer, consistently works best for the@se of | %60 — Re”deﬁs

S\

some occasions, and perform worse on the newsalatz

in both languages. We report the results on scemar
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Figure 8 shows the results on English reviews, news
and social mediaOn reviews, none of the additions
significantly beat the bag-of-words baselines orienss.

On news, while adding SentiWordNet marginally
improves the performance from 0.67 to 0.68, surface
features don’t give any improvement, mostly dudht®
formal language used in reporting, which lead$eofact
that the text is written without informal cues. ©ther
hand, results on th&®ender_en social media dataset,
demonstrate the performance improvements in
combining all three feature sets in a two-layer aiod
The best performing model is able to obtain &¢ore of
0.87. While the dataset is small, this demonstrates
feasibility of using generalized external knowledyed
surface features in a social media setting, eslheevith
insufficient training data.

(e}
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where LR was used as the learning algorithm on thggure 9: SentimentiFscores on Spanish datasets, using

Meta and Voting models due to the fact that thetaiob
comparable performance.
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Figure 8: Using various feature sets on Englislaskts,
using W+F-SVM.

W+F-SVM.

Figure 9 shows the results on both Spanish datasets
when combining different feature sets in a W+Fisgtt
and a SVM model. We observe that on the news datase
adding the Full UNT Lexicon slightly improves the F
score, while surface features alone don't give any
improvement. On Render-ES, the variant combinirig al
additions and running on a two-layer SVM model
improves over the bag-of-words model by a small
margin, resulting in aniFscore of 0.78. Looking at usage
of various lexicons alone, it shows that the lergo
themselves only slightly improve over the surface
features. In many cases, the difference is notifsignt,
although we observe that the domain specific lexico
RenLex does not improve over a general domain dexic
neither in news nor in social media.

7 Model analysis

In order to better understand the obtained modets,
visualized the decision trees as hierarchical diangs;
produced in the output of CLUS [15] . To ensuretdret
interpretability of the models, we have construdiesim

in the following way: using a 10% pruning and 10%
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testing dataset, we have used the F-test stoppitegicn
for splitting nodes. A node was split only when thst
indicated a significant reduction of variance imsithe
subsets at the significance level of 0.10. The tras

then pruned with reduced error pruning using the +--yes: [NEG]

validation dataset.

For clarity, we have only attempted to interpreg t
models using the lexicon and surface features. @dag
words features were omitted, since they resultedieigp
one-branch nodes, which are difficult to visualize.

=

full_unt_pos > 0.0

+--no: negation > 0.0
+--yes: repeat_letter > 0.0357
| +--yes: [NEG]
| +--no: [POS]
+--no: full_unt_neg > 0.0

+--no: length > 27.0
+--yes: renderlex_noun_abs > 4.4911
| +--yes: sad_face > 0.0
| | +--yes: [POS]
| | +--no: [NEG]
| +--no: [0BJ]
+--no: [POS]

+--yes: [0OBJ]
+--no: renderlex_noun_sum_neg > 0.0
+--yes: [NEG]
+--no: numcaps > 0.0386
+--yes: renderlex_adjective_abs > 0.4069
| +--yes: hlw5 > 0.0312
| +--yes: [POS]
| +--no: [O0BJ]
+--no: renderlex_all sum > 3.866
+--yes: [OBJ]
+--no: hilw5 > 0.0833
+--yes: [0OBJ]
+--no: full _unt_neg > 0.0
+--yes: [0BJ]

Figure 11. Model, constructed from training on Sghn
social media (Render_es).

Figure 11 shows the model, trained with a Spanish
social media dataset. Here, the primary features e
number of vowels, capitalized characters, alongh wit
letter repetition, reflecting how sentiment is tadly
expressed in social media and other forms of infbrm
communication. Also, adverbs were shown to be the
most important sentiment-bearing words, along with
presence of negation words and emoticons.

+--yes: [POS]
+--no: numvowel > 0.3429
+--yes: [0OBJ]
+--no: renderlex_all_abs > 2.1249
+--yes: renderlex_all_sum > 2.7152
| +--yes: [0BJ]
| +--no: [NEG]
| +--no: [OBJ]
+--no: [0BJ]

Figure 10. Model constructed from training on Sphni
news data (JRC-ES).

I
I
I
I
I
I
I
I
| +--no: repeat_vowel > 0.0244
I
I
I
I
I
I
I

Figure 10 shows the tree, constructed by trainteg t
lexicon and surface feature representation of tbsn
dataset. It shows that lexicon indicators are dbsethe
root, covering the most examples. The negative eftim
noun scores has proven to be a good indicator f
negative sentiment, suggesting that nouns are thre m

sentiment-bearing words in the news domain. Also, +--no:  [NEG]

capitalization plays an important role in the mod&hile
it is most likely a proxy for appearance of namatities,
it shows that subjective statements tend to haveem
capitalized phrases. Also, the presence of questip
(denoted ashlwb) tended to indicate a positive
sentiment.

numvowel > ©.3246

+--yes: numcaps > 0.8462

| +--yes: [POS]

| +--no: renderlex_all sum_neg > 0.2682
| +--yes: [POS]

|  +--no: numvowel > 0.3566

| +--yes: [NEG]

| +--no: renderlex_adverb_sum_neg > 0.4899
| +--yes: [POS]

| +--no: repeat_letter > 0.0588

| +--yes: [POS]

| +--no: [NEG]

+

[®)

renderlex_adjective_sum > 0.1096
+--yes: senticnet > 15.509
| +--yes: renderlex_adverb_abs > 8.1989
| +--yes: swn_posneg_ratio > 5.2202
| | +--yes: [POS]
| +--no: numpunc > 0.0313
+--yes: renderlex_pos_links > 8025.0
| +--yes: renderlex_adjective sum > 1.1693
| | +--yes: [POS]
| | +--no: [NEG]
| +--no: [NEG]
|  +--no: [POS]
| +--no: [POS]
+--no: numvowel > ©.2808
+--yes: renderlex_adjective_abs > 0.3998

I
I
I
I
I
I
I
I
I
I
I
I
| | +--yes: [NEG]
I
I
y

| +--no: [POS]
+--no: swn_total _pos > 17.0
r +--yes: [NEG]
+--no: renderlex_noun_sum > 7.8051
| +--yes: [POS]

+--no: senticnet > 27.085
+--yes: [POS] [98.0]: 182
+--no: repeat_letter > 0.1193
+--yes: senticnet > 13.511
| +--yes: [POS]
| +--no: [NEG]
+--no: numpunc > 0.0306
+--yes: repeat_letter > 0.0626
| +--yes: renderlex_neg_links > 317.0
| | +--yes: swn_total_obj > 272.5
| | | +--yes: repeat_letter > @.1001
| | | | +--yes: [NEG]
| | | | +--no: renderlex_adjective_abs >
[.. omitted for brevity ..]
| | | +--no: [POS]
| | +--no: [NEG]
| +--no: swn_total neg > 16.75
| +--yes: [NEG]
| +--no: [POS]
+--no: [NEG]

n

--no: renderlex_adverb_abs > 0.52
+--yes: renderlex_adverb_abs > 0.5964
| +--yes: [POS]
| +--no: [NEG]

Figure 12 Model, constructed from training on English
review data (PangLee).



Informal Multilingual Multi-domain... Informatica37 (2013) 373-380379

Figure 12 shows the same model, trained on {the | +--no: [NEG]
movie review dataset. Here, almost the entire mdslel *+--no: renderlex_all_sum > 0.1013
dominated by various lexicon features — total ssore T;3_’?;(;_5':“?:g‘giilgxeéﬂzzum s .419
absolute scores, positive-negative ratios. To aomin | +--yes: renderlex_pos_links > 442.0
extent, surface features such as vowel and lgtter | +--yes: numpunc > 0.044

repetition appear. | | +--yes: [POS]
P PP | +--no: [NEG]

|

|

[ |

| | +--no: renderlex_adjective sum > ©.0949
[ |

|

|
|
|
numcaps > 0.0345 |
+|---yes: senticnet_neg > 1.113 I | +--yes: [POS]
+--yes: [NEG] +--no: [NEG]
| +--no: renderlex_adjective sum_neg > 0.2178 | | +--no: [POS]
| +--yes: [POS] | +--no: [POS]
| +--no: senticnet_neg > 0.084 +--no: [NEG]
I T':’?;;S?W?Egg;al—”eg > 3.8 Figure 14 A model, constructed from training on English
| | +--no: numcaps > 0.037 social media (Render_en).
| |  +--yes: [0B]]
| | +--no: [NEG] :
| +--no: renderlex_all_abs > 1.5025 8 ConC|US|0nS
I T“yes: ?e”t1§”e§-3b5d> 95816 0 8143 The obtained results confirm that social media eonis
| | T';’_"f;sfe?Pg;]ex—a verb_sum > 9. the domain which benefits from external knowledge.
| | | +--no: swn_total neg > 4.0 Topic—specific lexicons can bring_ some minor
| | | +--yes: renderlex_adjective_sum > 0.0 improvement over general purpose lexicons, bubts-
| | | | +--yes: [NEG] performing approaches use a combination of bag-of-
I I I l_:c')"m‘[oég']m words and lexicons training data. We reported
| | +--no: [NEG] improvement on two English datasets, especially on
| +--no: [0BJ] social media, which benefited significantly fromepr
--no: rocessing, surface features, as well as lexicons.
+--no: [0BJ] face feat llas |

Moreover, having a two-layer model brings the most
consistent performance across all domains and
languages. In terms of comparison against statbheort
Figure 13 shows a similar picture than its Spanis#udies, the best result on the Pang and Lee dstase
counterpart in Figure 8, showing the importance dgcores at 0.90 F1, while ours was slightly lowe0.88.
lexicon features, followed by surface features. Iffowever, on the news domain, our best approach even
English, although all words were sentiment-bearinginproves the performance on the JRC-EN dataset from
adjectives and adverbs seem to be more informativiée original authors’ 0.65 to our result of 0.68 Bh the
compared to nouns in Spanish. other hand, the voting and meta-models did not Skaw
Figure 14 shows the social media sentiment modénprovement over the W+F model, and only improved
for English. Here, lexicons seem to be the moghe concatenation on some datasets, while perfarenan
indicative, followed by vowel repetition and profion, ~Was even reduced on the other datasets.
presence of negation and capitalization. These modgyg gnalysis of the models shows that there aremaj
also demonstrate that in I_En_ghsh, Ie>§|con featteesl 0 gifferences between domains on which features are
be closer to the root than in its Spanish count&pahis ., qidered important: while news and review domains
could be explained either by the quality and cogeral  onefited from lexicons, surface features were iramo

f?fICOHS for tT]e resrﬁ)ectlve language or even ailturgin social media. On the other hand, both |augs
liferences, wnere the sentiment expression ISepLes oy pinited similar behavior across the same domains

not 0r_1|y n the choice of _Words, but _also i the, ey, By interpreting the models trained on sociatia
capitalization, use of punctuation and phrasing. we show that, for Spanish, surface features wersee mo

Figure 13. Model, constructed from training on Esiyl
news (JRC-en).

senticnet_neg > 0.007 important than lexicons, while the opposite waseobsd

+--yes: numvowel > 0.2963 for English.

| +--yes: negation > 0.0

| | +--yes: [POS] This paper also demonstrates the feasibility ohagisi

| | +--no: renderlex_all_abs > @.1811 machine translation to obtain a training corpuanother

| | +--yes: [NEG] language, showing that the performance obtained for

| | +--no: [POS] . - .

| +--no: [NEG] JRC-ES was the same as in the original versionG-JR

+--no: swn_total_neg > 1.5 EN. Other research [10] shows promising approathes
+--yes: numcaps > 0.0439 facilitate the knowledge transfer via lexicons @sin

I Toves %zgg} specifically tailored machine learning approachks.

#--no: repeat letter > 0.125 future work we will explore cross-lingual learning,
+--yes: numpunc > ©.0299 demonstrating approaches for training sentimenteaisod

| +--yes: [POS] using language resources from other languages.
| +--no: numcaps > ©.0368
|  +--yes: [POS]
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