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Holonomic brain theory provides an understanding of neural system behaviour. It is argued that 
recognition of objects in mammalian brain follows a sparse representation of responses to bar-like 
structures. We considered different scales and orientations of Gabor wavelets to form a dictionary. 
While previous works in the literature used greedy pursuit based methods for sparse coding, this work 
takes advantage of a locally competitive algorithm (LCA) which calculates more regular sparse 
coefficients by combining the interactions of artificial neurons. Moreover the proposed learning 
algorithm can be implemented in parallel processing which makes it efficient for real-time applications. 
A complex-valued synergetic neural network is trained using a quantum particle swarm optimization to 
perform a classification test. Finally, we provide an experimental real application for biological 
implementation of sparse dictionary learning to recognize emotion using body expression. Classification 
results are promising and quite comparable to the recognition rate by human response. 

Povzetek: Z zgledovanjem po bioloških sistemih je predstavljena je metoda učenja vizualnih vzorcev. 

 

1 Introduction 
Neural structure has been one of the inspirations of 
machine learning. However, the concept of axonal 
discharge is misunderstood. Pribram’s holonomic brain 
theory, proposes the term neuromodulator rather than 
neurotransmitter to refer to the electrical gab in junctions 
(axodendritic and dendo-dendritic) caused by chemical 
synapses. Accordingly arrival patterns of a nerve impulse 
are described as sinusoidal fluctuating hyperpolarizations 
(-) and depolarizations (+) which are inadequately large 
to make a nerve impulse discharge instantly [1]. Maps of 
these hyper and polarizations are called receptive fields. 
These receptive fields of visual cortex contain multiple 
bands of excitatory and inhibitory areas which act as line 
detectors. Thus neurons are tuned to a limited bandwidth 
of frequencies to provide harmonic features; In other 
words neurons behave like active filters sensitive to 
oriented lines, movements and colours rather than 
Euclidean-based geometric features. A specific shape 
could be represented as a combination of filter responses 
(2-D convolution integrals). A set of filters is called a 
dictionary, since elements of a dictionary are not 
orthogonal to each other, there are many redundant 
features to represent an image (overcomplete 
approximation). A more sparse representation is obtained 
by selecting the best features among those with high 
correlation with each other. And remove others. 
Following an iterative strategy, the sparse coded 

representation is generated in which selected features 
satisfy the orthogonality assumption.  

This paper applies a locally competitive algorithm 
(LCA) [2] to extract the sparse coded definition of visual 
patterns. A synergetic neural network (SNN) is used to 
learn the visual features of a class of objects.  SNN 
parameters are optimized with a quantum particle swarm 
approach. 

1.1 Holonomic brain theory 
The fact that for a harmonic oscillation we can either 
specify frequency or time (i.e. Heisenberg’s principle of 
indeterminacy) has linked psychophysics and quantum 
mechanics. Gabor function is described as the 
modulation product of an oscillation with a given 
frequency (carrier) and an envelope in the form of 
normal distribution function. A biologically-plausible 
model for the visual pathway (retina, LGN, striate 
cortex) is described as a triple of convolutions. These 
triple convolutional preprocessing provides maximal 
coding of information. Biological Infomax visual 
cognition models such as independent component 
analysis (ICA) [3] and sparseness-maximization net [4] 
have better performance than classical Principal 
Component Analysis (PCA) or Hebbian models[5]. 
Relations between sparseness-maximization net and 
dendritic fields describes a dendritic implementation of  
sparseness-maximization net [6]; Though the dendritic 
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implementation is limited by infomax process which 
could be originated from top down lateral inhibition.  
Olshausen and Field formulate the reconstruction of 
stimuli in receptive fields of simple cell using sparse 
coding [4, 7]. Advantages of combining Gabor responses 
as in [4, 7] over ICA-like shapes are described by [6].  

 
Figure 1: Microstructure of synaptic domains in 
cortex[1]. Overlapping line detectors (vertical and 
horizontal circles )  combined to represent a stimulus (A) 
and interacting polarizations producing the dendritic 
fields (B). 

Since then sparse coding is improved by many 
researchers. Though, most of them used greedy 
approaches to compute a sparse representation [8-10]. 
Accordingly, Biological realization of sparsification was 
unknown. However, in the recent work [2] a locally 
competitive algorithm (LCA) is proposed which is based 
on biological inhibition in neural circuits. 

Table 1: Comparison of basic holonomic approaches[1]. 
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The striate cortex (V1) is the area of conscious visual 
perception in brain. Experimental results from functional 
magnetic resonance imaging (fMRI) supported that effect 
of the visual cortex in V1 in response to a stimuli can be 
estimated by a 2D Gabor function. A Gabor field I is the 
superposition of different Gabor functions’ responses: 
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M
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where ja  and jGW  are Gabor coefficient and 

elementary Gabor function corresponding to the Jth 

element in the dictionary. The superposition of Gabor 
fields is in analogy to dictionary learning that represent 
the equation in similar form [4, 7, 9]. Therefore, the 
selection of Gabor coefficients can be performed by a 
sparse coding algorithm such as LCA so that an image is 
represented with minimum subset of Gabor elementary 
functions.  

Output of V1 is projected to peri-striate cortex (V2) 
where probably retinal images are reconstructed. Triple-
stage convolution in visual pathway has inspired 
convolutional neural networks acting as a course to fine 
process; though the research has focused mostly on 
magnitude data [11]. Some of the works included phase 
information to form an associative memory network [12]. 
Table 1 compares some of basic approaches of 
holonomic phase-magnitude encoding approaches. 

Here we proposed a recognition algorithm based on 
the holonomic brain theory. Experimental results are 
compared to the state of the art algorithms. Furthermore, 
we applied the algorithm to recognize emotions based on 
body expression data which is inspired by the action 
based behavior in psychology. Classification results are 
compared to those of human recognitions.  

2 Sparse coding 
Representing an image with a few elementary functions 
is widely used in image processing and computer vision. 
Determining image component is useful to remove the 
noise. Also decomposition is used for compression by 
simplifying image representation. 

In computer vision decomposition is a tool for 
feature extraction. An elementary function is called basis 
and set of bases functions is a dictionary. In early models 
choice of dictionary elements was subject to 
orthogonality condition. A complete representation of 
image is a linear combination of bases in the dictionary, 
derived by projection of image into bases. However, poor 
quality of representation in complete solutions resulted in 
relaxation of orthogonality condition and applying 
overcomplete dictionaries. Due to useful mathematical 
characteristics obtained by orthogonality (e.g. computing 
decomposition coefficients with projection), 
overcomplete dictionaries are still meant to be partially 
orthogonal. A common approach is to use an orthogonal 
subset of a large dictionary containing all possible 
elements. 

Early works applied gradient descent to train the 
dictionary. Bayesian approaches also have been used to 
represent an image based on the MAP estimation of the 
dictionary components[13]. 

Textons are developed as a mathematical 
representation of basic image objects[14]. First images 
are coded by a dictionary of Gabor and Laplacian of 
Gaussian elements; Responses to the dictionary elements 
is Combined by transformed component analysis. 
Furthermore, sparse approximation helps to find a more 
general object models in terms of scale and posture[15]. 
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Active basis model [16] provides a deformable template 
using Gabor wavelets as dictionary elements. They also 
proposed a shared sketch algorithm (SSA) inspired by 
AdaBoost. 

2.1 Gabor wavelets 
Biological models in object recognition are based on the 
findings of functional magnetic resonance imaging 
(fMRI) of mammalian brain. process of images in 
receptive fields (V1) is more sensitive on bar-like 
structures [17]. Responses of V1 are combined together 
by extrastriate visual areas and passed to inferotemporal 
cortex (IT) for recognition tasks. Research in 
computational neuroscience argued that recognition of 
objects in mammalian brain follows a sparse 
representation of responses to bar-like structures [4, 18]. 
Gabor wavelets are widely used as biologically inspired 
basis to model information encoding in receptive fields. 
2D Gabor function cantered at (x0, y0) is: 
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where 0 0( , )ξ υ is optimal spatial frequency. Using wavelet 

transform a Gabor function can be rotated, dilated or 
translated. General form of Gabor wavelet function is: 
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where ω is the radial frequency and θ is the wavelet 
orientation.  is a constant representing bandwidth 

frequency [19]. Approximation of πκ ≈ and 5.2≈κ  
are common for 1 and 1.5 octave bandwidth )(φ  

respectively. Generally κ  is: 
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A dictionary of Gabor wavelets (as shown in Fig.2), 
including n orientations and m scales is in the form of: 

( , )jGW θ ω , 1,...,j m n= × , where  

,1,...,1,
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Figure 2: A dictionary of Gabor wavelets. 

 

2.2 Sparse coding using locally competitive 
algorithm 

Response to a dictionary of Gabor wavelets is an 
overcomplete representation. Sparse coding is the 
method of selecting a proper subset of responses to 
represent the image (signal). In addition to biological 
motivations, sparse coding is necessary to avoid 
redundant information. Having a fixed number of 
features, redundancy may cause loss of essential 
information which is going to be encoded in the lower 
levels (Fig.4). 

 
Figure 3: Edge detection using Gabor wavelets, A. 
Original image[1], B. edge detected image with a large 
number of features without sparsity, C. edge detected 
image with a small number of features where sparsity is 
enforced. 

   Assuming an image (Io) its sparse approximation I is 
derived according to (1). Optimal sparse coding tries to 
minimize the number of nonzero coefficientsja , which 

is an NP-hard optimization problem. 
We applied a locally competitive algorithm (LCA) 

[2] to enforce local sparsity. Unlike classical sparse 
coding algorithms, LCA uses a parallel neural structure 
inspired by biological model. LCA is applied to 
minimize the mean square error combined with a cost 
function in the local neighbourhood: 
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Thresholds are useful to generate coefficients with exact 
zero value.  

For a threshold function( , , ) (.)Tα γ λ , cost function C is: 
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Limit of T as γ →∞   is called ideal thresholding 

function. (0, , )(.)T λ∞ is hard tresholding function and  

(1, , )(.)T λ∞ is soft tresholding function. 

   In previous works, there is no real application that has 
been applied using LCA, although some simulation 
results are shown. Here an empirical experiment based 
real application of body expression recognition, is 
proposed to provide an evidence for the practical utility 
of Holonomic Brain Model as dictionary learning method 
by LCA. 

 
Figure 4: LCA structure [4]. 

LCA structure acts as a set of integrate and fire neorons.  
response to a dictionary of filter charges the internal state 
of the neurons and leads to the activity of the neuron. 
Neurons with higher charge (internal state) become 
active and fire signals to inhibit other neurons. A firing 
signal keeps other neurons that are highly corelated with 
the coresponding active neuron from being active by 
defusing their charge in an unidirectional inhibition. 

 
Figure 5: integration (charge up) and fire in a neoral 
circuit [2]. 

3 Locally competitive active basis 
recognition 

We applied a supervised algorithm to recognize two 
types of objects in images; First a pixel-wise approach 
for aligned objects which combines the learned samples 
of objects in each class to form a prototype and second a 
feature based approach for non-aligned objects in which 
Gabor wavelets are localized to represent a potential 
match between specific scale and orientation and edges 
of objects. Both approaches are fed into a synergetic 
neural network to perform a classification task. 

Images are scaled to have the exact same size. Each 
image is convolved with all the elements in the 
dictionary. Then sparse coding is enforced to minimize 
the representing elements for each pixel. Finally, 
remaining parts are reconstructed to generate the sparse 
superposition of the image. For pixel values in the local 
area LCA has the following steps: 

1. Compute the response (convolution) of  with 
all the elements in the dictionary. 

,j j jC GW I=   (9) 

(Set t = 0 and (0) 0ju = ,   for j = 1,…, n). 

2. Determine the active nodes by activity 
thresholding. 

3. For each pixel calculate internal state ju of 

element j. 
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4. Compute sparse coefficients ( )ja t  for ( )ju t . 
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5. If ( 1) ( )j ja t a t δ− − > then 1t t← + and go to 

step 2, otherwise finish. 

Original SNN used pixel-wised features to represent an 
object which is not robust in case objects are in a variable 
shapes (e.g. different body emotions of human). In this 
case, we construct a template model as a collection of 
Gabor wavelet features included in the dictionary which 
represents the general characteristics of all body posture 
classes. Test images are convolved with the components 
of the template model. Sparsity is then enforced to catch 
the best fit over the specific posture. LCA thresholding 
strategy enables us to remove redundancies effectively 
(producing sparse coefficients with exactly zero values). 
Number of output Gabor wavelets are fixed in order to 
make the comparison with trained prototype of each 
class. Features are selected based on their highest 
response to the training images; furthermore, each 
feature is allowed to perturb slightly in terms of location 
and orientation. In this aspect our template construction 
is a modification of shared sketch algorithm [16]. For 

each image i feature valueijv corresponded to the 

selected Gabor wavelet j, is determined as the following: 

))(log( iijiij ZCv γγ −=  (14) 

 

 
Figure 6: Gabor wavelet features detecting the edge 
pattern of different body postures. 

where iγ  is derived by maximum likelihood estimation 

and Z is the partition function. Therefore, boundaries of 
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object are segmented out before the result is given to 
SNN. 

3.1 Complex-valued synergetic neural 
network 

Synergetic neural network (SNN) developed by Haken 
[20] describes the pattern recognition process in the 
human brain which tries to achieve the learned model 
with fast learning and no false state rather than traditional 
neural networks [21, 22] [20].  
   A common approach to combine learned samples is 
averaging the feature values. One way to deal with 
inflexibility is to use learning object in the same view 
which will restrict the classification task. A melting 
algorithm is proposed by [23] to combine objects in 

deferent poses. Suppose a learned sample object Î  

consists of n pixel values. Î  is reshaped to a column 
vector vi and normalized so that: 

1
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A prototype †V is the Hermitian conjugate of V: 
† 1( ) ( ) ( )TV V V V C v iS v−= = +  (17) 

A test samples q corresponding to a test image is 
normalized and compared to the prototype of each class, 
using the order parameters. For each prototype k order 
parameters kε is initialized as: 

†.  ,  1,..., .k kv q k mε = =   (18) 

where †
kv is the kth row in the Hermitian conjugate †V . 

Order parameters are updated derived iteratively with the 
synergetic dynamics: 

21
( )k k k k kD B

D
ε λ ε ε ε= − + +&   (19) 

2( ) k
k

D B C ε= + ∑   (20) 

where  is the attention parameter for class k; B, C are 
constants [24]. Attention parameters could be considered 
balance (equal and mostly unit) or unbalance. 
Attention parameters in the model are trained using a 
quantum particle swarm optimization in order to 
minimize the overall classification error in the test set.  

3.2 Centroidal Voronoi Tessellation (CVT) 
As mentioned in section 3.1 unbalance attention 
parameters should be tuned. We applied a CVT in order 
to cover the whole feasible space in the initial state of the 
random search. A set of generators are considered as a 
group of points in the space forming a Tessellation. 
Generators are associated with subsets and points are 
nearer to its corresponding generators rather than any of 
other generators according to the distance function (e.g., 
the lp norm). Note that the generators are not quite evenly 
distributed throughout the space. Dividing the feasible 

space into the partitions, several generators set at almost 
precisely the same point in the space. CVT overcomes 
the poor and non-uniform distribution of some Voronoi 
cells by choosing the generators at centre [25-27]. 
Assuming maxλ as the maximum potential attention 

parameter search space is defined as: 

max0 , 1,..., .i i mλ λ< < =   (21) 

Given a set of Voronoi regions( 1,..., )Tξ ξ = Ξ in the 

space mRΩ ⊂ , each initial position pξ is the Centroid of 

its region. 

{ }, 1,..., ,T x x p x p forξ ξ ξ ξ ξ ξ= ∈Ω − − − = Ξ ≠)

) )

  (22) 

 
Figure 7: Centroidal Voronoi tessellation dividing a 
square into 10 regions[28]. 

3.3 Quantum particle swarm optimization 
(QPSO ) 

Initial attention parameters are tuned using a QPSO in 
order to minimize the overall classification error in the 
test set. Each particle position X, is updated based on the 
movement framework in the quantum mechanics.[29] 
State of the particle is described by a wave function,  
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where  is called intensity of the potential well at point p, 
m is the particle mass and h is a constant.  Finally, for 
particle i, jth element of the position  can be updated 

as: 
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where 
j

nC is the average of all particle positions. is a 

positive real number which could be constant or change 
dynamically in total N iteration as: 
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N
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To improve the accuracy an adaptive penalty 
function [30] is added to the overall error: 
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Figure 8 shows an overview of the recognition method. 
QPSO is used to iteratively tune the attention 
parameters , 1,...,i i kλ =  where k is the number of classes. 

 

 
Figure 8: Scheme of proposed visual recognition model. 

4 Emotion recognition using body 
expression and results 

Even though most of the works in the area of emotion 
recognition has been focused on facial expressions, some 
of psychological theories considered emotional 
appraisals that are not facially expressive [31-33]. In that 
sense, emotions are described based on the state of action 
readiness that they cause in the whole body (either 
impulsive or intentional)[31]. Intentional actions might 
differ person to person though impulsive actions only 
depend of the nature of their action readiness.  

Accordingly, impulsive actions can be used to 
recognize emotions considering the body expressions. 

Facial expression has been combined with upper body 
gestures to recognize emotions [34]. Movements of 
hands are detected using color segmentation and 
represented by centroid of the area; face components is 
also detected using skin detection techniques. Facial 
features (eyebrows, mouth, chin, etc.) are then combined 
with hand movements to set up the features. similar 
works has consider body feature along with facial 
features for fear detection [35] and anger detection [36, 
37]. 

Body gestures are also merged with speech based 
features derived by acoustic analysis. Together with 
facial expressions [38] developed a framework in which 
face and body data was recorded with different 
resolutions and synchronized with subjects’ speech 
interaction. They applied a Bayesian classifier to 
recognize the emotions. 

Kleinsmith et al [39] argued that emotions can be 
recognized by humans from body postures when their 
face is removed. They also developed a recognition 
model to recognize the affection of faceless avatars in 
computer games. 

Human actions caused by emotions could be 
detected using point-light animations [40]. Ross et al 
perform a test to compare recognition ability of students 
in primary and secondary schools and adults [41]. Faces 
of the test subjects were covered and recognition task 
performed on both full-light display and a point-light 
display where only main parts of the body postures are 
shown in a black and white format. Their result shows 
that adults have a better ability of bodily emotion 
recognition and display full-light is more expressive than 
in point-light for the task. 

 
Figure 9: Extracted features for four classes of emotions top 
down as, anger, fear, happiness, sadness. 
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In order to validate the perception of body expression 
tests have been developed and validated by human 
recognition. Atkinson et al developed a dataset for both 
static and dynamic body expressions; The dataset 
contains 10 subjects (5 female) and covers five emotions 
(anger, disgust, fear, happiness and sadness)[42]. The 
bodily expressive action stimulus test (BEAST) [43] 
provides a dataset for recognizing four types of emotions 
(anger, fear, happiness, sadness) which is constructed 
using non-professional actors (15 male, 31female). Body 
expressions are validated with a human recognition test. 

We applied a supervised approach to recognize two 
types of objects in images; First a pixel-wise approach 
for aligned objects which combines the learned samples 
of objects in each class to form a prototype and second a 
feature based approach for non-aligned objects in which 
Gabor wavelets are localized to represent a potential 
match between specific scale and orientation and edges 
of objects (figure 9). Both approaches are fed into a 
synergetic neural network to perform a classification 
task. 

We applied the BEAST data set1 to classify four 
classes of basic emotions. Gabor wavelets are generated 
in a (20, 20) matrix and images are resized to have 500 
pixels in row and relatively scaled pixels in column. 
Images are divided into train and test sets for each class 
10 images are selected randomly to form the train data 
and the rest are included for test. Different scenarios are 
considered to train the model: 

1. Static QPSO with 0.75α = and randomly 
initialized. 

2. Static QPSO with synergetic melting prototype 
[44]. 

3. Dynamic QPSO where α changes according to 
(29) and randomly initialized. 

4. Static QPSO with 0.75α = and initialized with 
CVT. 

5. Dynamic QPSO as (29) and initialized with 
CVT. 

6. Dynamic QPSO as (29), initialized with CVT 
and a synergetic melt prototype. 

7. Static QPSO with 0.75α = , initialized with 
CVT and penalized with (30). 

                                                           
1 http://www.beatricedegelder.com/beast.html 

8. Dynamic QPSO as (29), initialized with CVT 
and penalized with (30). 

Classification accuracies of different trained SNNs are 
compared with results of human recognition (table2). In 
some cases happiness and anger are misclassified as fear, 
this happened more frequently in static learning. 
However regardless of the learning scenario, happiness 
turns to be the most difficult one to detect and the reason 
is not clear for the authors. 
Figures 10 and 11 show the learning rate for each 
scenarios during the learning iterations. CVT has 
improved the accuracy with Dynamic learning scenario. 
 

 
Figure 10: Average learning rates for different QPSOs. 
 
 

Table 2: Classification Accuracies for different QPSOs. 

  Anger (%) Fear (%) Happiness (%) Sadness (%) Overall Error (%) 

QPSO1 92.31 68.97 72.0 93.10 18.35 

QPSO2 36.54 93.10 62.0 93.10 27.52 

QPSO3 92.31 72.41 74.0 93.10 16.97 

QPSO4 36.54 93.1 64.0 93.10 27.06 

QPSO5 92.31 86.21 60.0 93.10 16.51 

QPSO6 92.31 68.97 72.0 93.10 18.35 

QPSO7 36.54 94.83 64.0 93.10 26.61 

QPSO8 82.69 89.66 66.0 93.10 16.51 

BEAST  
(Human Recognition) 93.6 93.9 85.4 97.8 
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Figure 11: Average learning rates for penalized objective 
functions. 

5 Conclusion 
We proposed a biologically-plausible approach for 
recognition of aligned and non-aligned objects. Our 
dictionary learning algorithm is inspired by the 
holonomic brain theory. LCA is applied to enforce 
sparsity on a dictionary of Gabor wavelets. Regarding the 
parallel structure of the learning method, implementation 
could be optimized via parallel processing which is 
essential for real-time applications. 

Furthermore, synergetic neural network is combined 
with Gabor wavelet features which make it applicable for 
recognition of non-aligned objects. Gabor features also 
enhance the SNN to use images with different size for 
both construction of the Hermitian conjugate and test 
images. Effect of background is also removed because of 
recognition is based on the pattern of edges; Though 
sparse coding is robust in presence of classical noise 
since dot noise does not follow any meaningful shape 
pattern intrinsically.  

Experimental results supported the real application 
of Holonomic Brain Model as dictionary learning method 
using a biological implementation. 
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