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The main goal of a Data Service Composition is combining multiple data services to provide for a user’s 

query a new service which uses data from multiple service providers that are incorporated in the 

composition. In this situation, the data privacy and especially of the service providers can be breached 

when their critical data can be seen by another party. Therefore, keeping the data privacy during the 

composition process is crucial by every work in the context of the service composition. Recent approaches 

rely on a central mediator that can be trusted or not to ensuring the privacy of the service providers during 

the query execution. The most recent approaches found problems in case of untrusted mediator where 

they enforce restrictions like k-protection that can affect the efficiency of their works. Therefore, we 

propose PrSChain which preserves the privacy of all service providers during service composition and 

execution using BlockChain technology. We used a permissioned BlockChain that acts as trusted mediator 

where it enables users to access to the BC if a valid certificate is given. We use Hyperledger Fabric to 

implement our solution where it stores sensitive data about the composition plan. In addition, the 

intermediate query results are saved in IPFS that acts as offchain storage. As a proof of concept, we have 

tested PrSChain on a real-world medical dataset to show its feasibility and efficiency for maintaining 

privacy in a secure and trusted manner.  

Povzetek: Razvita je nova metoda kompozicije podatkovnih storitev, ki ohranja zasebnost podatkov s 

tehnologijo BlockChain. 

 

1 Introduction 
Protecting data privacy represents a big challenge for 

researchers [1,2,3,4,5] in the security and privacy fields, 

especially with a large amount of data diffused using 

internet services. In Service Oriented Architecture (SOA), 

providing a service for user queries usually requires 

sharing data from multiple data service providers during 

service composition [6]. Traditionally, for keeping the 

data privacy, the composition process is not done directly 

between service providers but it requires a third party 

called mediator [7, 8] that rewrites the query, creates and 

execute the composition plan by selecting the most 

suitable services to be composed to achieve the desired 

result. The mediator carries out all these functionalities 

that could be trusted or not. Selecting a non-trustable 

mediator may lead to the disclosure of critical information 

[9], which is the primary concern of the recent works such 

as [26], [9] and [10]. 

Several approaches aim to secure data service 

composition such as differential privacy [11], secret 

sharing [12], and k-anonymity [13] , among others, have  

 

been proposed to deal with data leakage and preserve  

privacy during service composition. Most of these works 

[9,10] abandon mediators to provide privacy. Recent 

works have adopted the k-anonymity solution, which 

involves k individuals to release data. K-anonymity trades 

between using a big k to ensure privacy and the time of 

releasing data. Therefore, it affects system scalability [14]. 

Recent works like [10] use an extension of k-anonymity 

called k-protection which has the same issues as the 

former to ensure scalability. 

The most recent works such as [9] and [10] support 

sharing the service composition plan with all service 

providers but this strategy enforces these works to 

incorporate additional techniques like k-protection to keep 

the data privacy of the service providers. Also, in case of 

distrust mediator, the recent works encrypt the exchanged 

data between the participants in order to hide it from the 

mediator.  

In recent years, Blockchain technology proof its 

efficiency to keep data privacy and ensure the trust and 

security. Especially, when a permissioned BC is 

incorporated like Fabric Hyperledger where every 
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participant must have a valid certificate to grant access 

permission. This technology is used in more than just 

cryptocurrencies, such as Bitcoin. It is also widely used to 

preserve privacy in different fields, such as healthcare and 

IOT [16, 17], data service sharing [37], network 

countermeasure selection [38], as well smart cities [34]. 

The present work invests in Blockchain (BC) [15] 

technology to ensure trust security while preserving the 

data privacy of the Service Providers (SPs) during service 

composition. We believe that BC can give solutions to 

problems that have been found by recent works. 

This paper proposes PrSChain which proposes a novel 

solution that presents a method of integrating 

permissioned blockchain in data service composition. It 

contributes by building a privacy-preserving system based 

on Hyperledger Fabric permissioned BC [19] for data 

service composition. The system omits the use of a 

mediator as a third party. This approach invests in the 

decentralization of BCs to generate, create and execute the 

composition plan using smart contracts without any 

central mediator. 

We have summarized the contributions of our paper 

as follows: 

✓ Building a decentralized privacy preserving system 

in service composition process based on 

Blockchain which is a new, trust and secure 

technology that does not require any third party to 

prevent the harmful effect that is associated to the 

central entity. 

✓ Use a permissioned BC that enables the service 

composition when it encompasses the process of 

authentication, authorization, access control, 

operation logs, identity management, Plan 

generation and execution. All of these processes 

that early mentioned are implemented using smart 

contracts. 

✓ Replace the mediator with a coordinator entity that 

has only limited responsibilities. It has no 

information about the service providers and the real 

composition plan which is generated by BC peers. 

✓ We propose that the generated composition plan 

must be hidden from the service providers in order 

to prevent using additional techniques like k-

protection. 

✓ Using IPFS as offchain storage in order to prevent 

storing the intermediate exchanged data on the BC 

to ensure system scalability. The IPFS data access 

is given only to legal participants from BC system. 

This paper is structured as follows: section 2 describes 

the background and related works where we give 

definitions about blockchain and service composition 

along with approaches about keeping the privacy with and 

without blockchain. Section 3 describes our proposal to 

keep the privacy of the data service providers and secure 

the service composition process using blockchain where 

we describe our high-level architecture and the main steps 

to generate and execute the composition plan under 

privacy preserving. Section 4 presents the implementation 

of our proposal. The evaluation results are depicted in 

section 5 where the discussion part is given by section 6. 

Section 7 concludes the paper with future directions. 

1 Background and related works 

1.1 Blockchain 

The idea of BC was invented by [20]. However, the term 

BC was invented by [15], when he used BCs as an 

immutable ledger to register transactions of the 

cryptocurrency Bitcoin. The database is distributed as a 

distributed ledger between a group of nodes. They create 

and append new blocks of data after a consensus between 

them. A block contains a bunch of chronologically ordered 

transactions, their Merkle tree and the hash of the previous 

block. The data is stored in the block body, and the entire 

block is hashed and stored as a block header. Each block 

contains the hash of the previous block, which creates 

interconnected blocks. BCs are classified into different 

types depending on requirements and access control such 

as private and public ones .  

New BC domains need a large amount of data; therefore, 

two important notions are born which are the onchain and 

offchain. The first one contains critical application data 

such as access permissions and data hash for further 

integrity verification. The second one stores the big data 

used by the application to prevent unscalable BC 

processing but these data must be used with the onchain 

information in order to be useful. Several recent works 

support merging onchain and offchain storage such that in 

[18, 22, 35].  

1.2 Service composition 

A composite service [36] is a service that is composed of 

two or more services to accomplish a user’s query. Service 

composition has five main steps, as shown in Figure 1 

[24]. It starts when a user requests a service and the 

mediator treats the query and discovers services that could 

be composed. A matchmaking algorithm is used to select 

the required services. A plan composition is generated to 

accomplish the query. Srivastava et al [23] modeled a 

composition plan as a Direct Acyclic Graph (DAG). Each 

node corresponds to a service participant, whereas edges 

represent the dependencies between participants that 

could be parents or children or both. The execution could 

be run parallel when there is no dependency between 

services. Finally, the result is sent to the user requester. 

1.3 Related works  

In this section, we are to bifurcate the related works 

into two categories. The first one belongs to privacy in 

service composition. The second one is the investigation 

of the Blockchain based service composition. 
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Figure 1: Traditional service composition process [24] 

1.3.1 Privacy in service composition 

Clarke [25] has seen that the comprehensive 

interpretation of privacy is about the integrity of the 

individual and the right to control their data about 

themselves, and it should be kept from other individuals 

and organizations. Wherein the privacy in service 

composition brings the exact definition of protecting 

sensitive information. Furthermore, herein could infer the 

critical data, hence we say that the privacy is breached. 

Thus, to reach the aim of preserving privacy within data 

services, many methods were put forward. 

Many recent studies try to solve the problem of 

preserving the user’s privacy in service composition. It 

emphasizes that the user’s credentials must not reveal to 

an unauthorized service provider or a mediator as a third 

party. Bahramgi et al. [9] proposed a practical multi-

source data integration approach that would tackle privacy 

issues raised by the execution of a composition that 

prevents the leakage between service providers or 

inferring data about users. They apply the K-protection 

which is an extension of K-anonymity for protecting 

critical data between service providers. They used OPES 

to encrypt numerical data between service providers in 

order to hide it from the mediator. In the same endeavor 

by using K-protection, Tiwary et al. [10] proposed a new 

method for preserving privacy in service composition that 

relies on a mediator, where the mediator is untrustworthy. 

They used a secret sharing string to authenticate the 

service providers between the parent service provider and 

the child service provider in the composition process. In 

this approach, the authors put forward that the mediator 

creates and shares the plan with all the service providers 

for participating. The selection process is based on the 

mediator’s mapping table. The mediator executed the 

query with the hashed of the critical data as input. In this 

approach, the mediator is blind. The authors did not 

mention how the mediator treats the final results. 

On the other hand, Tbahriti et al. [26] put forward the 

issue of privacy preservation within the service 

composition by proposing a privacy model that allows a 

service to define the privacy policy specifying the set of 

privacy practices applicable to any collected data and a set 

of privacy requirements specifying the set of privacy 

conditions that a third party must meet to consume the 

service’s data. They proposed a negotiation mechanism to 

define a composition plan to reach compatibility of 

concerned services. The mediator in [26] is trustworthy. It 

could see the exchanged attributes between the service 

consumer and the service producer (inputs and outputs). 

In a broader sense, all the solutions mentioned above 

are considered important. However, we point out several 

issues that belong to privacy leakage. Wherein [9] has 

mentioned that re-executing the same query from DS1 to 

DS2 might lead to a privacy breach, through the use of the 

K-anonymity, the service provider DS2 might infer the 

critical attribute of DS1. Although [10] proposed using an 

in-memory table, this later comprised the value of the 

attribute that belongs to a service provider and the 

convenient hash value (SHA-256). Owing to the non-

scalability of K-anonymity and the distrust of a third party, 

the mediator creates and generates the composition may 

not be a good decision because it may tamper with the 

quality of service, on the one hand, and the exchanged 

flow of data, on the other hand. We propose to use the BC 

technology as a trust and decentralized party to handle this 

issue and to ensure security, privacy and scalability at the 

same time, in addition to treatment with query re-execute 

we prefer that child service provider is not aware who is 
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the parent service provider, in this case, the child cannot 

infer any information about the data owner. 

1.3.2 Blockchain based decentralized service 

composition 

Decentralization is an attractive feature of 

Blockchain, which many researchers in service 

composition have investigated. The authors [27,28] 

believe that incorporating Blockchain technology settles 

centralization problems. In contrast, the decentralization 

in the service composition will reduce the costs and time, 

as well as the Blockchain security, scalability, and 

transparency features. Furthermore, concerning the 

immutability and traceability features, Yu et al. [27] have 

put forward how to select the optimal service composition 

in a transparent and decentralized environment, using 

particle swarm optimization (PSO) as a consensus to deal 

with complex tasks in cloud manufacturing. In the same 

direction, Radmanesh et al. [28] proposed a decentralized 

platform using blockchain technology for cloud 

manufacturing service composition, where the miners are 

rewarded when they propose an optimal service 

composition solution, as well as they are in charge of 

building the transactions and blocks by using the proposed 

consensus proof of optimality. Similar to [28], other works 

such as [31] and [32] integrate BC technology in cloud 

manufacturing service composition where the focus is not 

in data privacy. Due to the diversified internet of things 

services, Al Ridhawi et al. [29] described the integration 

of Blockchain in a decentralized cloud solution that uses 

Software Defined Networks (SDNs), fog computing, and 

Blockchain to compose complex services without 

requiring any intermediary. The composition process 

adopts a reinforcement learning technique to construct 

secure and reliable paths. Moreover, Blockchain has 

proved its efficiency in many fields, especially when it 

ensures trust between the parties of the same framework. 

Viriyasitavat et al. [30] investigated the Blockchain in an 

automated business process management to select and 

compose services in an open business environment, 

wherein [30] emphasized that using Blockchain will 

reduce costs in multiple aspects.  

Although the merits of integrating Blockchain in 

service composition ensure security and decentralization, 

privacy remains a significant concern that should be 

recognized. As a consequence, the privacy of the user 

might be leaked. 

To the best of our knowledge, we are the first to 

investigate the Blockchain to preserve privacy for data 

service providers in service composition. In addition, our 

proposal ensures the privacy of all sensitive data about the 

composition and how execute it along with protecting the 

intermediate exchanged data between service providers. 

Table 1 gives several comparison points between our work 

and other recent works that have strong relation with our 

approach. Our proposal comes to address the main 

shortcoming mentioned above about the mediator, service 

providers and service composition. We believe that the 

recent works such as [9] and [10] did not give full privacy 

protection even by using K-protection because they 

support sharing service composition plan with all service 

providers. We propose a BC based privacy preserving in 

service composition where the composition process is 

decentralized. In contrast to previous works where the 

mediator plays a crucial role, our proposal replaces it with 

a coordinator which has very low confidence and limited 

responsibilities. The trust property of the mediator has 

made problems in the related works where some of them 

suppose it a trust entity and the others regard it as distrust 

such as works of [9] and [10]. Thus, our work eliminates 

the centralized mediator and uses a blockchain network in 

order to prevent the trust problems. We believe that the 

service composition plan must not be shared across all 

service providers because this strategy has some 

drawbacks where a service provider can associate data to 

its parents. Since our proposal support permissioned BC, 

every entity must follow authentication and authorization 

steps in order to interacts with the BC. Therefore, the 

access control is assured by the BC where every smart 

contract invocation is checked if its requester is illegible 

to use it or not. The intermediate subquery results are not 

exchanged via coordinator and it is stored in off-chain 

storage where the access to it is only to legitimate service 

providers who decrypt the data address. 

Table 1: Summary table of the related works 

Approach Tbahriti & al [26] Bahramgi & al[9] Tiwary et al [10] Our Method 

BC based No No No Yes 

Decentralization No No No Yes 

Data integrity No No Yes Yes 

Mutual authentication  No No Yes No 

Access to intermediate data Plaintext  Encrypt numerical data Hash Encrypt only the 

pointer 

Service providers aware of other service 

providers in service composition  

No Yes  Yes  No 

Privacy between service provider No Yes Yes Yes 

Trust on mediator Very high Low Low Distrust 
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2 Proposed approach of blockchain 

based privacy preserving in service 

composition 
The privacy preserving in service composition process 

requires maintaining the privacy of all service providers 

that have participated for accomplishing a user’s query. 

The inclusive idea of the proposed design is that platform 

relates to service composition that relies on Blockchain 

which is different most from traditional service 

composition privacy preserving approach. Thus, we 

proposed PrSChain (see figure 2) is a secure and privacy 

preserving platform that aims to execute a user’s query 

which needs data services composition in order to obtain 

the answer, where the coordinator is distrust entity 

processes the query and it is in charge of sharing the 

process result with the permissioned Blockchain. This 

latter plays a role of a trust system, it adopts the entire 

functionalities of a traditional and a distrust mediator, 

mainly generating the composition plan and replies only a 

limited plan to the coordinator without providing the 

necessary information (ex. output and input attributes 

between service providers), where the coordinator in its 

turn notifies a set of service providers to start execution, 

thus the information about services provider’ sub-query is 

hidden from the coordinator. Every selected SP requests 

from the HLF Blockchain system its subquery along with 

information about input IPFS data and its children public 

keys. Then, it requests from IPFS all previously results of 

all its parents in order to execute its subquery and save the 

results into IPFS. The hash returned by this latter is 

encrypted with all children public keys and saved into the 

HLF system. After all service providers have finished the 

execution, the coordinator gets all final results from the 

IPFS using requested hash from the HLF system and 

finally it joins all results and return the final response to 

the user. 

 

 

Figure 2: PrSChain: High-level system architecture of the proposed protocol for a BC-based preserving privacy of 

Data Service composition. 

 

Figure 3: An example of a data service composition.  
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Example 1: The next example provides a typical service 

composition based on a real scenario, which will be used 

along this paper to help readers understand how using the 

BC to preserve the privacy of involved partners during 

service composition. In the next sections, we provide 

examples about the generation of a service composition 

and how execute it in secure manner and preserve the 

privacy of the service providers using Blockchain 

technology. 

The example is taken from the medical domain where 

the data are taken from the original database of diabetes 

medications [21]. We assume that a user (ex. Doctor) 

writes the query “What is the number of days in hospital 

and number of medicaments given to Afro-American male 

patients that have been supervised by doctors in 

Cardiology and they have changed the diabetes 

medication”. We assume that there are four data service 

providers (DS1, DS2, DS3, & DS4) where every data 

service DS provides medical records about patients with 

several medical attributes that given as follows: 

• DS1: Patient Identifier (PId), its Gender (Gn) 

and its Race (Rc). 

• DS2: Patient Identifier (PId), Number of days 

in the hospital (NDH) and an indication if there 

is a change in his diabetes medication or not 

(ChD). 

• DS3: Patient Identifier (PId), Encounter 

Identifier (EId) and Medical Specialty (MS).  

• DS4: Encounter Identifier (EId) and Number of 

Taken Medicaments (NM).  

We have ensured that a service composition plan can 

be generated using all service providers.  Figure 3 presents 

the result of the composition plan generation for the 

previous example where every service provider is 

responsible for executing a sub-query. A coordinator is in 

charge of supervising the execution of all subqueries and 

joins the intermediate results to get the final query result. 

The sub-queries are executed by the following order: 

1. DS1 executes “Select all patient identifiers 

of Afro-American male patients” . 

2. DS2 executes “Select all times in hospital for 

input patient identifiers that they have 

changed the diabetes medication”. 

3. DS3 executes “Select all encounter 

identifiers of the input patient identifiers 

where the medical specialty is Cardiology ”. 

4. DS3 executes “Select all number of taken 

medicaments of the input encounter 

identifiers”. 

All PrSChain steps are given by the figure 4. Algorithm 1 

describes the coordinator’s role (steps 1, 3, 4, 10 and 11 in 

figure 4) in detail in data service composition; and 

Algorithm 2 describes the part that the service providers 

play (steps 5, 6, 7, 8 and 9 in figure 4) where Algorithm 3 

illustrates the steps followed by blockchain system (step 2 

in figure 4). The detailed steps followed by PrSChain 

components during the Service Composition execution 

under BC based privacy preserving are described in detail 

in the following subsections.  

2.1 Processing and sharing the query by 

the coordinator 

In this proposed platform, the coordinator is considered a 

unique entity that manages the interactions between other 

components under the client/server architecture. In 

regards to the step 1 in figure 4, among the coordinator 

responsibilities user‘s query processing , even though it is 

a distrust entity, it processes the query and it shares the 

output results (Steps 5 and 6 of Algo 1) with the BC in 

order to assist the blockchain to generate the composition 

plan. 

Algorithm 1 Coordinator’s Steps of Execution 

Input: 𝑢𝑠𝑒𝑟_𝑞𝑢𝑒𝑟𝑦  
Output: 𝑞𝑢𝑒𝑟𝑦_𝑟𝑒𝑠𝑢𝑙𝑡𝑠 

1 
var comp_plan is the generated service 

composition plan without attribute names; 

2 
var 𝑞𝑢𝑒𝑟𝑦_𝐾𝐺 is the result of query processing 

of user query; 

3 

var 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑑_𝑆𝑃 is a set contains the service 

providers that complete the execution of the 

subqueries;  

4 

var 𝑓𝑖𝑛𝑎𝑙_𝑟𝑒𝑠𝑢𝑙𝑡𝑠 is a set that contains query 

execution results from the service providers that 

do not have any child; 

5 Process 𝑢𝑠𝑒𝑟_𝑞𝑢𝑒𝑟𝑦 and store it in 𝑞𝑢𝑒𝑟𝑦_𝐾𝐺; 

6 
Send 𝑞𝑢𝑒𝑟𝑦_𝐾𝐺 to the blockchain by invoking 

specified smart contract; 

7 
Get the generated composition plan from the BC 

via smart contract and stores it in 𝑐𝑜𝑚𝑝_𝑝𝑙𝑎𝑛; 

8 

Initialize 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑑_𝑆𝑃 with the service 

providers (in 𝑐𝑜𝑚𝑝_𝑝𝑙𝑎𝑛) that do not have any 

parent; 

9 

While (the size of 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑑_𝑆𝑃 does not 

equal to the number of the SPs in 𝑐𝑜𝑚𝑝_𝑝𝑙𝑎𝑛) 

do  

10 
Take a service provider (Say 𝑆) from 

𝑐𝑜𝑚𝑝_𝑝𝑙𝑎𝑛; 

11 
if (all parents of 𝑆 are in 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑑_𝑆𝑃) 

then  

12 
Send a notification to S to execute its 

subquery; 

13 
if (execution completed is received from S) 

then  

14 add S to 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑑_𝑆𝑃; 

15   else  

16   abort; 

17 

Get final results from the blockchain via smart 

contracts invocation and store them in 

𝑓𝑖𝑛𝑎𝑙_𝑟𝑒𝑠𝑢𝑙𝑡𝑠; 

18 
Process the final results and store the result in 

𝑞𝑢𝑒𝑟𝑦_𝑟𝑒𝑠𝑢𝑙𝑡𝑠; 

19 Return 𝑞𝑢𝑒𝑟𝑦_𝑟𝑒𝑠𝑢𝑙𝑡𝑠; 
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Figure 4: Steps in privacy preserving in service 

composition    

Algorithm 2 Service provider’s Steps of Execution 

Input: 𝑠𝑢𝑏_𝑞𝑢𝑒𝑟𝑦 

Output: 𝑠𝑢𝑏_𝑞𝑢𝑒𝑟𝑦_𝑟𝑒𝑠𝑢𝑙𝑡𝑠 

1 We refer the current service provider as 𝑆𝑃; 

2 var 𝑆𝑄𝑆𝑃  is the subquery associated with 𝑆𝑃; 

3 var 𝑃𝐾𝑆𝑃  is the public key associated with 𝑆𝑃; 

4 
var 𝑃𝐾_𝐶ℎ𝑆𝑃 is the set of public keys of 𝑆𝑃 

children; 

5 
var 𝐴𝑑𝑑𝑟𝑟𝑒𝑠 is the offchain address of the 

subquery execution result; 

6 

var 𝑎𝑑𝑑𝑟_𝑃𝑟𝑆𝑃 is the set of all ciphertexts of the 

offchain addresses of the query results related to 

𝑆𝑃 parents; 

7 
var 𝑑𝑎𝑡𝑎_𝑅𝑒𝑠𝑆𝑃 is the set of all subquery results 

of 𝑆𝑃 parents; 

8 
if (Coordinator asks for executing the associated 

sub query) then  

9 
Get 𝑆𝑄𝑆𝑃  from the blockchain via smart 

contracts; 

10 
Get 𝑃𝐾_𝐶ℎ𝑆𝑃, 𝑆𝐾_𝑃𝑟𝑆𝑃 and 𝑎𝑑𝑟_𝑃𝑟𝑆𝑃  from 

the blockchain via smart contracts; 

11 for (address 𝑎𝑑𝑑: 𝑎𝑑𝑑𝑟_𝑃𝑟𝑆𝑃)  do 

12 Decrypt 𝑎𝑑𝑑 by using 𝑃𝐾𝑆𝑃; 

13 
Get the data from the offchain using the 

decryption of 𝑎𝑑𝑑; 

14 Add the data to 𝑑𝑎𝑡𝑎_𝑅𝑒𝑠𝑆𝑃; 

15 End 

16 
Execute 𝑆𝑄𝑆𝑃  using all data in 𝑑𝑎𝑡𝑎_𝑅𝑒𝑠𝑆𝑃  

and store it in 𝑠𝑢𝑏_𝑞𝑢𝑒𝑟𝑦_𝑟𝑒𝑠𝑢𝑙𝑡𝑠; 

17 
Store 𝑠𝑢𝑏_𝑞𝑢𝑒𝑟𝑦_𝑟𝑒𝑠𝑢𝑙𝑡𝑠 in the offchain and 

get 𝐴𝑑𝑑𝑟𝑟𝑒𝑠; 

18 for (public key 𝑝𝑘: 𝑃𝐾_𝐶ℎ𝑆𝑃)  do 

19 Encrypt 𝐴𝑑𝑑𝑟𝑟𝑒𝑠  with the 𝑝𝑘; 

20 
Save the cyphertext in the blockchain via 

smart contract;   

21 End 

22 return 𝑠𝑢𝑏_𝑞𝑢𝑒𝑟𝑦_𝑟𝑒𝑠𝑢𝑙𝑡𝑠; 

2.2 Blockchain generates service 

composition and maintains its integrity 

After query processing, the coordinator sends the result to 

BC, where the peers in their turn execute the smart 

contract to generate the composition plan [step 2 in figure 

4] and [steps 5, 6 and 7 in Algo 3], they use on-chain data 

about service providers such as their registered services 

and their input and output attributes. Afterward, the peers 

apply the selection of optimal plan, in our contribution we 

have not focused on how select the best services, hence we 

adopted the idea of [23]. Therefore, the plan generation is 

executed in decentralized processing without the interfere 

of the coordinator in order to ensure transparency. Figure 

3 presents the result of the composition plan generation for 

the running example. In the end of the plan generation, the 

BC store it [step 8 in Algo 3] in order to keep both privacy 

and integrity. 

The process is ongoing and the BC replies an anonymized 

composition plan [step 3 in figure 4] and [step 9 in Algo 

3] to the coordinator in order to orchestrate the execution 

Query 

1: Coordinator processes the query and sent 

result to blockchain 

2: Blockchain generates a composition plan 

3: Coordinator receives the limited plan 

from Blockchain 

4: Coordinator selects a 𝑆𝑃𝑖 

5: 𝑆𝑃𝑖 requests sub-query from HLF 

6: 𝑆𝑃𝑖 requests input data from IPFS 

7: 𝑆𝑃𝑖 executes sub-query 

8 : 𝑆𝑃𝑖 saves result into IPFS and receives data 

address 

9 : 𝑆𝑃𝑖 encrypts hash with children public keys 

and saves the result into BC 

10: Coordinator receives end execution 

10.1:End 

composition 

execution 

11: Coordinator joins finale  results 

Yes 

No 

End 
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phase, and because the BC has a copy of the composition 

plan, the coordinator could not modify it, in addition it is 

blind and basically it is not aware about service 

composition critical information like SP subqueries. 

 

Algorithm 3 Blockchain’s Steps of Execution 

Input: 𝑘𝑔_𝑞𝑢𝑒𝑟𝑦  

Output: 𝑐𝑜𝑚𝑝_𝑝𝑙𝑎𝑛 

1 
var comp_plan is the generated service 

composition plan; 

2 
var 𝑠𝑒𝑟𝑣𝑖𝑐𝑒_𝑝𝑟𝑜𝑣𝑖𝑑𝑒𝑟𝑠 is the set of all registered 

service providers;  

3 
var 𝑠𝑢𝑏_𝑞𝑢𝑒𝑟𝑖𝑒𝑠 is the set of all generated 

subqueries; 

4 if (Coordinator send a user query) then 

5 Store the query in 𝑞𝑢𝑒𝑟𝑦; 

6 
Generate 𝑐𝑜𝑚𝑝_𝑝𝑙𝑎𝑛 using 𝑞𝑢𝑒𝑟𝑦 and all data 

provided by 𝑠𝑒𝑟𝑣𝑖𝑐𝑒_𝑝𝑟𝑜𝑣𝑖𝑑𝑒𝑟𝑠; 

7 Generate 𝑠𝑢𝑏_𝑞𝑢𝑒𝑟𝑖𝑒𝑠 using 𝑐𝑜𝑚𝑝_𝑝𝑙𝑎𝑛; 

8 
Store 𝑐𝑜𝑚𝑝_𝑝𝑙𝑎𝑛 and 𝑠𝑢𝑏_𝑞𝑢𝑒𝑟𝑖𝑒𝑠 in the 

blockchain using smart contracts; 

9 
Send 𝑐𝑜𝑚𝑝_𝑝𝑙𝑎𝑛 to Coordinator without the 

attribute names; 

10 
if (a service provider 𝑆𝑃 asks for its subquery 

𝑆𝑄𝑆𝑃) then 

11 
Query the blockchain for 𝑆𝑄𝑆𝑃  using smart 

contracts; 

12 Send the subquery 𝑆𝑄𝑆𝑃  to 𝑆𝑃; 

13 
if (a service provider 𝑆𝑃 asks for 𝑃𝐾_𝐶ℎ𝑆𝑃 the set 

of public keys of all its children) then 

14 
Query the world state for 𝑃𝐾_𝐶ℎ𝑆𝑃 using smart 

contracts; 

15 Send 𝑃𝐾_𝐶ℎ𝑆𝑃 to 𝑆𝑃; 

16 
if (a service provider 𝑆𝑃 asks for 𝑎𝑑𝑑𝑟_𝑃𝑟𝑆𝑃 the 

set of ciphertexts of the results of its parents) then 

17 
Query the world state for 𝑎𝑑𝑑𝑟_𝑃𝑟𝑆𝑃 using 

smart contracts; 

18 Send 𝑎𝑑𝑑𝑟_𝑃𝑟𝑆𝑃 to 𝑆𝑃; 

19 
if (a cyphertext of the address of the result of a 

service provider 𝑆𝑃 is received) then 

20 
Store the cyphertext in the blockchain using 

smart contracts; 

21 return 𝑐𝑜𝑚𝑝_𝑝𝑙𝑎𝑛; 

Example 2. Figure 5 illustrates an anonymized service 

composition plan derived from figure 3 which has 

presented the service composition related to the example 

1. It contains only necessary information to help the 

coordinator to organize the plan execution and ensure 

authentication between coordinator and SPs. 

2.3 Service composition execution by the 

coordinator 

After receiving the anonymized composition plan from the 

BC (step 7 in Algo1), the coordinator firstly notifies all 

service providers (step 4 in figure 4) that act only as 

parents to start the subquery execution (step 8 in Algo1). 

Secondly, after receiving notifications about ending 

subqueries execution, the coordinator notifies only service 

providers that their parents have executed their subqueries 

(step 11 and 12 in Algo1). The process is continued until 

finishing all subqueries execution. In the end, the 

coordinator joins all results to get the finale results and 

return it to the requester (steps 17, 18 and 19 in Algo 1). 

In contracts to traditional mediator, the coordinator has 

limited responsibilities and it only organizes the 

subqueries execution without knowing its content and its 

results. It sees only the finale results without any 

correspondence to service providers. Therefore, the 

service provider privacy is protected from the distrusted 

coordinator. 

2.4 Service provider executes sub-query 

while maintain privacy 

The main goal of every service provider is executing its 

subquery and preserving data privacy. In contracts to 

recent works that rely on K-protection to protect SPs’ data 

privacy via mediator, our work uses BC as trust mediator 

along with the next important restrictions: 

• Service provider does not have any information 

about the service composition.  

• Service providers do not know each other’s where 

the authentication between them is guaranteed by 

BC. 

• Every SP has a restrict access only to its subquery 

and data needed to execute it. 

Therefore, by using the latter restrictions, the K-

protection is not required where each SP cannot guess who 

owns any data incorporated during subquery execution.

 

Figure 5: Anonymized service composition plan.  

Begin 

𝑃𝐾𝐷𝑆4 

𝑃𝐾𝐷𝑆1 

𝑃𝐾𝐷𝑆3 

𝑃𝐾𝐷𝑆2 

End join 



PrSChain: A Blockchain Based Privacy Preserving Approach… Informatica 47 (2023) 91–108 99 

In the next, we provide detailed descriptions of steps 

followed by every SP in order to accomplish its 

participation during executing the service composition: 

1. Service provider requests subquery from BC 

(step 5 in fig4): After receiving notification from 

the coordinator to start execution (Step 8 of Algo 

2), it requests its subquery and all its related data 

from the BC (Steps 9 and 10 of Algo 2) to get 

important information related to execute it such as: 

• Query content which contains input and 

output attributes (Steps 10, 11 and 12 of 

Algo 3). 

• Its children (SPs that are connected to it with 

input attributes) public keys (Steps 13, 14 

and 15 of Algo 3). 

• Ciphertexts of IPFS addresses of data inputs 

related to the subquery (Steps 16, 17 and 18 

of Algo 3). 

2. Service provider gets subquery input data from 

IPFS (step 6 in fig4) : If the service provider has 

parents in the service composition, then its 

subquery needs data from SP parents in order to 

complete execution. The SP decrypts all IPFS 

addresses using its secret key (Step 12 of Algo 2) . 

After that, it requests data directly from IPFS 

(Steps 13 and 14 of Algo 2). 

3. Service provider executes subquery and stores 

results on IPFS (Steps 7 and 8 in fig4) : It uses 

all decrypted parent data in order to execute the 

subquery and stores the results on IPFS and gets a 

data address (Steps 16 and 17 of Algo2). 

4. Service provider encrypts IPFS address and 

saves it on Blockchain (step 9 in fig4) : The result 

address must be encrypted for protecting its 

privacy and allowing access for only SP children. 

Therefore, the SP uses every child public key to 

encrypt the result address, and the ciphertext is 

saved on BC to allow SP's children to access the 

desire result i.e., data of their parent (Steps 18, 19 

and 20 of Algo 2, Steps 19 and 20 of Algo 3) .  

Example 3: After the service composition generation 

given by figure 3, the BC creates a query plan which is 

given by figure 6 where each service provider is 

assigned to a subquery. As it mentioned before, to 

ensure SP privacy, the query plan is hidden from both 

the coordinator and all SPs in order to hide any critical 

data about the SPs’ sub-queries and their results. Figure 

6 presents how the BC stores the query plan where 

every subquery information contains the followings:  

✓ The subquery input and output attributes. 

✓ The SP’ ID which will execute the subquery. 

✓ The unique subquery ID which will be shared 

only with its SP. 

✓ Children’ public keys. 

✓ Ciphertexts of IPFS addresses of the subquery’ 

result. 

✓ The hash of the subquery result in order to further 

integrity checking.   

For example, information about subquery 𝑄1 contains : 

SP1 as its service provider, 𝑅𝑐 (race) and 𝐺𝑛 (gender) as 

its inputs, 𝑃𝑖𝑑 (patient identifier) as its output,  𝑃𝐾𝑆𝑃2 and 

𝑃𝐾𝑆𝑃3 as SP1 children public keys, 𝑃𝐾𝑆𝑃2(𝑎𝑑𝑑𝑟1) and 

𝑃𝐾𝑆𝑃3(𝑎𝑑𝑑𝑟1) as its ciphertexts of the IPFS address of its 

result. 

 

Figure 6: An example of a query plan created from the service composition given by figure 3 

QI : Q4 

SP : SP4 

Inputs: 𝑃𝐼𝑑, 𝐸𝐼𝑑 

Outputs: 𝑃𝐼𝑑, 𝑁𝑀 

IPFS_Addr :  

𝑃𝐾𝑐𝑜( 𝑎𝑑𝑑𝑟4) 

𝐻𝑎𝑠ℎ(𝑅𝑒𝑠𝑄4) 

 

QID : Q1 

SP : SP1 

Inputs: 𝑅𝐶, 𝐺𝑁 

Outputs: 𝑃𝐼𝑑 

Children PKs: 

𝑃𝐾𝑆𝑃2, 𝑃𝐾𝑆𝑃3 

IPFS_Addr: 

𝑃𝐾𝑆𝑃2(𝑎𝑑𝑑𝑟1) 
𝑃𝐾𝑆𝑃3(𝑎𝑑𝑑𝑟1) 

𝐻𝑎𝑠ℎ(𝑅𝑒𝑠𝑄2) 

   

QID : Q2 

Inputs: 𝑃𝐼𝑑 

Outputs: 𝑃𝐼𝑑, 𝑁𝐷𝐻 

SP : SP2 

IPFS_Addr :  

𝑃𝐾𝑐𝑜(𝑎𝑑𝑑𝑟2) 
𝐻𝑎𝑠ℎ(𝑅𝑒𝑠𝑄2) 

 

QID : Q3 

SP : SP3 

Inputs: 𝑃𝐼𝑑 

Outputs: 𝑃𝐼𝑑, 𝐸𝐼𝑑 

Children PKs: 

𝑃𝐾𝑆𝑃4 
IPFS_Addr :  

𝑃𝐾𝑆𝑃4(𝑎𝑑𝑑𝑟3⬚) 

𝐻𝑎𝑠ℎ(𝑅𝑒𝑠𝑄3) 
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Figure 7: Implementation architecture of PrSChain. 

 

Figure 8: The hyperledger fabric network used by PrSChain. 
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3 Implementation 
The proposed approach is implemented under Eclipse 

using various Java APIs such as JSON, and Fabric SDK. 

The architecture of the framework is illustrated in Figure 

7, where the main components are: 

✓ The Fabric Hyperledger Blockchain: is used as 

permissioned blockchain that allows only 

legitimate service providers having valid 

certificates to interact with PrSChain. One of the 

most important features of fabric Hyperledger is 

using certificate authorities to generate and control 

member certificates. The network is configured for 

two organizations, one peer node for each one. The 

fabric network uses CouchDB as a world state 

database and one ordering service. It was built with 

one certificate authority for each organization. 

Four channels are created for service providers, 

service composition, query plan, and logs named 

respectively “Service Providers”, “Service 

Composition”, “Query Plan”, and “Logs”. Four 

Fabric smart contracts are deployed using the Go 

language (one for each channel). The Hyperledger 

Fabric network used by the proposed method is 

given in Figure 8, where every channel is 

associated with its ledger and smart contract.  

✓ Interplanetary File System (IPFS) https://ipfs.io/ : 

is a distributed file storage, where every file added 

to IPFS is given a unique address derived from a 

hash of the file’s content. Our proposal uses IPFS 

as offchain storage in order to save temporary data 

about execution of subqueries. Our main goal is 

ensuring scalability of the blockchain ledger where 

we keep only sensitive data such as service 

composition and its subqueries. 

3.1 Fabric chaincodes and distributed 

ledgers 

Every peer in HLF has its local database (ledger), which 

contains all transactions executed by the network via HLF 

chaincodes. Thus, each peer can have several installed 

chaincodes for one HLF channel. The distributed ledgers 

in HLF are updated using smart contracts in demand by 

external blockchain users. Our work proposes using four 

distributed ledgers, each associated with one smart 

contract and several peers. These ledgers store critical data 

about the implementation components, such as service 

providers, service composition, sub-queries, and operation 

logs. 

3.1.1 Service provider chaincode 

The SP chaincode defines functions that are executed by 

HLF peers for managing the service providers that are 

registered by the BC. This chaincode is installed on a 

channel identified by the same name, “Service Provider”, 

and is associated with a local ledger that saves information 

about service providers. The SP chaincode uses the 

Golang structure, illustrated by Listing 1 where some GO 

functions are given by table 2 along with restricted access. 

type ServiceProvider struct { 

SpID string `json:"SpId"` 

SpName string `json:"SpName"` 

SpAddress string `json:"SpAddress"` 

SpServices [] ServiceList `json:"SpServices"` } 

type ServiceList struct { 

ServiceID string `json:"ServiceID"` 

ServicePK string `json:"ServicePK"` 

Available string `json:"Available"` 

InputAttributes [] AttributesType `json:"InputAttributes"` 

   OutputAttributes[] AttributesType `json:"OutputAttributes"` } 

type Attributes Type struct { 

AttrName string `json:"AttrName"` 

AttrType string `json:"AttrType"` } 

Listing 1: The golang structure used by the service 

provider chaincode 

3.1.2 Query plan chaincode 

The QP chaincode defines functions that executed by HLF 

peers for managing the query plan generated from service 

composition. This chaincode is installed on a channel 

identified by the same name “Query Plan”. The QP 

chaincode uses the Golang structure which is illustrated by 

the listing 2 where some GO functions are given by table 

3 along with restricted access. 

Table 2: Some smart contract functions that are 

implemented by the service provider chaincode 

Function Description 
Restricted 

Access 

CreateServicePr Create new service 

provider using the 

description given by the 

invocation parameters 

Administrator 

GetMatchServices Get a list of services that 

match the query 

attributes given by the 

invocation.   

GenQueryPlan 

chaincode 

updateSP Updating existed service 

provider with new 

information. 

Service 

Provider 

type QueryPlan struct { 

QueryID string `json:"QueryID"` 

SpID string `json:"SpId"` 

ServiceID string `json:"ServiceID"` 

ServicePK string `json:"ServicePK"` 

SpAddress string `json:"SpAddress"` 

ChildrenPKs [] string `json:"ChildrenPKs"` 

Address_Encryption [] AddressEncryptionType    

                              `json:"Address_Encryption"` 

        InputValues [] InputValuesType `json:"InputValues"` 

HashResult string `json:"HashResult"` } 

type AddressEncryptionType struct { 

Child_PK string `json:"Child_PK"` 

Address_Enc string `json:"Address_Enc"` } 

type InputValuesType struct { 

Attribute string `json:"Attribute"` 

Values [] string `json:"Values"` }  

Listing 2: The golang structure used by the query plan 

chaincode 
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Table 3: Some smart contract functions that are 

implemented by the query plan chaincode 

Function Description 
Restricted 

Access 

GenQueryPlan Generate the query 

plan that contains all 

the sub-queries 

associated to SPs. 

Coordinator  

SetAddrEnc_Hash Save the cipher texts 

(using children PKs) 

of the address of the 

sub query results on 

the BC along with the 

hash of the result. 

Service 

provider 

GetQueryPlan Get the sub query 

associated with SP 

which invokes this 

function. 

Service 

provider 

GetAddressEnc Get all cipher texts 

created by all parents 

of the SP which 

invokes this function. 

Service 

provider 

3.1.3 Service composition chaincode 

It manages the anonymized service composition and it is 

installed on a channel identified by the same name 

“Service Composition” where it is associated with a local 

ledger that saves information about the private service 

composition. The SC chaincode uses the Golang structure 

which is illustrated by the listing 3 where some GO 

functions are given by table 4 along with restricted access.  

type ServiceComposition struct { 

SpID string `json:"SpId"` 

SpAddress string `json:"SpAddress"` 

ServiceID string `json:"ServiceID"` 

ChildrenPKs [] string `json:"ChildrenPKs"` 

ServicePK string `json:"ServicePK"` 

} 

Listing 3: The golang structure used by the service 

composition chaincode 

Table 4: Some smart contracts functions that are 

implemented by the service composition chaincode 

Function Description  Restricted Access 

GetPrivateSC Get the private 

service composition 

which is generated 

from the query plan. 

Coordinator  

4 Evaluation 

4.1 Experiment configuration 

To validate the functionality and test the performance of 

our approach, a number of experiments have been 

performed. Experiments are performed on a machine with 

an Intel Core i7 processor running with a 1.8 GHz clock 

speed, 16 GB memory, 128 GB SSD and 1 TB for storage. 

In regards to the implementation architecture, the 

coordinator is implemented as JAVA REST application 

that uses the Tomcat 9 as a resource server. All service 

providers and the client are depicted as JAVA applications 

that communicate with coordinator using REST API. The 

SPs and the coordinator interacted directly with IPFS to 

get sub-queries results. They also have interactions with 

Fabric network using Fabric SDK. Our implementation 

uses several Java API in different processes such as: IPFS 

API, Fabric SDK…etc.  

4.2 Dataset 

The proposed work is evaluated using the dataset [21] 

which contains 101767 records, where every patient 

record has several attributes. Some of them are described 

by the running example in the first section. Our strategy 

consists of sampling the whole data set into four subsets, 

each using different attributes in the condition that two or 

more subsets share some attributes. Each service provider 

is associated with one subset to create the service 

composition given by Figure 3, where the maximum 

subset size is 101767 records. In the first experiment, we 

start with 20k records and we add 20k in each experiment 

until to reach the whole dataset. 

The experimental data is available in UCI Machine 

Learning Repository at 

https://archive.ics.uci.edu/ml/datasets/Diabetes%20130-

US%20hospitals%20for%20years%201999-2008.  

4.3 Experiment results 

To check the performance of our work, the query given by 

the example 1 is executed in each experiment. We record 

the execution time and memory consumption in each 

experiment. 

Figures 9, 10, 11, and 12 show the execution times (in 

milliseconds) associated with SP1, SP2, SP3, and SP4 

during executing the subqueries, and interacting with the 

Fabric network. 

The sub-query execution times are related to sub-

query content, IPFS, and Fabric network interactions 

where the overall value is their sum. The subquery 

execution dramatically impacts the overall sub-query 

execution time. This is due to sub-query content, such as 

the number of variables, constants, and filters. We can 

observe that SP1 and SP4 take less time than SP2 and SP3 

after the execution on 12k records because, in return to the 

service composition, we found that SP1 and SP4 both have 

only two specified values as inputs, which act as filters 

that can reduce the subquery search space. In addition, the 

number of SP parents can also make a difference during 

the execution because the SP collects all input data from 

its parents and process them to achieve the sub-query 

execution.  

The performance evaluation related to the BC 

communication presents values close to each other, with 

few differences due to the internal execution of the Fabric 

network. There are two interaction types between SPs and 

Fabric networks: request the sub-queries and save 

ciphertexts of IPFS addresses along with hash results. The 

SPs always execute the former, which is related to the 

number of SP children. 

https://archive.ics.uci.edu/ml/datasets/Diabetes%20130-US%20hospitals%20for%20years%201999-2008
https://archive.ics.uci.edu/ml/datasets/Diabetes%20130-US%20hospitals%20for%20years%201999-2008
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Figure 9: Performance evaluation for service provider 1 (elapsed times vs number of records) 

 

Figure 10: performance evaluation for service provider 2 (elapsed times vs number of records) 

 

Figure 11: Performance evaluation for service provider 3 (elapsed times vs number of records) 
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Figure 12: Performance evaluation for service provider 4 (elapsed times vs number of records) 

 

Figure 13: Performance evaluation for the query execution and the coordinator (elapsed times vs number of records) 

 

Figure 14: Memory consumption evaluations for the service providers and the coordinator (memory used vs number of 
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Figure 13 shows the overall execution time of the 

query by all SPs, where there are few changes between 

experiments. We can conclude that the data size has little 

effect on the overall execution. This latter can be affected 

by the number of SPs that participated in the service 

composition and specifically with its structure; thus, the 

optimization selection techniques play a centric role. We 

can observe that the sum of all sub-query execution times 

is greater than the overall value, and this is due to the 

parallel execution of SP2 and SP3 because these SPs are 

independent of each other. 

Figure 13 also shows the recorded times of the 

interactions between the coordinator and the Fabric 

network. These values are exceptionally close because 

they are related only to Fabric’s internal communications. 

The overall coordinator execution time is not presented 

here, where the only factor is the coordinator’s final 

merging of all results. Big-size results can increase the 

overall time. 

For an accurate evaluation, memory consumption of 

the coordinator and all SPs are recorded and presented in 

Figure 14. In contracts to the evaluation conducted by 

[10], who have presented the overall consumption of the 

execution, our strategy consists of evaluating each 

application alone because, in reality, all components are 

distributed across the internet. We can observe that the 

memory space used remained the same for the 

coordinator, about 600 megabytes. This is because the 

coordinator does not generate the query plan or execute 

the subqueries but assists the query plan execution and 

merges the final results, which consumes less memory. In 

contracts, the memory space used for each SP is related to 

the data size because this latter is managed locally without 

a remote resource server. In contrast, all sub-queries 

execution results are saved remotely in IPFS. 

5 Discussion 

In this section, firstly we provide the security analysis 

related to our work and secondly, we make a comparison 

between PrSChain and related works in the literature. 

5.1 Security analysis   

This section demonstrates the efficiency of our method to 

deal with the security and the privacy of the service 

composition in decentralized environment, we put forward 

the threats that could possibly face the proposed method 

and how we can resolve them. 

The decentralization feature of BC has ensured that an 

adversary would not tamper the distributed ledger, hence 

the BC has endeavored to tackle several attacks, where the 

use of a permissioned BC encounters the privacy of the 

participant parties by affecting each entity with a public 

key as a pseudo-anonymity, as a result no disclosure of the 

real identity on one hand, in addition to protect the data 

from leakage we have used a shared offchain address 

among parent-children services, which means only the 

real child who could get the data from the off-chain 

storage, and, furthermore, we save the hash of the data on 

the BC to guarantee the integrity, on the other hand. 

Another merit the use of permission layer that manages 

the access control that allows only the member who is 

authorized to access the distributed ledger. We highlight 

some assumptions that may threaten our method and how 

they are thwarted while we use the BC: 

✓ Assumption 1: The coordinator attempts to 

change the service composition or the query plan 

by adding new SPs or changing SPs positions. 

✓ Solution: The coordinator has no chance to make 

any modification because all data about service 

composition are stored in the Blockchain and 

they have never been altered where their integrity 

is assured.  

✓ Assumption 2: A BC peer attempts to change the 

service composition or the query plan by adding 

illegitimate SP. 

✓ Solution: It can make changes and store it in its 

local database but during the chaincode 

invocation the BC return only the correct service 

composition because Hyperledger Fabric uses 

BFT algorithm to mitigate such attack type. 

Generally, all BC networks assure the data 

integrity where in the case of Fabric, there are 

authorities that control the identities and access 

policies.   

✓ Assumption 3: A service provider attempts to 

add parents or children to the service 

composition using its sub-query plan. 

✓ Solution: Firstly, it cannot add parents because 

before it takes its execution turn, all its parents 

have been completed execution. Secondly, it 

cannot add any child because it permitted only to 

invoke chaincodes that save the cipher texts of its 

IPFS addresses encrypted by public keys of its 

real children. 

✓ Assumption 4: A SP tries to know the owner of 

the input data in order to break the privacy 

condition. Thus, the SP privacy can be breached. 

✓ Solution: It cannot be able to make such 

association because our strategy ensured that 

each SP does not know any SP in the 

composition. 

✓ Assumption 5: In our work, the coordinator is in 

charge of merging the final results and hence it is 

able to associate the results with SPs and then it 

can breach every SP privacy. 

✓ Solution: It cannot get such association because 

it has only the private service composition with 

anonymized nodes and therefore it can guess the 

relation between the results and the final nodes 

with probability degrees. 

✓ Assumption 6: The blockchain peers can get the 

ciphertexts of the IPFS addresses related to the 

sub-queries results and they attempt to access 

result data or modify their content.  

✓ Solution: The ciphertexts cannot be decrypted 

without children private keys and hence BC peers 
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cannot get or modify the IPFS data. In regarding 

to the blockchain protocols for keeping the data 

integrity, there is no chance to add an illegitimate 

pub key to a subquery of a given parent in order 

to obligate this latter to encrypt the IPFS address 

using the added public key. 

✓ Assumption 7: If someone decrypts the IPFS 

address and gets access to the result of a given 

sub-query in order to modify it and influence all 

children that use the changed data. 

✓ Solution: Each child can check the data integrity 

using its hash which has been generated by the 

parent of this child. If this latter detects any 

changing then it stops the execution and the 

service composition will fail.   

5.2 Comparison 

Compared to PrSChain, the related works have several 

drawbacks and they lack important features to ensure full 

security and privacy protection. Some important lacks are 

illustrated by the following: 

✓ Most approaches support centralization where a 

mediator is in charge of service composition 

generation and query execution. Even the 

mediator is entrusted, it can use these 

responsibilities to for example creating query 

plan that contains only selected service providers. 

✓ In most works, the service providers know the 

generated plan where this feature enforce 

restrictions that can have negative effect on 

scalability like using K-protection. In this 

situation, the query returns additional 

unnecessarily values.  

✓ All related works do not support access control 

and operation logs for future audit and 

verification. 

✓ Most works support exchanging subquery results 

via a mediator that can be distrust entity. In this 

situation, if the data is not encrypted then the 

mediator can directly breach the data privacy. In 

case of encrypted data that uses k-protection, the 

mediator can share the data without k-protection 

with the child of a service provider.  

Our method is compared with [26,9,10] regarding security 

and privacy requirements. Let us start with Tbahriti et al 

[26] pointing to a privacy model that verifies the 

compatibility between privacy policies and privacy 

requirements services to enhance service composition. 

This approach is based on a mediator to exchange the 

intermediate data and does not employ any cryptographic 

method to encrypt and protect the data. We propose that 

coordinator is not in charge of exchanging the data but this 

latter is exchanged via BC. The recent works for 

preserving privacy in service composition [9] and [10] 

have used the same strategy to protect critical data from 

leakage. Bahramgi et al. [9] encrypted the intermediate 

data via OPES, while Tiwary et al. [10] used the hash 

instead of encrypting if the data were non-numerical. In 

the two cases, using the K-anonymity takes a considerable 

time when the amount of data is significant, and k is too 

big. On the one hand, for us, we have not needed to use k-

protection because we have proposed that the service 

providers do not know each other where the authentication 

is guaranteed using BC.    

On the other hand, we do not need any third party or 

central entity to generate and create the composition plan, 

whereas the BC peers are in charge, and the probability of 

tampering with the QoS is very low. We have used the data 

hash to avoid modification and ensure data integrity. 

Tiwary et al. [10] propose an in-memory table to handle 

the problem of re-executing the same query. It does not 

prevent privacy disclosure between service providers, 

especially when k is too small. A service provider can save 

in-memory tables of several queries and it can infer the 

common values to get the real values of its service parent.  

We tackle this issue when the service providers are 

unaware of the actual plan where every SP does not know 

his parents.  

We have incorporated the BC to eliminate the trust in 

third parties. It demonstrates its scalability of computing 

and the decentralization feature. In addition, if the query 

covers critical attributes, then the other works like [10] and 

[26] will fail to retrieve results because the mediator is in 

charge of merging results, and it shows only noncritical 

attributes. In contracts, our work can deal with the last 

issue because the coordinator can see every attribute 

without knowing its data owner. From the query 

processing point of view, the recent works give the 

mediator the responsibility of generating the service 

composition. At the same time, they were declared as a 

distrust entity. In this situation, for example, the mediator 

can prefer to incorporate some SPs rather than others that 

can enhance the query execution. In contracts, our work 

uses the BC network, where BC peers perform the service 

composition and query generation without a central entity. 

6 Conclusion 
In this article, we propose a platform to enhance service 

composition privacy. The design maintains the privacy 

between service providers, the main idea is how to 

eliminate the trust on third party which is substituted with 

Blockchain technology for its high confidence and it plays 

the role of a trust mediator. The method is focusing on how 

we investigate the performance computation of a 

permissioned BC for managing, executing and preserving 

the privacy in service composition. Moreover, the 

distributed ledgers for keeping the information for both 

the service providers and their sub-query in order to 

eliminate the tampering with data service providers and 

their privacy. We have used a real-world data service for 

demonstrating the efficiency of our method and its 

resilience with any type or amount of data. Compared to 

recent works that take more time and memory 

consumption, our experiments have improved 

performance because the usage of BC without k-

anonymity which is the source of increasing time and 

memory usage.  
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Different stakeholders such as users and service 

providers can benefit from PrSChain functionalities. For 

example, data service providers in the medical domain can 

participate in service composition under BC privacy 

preserving in order to protect their data. Users like doctors 

can perform advanced queries that uses several distributed 

datasets to get information about patients. In case of illegal 

manipulation, PrSChain can perform audit verification 

from the log ledger that keeps data about all executed 

operations. For interoperability, our proposal supports 

using REST API that ensures the communication between 

different internet applications. The implementation of 

PrSChain in the real world situation is related to Fabric 

Hyperledger and its capabilities to process users’ 

transactions  and deal with scalability issues.   

For future directions, our approach must be extended 

to deal with the situation when the requester must 

participate using his data in the service composition. In 

this situation, the requester should allow access to his data 

and put an access control and policies in order to protect 

his privacy from illegal access. The requester can use our 

blockchain network for keeping his data privacy and 

integrity by allowing access control via blockchain. 

PrSChain can be extended to support rewarding 

mechanism where a service provider can be rewarded if it 

participated in several service composition.     

Another research direction is to use IOTA [33] which 

is based on tangle technology that uses directed acyclic 

graph rather than list to save transactions. The main goal 

of using IOTA is to ensure rapid transaction without fees. 

PrSChain can use this technology to ensure fast execution 

of the service composition plan. 
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