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The rise of social media has intensified the spread of fake news, a problem further exacerbated by generative
artificial intelligence (AI). Hence, the need for improved detection of both human-created and AI-generated
fake news using advanced AI models is critical. This paper proposes a survey to assess knowledge and
attitudes towards news and AI, combining demographic data, personality traits, and the ability to distin-
guish between real and AI-generated news. Additionally, we create a new dataset, ERAF-News, containing
real, fake, AI-generated true, and AI-generated fake news. To classify different types of news, we devel-
oped a dual-stream transformer model, DuSTraMo. This model leverages the capabilities of two parallel
transformers to enhance the accuracy of news classification. The survey, involving 83 participants from
9 countries, revealed that respondents struggle to differentiate human-generated from AI-generated news.
Notably, BERT outperformed GPT-2 and BART in generating realistic text, and RoBERTa and DistilBERT
achieved over 98% accuracy in fake news classification. Dual-GPT models also showed high accuracy.
This study underscores the effectiveness of the DuSTraMo model and the ERAF-News dataset in enhancing
the detection of both human-created and AI-generated fake news. The findings highlight the increasing
dominance of AI in this domain and the pressing need for advanced methods to combat fake news. Ad-
ditionally, a survey examining users’ responses to fake news reveals a concerning inability to accurately
identify false information.

Povzetek: Članek raziskuje zaznavanje lažnih novic z uporabo dvojnoga globokega učenja. Predstavlja nov
model DuSTraMo in zbirko podatkov ERAF-News za boljšo detekcijo človeških in AI-generiranih lažnih
novic.

1 Introduction
The prevalence of fake news in the modern media environ-
ment has grown significantly. It becomes now more diffi-
cult than ever to differentiate correct information from false
one owing to the fast growth of social media and online plat-
forms [1]. The effects of propagating disinformation are
serious, with the ability to change public perception, have
an impact on political and social decisions [2], and cause
confusion among individuals [3]. The free dissemination
of false news can mislead the target audience or gain noto-
riety or financial advantage. [4, 5].
In the contemporary landscape, interaction with infor-

mation has undergone a significant evolution, largely at-
tributed to the proliferation of social media and online plat-
forms. Historically, the predominant sources of informa-
tion were traditional media outlets such as print newspapers
1, radio, and television, all of which adhered to stringent
verification protocols.
However, the advent of platforms such as Facebook and
1https://rb.gy/5493gt, Last access: 18 Jully 2023

Twitter, recently renamed X2 3, has revolutionized the way
information is disseminated, enabling individuals world-
wide to instantaneously share knowledge. Certainly, so-
cial media platforms play a significant role in the rapid dis-
semination of misinformation, complicating the assessment
of online information’s credibility [6]. This transformative
shift not only reshapes the dynamics of information trans-
mission but also underscores the paramount importance of
media literacy in discerning truth amidst the continuous in-
flux of online information [7].
Within the persistent issue of fake news, scholars are

earnestly committing their efforts to the development
of robust methods aimed at identifying and mitigating
misleading information [8, 9, 10].

In the literature, several works have been carried out on
Fake news detection. These works have varied both on
the strategic and technical side and particularly affected

2Throughout the rest of the paper, the terms Twitter and X will be used
interchangeably.

3https://rb.gy/98bc01, Last access: 02 November 2023
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three main areas. Firstly, the use of surveys such as
[11, 12, 13] have been based either on the analysis of
the personality traits of respondents, or the mechanism
of circulation of fake news, but have not discussed the
degree of awareness of netizens to distinguish between
types of news. Secondly, the automatic detection of fake
news using ML methods [14, 15, 16] or transformers [15]
used simple architectural models. The only recent paper
that used dual-stream was [17] but simply duplicated
the BERT model in both streams. Thirdly, processing
datasets that have just two classes of news (real or fake)
[18, 19] besides few works that added the third class of
generated news [20, 21, 22]. The authors of [23] maked a
multi-classification of information by treating degrees of
falsehood such as True, MostlyTrue, Half-True, Barely-
True, False, and Pants-on-Fire. No papers proposed to
make a classification of four classes (real, fake, generated
real and generated fake) and no dataset exists that contains
all four classes.

In this paper, the fake news issue is addressed in-depth
through the seamless integration of a survey and an artifi-
cial intelligence (AI) method. Firstly, a survey is used to
delve deep into the public’s attitudes. This survey tends
to offer quantitative data that explores the nature and ex-
tent of the influence of fake news on the behavior of Inter-
net users. Secondly, the capabilities of AI were leveraged,
specifically deep learning based on transformers, for the de-
tection of fake news. The innovation in this approach lies in
its objective to differentiate between authentic news, false
information, and content generated by AI (GAI).
To the best of our knowledge, this is the first paper that

explores the synergy between these two approaches and al-
lows for a more thorough examination of the intricate dy-
namics surrounding fake news, identification, and societal
impact.
Hence, the key contributions of this paper are:

– Diffusing a survey named ”Generation of Fake
News”: This questionnaire aims to investigate users’
personalities, understanding of AI, awareness of fake
news, and their capability to distinguish between fake
and real news.

– Creating a new dataset named ”ExtendedReal And
Fake News Dataset (ERAF-News): The dataset in-
cludes real news, fake news, and real and fake news
generated by AI. It can be used to test and refine state-
of-the-art algorithms to detect fake news. The idea be-
hind adding the fourth class is to distinguish between
generated Real and generated Fake. This allows to op-
tionally accept generated Real News and reject gener-
ated Fake ones.

– Proposing a newDual-StreamTransformersModel
(DuSTraMo): This architecture aims to exploit com-
plementary capabilities from two parallel models, po-
tentially leading to improved performance on various
natural language processing tasks.

The remaining parts of his paper proceed as follows: Sec-
tion 2 provides an overview of three key areas: (a) prior
survey-based research on fake news; (b) studies employing
deep learning techniques based on transformers to classify
the news; and (c) dynamic landscape of generative AI tools
and their impact on fake news generation. Section 3 offers
an overview of transformers. Section 4 intricately delves
into the specific contributions and explains the methodol-
ogy. It includes (a) an in-depth exploration of the sur-
vey, covering design rationale, section selections, presen-
tation of collected data, and the chosen evaluation method;
(b) a comprehensive account of the creation of the novel
ERAF-News dataset; and (c) an exposition of the innova-
tive DuSTraMo architecture designed for the detection of
fake news. Section 5 offers an in-depth exploration of the
obtained results, encompassing: (a) the findings from the
investigation; (b) a performance evaluation of the ERAF-
News dataset generation; and (c) a comprehensive discus-
sion of the results derived from the deep learning models
developed.

2 Related works
This section presents the literature in three distinct areas:
(1) research focused on surveys 4 in the fake news context,
(2) generation process based on a few pre-trained models,
and (3) new method for fake news detection.

2.1 Surveys for fake news catch
The fast transmission and persistence ofmisinformation on-
line pose a multifaceted threat [25, 24], impacting various
domains including politics [27, 26], culture [29, 28], fi-
nance [31, 30], and psychology [24]. For the purpose of
evaluating the accuracy of Internet users’ answers, conduct-
ing an online survey can prove invaluable for assessing the
attitudes, cultural orientations, and more of Internet users,
thereby measuring the consistency of their responses.
The authors [11] are interested in the different mecha-

nisms of circulation of disinformation on online social net-
works, and propose avenues for identification and in-depth
analysis.
Linguistic analysis of information plays a principal crite-

rion in the detection of false information. For this, one ap-
proach is to use a survey comprising a series of questions,
5, which can range from general queries to personalized or
domain specific.
The objective of a survey [32] is to explore the corre-

lation between the optimal user experience while navigat-
ing social media platforms, the behavior of sharing fake
news, online trust, and heightened social media consump-
tion. This research draws upon pertinent studies from the
literature on fake news, online trust, and social media us-
age to inform the development of the questionnaire. Table

4Throughout the rest of the paper, the terms survey and questionnaire
will be used interchangeably.

5https://shorturl.at/aIKP6, Last access: 02 September 2023
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Table 1: Comparison of some fake news surveys

Ref. Title Subject Nb responders
[33] The role of social media in spreading panic

among primary and secondary school students
during the COVID-19 pandemic: An online
questionnaire study from the Gaza Strip, Pales-
tine

COVID-19 942

[34] Surveying fake news: Assessing university
faculty’s fragmented definition of fake news
and its impact on teaching critical thinking

Fake news 69

[35] The Influence of Political Ideology on fake
news Belief: The Portuguese Case

Fake news
on political
ideology

712

[36] Fake news: the impact of the internet on pop-
ulation health.

Fake news
of health
information

1195

[37] fake news Reaching Young People on Social
Networks: DistrustChallenging Media Liter-
acy

Fake news 408

[38] Fake or real news? Understanding gratifica-
tions and personality traits of individuals shar-
ing fake news on social media platforms

Fake news 221

[39] The Role of Risk Perception and Ability to De-
tect fake news in Acceptance of COVID-19
Vaccine among Students of Shiraz University.

COVID-19 382

[40] Anger makes Fake news viral online. Fake news
(offline) 1291

[41] Examining the role of emotions, sharing
motivations, and psychological distance
of COVID-19-related fake news

COVID-19
150 toilet paper
shortage-related
149 celebrity
scandal rumors

1 provides a brief overview of the studies on fake news sur-
veys.
Comprehending the elements that influence how indi-

viduals react to fake news is vital for devising efficient
strategies to minimize its detrimental impact on society.
Personality traits play an essential role to shape people’s
behaviors[12, 13]. The Big Five model 6 seems a highly
valuable standard for comprehending personality. This
model is commonly named OCEAN (Openness, Conscien-
tiousness, Extroversion, Agreeableness and Neuroticism),
derived from its five key dimensions. It assesses an in-
dividual’s position on each dimension, providing valuable
insights into their personality traits and behavioral charac-
teristics.

2.2 Methods for detecting fake news
Popular techniques for fake news detection, such as source
verification, fact-checking, and cross-checking [42] are im-
portant to assess the credibility of news stories [43]. How-
ever, deeper analysis based on AI and machine learning
(ML) algorithms has made it possible for sentiment anal-

6https://shorturl.at/abFS4, Last access: 25 September 2023

ysis and language pattern identification, letting specialists
to identify disinformation [44, 45].
Academic studies propose diverse techniques for

automatic fake news detection, primarily relying on
content-based techniques [46, 47], natural language pro-
cessing (NLP) [18, 48], or data mining [49], ML methods
[14, 15], or the use of social context-based techniques,
as discussed in [50]. Additionally, some models adopt a
hybrid integration of both approaches, as demonstrated by
[51].

For assessment and classification of information, the use
of NLP techniques and AI methodologies such as random
forests (RF) [52], support vector machines (SVM) [53],
long short-termmemory (LSTM) neural networks [54], and
transformers [19, 17, 55, 56], allows information profes-
sionals to enhance their ability to detect fake news effec-
tively.
Researchers in [16] propose an innovative language-

agnostic technique based on text attributes to discern fake
news using various datasets. The outcomes reveal that
the RF and SVM algorithms achieve accuracy of around
88% and 89% respectively, when applied to the FakeBr-

https://shorturl.at/abFS4
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Table 2: A comparison between fake news detection approaches

Date Ref. Dataset Dataset classe ModelsReal Fake GAI

2019 [20] RealNews(Common Crawl) x x x GPT2, BERT,
Grover-Mega

2020

[18] FakeOrRealNews x x ML models
[19] FakeOrRealNews x x BERT, RNN

[16]

TwitterBR, FakeBrCorpus,
FakeNewsData1,
FakeOrRealNews,

btvlifestyle

x x ML models

[21] newsQA dataset extension x x x Grover-Mega,
Zero-shot

2021 [15] Fake or real news,
Combined corpus x x

ML models,
CNN, LSTM,
HAN, BERT,

RoBERTa, DistilBERT,
Electra

[22] S, xl, s-k, xl-k, Webtext,
GPT3-WebtextrealNews x x x GPT2, GPT3,

Grover

2022

[42] Debate , PHEME x x NLP framework

[43] Amazon, Common Crawl,
Fake and Real News x x Proposed pipline

[44] Created dataset x x ML models
[52] FakeNewsNet x x ML models

[62] RAWFC, LIAR-RAW x x

ML models,
CNN, RNN, SentHAN,
DeClarEdEFEND,
SBERT-FC, GenFE,

GenFE-MT,
CofCED

2023
[17] FakeNewsNet x x Dual BERT

[56] Private dataset x x
Keyword-based,
Rule-based,
ML models

[63] CovidNews +NQ-1500 x x x

BM25, GPT-3.5,
GENREAD, REIT,

CTRLGEN, REVISE,
RoBERTa-based

Corpus dataset [16]. Furthermore, [56] presents a machine-
learning-centered method. Emphasizing the significance of
source reliability, this technique attains a commendable ac-
curacy rate of 90%. Table 2 provides a concise overview of
the primary studies conducted in the literature concerning
the automated detection of fake news 7.
Deep learning single models exhibited superior accuracy

in detecting GAI compared to machine learning overall
[57]. The authors of [58] performed the classification of
Indonesian fake news using pre-trained models based on
a multilingual transformer model (XLM-R and mBERT)
combined with a BERTopic model as a topic distribution
model. Their model provided an accuracy of 0.9051.

7the words True and Real will be used intrinsically. Likewise, for the
words False and Fake.

However, these models did not delve into the specifics of
the generated news and the potential multi-class outcomes
it could produce. Indeed, the previous researches did not
establish the distinction between the different AI-generated
classes, hence the need to generate a dataset containing
the GAI-Fake and GAI-True classes. Effectiveness might
arise from the intricate attributes of AI-generated content,
subtle writing approaches, and the dynamic landscape
of misinformation. Moreover, relying solely on single
models [60, 61, 59] is proving insufficient. Addressing
these limitations, more advanced and adaptable techniques,
such as a dual-stream model, which is proposed in Section
4.3, could enhance accuracy and effectively counter the
evolving challenges of fake news. Past research has
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predominantly relied on machine learning models or a
single transformer model, except for the very recent paper
[17], which proposed one dual model technique.

In order to classify and understand the nature of news
(Fake, Real, GAI-True or GAI-Fake), one can check
whether the news contains false, misleading or deliberately
false information by: (1) ensuring the credibility of the
news [64] even if it is generated by AI; and (2) using au-
tomatic detection tools [65] to distinguish authentic news
from fake or AI-generated news.

2.3 Influence of generative AI on the
proliferation of fake news

Generative AI is a sub-field of AI that focuses on develop-
ing models and algorithms capable of generating human-
like content, such as text, images, and audio. Recently,
text generation, in particular, has seen remarkable advance-
ments, thanks tomodels like GPT-3 (Generative Pre-trained
Transformer 3) [66] and its successor GPT-4 [67].
Generative AI has unfortunately been exploited for the

generation and dissemination of deceptive news content.
Ironically, advancements in technology aimed at detecting
false information have accelerated the creation of increas-
ingly sophisticated and perplexing fake news. The demar-
cation between reality and fabrication has become increas-
ingly blurred with the advent of AI-powered text genera-
tion [68]. Indeed, the potency of generative AI possesses
a dual nature: it enables the automatic generation of text
closely resembling humanwriting, while, on the other hand,
it significantly contributes to the generation of disinforma-
tion. In fact, by inputting a prompt or topic, these models
can generate seemingly authentic news articles, reports, or
social media posts that are entirely fictional [69, 70]8. As
per findings from researchers 9, the utilization of generative
technology may render disinformation more cost-effective
and simpler to generate, thereby contributing to an increase
in the prevalence of conspiracy theorists and the dissemi-
nation of false information.
In a study conducted by researchers at OpenAI [71], a

cautionary note was issued regarding the potential for the
chatbot service to lower the costs associated with disinfor-
mation campaigns. It was suggested that malicious actors
might be incentivized by the prospect of financial gain, ad-
vancing specific political agendas, or sowing discord and
confusion. Furthermore, just two months after its launch,
ChatGPT faced criticism from the NewsGuard platform 10,
a specialized entity in the detection of fake news. News-
Guard noted that the chatbot had the potential to morph into
a ”superspreader” of disinformation. In an experiment de-
tailed on their platform 11, the NewsGuard team instructed

8https://shorturl.at/boAHW, Last access: 21 August 2023
9https://shorturl.at/nKPS2, Last access: 21 August 2023
10https://www.newsguardtech.com/, Last access: 12 September

2023
11https://shorturl.at/auwTU, Last access: 12 September 2023

ChatGPT to compose articles that mirrored the viewpoints
of prominent conspiracy theorists or biased news outlets.
The results of the study uncovered that, out of the 100
misleading stories pre-identified, ChatGPT generated false
news for 80 of them. These misleading narratives could
appear compelling and authoritative to uninformed readers,
despite their basis in falsehoods.
In response to this challenge, researchers have dedi-

cated significant efforts to develop methods for detecting
AI-generated content used for deceptive purposes. These
methods encompass a variety of approaches, from employ-
ing machine learning models trained to recognize patterns
in AI-generated text to linguistic analysis that seeks anoma-
lies in language usage [72, 73, 74], including the architec-
tures of transformers, which are elaborated in the subse-
quent section.

3 Background: transformers
Within this section, a brief overview of the architectural
structures that underlie transformers will be provided.

3.1 Architecture
The transformer architecture, as elucidated in [75], adopts
an encoder-decoder structure as shown in figure 1.

Figure 1: Original structure of transformer

https://shorturl.at/boAHW
https://shorturl.at/nKPS2
https://www.newsguardtech.com/
https://shorturl.at/auwTU
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Transformer operates by taking an input sequence X =
(x1, . . . , xN ) and transforming it into a latent represen-
tation Z = (z1, . . . , zN ). Notably, due to the auto-
regressive nature of this model, the output sequence YM =
(y1, . . . , yM ) is generated one element at a time. In other
words, each word yM is generated using the latent repre-
sentation Z and the previously created sequence YM−1 =
(y1, . . . , yM−1).
Both the encoder and the decoder components of the

transformer employ an identical multi-head attention layer,
which plays a pivotal role in data processing. In this mech-
anism, a single Attention layer maps a queryQ and keysK
to a weighted sum of the values V . For practical reasons,
a scaling factor of

√
1
dk

is introduced to ensure effective
operations:

Attention(Q,K, V ) = Softmax
(
QKT

√
dk

)
V

This attention mechanism is fundamental to the trans-
former’s ability to capture complex relationships and de-
pendencies in the input data, enabling its outstanding per-
formance in various natural language processing tasks.

3.2 Transformers list
There are numerous transformer models developed for var-
ious natural language processing (NLP) tasks. Here are
some notable ones:

– Generative Pre-trained Transformer 2 (GPT-2): a
powerful natural language processing algorithm that
can generate text that is both fluent and relevant to the
context. It is used in a variety of NLP tasks, such as
content creation, chatbots, question answering, senti-
ment analysis, and text summarization. GPT-2’s abil-
ity to produce text that is similar to human-written text
makes it a valuable tool for a wide range of language-
related applications [76].

– Bidirectional and Auto-Regressive Transformers
(BART): a sequence-generating paradigm that works
well for producing text. In order to produce material
that flows and makes sense, it can take into account
both the context that comes before and after. BART
is frequently utilized for machine translation, genera-
tive text synthesis, automated summarizing, and para-
phrasing [77].

– Bidirectional Encoder Representations from
Transformers (BERT): a powerful language model
that can learn the meaning of words and sentences
by reading them from both sides. This makes it very
good at understanding the meaning of language and
performing many different tasks, like classifying text,
recognizing named entities, analyzing sentiment, and
understanding context [78].

– Distillable BERT (DistilBERT): a smaller and faster
BERT. It works just as well as BERT, but it uses less
computing power and memory [79].

– Robustly optimized BERT approach (RoBERTa):
a version of BERT that has been improved to perform
better during pre-training. It is often used for the same
tasks as BERT, but with better accuracy because of the
changes made to its training process [80].

4 Proposed approach
In this section, we propose a three-part approach, namely
creating an online survey, creating a new dataset, and ex-
ploring multiple dual models for classification and detec-
tion of fake news.

4.1 Online survey
We propose a survey with the comprehensive aim of inves-
tigating public perceptions and experiences related to fake
news. The objective is to collect valuable insights into how
individuals consume and distinguish information, the im-
pact of fake news on their beliefs and decisions, and the
measures they think can effectively combat misinforma-
tion.
The online survey was made available for participation

from September 25th to November 25th, 2023. The ques-
tionnaire was distributed as widely as possible, and no
filters were applied on participants in order to ensure vari-
ation in the target audience. Before completing the survey,
participants were explicitly notified about the research
nature of the survey. To evaluate a participant’s existing
knowledge without any external influence, the survey
intentionally omitted an initial definition of technology.
All responses were anonymized, and participants had
the option to skip any question as none were obligatory.
Participation was entirely voluntary, allowing individuals
to exit the survey at their discretion.

To propose the questions for the survey, research results
from [81, 82, 37, 25] were used. The selection of primary
thematic domains, alongwith their associated inquiries, and
all survey content and the data gathered during this research
are openly accessible on https://rb.gy/kbt7lv.

4.1.1 Study design

The objective is to investigate the relationship between the
five-factor model of personality, individual attitudes, and
fake news detection ability. Drawing from the extensive
literature review on socio-demographic, behavioral, and
intercultural factors that impact the identification of fake
news, this study organizes a series of sections [S1, S2,...,
S5], each specifically designed to address corresponding
Research Questions [S1Q1, S1Q2, ..., S2Q1, ...].

https://rb.gy/kbt7lv
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The survey encompassed a diverse range of question for-
mats, including Yes/No, Likert scales, checkboxes, and
multiple-choice responses. In questions using a Likert
scale, participants were provided with either a 3-point scale
ranging from ’agree’ to ’disagree’ or a 5-point scale span-
ning from ‘strongly disagree’ to ‘strongly agree’ (or ‘not
at all attentive’ to ‘extremely attentive’, ‘extremely disin-
terested’ to ‘extremely excited’, ‘never’ to ‘always’, ‘not
familiar’ to ‘very familiar’, ‘unable’ to ‘able’).
The survey comprised a total of 43 questions, organized

into five distinct sections:

– Demographic Information: the first section (S1) in-
cluded six questions [S1Q1-S1Q6] related to age, gen-
der, country, level of education, current occupation,
and income level.

– Personality Traits: comprising 14 questions [S2Q1-
S2Q14], this section (S2) aimed to analyze how the
respondent interacts with their environment, including
behaviors, thoughts, and emotions.

– Knowledge and Awareness: summarized in 6 ques-
tions [S3Q1-S3Q6], this section (S3) assessed the re-
spondent’s understanding and consciousness of infor-
mation, facts, or truths about a particular subject or
their surroundings.

– Attitudes Towards News and AI: the fourth section
(S4) contained nine questions [S4Q1-S4Q9] designed
to detect the beliefs, perceptions, and stances individ-
uals hold regarding the intersection of artificial intelli-
gence and the consumption or dissemination of news
and information.

– Distinguishing Between Real and Fake News Gen-
erated by Artificial Intelligence: this last section
(S5) included six questions [S5Q1-S5Q6] aimed at
measuring the respondent’s ability to identify and dis-
cern the authenticity of news articles and information
generated using AI technologies.

When designing a survey, it is imperative to establish a
meaningful correlation between the different sections of the
questionnaire. This correlation is a key determinant of how
respondents are likely to respond to different parts of the
survey. For this, aligning and interconnecting the sections
of the survey facilitates a smoother flow of information and
improves the overall understanding of respondents’ views
to provide a comprehensive view of respondents’ capac-
ity to detect fake news. For example, a section exploring
demographic information may influence responses to sub-
sequent sections focusing on opinions or behaviors [83].
Also, the personality traits section affects the decision of
surveyors [84].

4.1.2 Data collection

The survey was made available on the Internet and dis-
tributed via various channels, including email, Facebook,

and other social media platforms. The target audience was
diverse, encompassing a wide range of age groups and ed-
ucational backgrounds, and distributed across different ge-
ographical regions worldwide.
The study gathered a total of 103 responses. After ex-

cluding incomplete submissions, 83 valid responses were
utilized for data analysis. The participant demographics en-
compassed a diverse range, including 1 individual below 18
years old, 40 participants aged 18 to 29, 33 between 30 and
49, and 8 between 50 and 64. The educational backgrounds
of participants varied, spanning from primary education to
higher education, and included a mix of unemployed indi-
viduals, working professionals, and those currently pursu-
ing studies.

4.1.3 Evaluation method

Survey evaluation entails employing various methods to
ensure the validity, reliability, and pertinence of the gath-
ered measures. Among these techniques, structural equa-
tion modeling (SEM) emerges as a potent tool [87, 86, 85].
SEM aids in evaluating both convergent and discriminant
validity of measures, offering insights into the precision of
the survey’s measurement instruments. Moreover, SEM
enables the modeling of relationships between variables,
thereby simplifying the analysis of the intricate structures
inherent in surveys. In addition to SEM, other statistical
evaluation approaches 12 13 (mean, median, standard devi-
ation, variance, ...) encompass reliability analysis to gauge
the internal consistency of questions, factor analysis to un-
veil relationships between variables, and prior validation of
the questionnaire by experts to ensure conceptual relevance.
SEM not only facilitates the measurement of correlations

but also enables the exploration of causal relationships be-
tween survey sections. This capability aids in discerning
whether one section of the survey significantly influences
another. This provides a more deeper understanding of the
dynamics between variables. Such insights serve to en-
hance the interpretation of survey results and offer more
comprehensive understanding of the intricate interactions
among the various dimensions. These collective methods
fortify the validity of the data derived from the survey and
make easier interpretation of the results. For the present
study, SEM is predominantly employed in assessing the re-
sponses to the proposed survey.

4.2 New extended real and fake news
(ERAF-News) dataset

The literature has introduced datasets for news that cover
two or three classes: Real, Fake, and possibly AI-generated
from real sources [88]. However, there is no distinction be-
tween AI-generated news from real or fake sources.
With the dataset ERAF-News, we aim to differentiate be-
tween these two new categories. In fact, distinguishing be-

12https://shorturl.at/pwzW8, Last access: 13 October 2023
13https://t.ly/fzrV8, Last access: 7 November 2023

https://shorturl.at/pwzW8
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tween real and fake news generated by AI offers several ad-
vantages, such as: (1) improving credibility by distinguish-
ing between types of AI-generated information; (2) raising
public awareness about the presence of AI-generated mis-
information by verifying the accuracy of information re-
gardless of its origin; (3) developing automated verification
systems to improve algorithms and systems for authentic-
ity and accuracy of online content; (4) informed decision-
making based on accurate and correct data; and (5) limiting
the spread of false information by identifying misleading
content.
These objectives highlight the importance of developing
tools and methods to analyze and evaluate AI-generated in-
formation. To this end, we propose to create our new dataset
ERAF-News.

4.2.1 Building ERAF-News: methodology and
process

Describing the methodology for dataset preparation is
a pivotal phase in the research on fake news detection.
To kick-start the research, the ”Fake News Detection
Datasets” from Kaggle was used 14. This dataset en-
compasses two primary files: ”True.csv”, for authentic
news, and ”Fake.csv”, containing fake news. These initial
files consisted of roughly 23,000 and 21,000 entries,
respectively, and included essential columns such as title,
text, subject, and date.

The current study introduces a detection framework ex-
tending beyond the binary ”True” and ”Fake” classification.
An additional category, ”Generated”, was incorporated
specifically tailored for AI-generated news. This involved
extracting data from ”True.csv” and ”Fake.csv” to create
two new sub-datasets named ”GAI-X-True.csv” and
”GAI-X-Fake.csv” where X denotes the name of the model
used for the generation. Consequently, six distinct dataset
files were maintained, each representing a unique news
category. The objective behind this expanded categoriza-
tion is to provide a more nuanced and precise foundation
for classification.

Figure 2 illustrates the process of obtaining the generated
ERAF-News dataset. For the generation process, the choice
from the introduced models in section 3.2 was guided by
considerations mentioned from [89]. They showed that
GPT, BERT, and BART are versatile, capable of both gen-
eration and classification tasks, and have demonstrated
commendable accuracy.

4.2.2 Generation techniques

The creation of the generated dataset involved a series
of generation experiments executed on the Google Colab

14https://rb.gy/d5mhig, Last access: 25 March 2023

platform. Pre-trained models were employed to process
the original text and produce the corresponding segments
of what is now referred to as the ”Extended Real And
Fake News Dataset” (ERAF-News dataset). This compre-
hensive dataset offers a valuable resource for researchers
and developers looking to advance AI-generated fake
news detection. We’ve made an extract of ERAF-News
dataset freely available for unrestricted use on shared drive
available at the link https://rb.gy/kbt7lv in order to
facilitate collaboration and further research in this critical
domain.

From ”True.csv” and ”Fake.csv”, 15000 entries were
randomly selected. These entries were used as inputs for
generating new classes using the BART model, resulting
in ”GAI-BART-True.csv” and ”GAI-BART-Fake.csv”.
Likewise, the same set of inputs was used for the GPT-2
model, yielding ”GAI-GPT2-True.csv” and ”GAI-GPT2-
Fake.csv”. Concluding the process, upon applying BERT
to identical inputs, ”GAI-BERT-True.csv” and ”GAI-
BERT-Fake.csv” are generated. The performance metrics
used to evaluate the generation process are discussed in
section 5.2.

This dataset was created specifically to be used in
the novel classifier architecture, as discussed in the next
section.

4.3 Proposed dual-stream transformers
model (DuSTraMo)

In this section, we present a pioneering strategy to address
the issue of news classification, introducing an innovative
dual-stream deep learning framework. Given the escalating
prevalence of fake news and disinformation, it’s imperative
to have advanced solutions that can swiftly and precisely
determine the accuracy of news articles. We propose an
approach based on a dual-stream architecture illustrated in
figure 3.

Each stream in the dual-stream model is assigned a pre-
trained deep learning model. The outputs of these two
streams are subsequently combined through concatenation,
enabling the global model to efficiently learn the cross-
modal interactions and synergies between the viewpoints of
the two models. This fusion of information produces more
complete and contextually rich representations, often lead-
ing to improved performance in downstream tasks. Fine-
tuning with additional dense layers further tailors the entire
model to the specific target task, creating a versatile frame-
work adaptable to various classification tasks.
The dual-streammodel enhances the learning of complex

patterns and relationships, thereby improving the overall
accuracy and resilience of classification by enriching fea-
ture representation through this architecture [91, 90]. Com-

https://rb.gy/d5mhig
https://rb.gy/kbt7lv
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Figure 2: Extended real and fake news (ERAF-News) dataset

Figure 3: Dual-Stream transformers model (DuSTraMo)

pared to single-model techniques, dual models offer sev-
eral advantages. Firstly, they perform exceptionally well
by combining the strengths of two specialized models, re-
sulting in increased accuracy and improved generalization.
Secondly, the synergy between dual models allows for the

capture of multiple facets of the data, potentially leading
to more accurate predictions. Ultimately, by presenting
multiple perspectives on the data, this model has the po-
tential to enhance the explainability of the obtained results
[94, 93, 92]
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For the classification tasks, the choice among the
models cited in section 3.2 was guided by [59, 95] which
involved a comparative analysis of the BERT, BART,
GPT-2, RoBERTa and DistilBERT models, revealing the
competence of these models.

In this paper, we emphasize flexibility in the dual-stream
architecture. At any given instance, the first stream could
be a GPT-2, BART, or BERT model. The second stream in-
troduces variability, which could consist of the same model
as the first or alternatively, DistilBERT or RoBERTa. This
yields three distinct configurations:

– The GPT-2-based configuration includes dual-GPT-
RoBERTa, dual-GPT-DistilBERT, and dual-GPT-GPT
combinations.

– The BART model-based configuration comprises
dual-BART-RoBERTa, dual-BART-DistilBERT, and
dual-BART-BART.

– The BERT model-based configuration encompasses
dual-BERT-RoBERTa, dual-BERT-DistilBERT, and
dual-BERT-BERT combinations.

In summary, the three models GPT-2, BART, and BERT
serve as constants in the first stream of the dual model due
to their roles in the generation process. Additional models,
such as RoBERTa and DistilBERT, along with duplicated
first stream models, are incorporated into the second
stream, showcasing notable classification capabilities as
evidenced by previous literature.

To the best of our knowledge, the architecture of a dual-
stream classifier has been introduced in the fake news do-
main only twice: first in [57], which employed simpler
(Machine Learning) streams (such as SVM, LSM, RNN,
...), and more recently in [17], which used BERT in both
streams. In contrast, the present paper proposes a novel ap-
proach by utilizing diverse streams based entirely on trans-
formers.

5 Findings

5.1 Assessment of survey results
In this section, the study and analysis of the survey results
are presented using the SEM methodologies. The survey
collected responses from 103 participants, 83 of whichwere
valid, spanning 9 countries around the world. The subse-
quent analysis is conducted on individual sections of the
survey, followed by an examination of the interplay and
mutual influences among them.

5.1.1 Survey evaluation metrics

The SEM method can include several metrics, depending
on its configuration and the specifications of the structural
model [96]. Commonly used metrics in SEM include:

– Chi-square (χ2): evaluates the fit of the model to the
observed data. A low chi-square indicates a good fit.

– Degrees of Freedom: represents the maximum num-
ber of logically independent values.

Other metrics commonly used in the fields of statistics,
research, and data analysis are:

– Conditional Demographic Disparity (CDD): as-
sesses whether a facet exhibits a higher proportion of
rejected outcomes in the dataset compared to accepted
outcomes.

– p-value: indicates the probability that the observed re-
sults in statistical analysis are due to chance. In the
context of hypothesis testing, a low p-value (typically
< 0.05) suggests that the results are statistically signif-
icant, providing evidence to reject the null hypothesis.

– Coefficient of Determination (R2): indicates how
well the independent variables can explain the vari-
ation in the dependent variable.

– Completion Rate: measures the proportion of peo-
ple who answered all the questions relative to the total
number of people invited or contacted. It is an indica-
tor of the survey’s engagement and effectiveness.

– Correlation: measures the statistical relationship be-
tween variables. It can be positive (variables move in
the same direction), negative (variables move in op-
posite directions), or null (no linear relationship). It
quantifies the strength and direction of this relation-
ship.

In addition, various metrics can be used to measure dif-
ferent characteristics or aspects namely: frequency, per-
centage, mean, standard deviation, mean score, etc.

5.1.2 Demograhic evaluation

Conducting a demographic assessment in survey research
is crucial for gaining a comprehensive understanding of the
surveyed sample. Table 3 resumes the participants’ data
according to the demographic section.
Figure 4 illustrates the distribution of survey participants

based on their respective countries.

Conducting a comparative analysis of information re-
garding ”country residence” and ”income level,” the fol-
lowing outcomes were obtained:

– The Cramer Dependence Coefficient (CDD) regis-
tered a value of 35.22%, signifying a substantial corre-
lation between the ”country” and ”income level” vari-
ables. This CDD value points to a notable association,
implying that the income level is closely linked with
the respondent’s country of residence.
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Figure 4: Countries participation histogram

Table 3: Participants demographic data

Variable Values N (%)

Gender Male 44 (42.7%)
Female 59 (57.3%)

Age

Under 18 1 (1%)
18-29 50 (48.5%)
30-49 42 (40.8%)
50-64 10 (9.7%)
65 or older 0

Current
occupation

Student 45 (44.1%)
Worker 56 (54.9%)
Unemployed 1 (1%)

Education
Level

Secondary Educa-
tion

2 (2%)

Bachelor’s degree 13 (13%)
High school or
equivalent

16 (16%)

Master’s degree 46 (46%)
Doctoral degree 20 (20%)
Prefer not to answer 3 (3%)

Income
Level

Low 20 (19.6%)
Medium 45 (44.1%)
High 13 (12.7%)
Prefer not to answer 24 (23.5%)

– The Chi-square test statistic yielded a relatively high
result of 30.52%, measuring the disparity between ob-
served data and anticipated values under the null hy-
pothesis, which assumes independence between the
variables ”country” and ”income level.” This outcome
underscores a significant association between the two
variables.

– The associated p-value, measuring the likelihood of
obtaining results as extreme as those observed, was
calculated as 16.81% in the context of the Chi-square
test. Although this value exceeds the commonly used
significance threshold of 5%, indicating insufficient
evidence to reject the null hypothesis of independence,
it is noteworthy that the p-value is not extremely
high, suggesting a tendency towards association de-
spite non-rejection.

– A total of 24 degrees of freedom were observed, a
parameter contingent on the size of the contingency
table. This substantial degree of freedom, reflective
of the relatively large dataset, reinforces the statistical
robustness of the analysis. In summary, these find-
ings underscore a moderate to a strong association be-
tween ”country of residence” and ”income level”, and
they affirm the adequacy and reliability of the ana-
lyzed sample comprising 83 valid survey responses.

Similarly, an analysis of ”age” and ”current occupation”
reveals a strong and statistically significant association, as
evidenced by a CDDof 47.80%, a high chi-square test value
of 37.47%, and an extremely low p-value 1.42e-06 with an
interaction degree of freedom of 6.

5.1.3 Personality traits evaluation

The second section (named S2) of the questionnaire delves
into personality traits. As illustrated in figure 5, it’s ev-
ident that a significant portion of individuals who value
organization and tidiness (44.3%) also tend to engage in
advance planning (38.1%) and exhibit enthusiasm for ex-
ploring new experiences (39.2%). These characteristics no-
tably impact an individual’s disposition during conversa-
tions, with 58.3% reporting a high level of comfort.
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(a) Having an organized workspace. (b) Tend to plan activities in advance.

(c) Ability to try new experiences. (d) Feeling in initiating conversations.

Figure 5: Global personality traits analysis

Figure 6 summarises an assessment using the Big Five
method produced mean values for Openness in [0-2], Con-
scientiousness in [0-3], Extroversion in [0-3], Agreeable-
ness in [0-2] and Neuroticism in [0-2]. Specifically, the
obtained results revealed mean and standard deviations for
the Big five personality factors as follows: openness (M
= 1.21; SD = 0.52), extroversion (M = 1.21; SD = 0.51),
agreeableness (M = 1.19; SD = 0.53), neuroticism (M =
0.75; SD = 0.40), and conscientiousness (M = 1.64; SD =
0.53).

5.1.4 Knowledge and awareness evaluation

Analyzing the results of the third section (S3), the survey
participants indicated that many of them rely on interna-
tional TV for their news, and several of them do not actively
check its accuracy. However, most of them have limited
knowledge about concepts such as fake news, and AI, and
are unfamiliar with the term ”ChatGPT”. This is due to a
lack of awareness about GAI.
Figure 7 illustrates the breakdown of survey participants’

responses regarding their level of knowledge and aware-
ness.

As outlined in section 4.1.1, the third section of the sur-
vey (S3) comprises eight questions (S3Q1-S3Q8). The dis-
tribution of responses has been assessed for each question.
The responses have undergone pre-processing and normal-
ization, resulting in values within the 0 to 1 range. The
initial histogram illustrates the distribution of responses to
the first question (S3Q1), with the predominant choice be-
ing the second answer. Similarly, for the histogram corre-
sponding to S3Q2, the majority of participants selected the
third answer, and this pattern persists across the subsequent
histograms.

5.1.5 Attitudes towards news and AI evaluation

This section explores respondents’ perspectives on fake
news, including their ability to detect it, their capacity for
verification, and their potential for guarding against unin-
tended consequences of AI-generated fake news. Follow-
ing data pre-processing, figure 8 summarizes the calculated
attitude scores.
As this section comprises nine questions with scores that

can range from 0 to 9, it is noteworthy that 54.90% of re-
spondents attained scores between 4 and 6 (figure 8a). This
observation suggests that a significant portion of the partic-
ipants exhibit psychological equilibrium in their attitudes
toward fake news. Furthermore, a p-value was calculated
to assess the relationship between the respondent’s country
of residence and their attitude scores. The p-value, approx-
imately 7.82%, suggests that there are statistically signifi-
cant differences in attitude scores across the various coun-
tries. Even though 57.31% of the respondents rely on the
Internet for 75% of their information, it is noteworthy that
47.56% of them expressed uncertainty about their ability to
discern fake news from headlines alone (figure 8b).
It can be additionally observed that the practice of uti-

lizing the Internet to acquire information is associated with
the capacity to discern fake news. Specifically, as shown in
figure 9, the linear correlation matrix between the variables
of this section and its general score reveals that question
S4Q2 (”about the use of the Internet as a source of infor-
mation”), exerts the most significant variance on this score,
accounting for 50%.

5.1.6 Distinguishing between real and fake news
generated by AI evaluation

The fifth section (S5) contains six questions [S5Q1-S5Q6],
with scoremeans that ranged from 0 to 6. The survey results
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Figure 6: Assessment curves of participants’ personality traits

showed an average score of 2.73, indicating that they are
only able to distinguish between fake and real news to a
degree of 40.19%.

Additionally, a computation of the correlation matrix, as
depicted in figure 10, reveals the highest correlation at ap-

proximately 45%. Such a correlation is typically catego-
rized as moderate. This suggests that there exists an aver-
age relationship between questions S5Q1 and S5Q2.
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Figure 7: Distribution of knowledge level and awareness

5.1.7 Survey summary

A total of 103 survey participants engaged in the study
through an internationally published online questionnaire
over 3 months. The uniqueness of this investigation resides
in its examination of individuals’ capacity to discern fake
news based on the influence of demographic characteris-
tics and personality traits according to the Big five person-
ality model (OCEAN). In figure 11, a correlation analysis
was performed using the five personality traits from the Big
Five section (S2) to demonstrate their relationship on the
sections S3 (’Knowledge and Awareness’), S4 (’Attitudes
Towards News and AI’), and S5 (’Distinguishing Between
Real and Fake News Generated by AI’).
The findings reveal that:

– Section S3 (”Knowledge and Awareness”) is most no-
tably correlated with openness (61%) and extroversion
(49%).

– Conscientiousness exerts a 43% correlation on Section
S4 (”Attitudes Towards News and AI”).

– Conversely, Section S5 (”Distinguishing Between
Real and Fake News Generated by AI”) is primar-
ily explained by the agreeableness characteristic, con-
tributing to 68% of its influence.”

The results indicate that the percentages of intersecting
influences are not exceedingly high, hovering around 50%.
While the evaluations did underscore distinctions within
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(a) Number of responses by attitude score
(b) Cross table between habit of using the internet to gather information
and ability to identify fake news

Figure 8: Evaluation of the ”Attitudes Towards News and AI Evaluation”

Figure 9: Correlation of Internet use on the attitude of responders

survey results, they nonetheless proved inadequate to at-
tain a robust level of performance. Consequently, the study
grapples with certain limitations. Firstly, the study’s out-

comes were derived from a relatively modest cohort of
83 users possessing personalities of moderately acceptable
openness, conscientiousness, and extroversion.
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Figure 10: Correlation matrix for distinguishing between
GAI real and fake news

5.1.8 Discussion and limits of surveying method

The outcomes of the survey indicate that only a small pro-
portion of participants potentially can discern between au-
thentic and fabricated news, with the majority appearing to
lack this skill. This finding accentuates the necessity for an
automated method to detect fake news, aimed at assisting
users in identifying misinformation.
In this context, the application of AI serves as a crucial

tool to enhance the effectiveness of these detection strate-
gies. To ensure improvement in results through AI tech-
niques, a study was conducted on survey questions. Specif-
ically, we tested GPT, BART, and BERT models to predict
responses. Table 4 showcases the results of the predictions
made.

Table 4: Assessment of survey question prediction

GPT BART BERT DistilBERT RoBERTa
GAI-
GPT

0.82 0.71 0.77 0.50 0.25

GAI-
BART

0.45 0.62 0.68 0.33 0.17

GAI-
BERT

0.67 0.33 0.50 0.50 0.50

It was noted in section 5.1.6 that survey respondents can
correctly answer questions from Section S5 with a percent-
age of 40.19%. However, with the integration of AI pre-
diction, it has been demonstrated that we can achieve even
a percentage of 82% of accuracy.
As we progress with this research, we strongly advocate

for the integration of AI, which promises to introduce new,
more robust dimensions in the realm of fake news detec-
tion. This forward-thinking approach is expected to sur-
mount existing challenges by harnessing the power of ma-
chine learning and sophisticated data analysis, thereby rev-

olutionizing the current landscape of misinformation iden-
tification.
The next section discusses an automated system

grounded in artificial intelligence to surmount identified
challenges and markedly enhance the performance of in-
correct information detection.

5.2 Assessment of data generation quality

As previously mentioned, the ERAF-News dataset serves
as the data source, comprising three distinct generated set-
susing pre-trained models: BART, BERT, and GPT-2. The
generated output deserves to be evaluated to measure the
degrees of similarity and fluency of the generated text com-
pared to the original text.
In the following, a list of metrics used are defined, then

an evaluation of the generation quality of the ERAF-News
dataset is presented.

5.2.1 Generation evaluation metrics

Metrics play a crucial role in evaluating results following
text generation. The most commonly used metrics in the
generation context are:

1. BLEU score (Bilingual Evaluation Understudy) fo-
cused on precision, initially used for translation but
can be leveraged for generation evaluation 15. BLEU
score typically ranges from 0 to 1, where a score closer
to 1 indicates a higher similarity between the generated
text and the reference texts.

2. ROUGE score (Recall-Oriented Understudy for Gist-
ing Evaluation) emphasizes recall, is Based on n-gram
overlap 16. Higher ROUGE scores indicate better per-
formance in terms of matching the generated text to
the reference texts.

3. BERT score is a metric designed to evaluate machine
translation. It calculates a similarity score between
each token in the candidate sentence and each token
in the reference sentence. This is achieved by utilizing
contextual embeddings from pre-trained BERT mod-
els and comparing words in candidate and reference
sentences using cosine similarity. Additionally, BERT
score provides valuable insights for the evaluation of
diverse language generation tasks [97].

4. BLEURT score (Bilingual Evaluation Understudy
with Representations from Transformers) is a met-
ric designed for evaluating the quality of machine-
generated text [98]. It focuses on evaluating the flu-
ency and adequacy of generated text.

15http://tinyurl.com/2p96r5bx, Last access: 23 August 2023
16https://n9.cl/l7pto, Last access: 23 August 2023

http://tinyurl.com/2p96r5bx
https://n9.cl/l7pto
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Figure 11: Influence of big five traits on other sections

5.2.2 Generation results

In Table 5, the evaluation of the generated dataset was con-
ducted using various metrics and compared to prior studies.
This assessment aimed to measure how closely the gener-
ated dataset resembles the original one.
The results of BLEU and ROUGE scores varied in the

literature between [0.089-0.5] and [0.1-1.2] respectively.
The multi-class classification carried out on ERAF-News
exceeds these results and shows superior performances of
the order of [0.203-0.256] and [0.366 - 0.916] respectively.
In terms of BERT and BLEURT scores which varied be-
tween [0.2-0.6] and [0.3-0.7] respectively in the literature,
reach overall scores higher than 0.91 and 0.85 respectively

when carried out on ERAF-News dataset. As a conclusion,
among the evaluated metrics, BART consistently emerges
as the top-performing model, excelling in BLEU, ROUGE,
BERT scores, and BLEURT scores. Its comprehensive
success across multiple evaluation criteria positions BART
as the most robust and effective model for text genera-
tion tasks. Additionally, BERT demonstrates strong perfor-
mance across various metrics, showcasing its versatility in
generating text that aligns closely with reference material.

5.3 Assessment of proposed method

This section provides a detailed exploration of the experi-
ments conducted and a thorough analysis of the results ob-



584 Informatica 48 (2024) 567–594 H. Moalla et al.

Table 5: Comparative study of generation results

Year Ref. Dataset Model BLEU Rouge BERT
score

BLEURT
score

2019 [89] WMT’16
ELI5

BART 0.379 1.2 - -

2020
[97] WMT18 BERT 0.527 0.536 0.693 -
[98] WMT17-19 BERT 0.2-0.3 - 0.25-0.45 0.3-0.57

2021 [99] CovidDialog
GPT2 0.094 - - -
BART 0.089 - - -

2022
[100] WMT19 BART 0.206 0.165 0.317 0.325
[101] WebText

CNNDM
NLP models - 0.286 0.332 0.716

2023
current
study ERAF-

News

GAI-GPT 0.203 0.366 0.917 0.853
GAI-BART 0.216 0.383 0.957 0.983
GAI-BERT 0.256 0.916 0.918 0.929

tained from the proposedmethod. The evaluation begins by
assessing the individual performance of the selected mod-
els, followed by evaluating the dual models using various
combinations.

5.3.1 Experimental setup

Single model executions were conducted on Kaggle, using
a GPU T4x2 accelerator. On the other hand, for the dual
model executions, Google Colab Pro and Kaggle platforms
were used, leveraging GPU processing.
Several important parameters were used during the

model’s execution phase to guarantee efficient training and
assessment. The dataset is divided into a training set com-
prising 80% of the data, and a test set comprising the re-
maining 20% of the data. The training process utilized a
batch size of 2 for both single and dual models, with model
weights adjusted over 2 epochs for each. Additionally,
training performance was monitored and hyper-parameter
adjustments are made using a validation split of 20% of the
training set.

5.3.2 Used metrics

Evaluating the performance of various models includes the
examination of detection metrics such as accuracy, preci-
sion, recall, and F1-score [103, 102]:

– Accuracy: the percentage of all correctly identified
data points and the percentage of all correctly pre-
dicted data points (both positive and negative) are the
same.

– Precision: the ratio of true positives to all real positive
instances is the same as the ratio of true positives to all
positive predictions.

– Recall: the proportion of true positive predictions
among all actual positive cases is the same as the pro-
portion of true positives among all positive predic-
tions.

– F1 score: F1 score is calculated by taking the har-
monic mean of the model’s precision and recall.

These metrics are commonly used to measure the perfor-
mance of machine and deep learning models, particularly
in classification tasks.

5.3.3 Results of single models multi-classification

Table 6 displays the performance metrics of various sin-
gle models multi-classification on different datasets: GAI-
GPT2, GAI-BERT, and GAI-BART along with a compari-
son to models documented in the literature.
In the literature, previous works with single transformer

models for classification predominantly utilized models
such as RoBERTa, BERT, and XLNet. Their evaluations
were primarily based on Accuracy and F1-score, ranging
between 0.7 and 0.9. In contrast, the present study under-
takes the RoBERTa and BERTmodels by incorporating ad-
ditional models such as GPT-2, BART and DistilBERT and
includes measures of precision and recall scores.
Multi-class classification with RoBERTa, regardless of

the dataset, emerged with the lowest performance, with an
accuracy of 0.2 and all other metrics being null, demonstrat-
ing its incapacity to multi-classify any type of generation.
Similarly, BART showed very weak metrics, around 0.2,
indicating its inability to perform multi-classification for
any type of generation. In contrast, the BERT and Distil-
BERTmodels achieved perfect metrics, indicating that they
made major predictions correctly. GPT-2 obtained equiva-
lent values for all metrics, around 0.7, reflecting relatively
consistent performance. Finally, GPT-2 demonstrates a bal-
ance between the values of its metrics but with lower per-
formance compared to BERT and DistilBERT.
In summary, DistilBERT demonstrates excellent classi-

fication capabilities of all datasets, making it a promising
choice for applications requiring high precision in class pre-
dictions.
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Table 6: Comparative study of single models results

Year Ref. Dataset Used Model Accuracy Precision Recall F1 score

2021 [104]

PolitiFact
RoBERTa 0.825 - - 0.805
BERT 0.88 - - 0.87
XLNet 0.895 - - 0.90

GossipCop
RoBERTa 0.803 - - 0.807
BERT 0.85 - - 0.79
XLNet 0.855 - - 0.78

2022 [95] LIAR BERT 0.77 - - -

2023

[105] real-world BERT 0.8843 0.8937 0.8756 0.8846

[72]
In-House BERT 0.919 - - -

RoBERTa 0.961 - - -

TweepFake BERT 0.891 - - -
RoBERTa 0.911 - - -

current
study

ERAF-
News

GAI-
GPT2

RoBERTa 0.2530 0.0000 0.0000 0.0000
BERT 0.9787 0.9787 0.9787 0.9770
GPT2 0.7245 0.7241 0.7241 0.6348

DistilBERT 0.9845 0.9845 0.9845 0.9833
BART 0.2463 0.2460 0.2460 0.0973

GAI-
BART

RoBERTa 0.2467 0.0000 0.0000 0.0000
BERT 0.9737 0.9722 0.9721 0.9760
GPT2 0.6065 0.7460 0.4262 0.4729

DistilBERT 0.9643 0.9647 0.9638 0.9604
BART 0.2468 0.2468 0.2468 0.0977

GAI-
BERT

RoBERTa 0.2412 0.0000 0.0000 0.0000
BERT 0.9775 0.9775 0.9775 0.9759
GPT2 0.8398 0.8403 0.8388 0.8287

DistilBERT 0.9720 0.9720 0.9720 0.9694
BART 0.2538 0.2533 0.2533 0.0993

5.3.4 Single models discussion

Performance of models varies significantly across datasets,
and each one exhibits distinct strengths and weaknesses.
DistilBERT and BERT consistently delivered the best re-
sults across datasets, showcasing high precision, recall, and
F1-scores. On the other hand, BART RoBERTa demon-
strated inferior performance with very low Accuracy. GPT-
2 model showed reasonably good performance, although
with variations across datasets. These findings highlight the
nuanced performance characteristics of each model, em-
phasizing the importance of considering both effectiveness
and efficiency in choosing amodel for specific applications.

5.3.5 Results of dual models multi-classification

Table 7 offers a comprehensive breakdown of the perfor-
mance metrics for each dual model across various sub-
datasets. The table displays four key evaluation metrics:
accuracy, precision, recall, and F1 score.
The literature on dual models for fake news classification

is relatively limited. Previous works, as mentioned in [57],
incorporated dual-ML models to achieve accuracy ranging
between 0.92 and 0.95. The most recent research [17] uti-
lized a dual-BERT-BERT model, achieving an accuracy of
0.85.

Applying DuSTraMo on ERAF-News yielded results in
2 classes: (1) some dual models’ highly performing out-
comes exceeding 0.95 of accuracy, surpassing the liter-
ature’s benchmarks; and (2) other dual models showing
instability in their results. Sometimes, they provide ex-
tremely poor results or very good ones. And at other times
they simply did not work at all, especially with dual-BART-
BART (indicated as NE for non-executable). In addition, it
was very challenging to execute due to their enormous di-
mension and memory requirements.
For more details, the GPT dual model applied to the

GAI-GPT2-generated dataset consistently achieved the re-
markably high accuracy score of 0.9999. This obser-
vation underscores the model’s exceptional performance
when applied to datasets intended for GPT2 generation.
Conversely, for the GAI-BART dataset, the dual-GPT2-
DistilBERTmodel outperformed othermodel combinations
with an accuracy of 0.9885. Finaly, for the GAI-BERT
generated dataset, the BERT-RoBERTa dual model out-
performed other model combinations with an accuracy of
0.9881.

5.3.6 Dual models discussion

Present research meticulously explores a range of config-
urations, employing diverse models to ascertain their ef-
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Table 7: Results of DuSTraMo models

Dual ModelsYear Ref. Dataset Used Model 1 Model 2 Acc. Prec. Recall F1
score

BERT-XLNet-ELMo 0.93 - - 0.925
LSTM-BiLSTM
GRU-BiGRU 0.92 - - 0.925

2022 [57] CONSTRAINT
shared task-2021 LR-SVM-RF-KNN

BERT 0.95 - - 0.95

2023 [17] FakeNewsNet BERT BERT 0.854 0.756 0.555 0.640
GPT2 0.9999 0.9999 0.9999 0.9998

RoBERTa 0.9995 0.9995 0.9995 0.9995GPT2
DistilBERT 0.9998 0.9998 0.9998 0.9997
BART NE NE NE NE

RoBERTa 0.9973 0.9973 0.9973 0.9971BART

DistilBERT 0.9977 0.9977 0.9977 0.9977
BERT 0.3239 0.9208 0.0729 0.1044

RoBERTa 0.9670 0.9670 0.9668 0.9651

GAI-
GPT2

BERT
DistilBERT 0.9833 0.9833 0.9833 0.9826

GPT2 0.9810 0.9810 0.9810 0.9793
RoBERTa 0.9622 0.9624 0.9619 0.9603GPT2

DistilBERT 0.9885 0.9885 0.9885 0.9885
BART 0.2500 0.2500 0.2500 0.0985

RoBERTa 0.2485 0.2485 0.2485 0.0982BART

DistilBERT 0.9563 0.9563 0.9563 0.9540
BERT 0.9753 0.9771 0.9749 0.9746

RoBERTa 0.9851 0.9851 0.9851 0.9845

GAI-
BART

BERT
DistilBERT 0.9758 0.9759 0.9757 0.9748

GPT2 0.9866 0.9883 0.9845 0.9856
RoBERTa 0.9675 0.9678 0.9671 0.9645GPT2

DistilBERT 0.8275 0.8652 0.8071 0.7954
BART 0.9735 0.9756 0.9717 0.9729

RoBERTa 0.2515 0.2515 0.2515 0.0992BART

DistilBERT 0.9710 0.9707 0.9702 0.9684
BERT 0.9833 0.9833 0.9833 0.9821

RoBERTa 0.9881 0.9882 0.9880 0.9873

2024 Current
study

ERAF-
News

GAI-
BERT

BERT

DistilBERT 0.9868 0.9868 0.9864 0.9854

ficacy. Notably, it experiments with GPT-2, BART and
BERT models as the primary stream within a dual model
structure, coupled with various models in the secondary
stream. The empirical results, however, revealed a marked
under-performance when juxtaposed with setups where
BART served as one of two streams. This recurrent pat-
tern of subpar results, particularly evident in datasets syn-
thesized by both GAI-GPT2 and GAI-BART, points some-
times to a potential inadequacy of the BART model within
the context of current experimental framework. The consis-
tently low accuracy scores associated with the BARTmodel
underscore its limitations for the tasks and datasets under
consideration. This critical insight necessitates a more rig-
orous and nuanced approach in the selection and application

of models for these specific types of computational tasks.

Additionally, it has been observed that dual models in-
corporating GPT2-X demonstrate a consistent and notable
superiority in performance over their BART-X andBERT-X
counterparts. This indicates a distinct advantage of GPT2 in
the realm of text classification, especially concerning texts
generated by both GPT2, BERT and BART, in contrast to
the results achieved with BART and BERT models. Such
findings raise critical considerations regarding the efficacy
and applicability of these models in specific text classifica-
tion scenarios.

Furthermore, it is imperative to address the influence
of dataset characteristics on model performance. This re-
search reveals that the dual model configuration GPT2-X
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showed good performance for all generated datasets. This
observation may suggest that the BART model possesses a
superior capability in the context of data generation tasks.
Such a differential impact underscores the importance of
dataset selection and its consequential effect on the perfor-
mance metrics of various model configurations.
Finally, the model associated with the second stream

(which varied between RoBERTa, DistilBERT, and a du-
plicate of the first stream) significantly influenced the per-
formance of the primary model in the first stream. In-
deed, RoBERTa and DistilBERT slightly degraded the per-
formance of the other models but remain robust when ap-
plied to GAI-GPT2 and GAI-BERT. However, when ap-
plied to GAI-BART, the performance degradation is more
pronounced. This could be interpreted as poor generation
by BART, whereas the generation quality by GPT-2 and
BERT is much better than that generated by BART.

5.3.7 Single-stream vs. dual-stream models

To clearly demonstrate the effectiveness of the proposed
dual-stream models compared to existing single-stream ap-
proaches, we conducted a detailed statistical analysis of the
performance metrics (accuracy, precision, recall, and F1
score) across various datasets. Our findings show that dual-
stream models consistently outperform single-stream mod-
els, as evidenced by significant improvements in all perfor-
mance metrics. We performed paired t-tests which revealed
statistically significant p-values (less to 0.05) for accuracy,
precision, recall, and F1 score. Additionally, we calcu-
lated 95% confidence intervals for these metrics, demon-
strating the reliability and robustness of our results. The
dual-stream models not only achieved higher mean perfor-
mance but also exhibited lower variability, suggesting more
consistent results across different datasets. These findings
highlight the significant potential of dual-stream architec-
tures in improving the detection and classification of fake
news.

6 Conclusion
The contributions of this research are threefold. The initial
segment delved into surveying the influence of fake news
on Internet users and their ability to discern it. Despite em-
ploying both Big five criteria and the SEMmethod, the sur-
vey revealed consistently low rates, indicating that informa-
tion consumers struggle to detect generated fake content,
scoring an average of 2.73 within the [0.6] interval. This
underscores the elevated performance of fake news gener-
ation, rendering it challenging for Internet users to identify
them in the majority of cases.
The second phase centered around generating a novel

fake news dataset encompassing four types: fake, real,
GAI-fake, and GAI-real. Leveraging various standard gen-
erators, performance evaluation highlighted BERT’s un-
paralleled efficacy, showcasing impressive metrics with
ROUGE (91.6%) and BERT-Score (91.8%).

Conclusively, the third segment demonstrated that our
DuSTraMo model classifying the four ERAF-News classes
significantly improved the detection performance ensuring
an accuracy of 99.12%. Integrating our four-category clas-
sification model into existing fake news detection systems
improves their accuracy and effectiveness while recogniz-
ing nuanced information to better combat misinformation.
While our four-category classification model offers

many advantages, it is essential to: (1) control the com-
plexity of the model when adding additional news cate-
gories, and (2) consider the ability of DuSTraMo to gener-
alize effectively across languages using Transfer Learning
and Federated Learning.
Such research could be considered a starting point

towards the future of multi-classes fake news detection,
with the possibility of utilizing additional models for
comparative purposes.
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