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Since the global financial crisis (GFC), banks have been compromised by various risks. One of the 

significant risks is online money laundering. It is the third-largest business in the world after currency 

exchange and the automotive industry. As technology has advanced, the methods of online money 

laundering have become more evasive. Banks' traditional methods cannot deal with online money 

laundering. The absence of contemporary anti-money laundering techniques has led to the rise of this 

criminal activity. As a result, the existing systems need effective technology to accommodate the 

development of online money laundering. Data mining is the technology that applies mathematical, 

statistical, and machine-learning techniques to extract patterns like malicious behavior of money 

launderers and gain information about whether the online transaction belongs to money laundering. Many 

research papers apply different data mining techniques to predict online money laundering. By analyzing 

these research papers, we found that authors focused on applying one or two data mining techniques to 

predict online money laundering but ignored combining many techniques like classification, clustering, 

and association to improve the accuracy of prediction and overcome the limitations of each of them. 

Therefore, this paper proposes and implements a paradigm (APPD-OML) based on classification, 

clustering, and association techniques to improve the accuracy of predicting and detecting online money 

laundering.  The result of testing the proposed paradigm illustrates that the prediction and detection of 

online money laundering based on applying data mining techniques like classification, clustering, and 

association achieve a strong accuracy of 94%, f-measure of 95%, and AUC 95% which means that the 

proposed paradigm outperforms each technique used separately in predicting and detecting online money 

laundering and outperformed the other research that used data mining in this field. 

Povzetek: V članku je predstavljena nova paradigma APPD-OML, ki združuje tehnike klasifikacije, 

združevanja in asociacije za izboljšanje napovedovanja in zaznavanja spletnega pranja denarja..

1 Introduction  
The advancement of technology, along with the 

COVID-19 pandemic, has prompted businesses and the 

public to use digital technologies even more intensively. 

Online services, online payments, and the use of 

electronic payment systems have significantly increased 

[1]. 

 Despite the many advantages of online transactions, 

including time savings, reduced sales queues, a decrease 

in the need for cash and checks, ease of management, 24-

hour accessibility, etc. Online transactions remain a 

double-edged weapon because they are a fertile 

environment for malicious attackers and criminals to do 

what they want without any tracking or monitoring [2]. 

 Many criminals use online transactions as a way of 

laundering their money [3]. Money laundering is the 

process of giving fraudulent (dirty) money a legitimate 

look. It is the process of changing or converting assets that  

 

 

came from a criminal source to assist the criminal who is 

conducting the crime [4].  

Money laundering has a destructive economic effect 

and relationship to the financing of terrorism. It weakens 

the stability and integrity of financial institutions as well 

as national economic stability in a way that distorts global 

capital flows and deters foreign direct investment [4]. Due 

to the digital era, many criminals use the internet to turn 

monetary gains from illegal activities into "clean" funds, 

which is known as online money laundering [3].  

Online money laundering is a sophisticated practice that 

is carried out via a variety of cyber media, such as e-

commerce, e-banking, online gaming, online gambling, 

electronic money, and other cyber means [5].  

Therefore, banks' existing approaches are insufficient 

for predicting and detecting such activity. As a result, the 

requirement for automated prediction and detection 

technology, such as data mining, became essential [3].  

Data mining is a method for locating hidden 

information in datasets. It is the process of extracting and 
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identifying potential and valuable knowledge stored in 

huge amounts of data by utilizing statistical techniques, 

mathematics, artificial intelligence, and machine learning 

[6]. In recent years, researchers have focused a lot of 

attention on the role that data mining plays in predicting 

and detecting money laundering in general and online 

money laundering in particular. Many methods are 

investigated, proposed, and studied for providing anti-

money laundering solutions [7]. For such reasons, the 

main goal of this paper is to present a paradigm based on 

data mining techniques to predict and detect online money 

laundering. 

 The rest of this paper is divided as follows: Section 2 

presents the research methodology and related work 

related to the topic. In Section 3, the proposed paradigm 

is presented. Section 4 demonstrates the experiments and 

results. In Section 5, the evaluation is discussed. In 

Section 6, the discussion is presented and finally, Section 

7 presents the conclusion and future research. 

2 Research methodology & literature 

review 

2.1 Research methodology 

The goal of this paper is to minimize online money 

laundering by employing different data mining techniques 

that can predict and detect such criminal activity and assist 

bank experts in making the right decisions regarding 

clients who engage in such activity. All of which will 

strengthen the viability of financial institutions and boost 

national economies. Therefore, a search was conducted 

through the most popular databases, Science Direct, 

Springer, and IEEE, to find articles that were relevant to 

the paper's goal. Only articles from academic journals 

released between 2018 and 2024 have been considered. 

The search strategy was performed based on the main 

terms of the paper's goal to ensure that the material 

employed was related to it and served as a solid basis for 

our paper. Thus, the search terms that were utilized were 

"anti-money laundering and data mining”, “data mining 

and online money laundering,” “clustering and anti-

money laundering,” “classification and anti-money 

laundering,” and "association and anti-money 

laundering." As illustrated in Figure 1. 

 

Figure 1: Research methodology. 
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 The search yielded 123 articles. The search results are 

displayed according to the year of publication in Figure 2. 

Figure 2: Classification of papers by year of publication. 

2.2 Literature review 

2.2.1 Online money laundering 

The numerous obstacles that banks face today have an 

impact on their ability to compete, how they distribute 

their resources, and how they usually develop their 

strategic objectives. Online money laundering is one of 

these difficulties. A plethora of scholarly literature exists 

regarding online money laundering and the several 

approaches that mitigate this type of illicit activity. 

[8] Provided a comprehensive review of data mining 

algorithms and methods applied to identify suspicious 

transactions. And introduced methods for anti-money 

laundering like link analysis, behavioral modeling, risk 

scoring, anomaly detection, and geographic capability. 

Also discussed were the essential steps of data 

preparation, data transformation, and data mining 

techniques. 

[9] Discussed how data mining methods like 

association, clustering, and classification may be used to 

recognize and avoid fraud in the banking industry. The 

findings showed that a wide range of algorithms may be 

applied to fraud detection. And each of which has benefits 

as well as drawbacks. 

[10] Demonstrated how link analysis may be applied to 

detecting suspicious bank transactions. And proposed a 

framework that includes four phases: task analysis, system 

design, implementation, and testing for detecting money 

laundering. 

[4] Provided an overview of online money laundering, 

identifying the various anti-money laundering methods 

and their efficacy, the impact of online money laundering 

on other industries and the economy, the new avenues for 

online money laundering, and the detection of money 

laundering. The results showed that most of the research 

concentrated on detecting instances of online money 

laundering through the application of technology such as 

machine learning and data mining. 

[11] Investigated how data mining techniques enable 

banks to predict and detect online money laundering. The 

findings indicated that due to the unavailability of high-

quality datasets regarding online money laundering, there 

is limited scope for using supervised learning and 

ignorance of the key roles of unsupervised learning in 

detecting online money laundering. 

[1] Provided a comprehensive analysis of the most 

recent studies on financial fraud detection, spanning the 

years 2009 to 2019, and categorized according to the 

forms of fraud and data mining techniques used. A sample 

of 75 pertinent papers that fell into four primary 

categories—bank fraud, insurance fraud, financial 

statement fraud, and cryptocurrency fraud—was produced 

because of the review. The results showed that many data 

mining techniques were applied in different financial 

applications to detect fraud. 

[12] Identified data mining techniques, such as 

clustering, classification, and association, for financial 

fraud detection (FFD) and anti-money laundering (AML). 

And highlight how they help anticipate and identify online 

money laundering. 

[13] Explained the data mining phases—data extraction, 

data cleaning and integration, data transformation, pattern 

discovery, pattern analysis, and information 

presentation—that were used to predict and detect online 

money laundering. Additionally, it covered numerous 

methods and techniques that can be applied at every phase. 

[14] Proposed a system for detecting online payment 

fraud that makes use of data mining algorithms including 

random forests, logistic regression, and decision trees. The 

finding shows that the suggested system helps large 

organizations analyze the vast volume of transaction data 

to look for anomalies or potential fraud. 

[15] Proposed a classification-based automated secure 

computing system for fraud detection. According to the 

results, the system helped process and analyze transaction 

data securely, look for anomalies, and notify users of 

potentially fraudulent activity. 

 

2.2.2 Data mining techniques used to 

minimize money laundering 

Analyzing and mining clients' online transactions is a 

crucial stage for predicting and detecting online 

transactions related to online money laundering that 

requires reliability and time. As a result, a significant 

number of studies were done on the best ways to produce 

accurate results using various data mining techniques. 

[16] Illustrated and applied the supervised-based 

classification algorithms that predict and detect fraudulent 

online transactions, like naïve Bayes, logistic regression, 

and decision tree classifiers. The results showed that 

decision trees outperformed the other classifiers with an 

accuracy of 92%. 

[17] Applied support vector machines to build a model 

that classifies the usual and unusual behavior that clients 

exhibit in online bank transactions. The findings 

demonstrate the effectiveness of the method in predicting 

banking fraud. Additionally, it demonstrates that it 

achieves better results when the splitting ratio is 80:20. 

[18] Proposed a semi-supervised hybrid model to 

identify suspicious financial transactions and fraud that is 

based on association rule mining and clustering methods. 

The normal behavior patterns of the clients are extracted 

using the fuzzy clustering approach. Transactions that are 
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abnormal and do not fit into any of these clusters will be 

regarded as high-risk. Combining the outcomes of 

association rules derived from the apriori and clustering 

patterns allowed for the ultimate comprehension of a 

transaction. The results show that more frauds are detected 

faster when both rule-based and clustering-based 

components are included. 

[19] Employed naïve Bayes, logistic regression, support 

vector machines, and k-nearest neighbors to estimate the 

likelihood of fraud in online banking transactions. The 

findings indicated that the support vector machine 

outperformed the other algorithms with an accuracy of 

91%. 

[20] Outlined the various clustering approaches, such as 

partitioned clustering and hierarchical clustering, that can 

be used to determine if a transaction is related to money 

laundering or not. It demonstrated how several algorithms 

for clustering, like sequential clustering, simultaneous 

clustering, divisive clustering (top-down), and 

agglomerative (bottom-up) clustering, can identify 

instances of money laundering. The results show that 

because simultaneous clustering is more informative, has 

fewer parameters, is adaptable, and can successfully 

integrate row and column information, it is a good fit for 

high-level data analysis of suspected money laundering 

operations. 

[21] Applied frequent pattern mining to detect money 

laundering, the results showed that, despite the time it 

requires, it is very important and should not be neglected. 

[22] Provided a comprehensive review of studies on the 

application of data mining techniques in the battle against 

money laundering. The results of this review demonstrated 

that academics were more focused on identifying 

suspicious transactions and that data mining techniques 

such as clustering and classification were applied more 

widely to identify money laundering. 

[23] Analyzed the studies conducted on the issue of 

fraud detection focused on discovering indications of 

money laundering by applying data mining techniques like 

clustering and classification. The findings showed how 

useful algorithms for data mining are for identifying 

anomalous behavior and patterns of money laundering. 

[24] Provided an overview of the application of 

classification methods like logistic regression, random 

forests, and support vector machines to identify online 

money laundering under two sampling techniques: under- 

and over-sampling. The effectiveness of the various 

approaches was evaluated using real transaction data that 

was supplied by a financial institution in the United States. 

The results showed that Random Forest outperformed the 

other methods. 

[24] Utilized the naive Bayes classifier to predict money 

laundering in Bangladesh. The outcomes show that naive 

Bayes is a straightforward supervised learning algorithm 

that can classify large data sets with excellent accuracy 

and mobility. It is also fast, accurate, and dependable. 

[26]   Discussed the benefits of several supervised and 

unsupervised methods for anticipating and identifying 

online money laundering. Additionally, it demonstrated 

the various classification techniques and how they are 

used to predict suspicious transactions, including logistic 

regression, decision trees, random forests, and support 

vector machines. It also discusses how the apriori 

algorithm works to detect occurrences of online money 

laundering. 

[27] Outlined the function of k-means clustering in 

spotting dubious clients. The findings show that it was 

successful in identifying clients in bank fraud situations 

like fishing, vishing, and skimming.  

[28] Proposed an anti-money laundering system that 

uses the Apriori algorithm to determine the laundered 

money's traversal path. The findings demonstrate that the 

Apriori algorithm was successful in identifying odd 

patterns that might point to the possibility of fraud by 

utilizing location scanning and user behavior. 

[29] Utilized historical data along with logistic 

regression to estimate the likelihood of money laundering. 

The customer’s level of risk is considered the dependent 

variable (high or low), and the contracted product 

variables (legal entity, origin, economic activity, 

seniority) are considered the predictors. The findings 

indicate that logistic regression achieved an accuracy of 

89%. 

[30] Applied two classification algorithms, RF and 

SVM, to detect and predict money laundering. The results 

show that the RF classifier outperforms the SVM. 

[31] Utilized the gradient boosting method to classify 

online transactions into one of the following classes: 

legitimate transactions that follow the law, transactions 

that are marked as suspicious by a built-in alert system, 

and possible money laundering cases that are reported to 

the authorities. The results show that gradient boosting 

achieved an AUC of 90%. 

[32] Applied decision tree and support vector machine 

classifiers to forecast online money laundering activity. 

The Python programming language has been used for the 

analysis. The outcome demonstrated that in terms of 

accuracy, recall, and precision, the decision tree 

performed better than the support vector machine. 

[33] Applied four classification algorithms—KNN, RF, 

LR, and SVM—to detect and predict whether the 

transaction was fraudulent or not. The results show that 

the RF classifier outperforms the other classifiers with an 

AUC of 93.92%. 

[7] Introduced a prediction model based on naive Bayes, 

logistic regression, and random forest classifiers to 

determine whether money laundering is likely to occur in 

banks. The data were derived from a simulation of actual 

transactions at Middle Eastern banks that were suspected 

of money laundering. The results indicate that the random 

forest classifier was found to be the best at predicting 

transactions related to money laundering in the bank 

sector. 

[34] Proposed a model that uses the gradient boosting 

algorithm to detect and predict the existence of abnormal 

behavior in online transactions in the financial sector. The 

results indicate that the model achieved an accuracy of 

93% in predicting abnormal behavior. 

[35] Proposed a model that classifies online transactions 

as fraud or not based on DT and KNN classification 

methods. The results indicate that KNN outperformed DT 

with an accuracy of 90%. 
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[36] Proposed a model based on the KNN algorithm to 

combat online money laundering. The results indicate that 

the model achieved an accuracy of 93% in detecting 

money laundering. 

 [37] Demonstrated how well-supervised machine 

learning algorithms work for spotting money laundering 

activity in financial institutions. K-nearest neighbors, 

gradient boosting, and random forest were applied. The 

accuracy, precision, recall, fi-measure, and area under the 

curve of each classifier were evaluated to test the 

performance of each classifier. The findings demonstrate 

that the Random Forest classifier produced the best result 

with 93% accuracy. 

Table 1 summarizes researchers’ work in the domain of 

money laundering and illustrates the different data mining 

techniques used, dataset characteristics, performance 

metrics, and key findings.

Table 1: A summary of researchers' work in the field of money laundering. 

Autho

rs 

publicati

on year 

Technique

s used 

Dataset characteristics Performan

ce metrics 

Key findings 

[16] 2018 Classificati

on 

A dummy dataset was used to 

evaluate the integrity of the 

data for online fraud detection. 

Accuracy 

“92%” 

A decision tree algorithm is 

more effective in predicting 

fraudulent online transactions 

than naive Bayes and logistic 

regression. 

[17] 2018 Classificati

on 

The German and Australian 

databases of credit card 

datasets were used. 

Precision 

“80%” 

A support vector machine is 

effective in predicting usual and 

unusual behavior in online bank 

transactions under a splitting 

ratio of 80:20. 

[18] 2018 Clustering 

Associatio

n 

An Iranian bank dataset that 

includes card data from 

February 2015 to January 2016 

was used. Each transaction has 

12 raw attributes which are 

transaction id, time, account 

number, card number, 

transaction type, entry mode, 

amount, merchant code, 

merchant group, gender, age, 

and bank. 

AUC 

“85%” 

More frauds are detected faster 

when both rule-based and 

clustering-based components 

are included. 

 

[19] 2019 Classificati

on 

The fraud transactions log file 

and the all-transactions log file 

were the two data sources that 

were combined to form the 

dataset. All instances of online 

credit card fraud are contained 

in the fraud transactions log 

file, and all transactions 

recorded by the relevant bank 

within a given time frame are 

contained in all transactions 

log files. 

Accuracy 

“91%” 

A support vector machine 

algorithm is more effective in 

predicting fraudulent online 

transactions than naive Bayes, 

logistic regression, and k-

nearest neighbors. 

[20] 2019 Clustering 

 

- - Compare different types of 

clustering and their role in 

identifying money laundering. 

[21] 2019 Associatio

n 

A bank transaction dataset is 

used to identify money 

laundering transactions. 

Accuracy 

“91%” 

Graph matching algorithm is 

faster than frequent mining 

[22] 2019 Classificati

on 

Clustering 

- - Provide literature about the role 

of classification and clustering 

in predicting and detecting 

money laundering. 
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[23] 2019 Classificati

on 

Clustering 

- - Provide literature about the role 

of classification and clustering 

in predicting anomalous 

behavior 

[24] 2019 Classificati

on 

A dataset containing roughly a 

hundred explanatory variables 

was used, based on rich 

information on 

customer/account 

characteristics, recent 

transactions, and alert 

management outcomes if 

applicable. 

AUC 

“91%” 

A random forest algorithm is 

more effective in predicting 

fraudulent online transactions 

than support vector machine, 

and logistic regression. 

[25] 2020 Classificati

on 

 

A bank dataset that contains 

attributes like "job category", 

"net income", "open mode", 

"VT", "NT", "VCT", "NCT", 

and "Risk class" was used. 

Accuracy 

“78%” 

A naive Bayes algorithm is fast 

and dependable in classifying 

money laundering transactions. 

[27] 2020 Classificati

on 

Associatio

n 

- - Provide literature about the role 

of classification and association 

in predicting and detecting 

money laundering. 

[28] 2020 Clustering - - Identify the role of the k-means 

algorithm in fraud detection in 

banks. 

[29] 2020 Associatio

n 

A credit card dataset was used. Accuracy 

“88%” 

Identify odd patterns that might 

point to the possibility of fraud 

by utilizing location scanning 

and user behavior. 

[30] 2020 Classificati

on 

The customer’s level of risk 

dataset that contains attributes 

of the dependent variable (high 

or low), legal entity, origin, 

economic activity, and 

seniority was used. 

Accuracy 

“89%” 

Identify the role of the logistic 

regression algorithm in fraud 

detection in banks. 

[31] 2020 Classificati

on 

“Synthetic Financial" Datasets 

for Fraud Detection were used. 

The synthetic dataset consists 

of several features, including 

the type of transaction: 

CASH_IN, CASH_OUT, 

DEBIT, PAYMENT, and 

TRANSFER. 

Accuracy 

“93%” 

A random forest algorithm is 

more effective in predicting 

fraudulent online transactions 

than a support vector machine. 

[32] 2021 Classificati

on 

An alerted transactions dataset 

spanning from 1 April 2014 to 

31 December 2016 was used. 

AUC 

“90%” 

Identify the role of gradient 

boosting algorithm in predicting 

money laundering. 

[33] 2022 Classificati

on 

A dataset downloaded from the 

UCI Machine Learning 

repository was used. This 

dataset contains a total of 699 

instances and each instance 

consists of 11 attributes. 

Accuracy 

“92%” 

Precision 

“94%” 

Recall 

“94%” 

A decision tree algorithm is 

more effective in predicting 

fraudulent online transactions 

than a support vector machine. 

[7] 2022 Classificati

on 

A bank's clients' online 

transaction dataset that 

includes 10,000 records of 

legitimate and fraudulent 

AUC 

“93.92%” 

A random forest algorithm is 

more effective in predicting 

fraudulent online transactions 

than support vector machines, 
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online transactions made by 

clients between January 1 and 

December 31, 2020, was used. 

K-nearest neighbors, and 

logistic regression. 

[34] 2023 Classificati

on 

A simulated dataset of money-

laundering activities in Middle 

Eastern banks based on a real 

dataset was used. 

Accuracy 

“77%” 

A random forest algorithm is 

more effective in predicting 

money laundering transactions 

than naïve Bayes and logistic 

regression. 

[35] 2023 Classificati

on 

A credit card dataset was used. Accuracy 

“93%” 

Identify the role of gradient 

boosting algorithm in predicting 

money laundering. 

[36] 2023 Classificati

on 

A banking fraud transactions 

dataset was used. 

Accuracy 

“90%” 

A K-nearest neighbor is more 

effective in predicting money 

laundering transactions than a 

decision tree. 

[26] 2023 Classificati

on 

A money laundering 

transactions dataset was used. 

Accuracy 

“54%” 

A Part is more effective in 

predicting money laundering 

transactions than ZerO, and 

OneR. 

[37] 2023 Classificati

on 

The Saudi General 

Organization for Social 

Insurance dataset was used. 

Accuracy 

“90%” 

A random forest algorithm is 

more effective in predicting 

money laundering transactions 

than gradient boosting and K-

nearest neighbors. 

[14] 2024 Classificati

on 

A fraud transactions dataset 

was used. 

Accuracy 

“93%” 

A random forest algorithm is 

more effective in predicting 

money laundering transactions 

than logistic regression. 

[15] 2024 Classificati

on 

A credit card transactions 

dataset was used. 

Accuracy 

“93%” 

Proposed classification-secure 

fraud detection system that 

analyzed data securely. 

 

According to the related research, the majority of online 

money laundering prediction and detection tactics use 

many techniques to assist banks in identifying this illicit 

activity, but none of the studies provide all of them, as 

Table 2 illustrates. 

Table 2 demonstrates, most researchers used two or more 

data mining approaches, but no one used them all to 

identify, minimize, and overcome the limitations of each 

technique. Therefore, the main goal of this paper is to 

propose and implement a paradigm based on data mining 

techniques like classification, clustering, and association 

to predict and detect criminals who engage in online 

money laundering and mitigate the detrimental effects of 

online money laundering on the country's economy. In 

addition, as illustrated in Table 2, the three algorithms that 

proved their power in predicting suspicious transactions 

are random forest for classification,  

 

 

 

k-means for clustering, and apriori algorithm for 

association. Therefore, the proposed paradigm will be 

based on these three algorithms as illustrated in the next 

section. 

3 A proposed paradigm (appd-oml) 

for predicting and detecting online 

money laundering 
To effectively predict and detect online money 

laundering, the anti-money laundering methods must be 

updated efficiently to address online money laundering, 

which increases daily. Therefore, a paradigm (APPD-

OML) that is based on data mining is proposed, for 

restructuring the process of anti-money laundering. Using 

APPD-OML, the information provided enables banks to 

easily predict and detect suspicious transactions that are 

associated with online money laundering. 
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Table 2: A summary of the data mining techniques employed by some researchers. 

 

Therefore, the architecture of the proposed paradigm 

involves three layers. The first layer is the data pre-

processing layer; the second layer is the mining layer; and 

the third layer is the report generation layer. Figure 3 

presents the layers of the proposed paradigm that will 

assist bank experts in recognizing instances of online 

money laundering that take place far from bank 

surveillance. 

3.1 Layer 1 (data pre-processing layer) 

Data pre-processing is the most important layer that 

prepares online transactions for further analysis. Online 

transactions are unstructured data that may contain 

missing values, duplicates, and irrelevant noise that are not 

suitable to be used in the mining layer. As a result, the data 

pre-processing layer is responsible for cleaning, 

integrating, converting, and minimizing data to prepare it 

for the mining layer. Data preprocessing is made up of 

three important phases: the data cleaning phase, the data 

transformation phase, and the data reduction phase. Each 

of these phases has a significant role in preparing online 

transactions to be accurately analyzed in the mining layer. 

 

 

3.1.1 Data cleaning phase 

This phase oversees identifying and resolving any data 

anomalies, including duplicates, and missing values. The 

two methods that are utilized to find such anomalies are 

finding records that are identical in all aspects and finding 

empty or Nan values. Anomalies are found and fixed using 

a variety of techniques. Two methods are used to fix 

missing values: imputation and deletion. The imputation 

approach is used to fill a categorical variable with the 

dummy variable "missing" when its percentage is greater 

than 50%; the mode is used to fill it when its percentage is 

less than 50%; and the deletion approach is used to remove 

transactions for which specific information was missing. 

Conversely, duplicates are corrected by retaining the 

original and deleting all others. At the end of this phase, 

the data becomes cleansed, free of anomalies, and 

prepared for the data transformation phase. 

 

Author Classification Clustering Association 

[16] 
 

- - 

[17] 
 

- - 

[18] - 
  

[19] 
 

- - 

[20] - 
 

- 

[21] - - 
 

[22] 
  

- 

[23] 
  

- 

[24] 
 

- - 

[25] 
 

- - 

[27] 
 

- 
 

[28] - 
 

- 

[29] - - 
 

[30] 
 

- - 

[31] 
 

- - 

[32] 
 

- - 

[33] 
 

- - 

[7] 
 

- - 

[34] 
 

- - 

[35] 
 

- - 

[36] 
 

- - 

[26] 
 

- - 

[37] 
 

- - 

[14] 
 

- - 

[15] 
 

- - 

The proposed paradigm 
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Figure 3: The proposed (APPD-OML) paradigm. 

3.1.2 Data transformation phase 

This phase is responsible for transforming the data into 

appropriate forms and generating new features that are 

suitable for the mining layer. It includes two stages: the 

first stage features construction, and the second stage is 

discretization. 

• The feature construction stage: Is responsible for 

generating new features from the existing data that can 

identify clients' online behavior, the timestamps 

decomposition approach is employed to construct features 

such as, "trans_date", "trans_day", "trans_month", and 

"trans_hour" features derived from the 

"trans_date_trans_time" field. The "age" feature is derived 

from the "dob" field by using the subtraction method. The 

"distance" feature which contains the distance between the 

customer and the merchant derived from the "lat", "long", 

"merchant_lat", and "merchant_long" fields by using the 

calculation approach. From the "cc_num", "unix_time", 

and "amt" fields, the "history_30" feature is derived that 

contains the last 30-day spending of each credit card by 

applying the combination approach. From the 

"history_30" and "amt" fields, the "interaction_30" feature 

is derived by applying a combination, which contains the 

ratio of the current purchase price to the amount spent in 

the last 30 days. 
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• The discretization stage: this is responsible for 

dividing the range of values into intervals and placing 

each data point in the proper bin, the width binning 

approach in Equation 1 [38] is used. 

W= 
max−min

Number of bins
 

Where 

W represents the width binning that has an equal width. 

max is the maximum value.  

min is the minimum value. 

Number of bins represents the total number of bins. 

At the end of the data transformation phase, all the 

features that demonstrate client online behavior were 

created and became ready for the data reduction phase. 

3.1.3 Data reduction phase 

This phase is responsible for eliminating unnecessary 

data that didn't provide any information in the mining 

layer while preserving important data. This is done to 

improve the efficiency of data analysis and avoid 

overfitting the model. Furthermore, this phase is also 

responsible for converting data to a format that can suit 

data mining techniques. As a result, two approaches were 

used in this phase: feature selection and feature extraction. 

 

• Feature selection: This is responsible for preserving 

only important features that are used in the mining 

layer and eliminating other features. In online 

transactions, many features exist that don’t add any 

value for predicting whether the transaction is related 

to online money laundering or not. In addition, some 

features can be identified from another feature, such 

as a “city” that can be identified from the client's “lat” 

and “long” fields. So, the existence of such features 

can consume a lot of processing time and doesn't add 

value. As a result, the feature selection approach is 

used to select the most significant features that can be 

used in the predictive model. The correlation method 

in Equation 2 [39] is used to measure the correlation 

between features and target features. Only features 

with a high correlation will be kept, and the others 

will be eliminated. 

 

r = 
𝒏(∑𝒙𝒚)−(∑𝒙)(∑𝒚)

[𝒏∑𝒙𝟐−(∑𝒙)𝟐][𝒏∑𝒚𝟐−(∑𝒚)𝟐]
 

Where 

r represents the Pearson correlation coefficient. 

n is the number of values or elements. 

∑x is the sum of the 1st values list. 

∑y is the sum of the 2nd values list. 

∑xy is the sum of the product of 1st and 2nd values. 

∑x2 is the sum of squares of 1st values. 

∑y2 is the sum of squares of 2nd values. 

 

• Feature extraction: This is responsible for 

converting features such as "categories" and "clients 

ages" to numerical values to be used in the mining 

layer. The ordinal encoding method in Equation 3 

[40] is employed for this task. In ordinal encoding, 

each distinct category is given an integer value [41]. 

After completing this layer, the online transactions 

become ready to be used in the mining layer. 

X(m)=> N(m)  
Where 

X represents the categorical value of feature m. 

N represents the numerical value of feature m. 

 

3.2 Layer 2 (mining layer) 

This layer is responsible for applying the different data 

mining techniques to the preprocessed online transactions 

obtained from the data pre-processing layer. Three data 

mining techniques, classification, clustering, and 

association were employed to build the prediction model 

that helps bank experts in the prediction and detection of 

online money laundering-related transactions. 

3.2.1 The role of the classification technique 

in prediction 

This phase is responsible for building the classifier that 

will classify online transactions whether it is related to 

online money laundering or not, based on the correlation 

between the different features that exist in the data and the 

target feature. In this phase, the classifier is constructed 

using the random forest classifier in Equation 4 [42], and 

80% of the online transactions are used to train it to 

produce accurate results. 

G = 1 − ∑ (𝑝𝑖)
2𝐶

𝑖=1   

Where 

G represents the Gini index. 

C is the total number of classes. 

p(i) is the probability of picking the data point with the 

class i. 
 

3.2.2 The role of the clustering technique in 

prediction 

This phase is responsible for grouping online 

transactions based on the amount since there is a strong 

association between the amount and the fraud status. The 

clusters of the amount generated will be used as one of the 

inputs for the association technique. In this phase, the K-

means algorithm in Equation 5 [43] is used to create the 

clusters. 

(1) 

(2) 

(3) 

(5) 
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J (V) = ∑ ∑ (||xi − vj||)
2ci

j=1
c
i=1  

Where  

J(V) represents an objective function. 

||xi - vj|| is the Euclidean distance between xi and vj.  

ci represents the number of data points in ith cluster. 

c represents the number of cluster centers. 

3.2.3 The role of the association technique in 

prediction 

This phase is responsible for discovering the 

relationship between features in the same transaction 

using the association technique. As the classification 

technique still has a percentage of error. It indicates that 

certain online money laundering-related transactions may 

have been incorrectly categorized, which poses a serious 

risk to the financial industry, and to the economy. As a 

result, the association rule was used to analyze the client's 

transaction and determine whether the transaction was 

fraudulent based on some features that are strongly 

correlated with the target variable, such as" categories", 

"amount", and "clients' age". In this phase, the apriori 

algorithm in Equations 6, 7, 8, and 9 [44] is used to create 

the rules. 

 

Support = 
Frequency(x,y)

N
  

Confidence = 
Frequency(x,y)

Frequency(x)
 

Lift = 
Support

Support(x)∗Support(y)
 

Conviction = 
1−Support(y)

1−Confidence(x≥y)
 

 

Where 

N represents the total number of transactions. 

x represents rule antecedent. 

y represents rule consequent. 

 

After completing this layer, the necessary patterns and 

data that demonstrate whether the transaction is related to 

online money laundering or not become ready to be used 

in the report generation layer. 

3.3 Layer 3 (report generation layer) 
This layer is responsible for taking the patterns 

generated in the mining layer and generating reports for 

banks’ experts. Two types of reports are generated, 

including informational reports that contain information 

about online money laundering transactions. And 

analytical reports that contain qualitative and quantitative 

information used in decision-making. By the completion 

of the proposed paradigm (APPD-OML), the prediction 

and detection processes used to identify money laundering 

have been modified to incorporate the ability to identify 

online money laundering. This fulfills the paper’s goal of 

enhancing the prediction and detection of online money 

laundering, helping banks promptly identify such criminal 

activity, and helping governmental authorities take the 

appropriate action against them. 

4 Experiments and results 
To validate the performance of the proposed (APPD-

OML) paradigm, the clients’ data collected must be 

prepared to help banks predict and detect online money 

laundering and provide experts with the appropriate 

information that helps them make the right decision 

regarding these suspicious transactions. 

4.1 Data acquisition  

In this paper, a bank's clients' online transaction dataset 

[33]   that includes records of legitimate and fraudulent 

online transactions made by clients between January 1 and 

December 31, 2020, was used. These data were labeled 

completely and are available for open research.  Table 3 

illustrates dataset features.  

 

 

Table 3: Features description. 

Data Fields Description 

trans_date_trans_time Contains the time and date of the transaction. 

cc_num Contains the number of credit cards. 

Merchant Contain names of merchants. 

Category Contains the domain in which transactions were performed. 

Amt Contains the amount involved in the transaction 

First Contains the first name of the client who initiated the transaction. 

Last Contains the last name of the client who initiated the transaction. 

Gender Contains the gender of the client who initiated the transaction. 

Street Contains the street of the client who initiated the transaction. 

City Contains the city of the client who initiated the transaction. 

State Contains the state of the client who initiated the transaction. 

Zip Contains the zip code of the client who initiated the transaction. 

Lat Contains the latitude of the client who initiated the transaction. 

Long Contains the longitude of the client who initiated the transaction. 

City_pop Contains the number of the city’s population 

(9) 

(8) 

(7) 

(6) 

(4) 
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As shown in Table 4, there are no missing values in the 

dataset. 

Table 4: Missing values and their percentage. 

 

As previously mentioned, the (APPD-OML) has 3 

layers. The data preprocessing layer is the first layer 

executed after data acquisition and is the most complex 

and time-consuming. Python, a high-level, object-

oriented, and interpreter-based multipurpose programming 

language that gives its programmers access to a wealth of 

resources [45], was used to implement the proposed 

paradigm. 

4.2 Data pre-processing layer (layer 1) 

This layer is responsible for the preprocessing of the data 

to obtain appropriate mining in layer 2. As a result, the goal 

of this layer is to get the input data from Table 3 ready for 

the following analysis. In this layer, the following phases 

were applied: 

 

 

 

4.2.1 Data cleaning 

Detecting and fixing anomalies in data is one of the 

major difficulties in data preprocessing.  Anomalies such 

as missing values and duplicates can lead to incorrect 

decisions and unreliable analysis [46]. Therefore, this 

phase is responsible for finding and fixing such anomalies. 

• Detecting and handling missing values 

Missing values occur when no value is recorded for a 

particular field in an observation [47]. The percentage of 

missing values in each field is shown in Table 4. 

• Detecting and handling duplicates 

Duplicates refer to records that contain identical data 

[48]. As shown in Table 5, there are no duplicates in the 

data. 

Table 5. Duplicate Values in Each Record. 
No. of record Duplicate values 

0 False 
1 False 

2 False 

3 False 
4 False 

….. ….. 

9995 False 
9996 False 

9997 False 

9998 False 
9999 False 

 

Upon completion of this phase, it was verified that there 

were no duplicates or missing values in the data. It's 

prepared to undergo the next phase, which is data 

transformation. 

4.2.2 Data transformation 

This phase is responsible for transforming the data into 

appropriate forms and constructing new features that are 

suitable for the data mining analysis that will be applied in 

the mining layer. 

 

• Feature construction 

This stage is responsible for deriving data from the raw 

data to transform it into information that can be used in the 

prediction model, the timestamps decomposition 

approach, the subtraction method, the calculation 

approach, and the combination approach are employed to 

Job Contains the job of the client who initiated the transaction. 

Dob Contains the birthdate of the client who initiated the transaction. 

trans_num Contains the transaction number. 

unix_time Contains the time delay between the previous and current transaction 

merch_lat Contains the latitude of the merchant where the transaction ended. 

merch_long Contains the longitude of the merchant where the transaction ended. 

is_fraud Contains whether the client is fraudulent or not.0 means he is not fraudulent and 1 is 

fraudulent. 

Column name Percentage of missing values 

trans_date_trans_time 0% 

cc_num 0% 

Merchant 0% 

Category 0% 

Amt 0% 

First 0% 

Last 0% 

Gender 0% 

Street 0% 

City 0% 

state 0% 

Zip 0% 

Lat 0% 

Long 0% 

City_pop 0% 

Job 0% 

Dob 0% 

trans_num 0% 

unix_time 0% 

merch_lat 0% 

merch_long 0% 

is_fraud 0% 
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construct the following features that were used in the 

prediction and detection of online money laundering: 

• From the "trans_date_trans_time" field, four important 

features, "trans_date", "trans_day", "trans_month", and 

"trans_hour" were derived. 

• From the "dob" field, the "age" feature was derived to 

understand the relationship between age and whether 

the client is fraudulent or not. 

• From the "lat", "long", "merchant_lat", and 

"merchant_long" fields, the "distance" feature was 

calculated, which contains the distance between the 

client and merchant. 

• From the "cc_num", "unix_time", and "amt" fields, the 

"history_30" feature was derived that contains the last 

30-day spending of each credit card. 

From the "history_30" and "amt" fields, the 

"interaction_30" feature was derived, which contains the 

ratio of the current purchase price to the amount spent in 

the last 30 days. Table 6 illustrates the output of this stage. 

 

Table 6. The results of the feature construction stage. 

category amt gender is_ 

fraud 

trans_dat

e 

trans_da

y 

trans_ 

month 

trans_hour age distance history

_30 

interaction

_30 

misc_net 4.97 F 1 01/01/20

19 

Tuesday Januar

y 

0 33 0.87283 3 0 

grocery_

pos 

107.

23 

F 0 21/02/20

19 

Tuesday Februa

ry 

1 45 0.27231 0 10 

entertain

ment 

220.

11 

M 0 01/01/20

19 

Tuesday Januar

y 

0 53 0.97584

5 

1 0 

gas_trans

port 

45 M 1 01/01/20

19 

Tuesday Januar

y 

0 56 0.91980

2 

0 0 

misc_pos 41.9

6 

M 0 13/05/20

19 

Sunday May 1 39 0.86850

5 

0 0 

 

• Discretization 

This stage is responsible for splitting continuous data 

into discrete intervals to format the data for  

further data mining analysis. In this paper, the width 

binning method in Equation 1 was applied to group 

"cust_age” into six intervals which are '10-20', '20-30', '30-

40', '40-50', '50-60', and '60 and above'.  Table 7 illustrates 

the results. 

Table 7: The results of binning the customers' ages. 

category amt gender is_ 

fraud 

trans_date trans

_day 

trans_ 

month 

trans_hour cust

_ag

e 

distance history

_30 

interactio

n_30 

misc_net 4.97 F 1 01/01/2019 Tues

day 

January 0 30-

40 

0.87283 3 0 

grocery_

pos 

107.

23 

F 0 21/02/2019 Tues

day 

Februar

y 

1 40-

50 

0.27231 0 10 

entertain

ment 

220.

11 

M 0 01/01/2019 Tues

day 

January 0 50-

60 

0.97584

5 

1 0 

gas_trans

port 

45 M 1 01/01/2019 Tues

day 

January 0 50-

60 

0.91980

2 

0 0 

misc_pos 41.9

6 

M 0 13/05/2019 Sund

ay 

May 1 30-

40 

0.86850

5 

0 0 

After completing the data transformation phase, the 

unstructured raw data was transformed into the structured 

format needed for the following phases. Additionally, the 

raw data was utilized for constructing the key features that 

the prediction paradigm will employ to achieve the paper's 

goal. 

4.2.3 Data reduction 

This phase is responsible for shrinking the size of the 

dataset while maintaining the key information. This is 

done to increase the effectiveness of the data mining 

processes and prevent the model from overfitting.
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Figure 4:  The correlation heatmap. 

 

• Feature selection  

This stage is responsible for selecting the most relevant 

subset of features out of the original features to be used as 

inputs for the mining layer. And since the utilized dataset 

was supervised, the filtering technique that is based on 

Pearson correlation in Equation 2 was used to filter the 

features and measure their correlation to the target feature 

"is_fraud”.  Figure 4 presents a correlation heatmap that 

illustrates the correlation between the variable. 

As illustrated in Figure 4, there is a multicollinearity 

issue that arises when two features have a correlation of 

more than 0.7 that must be eliminated. Furthermore, 

features that consumed a significant processing time and 

did not provide any new values to the prediction were 

removed. Upon the completion of this stage, as indicated 

in Table 8, only the features utilized for prediction 

remained. 

 

Table 8: The predictive features. 
category amt city_ 

pop 

is_fraud Trans 

_date 

Trans 

_day 

Trans 

_month 

Trans 

_hour 

cust_age distance History 

_30 

Inter

actio
n 

_30 

misc_net 4.97 3495 1 01/01/2019 Tuesday January 0 30-40 0.87283 3 0 

grocery_p
os 

107.23 149 0 21/02/2019 Tuesday February 1 40-50 0.27231 0 10 

entertain

ment 

220.11 4154 0 01/01/2019 Tuesday January 0 50-60 0.975845 1 0 

gas_trans

port 

45 1939 1 01/01/2019 Tuesday January 0 50-60 0.919802 0 0 

misc_pos 41.96 99 0 13/05/2019 Sunday May 1 30-40 0.868505 0 0 
 

• Feature extraction 

This stage is responsible for transforming categorical 

data into numerical features. The ordinal encoding method 

in Equation 3 was used in this stage to encode features 

such as "category" and "cust_age". 

At the end of the data preprocessing layer, the data 

became ready for the different data mining techniques that 

would be applied in the mining layer. 

4.3 The mining layer (layer 2) 

In this layer, different data mining techniques were 

applied to the preprocessed data to accomplish the paper's 
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goal. The classification, clustering, and association 

techniques were used in this layer to predict and detect 

online money laundering. 

4.3.1 Classification technique 

This phase is responsible for classifying online 

transactions to determine if a transaction is fraudulent or 

not. Or to put it another way, whether it is related to online 

money laundering or not. In this layer, the following 

stages were applied: 

• Data splitting 

In this stage, an "80:20" spitting ratio was set for the 

classification model. 

• Build and train the model 

In this stage, the Random Forest (RF) algorithm in 

Equation 4 was used and was trained with 80% training 

data. 

 

• Test the model  

In this stage, the classification model was tested. The 

results are shown in Table 9. 

Table 9: Results of the classification model. 

 

The results demonstrated that RF classifies online 

transactions with an accuracy of 93%, and an F1 measure 

of 91%. However, about 7% of transactions may be 

categorized as legitimate but include fraud. For this 

reason, the clustering and association techniques were 

applied to predict suspicious transactions based on 

specific features highly correlated with fraud. 

4.3.2 Clustering technique 

In this phase, the k-means algorithm in Equation 5 was 

utilized to cluster transactions according to amount since 

there is a high correlation between the amount and status 

of fraud, as illustrated in Figure 4. The elbow method was 

used to determine the appropriate number of clusters. As 

shown in Figure 5. 

 

Figure 5: The results of the elbow method. 

As illustrated in Figure 5, the appropriate number of 

clusters was two. Thus, two clusters, the "high amount" 

and the "low amount" were generated. 

4.3.3 Association technique 

In this phase, the Apriori algorithm in Equation 6 was 

utilized to analyze the customer's transaction and 

determine whether it was fraudulent based on "category", 

"amount", and "cust_age" features that have a high 

correlation to the "is_fraud" field as demonstrated in 

Figure 4.  

A sample of the rules that were generated is illustrated 

in Table 10 and only rules with high confidence (>0.3) 

were chosen to predict whether the transaction was risky 

or not. The confidence of each rule represents its accuracy. 

Table 10: A Sample of the generated association rules. 

antecedents consequents antecedent support consequent 

support 

support confidence Lift leverage convictio

n 

(misc_net,30-

40,low_amount) 

(not_fraud) 0.137856 0.245077 0.07439

8 

0.539683 2.20209

8 

0.040613 1.640006 

(grocery_pos,40-

50,low_amount) 

(not_fraud) 0.245077 0.137856 0.07439

8 

0.303571 2.20209

8 

0.040613 1.237951 

(shopping_pos,50-

60,low_amount) 

(not_fraud) 0.157549 0.245077 0.13129

1 

0.833333 3.40029

8 

0.092679 4.52954 

(grocery_pos,20-

30,low_amount) 

(fraud) 0.245077 0.157549 0.13129

1 

0.535714 3.40029

8 

0.092679 1.814509 

(shopping_pos,60 - 
Above,high_amount

) 

(fraud) 0.102845 0.245077 0.07002
2 

0.680851 2.77811
6 

0.044813 2.365427 

 

4.4 The report generation layer (layer 3) 

In this layer, two different kinds of reports were 

generated: analytical and informative, which provide 

information for banks’ experts to make the right decisions 

regarding the different transactions that are found to be 

related to online money laundering. 

After completing the proposed paradigm's layers, the 

paper's goal of predicting and detecting online money 

laundering that exists through online transactions such as 

Algorithm Performance Measures 

Accuracy Precision Recall F1 

RF 93% 92% 91% 91% 
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buying and selling of goods was met, which helps banks' 

experts make the right decision in different situations. 

5 Evaluation  
To demonstrate that the (APPD-OML) paradigm 

outperforms the other approaches that use data mining 

techniques to predict and detect online money laundering 

various experiments were conducted that highlight the 

effectiveness of prediction and detection based on 

classification, clustering, and association. And which are 

made based on applying those three data mining 

techniques. 

5.1 Experimental data 

A bank's clients' online transaction dataset [33]     that 

contains records of both legitimate and fraudulent online 

transactions performed by clients between January 1, 

2020, and December 31, 2020, was used.  These data were 

labeled completely and are available for open research. 

5.2 The experiments methodology 

The evaluation process depends on two different 

experiments. The first experiment tests the ability of each 

technique against the paradigm (APPD-OML) to achieve 

highly accurate results regarding the prediction and 

detection of online money laundering.  In the second 

experiment, the effectiveness of the (APPD-OML) in 

predicting and detecting online money laundering is tested 

against other approaches employing the same dataset. 

5.2.1 Experiment 1: (Evaluate the 

effectiveness of the APPD-OML paradigm 

against each technique) 

This experiment demonstrates that APPD-OML 

outperforms each technique in generating highly accurate 

results regarding the prediction and detection of online 

money laundering. 

To test the paradigm, in this experiment, classification, 

clustering, and association are applied to the data, and then 

the proposed paradigm is applied. 

The evaluation process compares the effectiveness of the 

APPD-OML against each technique in providing accurate 

results. The APPD-OML’s effectiveness and accuracy 

were measured in terms of accuracy in Equation 10 [49], 

F measure in Equation 11 [49], and AUC in Equation 12 

[50]. Table 10 shows the results of Experiment 1. 

• Accuracy 

Accuracy is one of the most widely used metrics for 

measuring performance which is calculated as the ratio of 

samples that are correctly predicted to all samples  

Accuracy = 
𝐓𝐏+𝐓𝐍

𝐓𝐏+𝐓𝐍+𝐅𝐏+𝐅𝐍
 

 

 

Where 

True positive (TP): This is the number of predictions 

when the classifier properly identifies the positive class as 

positive.  

True negative (TN): This is the number of predictions in 

which the classifier properly identified the negative class 

as negative.  

False positives (FP): This is the proportion of predictions 

in which a classifier predicts a negative class as a positive 

one.  

False negative: This is the proportion of predictions in 

which the classifier misinterprets the positive class as the 

negative class. [49] 

 

• F1-Score 

F1- score also known as the F-measure. It denotes the 

harmonic mean of recall and precision. Precision is the 

ratio of accurately positive samples to the total number of 

positive predicted samples, and recall shows the 

proportion of positively identified positive samples to all 

positive samples [49] 

F1-Score = 𝟐 ∗
𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧∗𝐑𝐞𝐜𝐚𝐥𝐥

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧+𝐑𝐞𝐜𝐚𝐥𝐥
 

Where 

Precision equals  TP/(TP+FP). 

Recall equals  TP/(TP+FN). 

 

• AUC 

AUC is an acronym for the Area Under the Receiver 

Operating Characteristic Curve and is also referred to as 

ROC AUC. The score it produces ranges from 0.5 to 1, 

with 1 signifying the best outcome and 0.5 meaning the 

model performs as well as a chance [50]. 

AUC =∫ recall d(FPR) 

Where 

FPR refers to a False positive rate and it is equal to  

FP/(FP+TN). 

Table 11: Experiment 1 results. 

 

According to Table 11, the findings of testing the 

APPD-OML indicate that the prediction based on 

applying the three techniques outperformed each 

technique with an accuracy of 94%, F1 95%, and AUC 

95%. This means that the proposed paradigm outperforms 

each technique. In addition, it achieves a high coverage 

(10) 

(11) 

(12) 
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and accuracy power that is crucial for any model used in 

the financial industry. 

5.2.2 Experiment 2: (Compare the 

effectiveness of the APPD-OML paradigm 

against the [33]     approach) 

The second experiment aims to compare the results of 

APPD-OML against [33]. The results of the proposed 

paradigm are compared with the ones obtained from the 

[33]     approach and the AUC score in Equation 12 is used 

to evaluate the performance. Table 12 shows the results of 

Experiment 2. 

Table 12: Experiment 2 results. 

 

As shown in Table 12, the proposed APPD-OML 

outperformed the [33] approach that utilized only the 

classification technique in predicting fraudulent 

transactions. 

Based on the outcomes of the two experiments, it has 

been proven that the APPD-OML succeeded in meeting 

the paper's goal of predicting and detecting online money 

laundering. Additionally, it decreases the effort that banks 

exert to monitor online transactions. 

6 Discussion 

In the previous sections, the impacts of various prediction 

and detection techniques on the online bank transaction 

dataset were presented. The findings show that the 

accuracy of prediction differs concerning the various 

techniques applied. As shown in Table 13. 

Table 13: Comparison between different models used in 

prediction and detection of OML. 

 

In Table 13, the proposed paradigm outperformed the 

other models in terms of accuracy of prediction and 

detection, due to the application of classification, 

clustering, and association. In addition, it demonstrated 

that some algorithms are more powerful in predicting 

malicious activities than others. 

The research results were analyzed as presented.  The 

statistical data produced by the analysis was used to 

describe the findings. The results as reported are reviewed 

in this part with the findings of other relevant studies. The 

main objective of this paper is to increase the accuracy of 

prediction and detection of online money laundering 

activities. The results revealed that applying classification, 

clustering, and association techniques to data increases the 

accuracy of prediction and detection and overcomes the 

limitations of each technique in the banking sector.  

7 Conclusion and future work 
This paper provides a paradigm that predicts and detects 

potential instances of online money laundering in any 

nation. The proposed paradigm combines three data 

mining techniques to efficiently predict such criminal 

activity and promptly deliver the appropriate results to 

government authorities to take the right action against 

those criminals. The results of testing the APPD-OML 

demonstrate that it outperforms each data mining 

technique implemented individually in terms of accuracy 

and coverage; in addition, it assists banks' experts in 

monitoring and analyzing online transactions more 

efficiently. There are numerous ways to conduct further 

research. The following list includes a few of these 

directions: 

• Our proposed paradigm can be extendable for 

minimizing online money laundering by using AI 

techniques such as artificial neural networks. The 

artificial neural network is a subset of machine 

learning models that are constructed using 

connectionism's discoveries of the principles 

of neuronal organization in the biological neural 

networks that make up animal brains, which helps in 

recognizing patterns in massive amounts of data 

across various formats, which makes it ideal for 

identifying suspicious transactions and risks. 

Previous studies ignored many artificial intelligence 

techniques despite their advantages. As a result, our 

future work was to integrate artificial neural networks 

into our paradigm to enable banks to effectively 

uncover many online transactions with various 

formats. 

• Constructing a tool that can speed up the processing 

of data in the data preprocessing phase. 
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