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The present research aims to present an overview of methods for automatically detecting anomalies in data
representing time series. A time series is a sequence of qualitative values obtained at successive times,
generally measured with equal intervals. Time series can represent different real-life phenomena, such as
the behaviour of the stock market, variations in temperature and other meteorological data, the behaviour
of banking credit/debit card consumption, among others. In addition, this work presents a 4-step method-
ology for preprocessing data and detecting anomalies on a time series dataset representing the spending
of debit and credit card customers. A synthetic anomaly injection technique was applied to validate the
models. Results can be used to monitor banking behaviour and trigger alarms in case of possible fraud or
rare events.

Povzetek: Opisan je pregled metod za samodejno zaznavanje anomalij v časovnih vrstah s poudarkom
na uporabi tehnik rudarjenja podatkov. Predstavljena je 4-stopenjska metodologija za predobdelavo po-
datkov in zaznavanje anomalij na naboru podatkov o bančnih transakcijah. Rezultati se lahko uporabijo
za spremljanje bančnega vedenja in sprožitev alarmov v primeru morebitne goljufije ali redkih dogodkov.

1 Introduction
Anomaly detection is a data mining task aimed at identify-
ing rare items, events or observations that are significantly
different from the majority of the data and do not conform
to some notion of normal behaviour.
A time series is a sequence of qualitative values obtained

at successive points in time, usually measured at equal in-
tervals. Time series can represent different real-world phe-
nomena, including the behaviour of the stock market, varia-
tions in temperature data or other meteorological variables,
the credit/debit card consumption of rights holders of a fi-
nancial institution, the imports and exports of a country in
a given period, and so forth.
This paper presents a literature review of methods for

identifying anomalies in data. This review examines exist-
ing anomaly detection techniques for time series analysis.
Then, this paper demonstrates the efficacy of these algo-
rithms in analysing the spending of debit and credit card
customers, represented by bank transactions made in 2016,
which comprise approximately one million records repre-
senting the total spending per customer in various busi-
nesses in Lima, Peru. The data are grouped by date, rep-
resenting a time series composed of a set of points or a se-
quence of points.
Subsequently, an anomaly detection model was con-

structed using data mining algorithms, which are varied
and various strategies have been proposed. In this pa-
per, four different techniques were compared: a) Isolation

Forest, The following four techniques were evaluated for
their effectiveness in detecting anomalies: IFO, LOF, kNN,
and SVM. All four techniques demonstrated the ability to
identify anomalies with varying degrees of success. How-
ever, each employs distinct methodologies. For instance,
IFO, kNN, and SVM are supervised machine learning al-
gorithms, whereas LOF is an unsupervised algorithm.
Although this application work is oriented to show a

proof of concept, the applications of these techniques are
vast and have been applied to different areas of knowledge,
such as medicine [20], in the legal domain [13], in banking
[88], in data associated with video surveillance [105], in
fraud detection in financial institutions [77], among others.
This paper is structured as follows. Section 2 describes

the problem surrounding anomaly detection on data repre-
senting time series. Section 3 presents the state of the art,
while Section 4 details the experiments and results obtained
for the use case selected in this work. The paper ends with
the conclusions and future work presented in Section 5.

2 The problem of time-series
anomaly detection.

Anomaly detection is a set of techniques and methods for
the identification of rare or anomalous events. In other
words, it is the search for patterns that do not follow ex-
pected behaviour. Frequently, anomalies and outliers have
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been confused when performing anomaly detection tasks.
The authors in [11] show the difference between outliers
and anomalies. An outlier is associated with a single piece
of data, whereas an anomaly is associated with events. To
illustrate this distinction, consider a patient’s age is 140
years, then it is an outlier. Conversely, if a patient sys-
tematically receives drugs that are not appropriate for them,
this would be considered an anomalous event. Although
the definition is generally clear and concise, it is contingent
upon the structure of the data and the specific problem be-
ing addressed. The authors of [38] propose a categorisation
of the data into three categories:

1. Metric data is the most common form of representa-
tion. In this type of data, the objects under study are
described by their attributes, and they can be opera-
tionalised using distance and proximity.

2. Evolutionary data represent objects that are described
in different time stamps. Within this type of data, dis-
crete sequences, time series andmultidimensional data
streams can be identified.

3. Unstructured and semi-structured data, which do not
have a rigid structure (e.g. textual data). In order to
cope with these types of data, a pre-processing stage is
necessary. This can be done using techniques such as
the bag-of-words approach [1], TF, TF-IDF [102], TF-
IGM [17], kf-idf [97], LSI [103], Word2vec, Doc2vec
[22, 1], among others.

In this paper, we concentrate on evolutionary data or time
series. Time series can be of different types. One of the
most common classifications is to store the data continu-
ously (data stored to the second, for one day) or discrete
(monthly data pooling) [25].
Specifically, many algorithms for time series anomaly

detection have been proposed in the literature. The choice
of one algorithm depends mainly on the data to be anal-
ysed. However, some studies in the literature compare the
most important algorithms [44, 91, 36, 65]. The paper
[73] is one of the most interesting one, comparing various
time-series anomaly detection techniques. This compari-
son includes algorithms such as the Isolation Forest [55]
based on binary tree partitioning, the Local Outlier Factor
[14] based on the distance of nearest neighbours, and the
Histogram-based Outlier Score algorithm. Besides, the au-
thors include in the comparison a method based on the cal-
culation of the frequency histogram [28], the Matrix Profile
method [99], which uses the distance of closed neighbours,
the NORMA algorithm [12] based on data segmentation,
the Principal Component Analysis (PCA) technique, an al-
gorithm using autoencoders for the detection of anomalous
events [81], the Polynomial Approximation technique [52]
based on polynomial filters and the One-class Support Vec-
tor Machine technique [82] based on supervised learning
using data containing a single class or label. Finally, the
authors also include deep learning-based algorithms such as

the Long Short Term Memory Networks Anomaly Detec-
tion LSTM-AD [61] and the convolutional neural networks
[32, 66, 34].
Other algorithms that have also been used and compared

in different studies are those based on the prediction algo-
rithm or ARIMA forecasting [98, 63, 21]. All these algo-
rithms were successfully used to tackle various problems,
e.g., fraud detection [41], detection of suspicious websites
[70], DNA analysis and matching [86, 90], analysis of ECG
signals [60], detection of suspicious transactions [56], in the
analysis of court rulings [13], among others.
In addition to the algorithms mentioned above, there

are comprehensive frameworks for time series analysis and
anomaly detection, such as EGADS [43], FuxEv [47], Ro-
busttad [26], or the package called Ostad [35].
In contrast to previous works, we compared classic

anomaly detection algorithms to show their efficacy in
mining time series data that represent the consumption of
debit/credit card owners. Indeed, few papers use real bank-
ing data combined with simple but effective algorithms to
identify anomalies that represent possible changes in the
common behavior of banking account owners. In addition,
we propose a pipeline to mine this kind of data and a deep
discussion on validating the results using the injecting syn-
thetic anomalies methodology. Finally, we provide a com-
plete and comprehensive literature review on anomaly de-
tection in time series data problems.

3 Literature review
Anomaly detection is a topic that has been studied for a
long time. One of the first articles to mention anomaly
detection using statistical techniques is described in [85].
Anomaly detection has been successfully applied in differ-
ent domains, such as medicine [20], in precision agriculture
[2], the legal domain [13], in banking [88], video surveil-
lance [105], fraud detection [77] and many others.
The literature identifies different forms of anomalies: 1)

anomalies consisting of a single observation or point; 2)
collective anomalies consisting of a set of points or a se-
quence of points; 3) contextual anomalies referring to do-
main or context anomalies [67]. In addition, anomalies
can be found in phenomena described by different types
or sources of data, such as images [78], textual data [42],
graphs [94], geolocated data [96], Markov chains [48], time
series [11], among others. Regarding time series anomaly
detection, anomalies can be detected from univariate time
series [39, 104, 72] and multivariate time series [49, 9, 29].
This literature review will focus on univariate time series
anomaly detection techniques.
Many strategies for time series anomaly detection have

been implemented worldwide. Several authors have fo-
cused their efforts on presenting surveys and benchmarks
of anomaly detection techniques and outliers in the finan-
cial sector, considering the use of supervised learning tech-
niques, unsupervised learning techniques, statistical tech-
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niques, deep learning, among others [3, 62, 68, 71]. In
[92], for example, the authors classify these strategies into
five main groups: Techniques based on statistical methods,
techniques based on clustering and techniques based on de-
viation, those based on distance and those based on density.
On the other hand, the authors in [16] mention the previ-
ous techniques, but add the methods based on supervised
classification.

3.1 Machine learning techniques

The objective of machine learning techniques is to create a
model that, from a set of data describing a set of objects,
creates a function that allows us to know the classes or
categories to which an object belongs [10]. For example,
suppose we have a dataset associated with the problem of
fraudulent customers and is composed of a group of indi-
viduals (objects) and the characteristics that describe them
(education, age, balance, etc.). In such a case, machine
learning algorithms will determine whether or not the indi-
viduals in question belong to a particular class (i.e., fraudu-
lent customers) based on their attributes. Machine learning
algorithms are divided into two main groups: supervised
learning or classification and unsupervised learning, clus-
tering or segmentation [80].
Unsupervised learning techniques, also known as clus-

tering are techniques in which the data does not have a de-
fined class or category. That is, the dataset has the char-
acteristics of the objects, but the class to which the data
belongs is unknown. Then, clustering algorithms aim to
group similar elements or objects into clusters. For this pur-
pose, the algorithms compare all the features of the objects
with each other in order to put together objects with simi-
lar features [4]. In the present research work context, many
unsupervised learning techniques have been used to detect
anomalies in time series. For example, in [51], the authors
utilise an extension of the k-means algorithm - which uses
the partitioning strategy - to detect anomalies in financial
data. Conversely, other clustering algorithms employ the
density strategy. In this context, in [59], the authors use
the Optics algorithm to assess the creditworthiness of quar-
terly financial reports of a Vietnamese company. Finally,
there are other so-called hierarchical clustering methods. In
[5], the authors use these techniques to detect outliers and
anomalies from financial data.
In contrast to unsupervised algorithms, supervised learn-

ing algorithms utilise data categorised into a specific class
or category. In that sense, the algorithms build a function to
predict the categories or classes of future individuals with
no class [37]. Many supervised learning algorithms have
been used to detect anomalies. For example, decision trees
and random forest algorithms were used in the context of
anomaly detection in financial data. In the same context,
the authors in [6] use algorithms based on the Bayesian
theorem to detect fraudulent activities. Similarly, the au-
thors in [33] use the Support Vector Machine (SVM) tech-
nique and different kernels on bank transaction data from a

financial institution in Indonesia. Conversely, several au-
thors employ neural networks to detect anomalies [64, 79].
The latter concentrates on using perceptrons, the basic tech-
niques of neural networks. However, in recent years, neural
networks have been improved and have given rise to tech-
niques known as deep learning or deep learning.
In the context of the application of deep learning tech-

niques for anomaly detection, several works were proposed
in the literature and used different algorithms, each time
with better results because deep learning models directly
learn feature representations from the original data, such as
images and texts, without requiring the [57] attribute engi-
neering stage.

3.2 Deep learning techniques
In recent years, deep learning techniques have revolu-
tionised the field of time series anomaly detection. Early
on, the authors in [74] combine auto encoders and PCA
to tackle the problem of money laundering from data pro-
vided by the Brazilian Federal Tax Secretariat. Similarly,
the authors of [15] propose a method that combines a
one-dimensional convolutional neural network-based algo-
rithm and a clustering anomaly identification algorithm on
a dataset called Tennesse Eastman Benchmark. Similarly,
the authors of [101] propose a method called Multi-Scale
Convolutional Recurrent Encoder-Decoder (MSCRED) to
identify anomalies in multivariate time series. The authors
used a Convolutional Long-Short Term Memory (ConvL-
STM) for the anomaly detection task.
In the same vein, transformer-based models have

emerged as an effective technique for anomaly detection.
These models use self-attention mechanisms to capture
long-range dependencies and complex temporal patterns.
The Temporal Fusion Transformer (TFT) is a notablemodel
that combines high accuracy and interpretability [53, 76].
Recent studies have improved the original TFT by incor-
porating dynamic spatio-temporal attention mechanisms,
enabling more accurate anomaly detection in multivariate
time series data [89].
Graph Neural Networks (GNNs) have been increasingly

applied to anomaly detection in time series data, especially
when the data exhibit relational or network characteris-
tics. Techniques such as Graph Convolutional Networks
(GCNs) and Graph Attention Networks (GATs) have been
adapted to time series analysis, for example to tackle the
problem of fraud detection [8]. A more recent innovation
is the Spatio-Temporal Graph Neural Network (STGNN),
which models both spatial and temporal dependencies si-
multaneously and has proved highly effective in detecting
anomalies in traffic and IoT sensor networks [23, 93].
Other authors also used algorithms that are typically used

for synthetic data generation. For example, in [27], the
authors used a Generative Adversarial Network (GAN) to
generate synthetic data from real data and thereby identify
potential anomalies in the data. The authors used the F1-
score measure to evaluate their results, which were com-
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pared with eight state-of-the-art algorithms. Similarly, the
authors in [46] used a MAD-GAN architecture to discover
anomalies in two real databases: a water treatment and
distribution system and cyber-attack data. More recently,
TimeGAN [31] and AnomalyGAN [58] have been pro-
posed in the literature. The aforementioned models gener-
ate synthetic time series data that closely resemble the nor-
mal data distribution. Anomalies are detected by compar-
ing real data points with the synthetic data and identifying
those that deviate significantly.
Other works in the literature have used the VAEs for

anomaly detection. Indeed, the Variational Autoencoders
(VAEs) have gained popularity due to their ability to model
complex data distributions. Extensions such as Temporal
Convolutional VAEs have been developed to capture tem-
poral dependencies in time series data. These models learn
a probabilistic latent space, which can then be used to iden-
tify anomalies as deviations from the learned normal pat-
terns. Recent improvements have focused on increasing the
robustness and scalability of VAEs for multivariate time se-
ries datasets [95, 100].
Hybrid models that combine several deep learning tech-

niques have also emerged as powerful tools for anomaly
detection. For example, integrating GNNs with LSTM net-
works [106] or combining VAEs with transformers [18] can
leverage the strengths of each approach. These hybridmod-
els have shown superior performance on complex and high-
dimensional time series datasets.
In addition, efforts have also been made to address the

big data problem, in particular the problem of data stream-
ing. For example, in [84], the authors use a combination
of techniques, including Maximum Likelihood Estimation
(MLE), to identify anomalies in data from 50 different com-
panies and over 120 million continuously measured time-
series metrics.
Finally, other authors focused not only on identifying

anomalies in time series but also on visualising them. For
example, in [40], the authors use the matrix growth tech-
nique to visualise anomalies in time series associated with
financial data. Similarly, the authors in [54] propose the
Viz-Tree and Diff-tree tools, which allow the visualisation
of patterns in time series and their possible anomalies using
structures known as suffix-trees. Likewise, the article [45]
describes the tool calledDeepTimeAnomalyViz (DeTAVIZ),
which collates the outcomes of the anomaly detection al-
gorithms (TABL and ResNet) and in post-processing visu-
alises the results in a web environment.
Table 1 summarizes papers covered in this literature re-

view (see Section 3). Studies were describeb by the type
of the study (survey, application or both), the datased used
in experimentations were performed, the methods used for
detecting anomalies and metrics to the performance eval-
uation. Some acronyms used in this table are the follows:
SVM Support Vector Machine, DT Decision Trees, AUC
Area under the curve, EER Equal Error Rate, A Accu-
racy, P Precision, R Recall, FS F1-score, ML Machine
Learning, RFGB Relational Functional Gradient Boosting,

and MLNMarkov Logic Networks, HMMHidden Markov
Model, DR Detection Rate, FAR False Alarm Rate, FCM
Fuzzy C-Means, PSO Particle Swarm Optimization, WQ
Weighted Q, SI Silhouette coefficient, DBI Davies-Bouldin
Index, SD Standard Deviation, MAEMean Absolute Error,
RMSE Root Mean Squared Error, MSE Mean Squared Er-
ror, MAPE Mean Absolute Percentage Error, FID Frechet
Inception Distance, LPIPS Learned Perceptual Image Patch
Similarity, QL Quartile losses.

4 Use case and results
Several papers in the literature have attacked the anomaly
detection problem from financial data. Specifically, the
authors in [7] use bank (ATM) transaction data and com-
pare three different algorithms (t-side, kNN and HMM).
In this paper, we will analyse bank transaction data to de-
tect anomalies using four algorithms widely used in the lit-
erature. PyCaret (https://pycaret.org) was used to
build themodel. PyCaret is amachine learning open-source
Python library that focuses on automating machine learning
workflows. To this aim, a 4-step methodology was pro-
posed in this paper (see Figure 1). The steps are described
below.

4.1 Banking dataset

The provider of the bank transaction data is a Peruvian fi-
nancial institution that plays an important role in the Pe-
ruvian market. It is important to stress that this database
is private and was obtained thanks to an academic-industry
research project.
The banking transaction dataset is composed of records

generated each time a rightful customer makes a banking
transaction, i.e., uses his or her debit or credit card to pur-
chase an establishment or an electronic purchase. For this
study, a table with 18 characteristics has been created. Ta-
ble 2 describes the characteristics of the dataset.
Each record in the dataset is identified by an ID, which

represents a unique bank transaction or credit/debit card
payment (represented by the debit_type attribute). In ad-
dition, it consists of a unique customer ID that uniquely
identifies a cardholder. This ID has been generated us-
ing anonymisation algorithms to maintain cardholders’ pri-
vacy. On the customer side, we also have age and gender.
In addition, each transaction ID is associated with a date,
which represents the date the transaction took place. Fur-
thermore, each bank transaction is associated with a mer-
chant ID, indicating the merchant where the payment was
made. Additionally, the address of the merchant, the Mer-
chant Category Code (MCC), the amount of the transac-
tion in soles and USD, the spatial characteristics of both the
merchant and the bank branch where the cardholder opened
their account, and the merchant’s location on a map are all
included. Finally, the geo-reference data allows merchants
to be located on a map.

https://pycaret.org
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Table 1: List of the most representative papers covered in the present study.
Ref. Study Type Dataset Techniques Validation
[85] Survey - - -
[20] Application Genomics datasets FRaC, JL proj, SVM, DT AUC
[2] Application Greenhouse environment sensors Autoencoders A
[13] Application Criminal incidents dataset Zero Modified Poisson Anomaly injection
[88] Application Banking dataset Egonet model AUC
[105] Application Video surveillance Anomalynet model AUC, EER, P, R
[77] Application/Survey Real and synthetic datasets Graph-based methods AUC, P, R, FS
[67] Application/Survey 22 datasets 29 ML models AUC, P, R, FS
[78] Application Various datasets NeuTraL AD AUC, FS
[42] Application Flight incidents and textual datasets RFGB, MLN Weighted AUC
[94] Application CIDDS-001 and CICIDS-2017 datasets Random Forest P, R, FS
[96] Application Safecast and Kurama datasets CVRAD and DBSCAN Improved accuracy
[48] Application Various datasets HMM-based approach A, P, R, FS
[11] Survey - - -
[39] Application Numenta Benchmark + synthetic Neural Networks P, R, FS
[104] Application SMAP, MSL, TSA Graph Attention Networks P, R, FS
[72] Application Various datasets Gaussian Process Regression DR, FAR
[49] Application Various real and synthetic datasets FCM, PSO A
[9] Application Various datasets UnSupervised Anomaly Detection P, R, FS

(USAD)
[29] Application 10 datasets 19 unsupervised algorithms AUC
[3] Survey - - -
[68] Survey - - -
[71] Survey - - -
[92] Application Various datasets Graph Neural Networks A
[16] Survey - - -
[68] Survey - - -
[4] Application Iris and Tennis datasets Various techniques A, Error rate
[51] Application/Survey 10 financial datasets k-Means combined WQ, SI, DBI

Gaussian Mixture Models
[59] Application Various datasets Mahalanobis distance Mean and SD
[5] Application Various datasets Hierarchical Cluster -
[37] Application Health datasets Various techniques A, P, R, AUC
[6] Application Financial datasets Various techniques A, P, R, FS
[33] Application Financial datasets One-Class Support Vector Machine A, P, R, FS
[33] Application Financial datasets One-Class Support Vector Machine A
[65] Application Various datasets DeepAnT FS, AUC
[79] Application Credit card transactions Multi-layer perceptron MAE, RMSE, A
[57] Survey - - -
[74] Application Financial transactions AutoEncoder MSE
[15] Application Tennessee Eastman Process Clustering-augmented FS

convolutional autoencoder
[101] Application Synthetic and real datasets MSCRED FS
[53] Application Various datasets Temporal Fusion Transformer P50 and P90 QL
[76] Application Various datasets Temporal Context Fusion Transformer P, R, FS
[89] Application Trafic datasets Spatiotemporal Fusion Transformer MAE, RMSE, MAPE
[7] Application ATM datasets Three sequence-based methods FS
[23] Application Traffic datasets ST-HGCN A, FS
[93] Application Various datasets Graph Neural Networks A, Error rate
[27] Application Various datasets TadGAN FS
[46] Application Various datasets Generative Adversarial Networks P, R, FS

+ LSTM
[58] Application Image dataset Generative Adversarial Networks FID, LPIPS
[95] Application 3 public datasets MSCRVAE P, R, FS
[100] Application 4 public datasets MSCVAE P, R, FS
[106] Application 5 real datasets Graph Attention Network P, R, FS
[84] Application Financial datasets ARIMA + Holt-Winters + HMM -
[40] Visualisation Financial datasets Growth Matrix visualisation -
[54] Visualisation AURSAD dataset VizTree FS
[45] Visualisation Telemetry dataset DeepTimeAnomalyViz -
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Figure 1: Methodology for detecting anomalies in time series dataset

Table 2: Description of bank transaction data set attributes
# Name Description
1 id Transaction ID
2 client_id Client ID
3 client_sex Client sex
4 client_age Client’s age
5 date Date of transaction
6 country_code Country code
7 amount_sol Amount in soles spent in the transaction
8 debit_type Card type (debit, credit)
9 agency_departement Agency department where the client opened their account
10 agency_province Province of the agency where the client opened their account
11 agency_district Agency district where the client opened their account
12 merchant_id Merchant ID
13 merchant_departement Department of the business where the purchase was made
14 merchant_province Province of the business where the purchase was made
15 merchant_district District of the business where the purchase was made
16 merchant_lon Lambert longitude of the store where the purchase was made
17 merchant_lat Lambert latitude of the store where the purchase was made
18 merchant_index Merchant index

The dataset was collected between June 2016 and May
2017 and contains approximately 1.5 million customers,
55,000 different merchants, and 116.8 million transactions
for both credit and debit cards across Peru.
In the dataset at our disposal, the provinces of Lima and

Callao account for 46% of the total data (around 10 million
transactions, see Figure 2). This distribution is consistent
with the findings of the National Survey on the Demand
for Financial Services and Level of Culture in Peru, con-
ducted by the Superintendency of Banking and Insurance in
2016 1. The survey revealed that the majority of cards are
concentrated in Lima and Callao, which is why this study
was limited to these two provinces.

4.2 Data preprocessing
It should be noted that the bank transaction data described
in Section 4.1 of this paper was utilised. The data set
comprises over 10million records (transactions), represent-

1https://www.sbs.gob.pe/Portals/0/
jer/ESTUDIOS-SOBRE-INCLUSIÓN-FINANCIERA/
Informe-de-Resultados.pdf

Figure 2: Proportion of banking transactions between Lima
and Callao and the rest of the Peruvian territory

ing transactions carried out in Lima and Callao. These
provinces of the department of Lima - capital of Peru - ac-
count for the most significant amount of consumption (ap-
proximately 46% of the total data), and are related to the
results obtained by the National Survey on the Demand for

https://www.sbs.gob.pe/Portals/0/jer/ESTUDIOS-SOBRE-INCLUSIÓN-FINANCIERA/Informe-de-Resultados.pdf
https://www.sbs.gob.pe/Portals/0/jer/ESTUDIOS-SOBRE-INCLUSIÓN-FINANCIERA/Informe-de-Resultados.pdf
https://www.sbs.gob.pe/Portals/0/jer/ESTUDIOS-SOBRE-INCLUSIÓN-FINANCIERA/Informe-de-Resultados.pdf
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Financial Services and Level of Culture in Peru. The data
were grouped to obtain approximately one million records,
representing the sum of spending per customer and per day
in Lima and Callao. These data were used to meet the ob-
jective of this research, namely to demonstrate a use case
by implementing an algorithmic model that automatically
identifies anomalies in data (bank transactions) that change
over time (average transactions per day).

Table 3: Example of the dataset (time series)
Data Amount_Soles

2016-11-01 05:04:17+00:00 126.22
2016-11-01 05:34:37+00:00 12.66
2016-11-01 05:35:38+00:00 74.50
2016-11-01 06:15:13+00:00 19.90
2016-11-01 06:18:33+00:00 383.60

Columns were then added to the data to control the time
units, allowing us to represent the data value (bank transac-
tions) from different time units. Table 4 shows these new
columns.
From the data shown in the table, we are left with the at-

tributes Date and Amount_Soles. These two attributes rep-
resent the time evolution of the average hourly expenditure
of the financial institution’s customers. Next, we will use
four anomaly identification algorithms from the data at our
disposal.

4.3 Applying models to data
This section shows the results obtained by running four su-
pervised and unsupervised learning algorithms in our time
series. In order to enhance clarity, the data for a single
month (November) were presented graphically. However,
the anomalies were identified using all the data available.

4.3.1 Isolation Forest - IFO

Isolation Forest is a data anomaly detection algorithm that
detects anomalies in data using isolation [55]. The idea be-
hind this algorithm is that it measures the distance separat-
ing an element or data from the rest of the data and, in this
way, identifies an anomaly. To achieve this, IFO assumes
that anomalous data exhibit two essential characteristics:
they are few in number, i.e., they are in the minority, and
they are different, i.e., they are markedly distinct from typ-
ical cases. By leveraging these two properties, IFO strives
to isolate them. To this end, IFO employs multiple binary
trees (Forest) and selects the optimal option from all the
results. Regarding the parameters, the number of base esti-
mators in the ensemble was fixed to 100, the contamination,
i.e., the proportion of outliers in the dataset, and the num-
ber of features were set to 1.0. The parameter bootstrap was
set to true, i.e., individual trees are fit on random subsets of
the training data sampled with replacement. The rest of the
parameters were set to default.

The Table 5 shows the results obtained by running the
IFO algorithm on the data at our disposal. It illustrates the
creation of two new columns by the method. The Anomaly
column assigns a value of 1 if the data is anomalous and 0
if it is not. The Anomaly value column assigns a value to
each record or data point. Values are considered anomalous
if the value is close to 1 (positive). Conversely, the data is
not anomalous as long as the value is smaller (negative). It
is important to note that the values of the attribute Anomaly
are assigned, taking into account the results obtained in the
attributeAnomaly value. The results can be visualised using
a line diagram. Figure 3 shows, in blue, the non-anomalous
values and in red, the anomalous values.

Figure 3: Visualisation of anomalies detected by the IFO
algorithm for the month of November 2016

4.3.2 Local Outlier Factor - LOF

The Local Outlier Factor (LOF) algorithm is an unsuper-
vised anomaly detection method. It calculates the deviation
of the local density of a given element or data with respect
to its nearest neighbours in the dataset. Once the devia-
tion is calculated, the method considers samples that have a
significantly lower density than their neighbours (with the
help of a threshold) as outliers. As in the previous algo-
rithm, the application of LOF on the study data adds two
columns to the original data. The parameters used in KNN
are as follows. The contamination value was fixed to 1.0.
The leaf size was equal to 30, and it controls the minimum
number of points in a given node. The distance computa-
tion used is the “Minkowski” distance, and the number of
neighbours was fixed to 30. The value of p - the parame-
ter of the “Minkowski” distance - was fixed to 2. Table 6
presents a subset of the results yielded by this algorithm.
In this case, the values in theAnomaly value column have

different values from the previous results due to how the
algorithm works. As seen in the Table 6, values that tend to
zero (0) are considered anomalies, while larger values are
considered average data.
Similar to the previous algorithm, we can visualise the

results. This visualisation is crucial as it clearly shows nor-
mal values in blue and outliers in red (see Figure 4), helping
us to differentiate between the two.



210 Informatica 49 (2025) 203–220 H. Alatrista-Salas et al.

Table 4: Example of the dataset with new features
Date Amount Day Day Year Year Hour It is day

Soles number Day day week Hour of week?
2016-11-01 05:00:00+00:00 213.38 1 Tuesday 306 44 5 2
2016-11-01 06:00:00+00:00 1000.39 1 Tuesday 306 44 6 2
2016-11-01 07:00:00+00:00 179.80 1 Tuesday 306 44 7 2
2016-11-01 08:00:00+00:00 179.31 1 Tuesday 306 44 8 2
2016-11-01 09:00:00+00:00 18.90 1 Tuesday 306 44 9 2

Table 5: Example of results obtained by applying the IFO
algorithm to the data

Date Amount Anomaly Anomaly
Soles value

2016-11-01 05:00:00+00:00 126.22 0 -0.128179
2016-11-01 06:00:00+00:00 12.66 0 -0.149509
2016-11-01 07:00:00+00:00 74.50 0 -0.129021
2016-11-01 08:00:00+00:00 19.90 0 -0.145932
2016-11-01 13:00:00+00:00 2334.68 1 0.033672

Table 6: Example of results obtained by applying the LOF
algorithm to the data

Date Amount Anomaly Anomaly
Soles value

2016-11-01 05:00:00+00:00 126.22 0 1.073639
2016-11-01 06::00:00+00:00 12.66 0 1.544038
2016-11-01 07:00:00+00:00 74.50 0 0.991482
2016-11-01 08:00:00+00:00 19.90 0 177429.33
2016-11-01 13:00:00+00:00 150.99 1 1.071e+06

4.3.3 K-Nearest Neighbors Detector - kNN

Another supervised learning method is the k-Nearest
Neighbours (kNN) algorithm. This algorithmwas proposed
in the 1960s and has since become one of the most widely
used algorithms. This paper utilises a kNN-based algo-
rithm to detect anomalies, which is called the K-Nearest
Neighbours Detector. This algorithm has been used in real
problems in different knowledge domains. Although kNN
is a supervised algorithm, it employs an unsupervised ap-
proach, specifically in the context of anomaly detection.
In kNN, the data are considered as points in a multidi-
mensional (multiple features) space. The algorithm then
evaluates the distance between points by considering their

Figure 4: Visualisation of anomalies detected by the LOF
algorithm for the month of November 2016

features. That is, the distance between them determines
whether the points are similar or not. If the distance be-
tween the data point and its k nearest neighbours is suffi-
ciently large, then the data point is considered anomalous.
In this technique, k is an integer that generally takes odd
values from 3 to 9. Similar to the previous algorithms,
most of the default parameters were used. The k Value is
fixed to 5 (as default), and the leaf size is fixed to 30. The
“Minkowski” distance was used in this algorithm. Table 7
shows the results obtained with this algorithm.

Table 7: Example of results obtained by applying the kNN
algorithm to the data

Date Amount Anomaly Anomaly
Soles value

2016-11-01 05:00:00+00:00 126.22 0 0.000197
2016-11-01 06:00:00+00:00 12.66 0 0.000032
2016-11-01 07:00:00+00:00 74.50 0 0.000101
2016-11-01 08:00:00+00:00 19.90 0 0.000020
2016-11-01 20:00:00+00:00 3565.50 1 0.009267

We see in the Table 7 above that anomalies and non-
anomalous data have similar values in the Anomaly value
column. However, the algorithm defines a threshold σ
and flags as anomalous data all those with values Anomaly
value> σ. Finally, the results are shown visually in Fig-
ure 5.

Figure 5: Visualisation of anomalies detected by the kNN
algorithm for the month of November 2016

4.3.4 One-class SVM detector - SVM

The supervised machine learning algorithm, known as the
Support VectorMachine (SVM), has beenwidely employed
for the purpose of automatic anomaly detection [50]. In



Algorithms For Anomaly Detection on Time Series… Informatica 49 (2025) 203–220 211

this study, a version of the SVM algorithm is used, which
has been optimised for the detection of anomalies, which
we will refer to as the One-class SVM detector. In con-
trast to the classical SVM algorithm, the one-class SVM
does not utilise target labels for model training. Indeed,
the one-class SVM learns the boundary of the normal data
points and identifies data outside this boundary from them
and marks it as anomalous data. Regarding the algorithm
parameters, the kernel cache size (in MB) was fixed to 200,
and the coefficient was 0 (independent term in kernel func-
tion). The contamination was fixed to 1.0, the degree of the
polynomial kernel function was fixed to 3, and the “rbf”
was used as a kernel. The rest of the parameters were set to
default.

Table 8: Example of results obtained by applying the SVM
algorithm to the data

Date Amount Anomaly Anomaly
Soles value

2016-11-01 05:00:00+00:00 126.22 0 -5.005450
2016-11-01 06:00:00+00:00 12.66 0 2.731025
2016-11-01 07:00:00+00:00 74.50 0 -1.684504
2016-11-01 08:00:00+00:00 19.90 0 2.189123
2016-11-01 20:00:00+00:00 3565.50 1 453.284534

Table 8 presents the outcomes of the One-class SVM de-
tector algorithm. As illustrated, the anomalous data corre-
spond to instances that meet the condition Anomaly Value
> 0 and normal values when the opposite is true. The re-
sults can be visually observed in Figure 6.

Figure 6: Visualisation of anomalies detected by the SVM
algorithm for the month of November 2016

It is crucial to highlight that all figures present only a
subset of the analysed data (the month of November 2016)
in order to identify the anomalous data found by the al-
gorithms visually. Indeed, since the data set lacks a class
(anomalous/non-anomalous), the identification of anoma-
lous values is conducted without the benefit of an a-priori
hypothesis or prior knowledge of what is anomalous and
what is not, as is the case in classical classification algo-
rithms, where metrics such as accuracy, recall, and preci-
sion are employed. In this context, visual validation is es-
sential.

4.4 Models evaluation
Validating anomaly detection results without a ground-truth
dataset is challenging. Some documents in the literature use
different strategies to validate anomalies found by unsuper-
vised machine learning algorithms [29, 69, 24]. Metrics
such us accuracy, precision, recall, F1, or the AUC-ROC
(Area under the ROC Curve) are typically used in super-
vised learning with labelled data. However, for unsuper-
vised anomaly detection, we can benefit from these metrics
by creating pseudo-labels or by evaluating the method on
synthetic datasets with injected known anomalies.
Specifically, in [69] the authors use this strategy. First,

the authors create a synthetic dataset based on our real data
and inject anomalies into it. As discussed in [30], three
types of injection can be applied: random, contextual and
collective. This first step provides a ground truth against
which to validate. It is worth noting that the three types
of anomaly injection have been tested in this work, and
they show similar results. Once the ground truth was es-
tablished, the unsupervised anomaly detection models were
applied to the real and synthetic datasets. Anomaly scores
were then calculated by assigning anomaly scores to the real
data points. In this way, the synthetic data represents the
ground truth labels, and for the real data, pseudo labels are
generated by defining a threshold on the anomaly scores.
Finally, quality metrics were calculated using the scores
and the labels (or pseudo-labels).

Table 9: Quality measures obtained after applying the al-
gorithms on the banking dataset

SVM KNN LOF IFO
Accuracy 0.8417 0.8333 0.8306 0.8083
Precision 0.3056 0.2222 0.1944 0.2361
Recall 0.1100 0.0800 0.0700 0.1700
F1-measure 0.3056 0.2222 0.1944 0.2361
AUC-ROC 0.5348 0.5174 0.5116 0.5406

Table 9 summarizes the results obtained by applying the
Support Vector Machine - SVM, k Nearest Neighbors -
kNN, the Local Outlier Factor - LOF and the Isolation For-
est - IFO algorithms. Upon analyzing the results, we can
see that accuracy values were relatively satisfactory, hov-
ering around 0.8 (see Figure 7). The SVM is the algorithm
with the highest accuracy value (0.8417). On the contrary,
the precision, recall, F1 andAUC-ROCmeasurementswere
notably low, as depicted in Figures 8, 9, 10 and 11. In the
following paragraphs, we discuss the underlying causes of
the low values of these metrics.
A key factor contributing to the low precision, recall

and F1 scores is the significant class imbalance inherent in
anomaly detection tasks. The imbalance, where the num-
ber of anomalies is significantly smaller than the number of
normal instances, leads to a skewed class distribution. This
imbalance often results in a high number of false positives
(normal points misclassified as anomalies) and false nega-
tives (anomalies not detected), negatively affecting preci-
sion and recall.
The methodology for injecting synthetic anomalies also
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plays a key role in the performance of the algorithms.
Synthetic anomalies must accurately represent the actual
anomalies in the real data. If they do not, the algorithms
may not be able to detect them effectively.
Another important point is the diversity of the algorithms

used in this study. Each has different recall, precision,
F1 and AUC-ROC measures (w.r.t., accuracy). For exam-
ple, the one-class SVM is sensitive to the choice of kernel,
which affects its ability to detect anomalies. KNN relies on
the density of data points and may underperform if anoma-
lies are not clearly isolated. The Isolation Forest assumes
that anomalies are few and distinct, which may not be true
in all scenarios. Finally, the LOF algorithm is highly de-
pendent on the choice of neighbourhood size, which affects
its effectiveness. In this context, the performance of these
algorithms is highly dependent on the parameters chosen.

Figure 7: Accuracy for Support Vector Machine - SVM, k
Nearest Neighbors - kNN, the Local Outlier Factor - LOF
and the Isolation Forest - IFO algorithms

Figure 8: Precision for Support Vector Machine - SVM, k
Nearest Neighbors - kNN, the Local Outlier Factor - LOF
and the Isolation Forest - IFO algorithms

The problems discussed above can be addressed in sev-
eral ways. First, a thorough optimisation of the parameters

Figure 9: Recall for Support Vector Machine - SVM, k
Nearest Neighbors - kNN, the Local Outlier Factor - LOF
and the Isolation Forest - IFO algorithms

Figure 10: F1-measure for Support Vector Machine - SVM,
k Nearest Neighbors - kNN, the Local Outlier Factor - LOF
and the Isolation Forest - IFO algorithms

for each algorithm is crucial. Techniques such as grid or
random search should be used to find the optimal set of
parameters to ensure that each algorithm performs to the
best of its ability. In addition, it is essential to address the
class imbalance inherent in anomaly detection tasks. Us-
ing methods such as the Synthetic Minority Over-sampling
Technique (SMOTE) [75] can help create a more balanced
dataset. In addition, combining the outputs of multiple al-
gorithms through ensemble methods such as Random For-
est or Boosting can improve overall performance. Finally,
incorporating domain-specific knowledge into the process
is another effective strategy. This knowledge can guide the
injection of realistic anomalies and help fine-tune the al-
gorithms, making them more adept at identifying relevant
anomalies.
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Figure 11: Area under the ROC curve (AUC-ROC) for Sup-
port Vector Machine - SVM, k Nearest Neighbors - kNN,
the Local Outlier Factor - LOF and the Isolation Forest -
IFO algorithms

4.5 Discussion

The detection of anomalies in banking transactions is
paramount for enhancing the security and integrity of finan-
cial systems. Algorithms for anomaly detection, including
both supervised and unsupervised methods, play a pivotal
role in this process, as evidenced in [73]. Supervised algo-
rithms, trained on labelled data, are effective at identifying
known patterns of fraudulent activity [83]. In contrast, un-
supervised algorithms excel at detecting new or emerging
anomalies by recognising deviations from typical transac-
tion behaviour [19]. These advanced techniques help banks
proactively prevent fraud, ensuring that customer assets are
protected and operational efficiency is improved through
automation.
The importance of anomaly detection extends to risk

management and regulatory compliance. By identifying
unusual transaction patterns, banks can reduce risks associ-
ated with money laundering, terrorist financing, and other
illegal activities [87]. Automated systems enable real-time
monitoring, allowing banks to respond quickly to potential
threats and maintain regulatory compliance. From a public
policy perspective, implementing advanced anomaly detec-
tion systems in financial institutions is crucial for enhancing
the security of the financial sector. Policymakers can create
standardised guidelines for using these technologies, ensur-
ing consistent and effective practices across the industry.
Furthermore, addressing data privacy and ethical concerns
is essential for maintaining public trust, requiring policies
that ensure transparency and compliance with data protec-
tion laws.
Besides, public policies can promote research and inno-

vation in anomaly detection technologies, driving the de-
velopment of more sophisticated and accurate algorithms,
reducing false positives and improving detection rates.
These measures contribute to a more secure and stable fi-
nancial system, benefiting both the industry and its cus-

tomers.
Finally, the validation step of both supervised and unsu-

pervised anomaly detection algorithms is crucial to ensure
their effectiveness and reliability. In this work, unsuper-
vised algorithms were used, which operate without prede-
fined labels (w.r.t., supervised algorithms). To take advan-
tage of the quality metrics of supervised machine learning
algorithms, a synthetic data series with injected anomalies
was created and used as ground truth. This strategy allows
the calculation of accuracy, precision, recall, F1 and area
under the ROC curve. It is important to note that the last
four metrics did not show satisfactory results due to the na-
ture of the synthetic creation of unbalanced anomalies.

5 Conclusion and future directions
In this effort, we attack the problem of anomaly identifica-
tion in time series. To this end, we present a comprehen-
sive overview of the state of the art, including a detailed
examination of various papers. Furthermore, we illustrate
the efficacy of these techniques through the implementation
of a use case. To this end, we utilise a dataset comprising
over one million records of debit and credit card transac-
tions. In the context of anomaly detection, we compare four
techniques belonging to supervised and unsupervised ma-
chine learning methods. The effectiveness of all four tech-
niques is demonstrated by calculating quality metrics such
as accuracy, precision-recall, F1 and AUC-ROC using in-
jection anomaly injection. However, the technique also has
some limitations due to the creation of synthetic anomalies,
which are usually few compared to the non-anomalous val-
ues.
In future work, it would be beneficial to compare the

methods used in this project against those based on deep
learning, such as convolutional neural networks. Further-
more, it would be advantageous to utilise other datasets to
analyse the performance of these algorithms in other appli-
cation areas, such as medicine or law.
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