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Online network education faces serious information security problems, and traditional network 

security detection methods are insufficient to deal with new types of attacks and unknown threats. To 

improve the security level of online education, the paper proposes an information security detection 

method for online education based on improved clustering detection algorithm and software-defined 

wireless sensor network to improve the detection accuracy. The study combines the improved 

clustering detection algorithm and software-defined wireless sensor network technology to construct 

a novel network security detection model. The improved clustering detection algorithm achieved a 

training error of 0.031 and a test error of 0.040. The proposed model demonstrated a detection 

accuracy of 90.3% and an average detection time of 2.6 seconds, outperforming other models in 

comparative tests. The above data validate that the designed novel network security detection model 

can better safeguard the information security and user data privacy of online network education. 

The study not only improves the information security level of online education, but also provides 

strong support for promoting its healthy development. 

Povzetek: Razvit je izboljšan model za zaznavanje varnosti v spletni izobraževalni mreži s pomočjo 

gručenja in SD-WSN tehnologije, kar izboljšuje točnost zaznavanja in varnost uporabnikovih 

podatkov.

1  Introduction 

The growth of network technology makes online 

network education become an essential platform for more 

and more people to pursue knowledge and skill 

improvement [1]. However, this emerging education 

model has also triggered serious information security 

problems, such as the leakage of user data and the 

frequent occurrence of cyber-attacks, which not only 

harms the legitimate rights and interests of users, but also 

restricts the healthy development of online education [2, 

3]. Traditional network security detection methods mainly 

rely on known attack patterns, which are often 

overstretched for the ever-changing new types of attacks 

and unknown threats [4]. At the same time, in the face of 

the massive data generated by online education, many 

detection methods have bottlenecks in computational 

complexity and detection efficiency. Therefore, there is 

an urgent need for an efficient and accurate information 

security detection method that can adapt to the 

characteristics of online education [5]. Software-defined 

wireless sensor networks (SD-WSN), as an emerging 

network technology, can provide better support and 

guarantee for online education [6]. In addition, clustering 

detection algorithm is a clustering-based anomaly 

detection algorithm, which aims to improve the detection 

accuracy and efficiency, and can also improve the 

security of online web education [7]. Therefore, this 

research proposes an information security detection 

method for online e-education based on improved 

clustering detection algorithm and SD-WSN, which aims 

to improve the detection accuracy and achieve real-time 

monitoring (RT-M) of the educational environment. The 

innovations of this research are the introduction of an 

improved clustering detection algorithm, which can 

adaptively identify abnormal data and greatly improve the 

accuracy of detection, and the combination of SD-WSN 

technology, which can monitor the educational 

environment in real time through wireless sensor 

networks, so as to detect and deal with potential security 

risks in a timely manner. This research is not only 

expected to lift the information security level of online 

network education and guarantee the security of user data, 

but also help to stimulate healthy progress of online 

education. 

The article is discussed in four parts, the first part is 

the research related to SD-WSN technology, clustering 

detection algorithms and online education information 

security; the second part is the construction process of the 

network security detection model incorporating the 

improved clustering intrusion detection algorithms and 

SD-WSN; the third part is the performance validation of 

the improved algorithms and the proposed model; and the 

fourth part is the conclusion of the full article. 

 

2  Literature review 
With the gradual emergence of SD-WSN technology, 

its applications are becoming more and more widespread. 

Aiming at the energy efficiency problem of multicast 
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transmission in wireless sensor networks, Banerjee's team 

proposed an intelligent green multicast scheme based on 

SD-WSN framework. The scheme divides the network 

into multiple regions, each of which is managed by an 

SDN controller capable of calculating energy efficient 

paths. This method could effectively improve network 

throughput and save energy [8]. Younus et al. proposed a 

solution based on reinforcement learning for the routing 

optimisation problem in SD-WSN. By designing a reward 

function and deciding the next action based on the 

received reward, the SDWSN controller is able to 

improve the routing paths based on previous experience. 

The method outperformed other techniques in network 

lifetime and packet delivery rate [9]. With the 

development of intrusion detection techniques, the 

application areas of clustered intrusion detection 

algorithms are becoming more and more widespread, for 

example, Nagaraja's team proposed a novel clustered 

intrusion detection algorithm to improve classification 

accuracy by addressing the data dimensionality challenge 

and similarity computation problem in intrusion and 

anomaly detection. Experiments show that the proposed 

intrusion detection algorithm outperforms CANN, 

CLAPP, SVM, and KNN in terms of recognition attack 

accuracy [10]. Liang et al. proposed an intrusion 

detection method based on collaborative clustering and 

feature data fusion to address anomalous intrusions in 

blockchain systems. The method uses mathematical 

models for data fusion and combines artificial 

intelligence techniques to train and analyse data clusters 

in blockchain networks. This method is beneficial for 

high accuracy and real-time detection, and effectively 

copes with abnormal intrusion behaviours in blockchain 

systems [11]. 

With the rise of online network education, its 

information security problem has received widespread 

attention, and related scholars have conducted a great 

deal of research on online network education network 

security problems. To solve the problem of security risks 

posed by online network education, Dincelli et al. 

proposed a gamification design-based approach to 

security education, training and awareness, using both 

textual and visual forms. The textual format was more 

likely to improve users' attitudes and behaviours, while 

the visual format was more likely to improve users' 

experience and memory. The study provides a useful 

reference for the field of online education [12]. To 

address a series of challenges in digital copyright 

management in online education platforms, such as 

digital copyright infringement of multimedia learning 

resources, and insecurity of digital education certificates, 

Guo's team proposed a blockchain-based digital copyright 

management system. The system demonstrates as a 

promising solution for blockchain-based multimedia data 

protection in online education environments [13]. To 

address the issue of the impact of online security 

information on user behaviour, Kamar et al. proposed a 

methodology to assess the effectiveness of security 

information. The results of the study show that security 

information and deliberate decision-making processes do 

not directly affect SMiShing fraud victimisation, but 

security information is effective in preventing 

victimisation when the user's level of deliberate 

decision-making process is high. This highlights the 

importance of criminological theory and interdisciplinary 

research in online security practice [14]. In order to 

address the comprehensive evaluation of online education 

security culture, Arbanas' team proposed a 

comprehensive framework for evaluating information 

security culture, which was validated by empirical 

research and multivariate analysis. The results show that 

the framework contains technical, organisational and 

social factors and can effectively evaluate online 

education information security with high reliability and 

validity [15]. 

Based on the above relevant studies, Table 1 is 

summarized, in which the research theme, main index 

methods and shortcomings of relevant studies are 

summarized. 

 

Table 1: Summary of relevant information of relevant 

studies 

Author 
Research 

theme 

Main 

index 
method Insufficient 

Banerjee 

et al. [8] 

SD-WSN 

Smart 

Green 

multicast 

Network 

throughput

, energy 

savings 

Partition 

areas, SDN 

controller 

management, 

calculation of 

energy 

efficient paths 

Lack of 

optimization 

of dynamic 

networks and 

complex 

structures 

Younus 

et al. [9] 

SD-WSN 

route 

optimizati

on 

Network 

lifetime, 

packet 

delivery 

rate 

Reinforcemen

t learning, 

design reward 

function, 

improve 

routing path 

Performance 

may be 

limited in 

large scale 

and highly 

dynamic 

environment

s 

Nagaraja 

et al. 

[10] 

Cluster 

intrusion 

detection 

Attack 

identificati

on 

accuracy 

New 

clustering 

algorithm 

improves 

classification 

accuracy 

Face 

challenges 

with 

high-dimensi

onal data and 

complex 

attack 

patterns 

Liang et 

al. [11] 

Block 

chain 

abnormal 

intrusion 

detection 

Detection 

accuracy, 

real-time 

Collaborative 

clustering, 

feature data 

fusion, 

artificial 

intelligence 

technology 

Lack of 

specialized 

intrusion 

detection 

methods for 

blockchain 

systems 

Dincelli 

et al. 

[12] 

Online 

education 

security 

User 

attitude, 

behavior 

improvem

ent, user 

experience 

Gamified 

design, text 

and visual 

forms of 

safety 

education 

Limited in 

terms of 

increasing 

user 

continuous 

learning and 
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and 

memory 

 

safety 

awareness 

 

Guo et 

al. [13] 

 

Digital 

rights 

managem

ent 

 

Multimedi

a data 

protection 

 

A 

blockchain-ba

sed digital 

rights 

management 

system 

 

Face 

challenges 

when dealing 

with 

large-scale 

multimedia 

resources 

and 

cross-platfor

m copyright 

management 

Kamar 

et al. 

[14] 

The 

influence 

of 

network 

security 

informati

on on 

user 

behavior 

Safety 

informatio

n 

effectivene

ss to 

prevent 

injury 

Evaluate the 

impact of 

security 

information 

on user 

behavior 

Lack of 

in-depth 

understandin

g of user 

decision-mak

ing processes 

and behavior 

change 

mechanisms 

Arbanas 

[15] 

Online 

education 

safety 

culture 

evaluatio

n 

The 

reliability 

and 

validity of 

the 

evaluation 

framework 

Comprehensiv

e information 

security 

culture 

evaluation 

framework, 

empirical 

research and 

multivariate 

analysis 

There is a 

lack of 

evaluation 

systems that 

take into 

account 

technical, 

organization

al and social 

factors 

This text 

SD-WSN 

network 

security 

detection 

method 

Detection 

accuracy, 

detection 

time 

Improved 

clustering 

detection 

algorithm 

combined 

with SD-WSN 

/ 

 

 

Based on the above related studies, it can be found 

that although the current research has good performance 

in the face of most network intrusions, the effect is not 

ideal in the face of some new attacks and unknown 

threats. At the same time, faced with the massive data 

generated by online education, many detection methods 

also have bottlenecks in computational complexity and 

detection efficiency. Therefore, this research innovatively 

introduces an improved clustering algorithm to identify 

abnormal data adaptively and improve the accuracy of 

detection. A new detection model is proposed by 

combining SD-WSN technology and clustering detection 

algorithm, so that the proposed model can better adapt to 

the characteristics of online network education and 

prevent intrusion efficiently and accurately. 

 

3   Construction of SD-WSN 

network security detection model for 

online network education 
This chapter focuses on how SD-WSN and 

improved clustering detection algorithm can be applied in 

online educational network security detection. By 

introducing SD-WSN technology, RT-M of the 

educational environment is achieved to identify and deal 

with potential security risks in a timely manner, while a 

novel network security detection model is proposed in 

conjunction with the improved clustering detection 

algorithm to lift the detection efficiency. 

 

3.1 Application of SD-WSN in educational 

security detection in online education 

networks 
With the popularity of online education, network 

security problems are gradually highlighted, and how to 

guarantee the security of online education network has 

become an urgent problem.SD-WSN, as an emerging 

network technology, has the characteristics of flexibility 

and programmability, which has an important application 

value in the security detection of online education 

network. The framework diagram of SD-WSN is shown 

in Figure 1. 
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Figure 1: Frame diagram of SD-WSN 

 
From Figure 1, SD-WSN can be divided into three 

main parts: application layer, control layer and data layer. 

The application layer is responsible for interacting with 

users; the control layer is responsible for parsing and 

executing commands; and the data layer is responsible for 

collecting and transmitting sensor data, and transmitting 

the data from the sensor nodes to the control and 

application layers. Specifically, the framework diagram 

of SD-WSN contains important components such as 

sensor nodes, controllers, application interfaces and data 

storage. Among them, the sensor nodes are responsible 

for collecting and transmitting data, while the controller 

is responsible for managing the network and processing 

data, and the sensor node data transmission formula is 

shown in Eq. (1). 

1

n

sensor i i

i

D S R
=

=               (1) 

In Eq. (1) sensorD  denotes the total amount of data 

transmitted by the sensor node, iS  is the amount of data 

collected by the i  th sensor node, iR  is the data 

transmission rate of the node, and n  is the total number 

of sensor nodes. The application interface is responsible 

for interacting with the user, while the data storage is 

used to store the data and historical information in the 

network. Through the collaboration and co-operation of 

these components, SD-WSN can achieve flexible control 

and management of the wireless sensor network and 

improve the reliability and security of the network. The 

specific workflow of SD-WSN in online education 

network security detection is shown in Figure 2. 

Deployment and 
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Real-time data 

acquisition

Data processing 

and anomaly 

detection

Start End

Security policy 

application

Real-time 

feedback and 

alarm

Continuous 

learning and 

optimization

 

Figure 2: Specific work flow of SD-WSN 

 
In Figure 2, the workflow of SD-WSN in online 

education network security detection is mainly divided 

into six steps, firstly, deploying sensor nodes in the 

network environment that needs to be monitored, and 

carrying out the necessary initialisation settings to ensure 

that the nodes work normally and establish a connection 

with the central control plane. Afterwards, the sensor 

nodes are used to monitor network traffic, device status 

and other key details in real time, and transmit these data 

to the central control plane in real time. These data are 

then received and analysed at the central control plane, 

and abnormal traffic and behaviour are identified through 

algorithms and models, and the abnormal traffic detection 

threshold formula is shown in Eq. (2). 
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'threshold traffic trafficT μ k σ= +             (2) 

Eq. (2) where thresholdT  is the anomaly traffic 

detection threshold; trafficμ  and trafficσ  are the mean 

value and standard deviation of network traffic. 'k  is a 

constant. The fourth step automatically or 

semi-automatically takes corresponding defence 

measures against the detected risks or anomalies 

according to the pre-defined security policy. The risk 

score calculation formula is shown in Eq. (3). 

1

m

risk a a

a

S I P
=

=               (3) 

In Eq. (3), riskS  is the total score of network 

security risks, aI  is the impact degree of the a  th 

security risk, aP  is the probability of occurrence of the 

risk, and m  is the total number of security risks. After 

that, for the confirmed security events or risks, the system 

generates alarm information and provides real-time 

feedback to the relevant management personnel for 

timely intervention. Finally, it needs to continuously learn 

and summarise from the actual operation to optimise its 

detection and processing mechanism and improve its 

ability to respond to future security events. This six-step 

process covers the main aspects of SD-WSN's online 

education network security detection, from data 

collection and processing to the application and 

continuous optimisation of security policies, forming a 

complete set of working mechanisms. 

 

 

 

 

3.2 Clustered online education network 

intrusion detection algorithm construction 

based on ABC algorithm 
The network technology has made online education 

gradually become mainstream; however, network security 

problems have also come to the fore. Some experts have 

proposed to apply ABC algorithm in clustering online 

education network intrusion detection [16-20]. ABC 

algorithm is a kind of optimization search algorithm 

simulating the foraging behaviour of bees (FBoBs) in 

nature, which combines the intelligent behaviour of bees 

and the mechanism of collegial collaboration, and seeks 

for the optimal solution of the problem through 

continuous iterative search. The detailed process of ABC 

algorithm mainly includes the following five stages. 

Initialization phase: sets the number of initial solutions, 

each solution is called a bee. lead bee stage: each lead bee 

searches the solution space according to the current 

solution, finds a new solution. Following phase: each 

following bee searches according to the leader's solution 

and selects a new solution. Scout phase: If the leader and 

the follower do not find a better solution during the 

search, is called a scout. Each scout bee randomly selects 

a new solution in the solution space, and updates the 

current best solution. If the new solution generated by the 

scout bee is better than the current optimal solution, 

replaces the new solution with the current optimal 

solution. end condition stage: set the end condition, for 

example, the maximum number of iterations or the value 

of the objective function reaches a certain threshold. The 

graphical representation of the FBoBs in nature is shown 

in Figure 3. 

 

Figure 3: Illustrates foraging behaviour of bees in nature 

 
In swarm algorithm, worker bees are responsible for 

searching within the known resources, observation bees 

select based on the information of worker bees and scout  

 

bees search for new resources randomly. The worker bee 

search formula is shown in Eq. (4). 
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1 ( )t t t t

b b b jx x φ x x+ = + −              (4) 

In Eq. (4), t

bx  denotes the position of the b  th 

worker bee in the t  th iteration, 
t

jx  denotes a randomly 

selected position from the neighbourhood of the current 

worker bee, and φ  is a random number. The observation 

bee search formula is shown in Eq. (5). 

1

1 ( )

b

b N

jj

t t t t

b b b k

fitness
p

fitness

x x φ x x

=

+


=




= + −

             (5) 

In Eq. (5), bp  is the probability that the b  th bee is 

selected as an observer bee; t

kx  is a position selected 

from the current observer bees according to the roulette 

wheel selection mechanism. The scout bee search 

formula is shown in Eq. (6). 
1

min max min(0,1)( )t

bx x rand x x+ = + −         (6) 

In Eq. (6), minx  and maxx  are the upper and lower 

bounds of the problem search space, respectively, and the 

fitness calculation formula is shown in Eq. (7). 

( )fitness f x=            (7) 

Traditional intrusion detection is inefficient and has 

a high false alarm rate when facing large-scale network 

data, while ABC algorithm can solve the above problems 

by clustering analysis, which improves the detection 

efficiency and accuracy. The flow of clustering online 

education network intrusion detection model based on 

ABC algorithm is shown in Figure 4. 

Step 1 Step 2 Step 3 Step 4

Step 8 Step 7 Step 6 Step 5

Perform an 

artificial swarm 

algorithm

Initialize the 

bee population

Definition 

problemCollect data
Data 

preprocessing

Assigning bee 

tasks

Build and 

evaluate intrusion 

detection models

The clustering 

result is displayed

 

Figure 4: Intrusion detection algorithm flow of clustering online education network based on ABC 

 
As shown in Figure 4, the running process of 

ABC-based clustered online education network intrusion 

detection algorithm is divided into eight steps. Firstly, 

online education network data is collected to train the 

intrusion detection algorithm. After that, the network data 

are preprocessed, and the data preprocessing includes 

cleaning, feature extraction and normalization to better 

present the network situation. The commonly used 

normalization formula is shown in Eq. (8). 

min

max min

' '
'

' '
normalized

x x
x

x x

−
=

−
             (8) 

In Eq. (8), 'x  is the original data, and min'x  and 

max'x  are the min and max values of the feature, 

respectively. After that, the intrusion detection target 

needs to be specified and the clustering effect is evaluated 

by defining the fitness function. In order to evaluate the 

effectiveness of clustering, the distance of each  

 

data point to the centre of the cluster it belongs to needs 

to be calculated. Euclidean distance is the most 

commonly used distance calculation formula and its 

expression is shown in Eq. (9). 

'
2

1

( '', ) ( '' )
n

h h

h

d x c x c
=

= −             (9) 

In Eq. (9), ''x  is the data point, c  is the 

clustering centre and 'n  is the dimension of the feature. 

After that the honey bee population is initialised and the 

bees are divided into honey picking bees and observation 

bees, the former searching near the current centre and the 

latter searching globally based on the former's 

information. The ABC algorithm is executed in the next 

step to find the better clustering centre by calculating the 

fitness function, updating the pheromone, etc. The 

pheromone update rule is shown in Eq. (10). 

' ' ' '

' '

( 1) (1 ) ( )i j i j

i j

ρ
τ t ρ τ t

d
+ = − +          (10) 

In Eq. (10), ' ' ( )i jτ t  is the amount of pheromone 

from location 'i  to 'j . ρ  is the volatility of 

pheromone, and ' 'i jd  is the distance between 'i  and 

'j . Then comes the clustering results of the output 

algorithm, representing normal network traffic and user 

behaviour patterns. Based on these results, intrusion 

detection algorithms are constructed and evaluated that 

can be used to identify and classify abnormal traffic using 
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classifiers or other machine learning methods. In order to 

determine whether network traffic or user behaviour is 

abnormal a threshold needs to be set. The threshold 

expression is shown in Eq. (11). 

3Threshold μ σ= +              (11) 

In Eq. (11), μ  is the mean value of normal traffic 

and σ  is the standard deviation. If the statistical value 

of a traffic or behaviour exceeds this threshold, then it is 

considered abnormal. Through the above steps, the 

ABC-based clustered online education network intrusion 

detection algorithm can be constructed to achieve RT-M 

and anomaly detection of network traffic and user 

behaviours, and to safeguard the security of the online 

education network. 

 

3.3 Construction of online education security 

detection model by fusing improved 

clustering algorithm and SD-WSN 
To better protect the information security in online 

education, this research uses ABC algorithm clustering 

intrusion detection method and SD-WSN technology to 

construct a set of efficient security detection model. 

Intrusion detection is first enhanced with the help of ABC 

algorithm. This algorithm can simulate the FBoBs and 

intelligently cluster the network traffic data so as to 

identify abnormal traffic quickly and accurately. By 

combining it with the clustering algorithm can improve 

its clustering effect and detection speed, making the 

model able to quickly respond to various network attacks. 

Second, SD-WSN, as a flexible wireless sensor network 

architecture, can deploy sensor nodes in educational 

networks to monitor network traffic and the use of 

educational resources in real time. By combining 

SD-WSN with improved clustering intrusion detection 

algorithms, comprehensive collection and intelligent 

analysis of network traffic can be achieved, so as to 

discover and isolate abnormal traffic in a timely manner 

and effectively prevent potential security threats. In this 

model, the parameters of ABC algorithm are set as 

follows: the population size is set to 50, the number of 

food sources is set to 25, the limiting times are set to 100, 

the maximum number of iterations is set to 500, the 

neighborhood radius is dynamically adjusted, and the 

initial setting is 10% of the data feature space, which 

gradually decreases with iteration. The selection 

probability is set to 0.8. The SD-WSN technical 

parameters are set as follows: One sensor node is 

deployed for every 100 users or devices. Each node stores 

at least one hour of traffic data to ensure that there is 

enough data for anomaly detection. The sampling rate is 

set to once per second to balance real-time data collection 

and system load. The data transfer rate is set to 1Mbps. 

The energy management strategy uses the adaptive sleep 

mechanism, which automatically enters the sleep state 

when the flow around the node is low to save energy. Use 

the 6LoWPAN lightweight communication protocol to 

reduce communication overhead and latency. By setting 

the above parameters, the effectiveness and efficiency of 

ABC algorithm and SD-WSN technology in the 

education security detection model of online education 

network can be ensured. The specific modules of the 

online education network education security detection 

model constructed by the research are shown in Figure 5. 

Online network education 

security detection model

Data acquisition 

layer

Data preprocessing 

layer

Intrusion 

detection layer

Emergency 

response layer

Result feedback and 

optimization layer

 

Figure 5: Specific composition of online education network education security detection model 

 
In Figure 5, this model has five main modules. First 

is the data acquisition layer, which uses the sensor nodes 

in the SD-WSN to collect data such as network traffic 

and user behaviour in real time. The data acquisition 

formula for sensor node data acquisition in the data 

acquisition layer is shown in Eq. (12). 

1

n

raw i i

i

D S T
=

=               (12) 

 

In Eq. (12), rawD  denotes the raw data obtained  

 

from the sensor nodes in the SD-WSN, iS  is the reading 

of the i  th sensor, and iT  is the timestamp of the i  th 

sensor. Next is the data preprocessing layer, which has 

the task of eliminating noise and redundancy from the 

raw data, thus improving the quality of the data. The data 

cleaning is Eq. (13). 

clean noise redundantX X X X= − −           (13) 

In Eq. (13), X  denotes the original dataset, noiseX  

denotes the noisy part of the data, redundantX  denotes the 
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redundant part of the data, and cleanX  denotes the 

cleaned dataset. The core part of the model is ABC 

clustering intrusion detection layer. In this part ABC 

clustering algorithm is used for intelligent clustering and 

in-depth analysis of the pre-processed data. Optimisation 

of algorithms and policies ensures that the model 

accurately identifies anomalous network traffic. When a 

threat is detected, the emergency response layer is 

activated quickly to isolate the problem, stop the attack 

from spreading, and take urgent measures to maintain 

network security and stability. Finally, the feedback layer 

analyses the detection results in depth and adjusts the 

parameters and policies according to the actual situation 

to improve the detection effect. The above five modules 

work together to monitor and intelligently analyse 

network traffic in real time, effectively respond to 

security challenges, and ensure the safety of educational 

resources and user data. This will provide a safe and 

reliable environment for online education and promote its 

sustainable development. 

 

4  Comparative performance analysis 

of improved clustering algorithms and 

empirical analysis of online 

educational testing models 
The chapter first compares the performance of 

different intrusion detection algorithms on the KDD Cup 

99 dataset, reflecting the effectiveness of the research 

algorithm. Afterwards, the superiority of the research 

model is verified by comparing it with similar security 

detection models in a comparative test. 

 

4.1 Comparative performance analysis of 

improved clustering intrusion detection 

algorithms 
To verify the performance of the improved 

clustering intrusion detection algorithm proposed in the 

study, the study conducts comparative experiments with 

the K-mean intrusion detection algorithm and DBSCAN 

intrusion detection algorithm, and Table 2 shows the 

specific environment. 

 

 

 

Table 2: Specific experimental environment configuration 

Experimental environment 

name 
Environment configuration 

Operating system Windows 10 64-bit 

CPU 
Intel Core i7-8700K, 

3.7GHz 

GPUs GTX 9500 

Internal memory 16 GB DDR4 RAM 

Video memory 4 GB 

Programming language Python 3.7 

Data set KDD Cup 99 data set 

 
For this experiment, the study chose the KDD Cup 

99 dataset as the test dataset. The KDD Cup 99 dataset is 

one of the most widely used benchmark datasets in the 

field of intrusion detection and contains many types of 

network traffic data and attack data. The data set consists 

of several files, including a training set and a test set. 

Each data point contains 41 features, of which 34 are 

continuous features and 7 are discrete features. The types 

of attacks in the data set are divided into four broad 

categories: DOS (denial of service attacks), R2L 

(unauthorized access from a remote host), U2R 

(unauthorized local superuser privileged access), and 

PROBING (monitoring and other probing). In this 

experiment, the research considers all four of the above 

types of attacks to fully evaluate the performance of the 

algorithm. The Python programming language and related 

tool libraries are used in the experiments to implement 

and improve the clustering intrusion detection algorithms. 

To ensure a fair comparison, they use the same parameter 

settings and data preprocessing steps. The pre-processing 

steps are as follows: First, the data is cleaned to remove 

duplicate records and missing values in the data set. Then, 

the most useful feature for intrusion detection task is 

selected from 41 features, and the continuous features are 

standardized to have the same scale. Then the discrete 

features are encoded to facilitate the algorithm to process. 

Finally, the data set is divided into a training set and a test 

set for training and evaluating the algorithm. The 

performance of the three algorithms is compared by 

comparing the error, accuracy, classification effect and 

other metrics of the three algorithms. The error results of 

the three algorithms in the training set and test set are 

displayed in Figure 6. 
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Figure 6: Comparison of error results of the three algorithms 

 
From Figure 6(a), the training error of the improved 

clustering intrusion algorithm in the test set and the 

training set is as low as 0.040 and 0.031, respectively; 

from Figure 6(b), the training error of the K-mean 

intrusion detection algorithm in the test set and the 

training set is as low as 0.077 and 0.070, respectively; 

and from Figure 6(b), the DBSCAN intrusion detection 

algorithm in the test set and the training set is as low as 

0.082 and 0.073, respectively. The above  

 

 

data prove that the overall error level of the improved 

clustering intrusion algorithm is lower than that of the 

K-mean intrusion detection algorithm and the DBSCAN 

intrusion detection algorithm. This means that the overall 

error level of the improved algorithm is lower than that of 

the K-mean intrusion detection algorithm and the 

DBSCAN intrusion detection algorithm. Afterwards, the 

accuracy and F1 value data of the three algorithms are 

collected and plotted to obtain Figure 7. 
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Figure 7: Comparison results of accuracy and F1 value of the three algorithms 
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From Figure 7(a), the F1 value curve of the improved 

algorithm is obviously higher than the other two 

algorithms, and the maximum F1 value of this algorithm 

is 0.86, which is significantly better than 0.74 of the 

DBSCAN intrusion detection algorithm and 0.72 of the 

K-mean intrusion detection algorithms. from Figure 7(b), 

the accuracy curve of the proposed improved clustering 

intrusion algorithm is also significantly better than the 

two compared algorithms. algorithms, and the maximum 

accuracy of this algorithm is 93.7%, which is 

significantly better than 77.8% for DBSCAN intrusion 

detection algorithm and 75.1% for K-mean intrusion 

detection algorithm. The above results indicate that the 

improved algorithm performs better in terms of the 

dimensions of F1 value and accuracy. Finally, Figure 8 is 

used to show the effectiveness of the three algorithms in 

detecting network intrusion data. 

0

1 1

1

N
o

rm
al

iz
e
d

 Z
 a

x
is

(a) Actual data distribution

0
0

Normal data Abnormal data

0

1 1

1

N
o

rm
al

iz
e
d

 Z
 a

x
is

(b)  Data distribution obtained by DBSCAN

0
0

Normal data Abnormal data

0

1 1

1

N
o

rm
al

iz
e
d

 Z
 a

x
is

(c) Data distribution obtained by K-mean

0
0

Normal data Abnormal data

0

1 1

1

N
o

rm
al

iz
e
d

 Z
 a

x
is

(d) Data distribution obtained by Research algorithm

0
0

Normal data Abnormal data
 

Figure 8: Comparison of detection effects of three algorithms on network intrusion data 

 
Figures 8(a), (b), (c), and (d) show the actual 

distribution of network data, the distribution of network 

data obtained by the DBSCAN algorithm, the distribution 

of network data obtained by the K-mean algorithm, and 

the distribution of network data obtained by the proposed 

algorithm, respectively. Comparing Figures 8(a) to 8(d), 

the network data distribution obtained by the proposed 

algorithm has the smallest difference from the actual 

network data distribution, whereas the network data 

distributions obtained by the DBSCAN algorithm and the 

K-mean algorithm both have a large difference from the 

actual network data distribution. This shows that the 

improved clustering intrusion algorithm is more effective 

in detecting network intrusion data. In addition, in order 

to better illustrate the effectiveness of the proposed 

algorithm, the performance of the proposed algorithm 

was compared with other three novel clustering 

algorithms. The comparison results are shown in Table 3. 

 

 

 

 

 

 

Table 3: Performance comparison results of different 

clustering algorithms 

Algorithm 

name 

Trainin

g set 

error 

Test 

set 

error 

Accurac

y rate 

F1 

valu

e 

Detectio

n effect 

score 

Improved 

clustering 

intrusion 

algorithm 

0.031 
0.04

0 
93.7% 0.86 9.0 

FCM fuzzy 

clustering 

algorithm 

0.045 
0.06

0 
88.5% 0.80 7.5 

Multi-densi

ty 

clustering 

algorithm 

based on 

Spark 

0.052 
0.06

8 
85.2% 0.76 6.8 

K-prototyp

es 

clustering 

algorithm 

0.048 
0.06

5 
87.1% 0.78 7.2 
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As shown in Table 3, the error of the improved 

clustering intrusion algorithm proposed in the study was 

0.031 on the training set, which performed better than 

0.045 for FCM fuzzy clustering algorithm, 0.052 for 

Spark based multi-density clustering algorithm and 0.048 

for K-prototypes clustering algorithm. Similarly, on the 

test set, the error of the improved clustering intrusion 

algorithm is the lowest, which is 0.040. In terms of 

accuracy, the improved clustering intrusion algorithm 

reaches 93.7%, which is significantly higher than the 

other three algorithms. F1 value as an important index of 

classification performance, the improved clustering 

intrusion algorithm also obtained the highest 0.86. Finally, 

from the point of view of detection effect score, the 

improved clustering intrusion algorithm gets a high score 

of 9.0, which further proves its superior performance in 

network intrusion data detection. In summary, the 

improved clustering intrusion algorithm proposed in this 

study has excellent performance in many indexes, and has 

high practical value and application prospect. 

 

4.2 Performance analysis of online education 

security detection model incorporating 

improved clustering algorithm and SD-WSN 
To analyze the practical effectiveness of the 

proposed online education security detection model 

(Model 1) incorporating the improved clustering 

algorithm and SD-WSN, the study compares it with the 

online education security detection model based on the 

improved clustering algorithm (Model 2), the K-mean 

algorithm (Model 3) and the DBSCAN algorithm (Model 

4) for comparison experiments. Table 4 is the specific 

environment. 

 

Table 4 Experimental environment of network education 

security detection model performance test 

Serial number 
Experimental 

environment 
Description 

Hardware 

equipment 

Server 

High-performance 

computer configured 

with Intel Xeon 

E5-2650 v4 

processor, 128GB 

memory, and 2TB 

SSD 

Network 

equipment 

Cisco Catalyst 3850 

switch, Cisco ASA 

556-X firewall 

Software 

platform 

Operating 

system 

Ubuntu Server 20.04 

LTS 

Programming 

language 
Python 3.8.5 

Network 

environment 

Sensor node 

deployment 

There are 30 sensor 

nodes deployed in 

the experiment site, 

including various 

types of sensors such 

as temperature, 

humidity, and 

network traffic 

Network 

topology 

The topological 

structure of star and 

tree is adopted to 

ensure efficient data 

transmission and 

stability 

Data set 

Network 

education 

security dataset 

Using a publicly 

available network 

education security 

dataset, including 

500,000 normal 

traffic samples and 

500,000 abnormal 

traffic samples, a 

total of 1 million 

sample data were 

collected. Using a 

publicly available 

network education 

security dataset 

 
In this research, the dataset is first pre-processed, 

including data cleaning, feature extraction and labelling, 

in order to be suitable for the training and testing of 

individual security detection models. Afterwards, the 

performance of each security detection model is 

evaluated and compared using metrics such as correlation 

coefficient, detection accuracy, and detection time. The 

correlation coefficient results of the four detection models 

are shown in Figure 9. 
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Figure 9: Correlation coefficient results of the four detection models 

 
From Figure 9(a) to 9(d), the correlation coefficients 

of model 1, 2, 3, and 4 are 0.9925, 0.9613, 0.9131, and 

0.9036. Comparing Figure 9(a) with Figures 8(b), 8(c), 

and 8(d), it can be found that the Model 1 has the highest 

correlation coefficient result, which is much better than 

the comparison  

 

 

models. This result indicates that the research-proposed 

online education security detection model performs better 

in terms of the correlation coefficient dimension. 

Afterwards, the detection accuracy and detection time of 

the four models are compared, and the comparison results 

are shown in Figure 10. 
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Figure 10: Comparison results of detection accuracy and detection time of the four models 

 
From Figure 10, the detection accuracy of Model 1 

is 90.3%, which is significantly better than 77.1% of 

Model 2, 74.2% of Model 3, and 70.3% of Model 4. In 

addition, from Figure 10, it can also be found that the  

 

detection time of Model 1 is 2.6 s, which is lower than 

that of Model 2 (4.0 s), Model 3 (4.7 s), and Model 4 (3.5 

s). The above results indicate that the proposed online 

education security detection model performs better in 

terms of both detection accuracy and detection time 

dimensions. In a complex network education environment, 

the high detection accuracy indicates that the model can 

more accurately identify potential security threats, 
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including known and unknown attack types. This is 

essential to protect the privacy and integrity of user data 

and can effectively reduce security vulnerabilities caused 

by false or missed positives. The high-precision detection 

capability makes the model more reliable for educational 

institutions and users to use the online platform for 

teaching activities and learning. In addition, in the 

network environment with high real-time requirements, 

the length of detection time directly affects the speed of 

security response. The proposed model can complete the 

detection task in a very short time, which indicates that 

once a security threat is detected, the system can react 

quickly and take necessary defensive measures to prevent 

the attack from spreading further. The low detection time 

also improves the user experience, reduces delays or 

interruptions caused by security detection, and ensures 

continuity and stability of online education activities. In 

summary, the proposed high-precision and low-latency 

network education security detection model can greatly 

improve the security protection capability of education 

networks in actual deployment, and provide strong 

technical support for the healthy development of online 

education. 

 

5  Discussion 
This paper proposes an online education information 

security detection method based on improved cluster 

detection algorithm and software-defined wireless sensor 

network, and verifies its effectiveness through 

experiments. Compared to existing technologies, 

Banerjee's team's research focuses on improving network 

throughput and energy savings through the calculation of 

energy-efficient paths through zone partitioning and SDN 

controller management. In contrast, although SD-WSN 

technology is also adopted in this study, the focus is to 

realize real-time monitoring of educational environment 

through SD-WSN to improve information security 

detection capabilities. This difference is due to the 

different purposes of the study, Banerjee's team's research 

focused on network efficiency, while this study focused 

on information security. In addition, Younus et al. 's study 

optimizes routing paths through reinforcement learning, 

which improves network lifetime and packet delivery rate. 

Although this study also takes advantage of the flexibility 

of SD-WSN, the main goal is to combine improved 

clustering detection algorithms to detect security threats 

in the network in real time. This difference reflects the 

innovation in technology integration and application 

scenarios of this research. In addition, Nagaraja's team 

and Liang et al. proposed new clustering algorithms for 

intrusion detection and anomaly detection respectively, 

both of which improved classification accuracy to a 

certain extent. However, the improved clustering 

algorithm proposed in this study not only optimizes 

classification accuracy, but also realizes real-time 

monitoring of network environment and rapid response to 

abnormal traffic by combining with SD-WSN. This kind 

of real-time and adaptive improvement is not available in 

the existing clustering detection algorithms. Finally, a 

comparison with online education security-related 

research shows that Dincelli et al. 's research improves 

users' security awareness and behavior through 

gamification design, while Guo's team proposes a 

blockchain-based digital rights management system. 

Although the above research also focuses on the security 

issues in the field of online education, it does not directly 

focus on the real-time detection and analysis of network 

traffic. In contrast, this study provides an efficient and 

accurate information security detection scheme for online 

education through the combination of SD-WSN and 

improved clustering algorithm. 

Compared with the above related research, the 

innovation of this research is mainly reflected in the 

following two aspects: the innovation of technology 

integration and the innovation of application scenarios. 

The innovation of technology integration refers to the 

combination of SD-WSN and improved clustering 

detection algorithm for the first time to realize real-time 

monitoring of network environment and rapid 

identification of abnormal traffic. This method not only 

improves the accuracy and real-time detection, but also 

overcomes the bottleneck of the traditional detection 

methods in computational complexity and detection 

efficiency. The innovation of application scenario refers 

to the application of the proposed method in the field of 

online education, which provides an effective information 

security guarantee for the emerging education model. 

This not only solves the information security problems 

faced by online education, but also promotes its healthy 

development. In summary, by integrating SD-WSN and 

improving cluster detection algorithm, a new information 

security detection method is proposed, which effectively 

makes up for the shortcomings of the existing technology 

in dynamic network monitoring and real-time detection. 

 

6  Conclusion 
As the importance of online network education 

information security increases, the problem of insufficient 

performance of the current network information security 

detection model becomes more and more serious. Aiming 

at the problem of online network education information 

security, the study introduces the ABC algorithm to get 

the improved clustering intrusion detection algorithm, 

and then combines it with the SD-WSN technology to get 

a new online education information security detection 

model. The performance test of the improved clustering 

intrusion detection algorithm shows that the accuracy of 

the proposed algorithm is 93.7%, which is significantly 

better than that of the DBSCAN algorithm (77.8%) and 

the K-mean algorithm (75.1%). In addition, a 

comparative test of the online educational information 

security detection model revealed that the model has a 

detection accuracy of 90.3%, which is significantly better 

than the 77.1% of Model 2, the 74.2% of Model 3, and 

the 70.3% of Model 4. The above data showed that the 

overall detection performance of this detection model was 

greater than the comparative models, and it could better 

protect the information security and data privacy of 

online network education. The innovative points and 

practicality of this study provide strong support for 
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improving the information security level of online 

education and help promote the healthy development of 

online education. However, there are still shortcomings in 

this study, such as the need to further explore how to 

optimise the algorithm parameters and strategies and 

improve the generalisation ability of the model to adapt to 

a wider range of educational environments. 
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