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Grassland is an important component in the natural ecosystem. Geological detection and numerical 

analysis of grassland landforms are the main ways to protect and develop grassland ecological 

environment. However, the traditional grassland geological survey is not effective. The displayed 

grassland landforms are not intuitive and the numerical fitting accuracy is low, seriously affecting the 

work efficiency of grassland landform survey. With the development of machine vision, cloud 

computing and other technologies, the intelligent robot vision system has stable spatial positioning 

and construction capabilities. Using the intelligent robot vision system, the grassland landform was 

reconstructed in 3D (three-dimension) and compared with the traditional grassland landform 

construction. The experimental results showed that the accuracy of the 3D modeling based on the 

intelligent robot vision system and the traditional 3D reconstruction in the sixth test of the square 

grassland with a side of 2km was 96% and 72% respectively. In a square grassland area with a side 

length of 2km, the average matching degrees of the two 3D modeling feature data were 89.3% and 

73.3% respectively. The study conclude that 3D reconstruction of grassland landforms based on the 

intelligent robot vision system can greatly shorten the time of 3D reconstruction and improve the 

efficiency of 3D reconstruction of grassland landforms. 

Povzetek: Narejena je 3D rekonstrukcijo travniških reliefov z uporabo inteligentnega robotskega 

vidnega sistema, kar izboljša točnost in učinkovitost geoloških analiz v primerjavi s tradicionalnimi 

metodami. 

 

1  Introduction 

With the continuous development of industrial 

technology, the quality and scale of the natural ecological 

environment are declining year by year. Ecological 

environment detection is a data description of the quality 

of the ecological environment. Among them, grassland 

landforms are one of the main ecological environments. 

The detection of grassland landforms can help protect the 

grassland environment, maintain the diversity of 

grassland species, and effectively predict and analyze 

grassland geological changes. In the traditional grassland 

landform detection process, the landform analysis or 

simple three-dimensional analysis is performed in two-

dimensional forms such as drawing a plan, a broken line, 

and a profile. However, the data cannot fully display the 

complex grassland geological data, wasting a lot of 

detection time, and the obtained grassland landform 

detection effect is very poor. With the development of 

intelligent technology, robot vision and other 

technologies are combined with multiple fields. 

Computer vision system technology has super-strong 

spatial 3D construction capabilities, which can accurately  

 

reconstruct grassland landforms in 3D by analyzing the 

characteristic data of grassland landforms. Applying the 

intelligent computer vision system to the geological 

survey of grassland landforms can establish an accurate 

three-dimensional model, improve the accuracy of 

grassland feature data analysis, and improve the work 

efficiency of grassland landform geological survey. 

Therefore, this paper has research significance. 

Geological detection of grassland landforms is conducive 

to maintaining the grassland ecological environment. 

Many people have carried out three-dimensional 

reconstruction and characteristic data simulation of 

grassland landforms. Among them, Huang Y's research 

showed that three-dimensional construction of grassland 

landforms was carried out, and the structural composition 

of grassland landforms was analyzed, which improved 

the targeted protection of grassland environment [1]. Sun 

R conducted three-dimensional modeling and analysis of 

a variety of grassland types, and the species of grassland 

was gradually decreasing [2]. Zhang J M carried out 

three-dimensional modeling of grassland geological soil, 

and obtained the composition of grassland soil through 

visual analysis [3]. Xu Y's research pointed out that 3D 
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reconstruction of grassland landforms can improve the 

accuracy of geological detection and improve the 

detection efficiency [4]. According to Sui D's research, 

the analysis accuracy of the characteristic data of the 

three-dimensional construction of grassland landforms 

was higher than that of the traditional two-dimensional 

plane construction [5]. Although the 3D reconstruction of 

grassland landforms can accurately analyze the grassland 

geological structure, it lacks intelligent technology to 

assist. 

The intelligent robot vision system can realize accurate 

spatial positioning analysis, and apply the intelligent 

robot vision system to the three-dimensional construction 

of grassland landforms. Among them, Zhang Y achieved 

3D reconstruction of grassland landforms through 

binocular vision technology, which improved the 

accuracy of 3D construction [6]. Cheng C's research 

showed that intelligent robot vision can denoise 3D 

reconstruction, improving the stability of 3D construction 

[7]. Park S proposed a robot that runs two cameras 

simultaneously for 3D construction, and an accurate 3D 

model can be obtained by analyzing the eigenvalues [8]. 

Wang J's research pointed out that the intelligent 

computer vision system can effectively construct three-

dimensional grassland landforms by using rectangular 

feature detection [9]. Although intelligent robotic vision 

systems can improve the accuracy of 3D construction, 

there is a lack of comparison with traditional grassland 

landform surveys. 

Surveying grassland landforms is an effective 

supervision measure for grassland ecological 

environment, which can analyze the complex geological 

structure of grassland landforms. Using the intelligent 

robot vision system, the grassland landform was 

reconstructed in 3D, and its characteristic values were 

simulated and analyzed. Compared with the traditional 

3D modeling of grassland landforms, the grassland 

landforms based on the intelligent robot vision system 

can effectively improve the accuracy of data construction 

[10]. 

2  Related works 

In recent years, technological advances have had a 

substantial impact on a variety of sectors, especially 

monitoring of the environment and landform assessment. 

Numerous studies have investigated various approaches 

for assessing soil parameters, detecting landforms, and 

reconstructing three-dimensional models of natural and 

artificial structures. This relevant work to emphasize 

advances and constraints of existing methodologies, 

emphasizing the requirement for creative approaches in 

the area of 3D reconstruction of grassland landforms. 

 

 

 

Table 1: Overview of related research in environmental tracking and landform assessment 

Reference No Objective Methodology Result Limitations 

[11] To assess the 

chemical 

characteristics of 

reclaimed soil in an 

arid grassland 

mining location. 

Variance, 

correlation, and 

principal 

component analysis 

are used to evaluate 

soil characteristics 

and spatial-

temporal variations. 

Reclamation enhanced 

soil chemical 

characteristics, and 

surface soil health 

enhanced with time. 

Constrained to a 

particular mining 

location; may not 

apply to other 

places. 

[12] To create a semi-

automated object-

based image 

analysis (OBIA) 

method for desert 

landform discovery 

and modeling. 

Using DEM and 

spectral data, a 

multi-resolution 

segmentation 

method and object-

based rule sets are 

applied. 

Desert landforms were 

detected and classified 

with excellent 

accuracy (96.21%-

95.05%). 

Concentrated on 

desert landscapes, 

not directly 

relevant to 

grasslands. 

[13] Determine 3D 

macropore networks 

in forest soils and 

compare them to 

agriculture and 

grasslands soils. 

X-ray computed 

tomography and 

image analytics for 

soil columns 

Comprehensive 

measurement of 

macropore networks in 

soils from forests, with 

strong 

interconnectedness 

and vertical 

consistency 

Particular to forest 

soils; not directly 

tackling grassland 

landscapes. 

[14] To recreate scaffolds 

from a 

Data-driven 

approach involving 

Over 70% accuracy in 

recreating scaffolding 

Concentrated on 

construction areas, 
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photogrammetric 

point cloud of 

building sites, 

utilizing a unique 

3D local feature 

description. 

preprocessing, 

classification, and 

geometric modeling 

with the LSSHOT 

descriptor. 

elements; excellent 

noise management 

may not directly 

applicable to 

natural landscape 

reconstruction. 

[15] Create an 

interpolation 

algorithm for 

dynamic 3D face 

rebuilding. 

Automated iterative 

interpolation 

algorithm for point 

cloud data. 

Excellent saturability 

and thoroughness in 

3D facial feature 

rebuilding. 

Particular to facial 

recognition and not 

immediately 

associated with 

geological surveys. 

[16] To present a 3D 

machine vision-

enabled smart robot 

architecture 

Automated 

calibration of 

monocular and 

binocular cameras, 

3D placement 

utilizing binocular 

vision. 

Efficient binocular 3D 

location in simple 

situations and a stable 

system 

Restricted to 

controlled 

surroundings, may 

struggle with 

complicated natural 

landscape. 

[17] To create a scheme 

for natural 

grassland-type 

recognition utilizing 

deep learning. 

PyTorch deep 

learning system 

with transfer 

learning from 

VGG-19 and data 

augmentation 

Optimum grassland 

identification model 

with excellent 

accuracy 

Depending on the 

quality of images 

and field data, it 

might not include 

all grassland types. 

[18] To create a smart 

grazing solution for 

unmanned animal 

husbandry. 

Incorporation of 

remote sensing, 

Internet of Things, 

and machine 

learning 

Effective grazing 

approach for better 

utilization of resources 

Concentrated on 

animal husbandry, 

not directly 

tackling geological 

landscape 

rebuilding. 

[19] To develop a QR 

code-based interior 

navigation system 

for attendant robots. 

QR code 

geolocation and 

planning of paths 

algorithms. 

Efficient indoor 

navigation for robots, 

with great accuracy 

Limited to interior 

surroundings; not 

suited for large-

scale outside 

surveys. 

[20] To enhance object 

detection in robot 

vision, 

discriminative bit 

selection hashing 

RGB-D object 

detection using the 

bit selection 

hashing approach 

Enhanced object 

recognition accuracy 

in robotic vision 

systems. 

Particular to object 

identification, does 

not deal with large-

scale landform 

analytics. 

The evaluated works show a wide range of methodology 

and uses in ecological tracking and landform assessment, 

including soil property assessment, sophisticated image 

evaluation, and 3D reconstruction methods. While each 

study provides useful insights, constraints such as a focus 

on particular areas, settings, or architecture highlight the 

need for more flexible and broad techniques. The 

suggested work uses a smart robot vision system to tackle 

these constraints, giving a better solution for precise and 

efficient 3D reconstruction of grassland landscapes. 

 

2.1 Three-dimensional reconstruction 

method of grassland landform 

Grassland landform is a kind of ecological environment. 

The reason for the formation of grassland landform is that 

the soil layer is thin and the precipitation is less, so that 

most herbs cannot grow. The structure of grassland 

landforms is complex and  
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Figure 1: Process map of 3D reconstruction of grassland 

landforms 

 

changeable. By 3D reconstruction of grassland landforms, 

the data characteristics of grassland landforms can be 

obtained, so as to protect grassland resources in a targeted 

manner. The 3D reconstruction process of the grassland 

landform is shown in Figure 1. 

The three-dimensional image analysis approach 

necessitates a simulation to validate the suggested 

rationality of the three-dimensional vision-based 

distribution of grassland landform. A simulation platform 

for three-dimensional image analysis is developed under 

the Windows 10 environment to ensure that landscape 

gardens and grassland landform are distributed rationally. 

The Point Grey Flea2 camera was utilized, and the 

experimental data set consisted of fifty frames of photos 

supplied by the Association of Landscape Architecture. 

The resolution of the camera was 640pi × 520pi. The 

experimental PC host is equipped with the following 

hardware: a 3.0GHz Intel Core i5 8500 quad-core 

processor, 8 GB of RAM, a 4 GB Nvidia GTX970 

graphics card, and a 500 GB hard drive. Adobe 

Photoshop CS6, Auto CAD for 3D drawings, and 

SketchUp for 3D models are some of the platforms 

utilized. 

In Figure 1, the 3D reconstruction process of the 

grassland landform is as follows: photographing the 

grassland landform with a camera, extracting feature 

points, and using a feature matching algorithm to 

construct the grassland landform in 3D. Finally, 

according to the constructed three-dimensional model, 

the structure and characteristics of grassland landforms 

can be analyzed, and corresponding grassland protection 

measures can be formulated according to the landform 

characteristics. 

Extraction of 3D Features: The first step in 3D 

reconstruction of grassland landforms is to extract 3D 

features of grassland landforms, which is based on 

camera vision by analysing information that is salient and 

less likely to be lost in the grassland images captured by 

the camera. The 3D features of grasslands are mainly 

divided into three types: point, line, and flat. 

The matching of three-dimensional features is the 

premise of feature extraction. At present, the common 

three-dimensional feature matching is mainly through 

grayscale matching, and by establishing a window model. 

The feature matching search is performed at the center of 

the image. Before feature extraction, it is necessary to 

determine the position of the camera, and try to ensure 

that the brightness of each pixel of the grassland landform 

image is related to the intensity of the reflected light on 

its surface. There are two types of camera shooting: fixed 

camera shooting and motion camera shooting. 

Stereoscopic vision of grassland landforms can be 

obtained through different grassland angles captured by 

multiple cameras, and three-dimensional information of 

grassland landforms can be obtained through the 

deviation of image pixel positions under the vision of 

different cameras. The principle of grassland stereo 

vision is shown in Figure 2. 

A

A0

A1
A2

B1
B2

D1
D2

 

Figure 2: Schematic diagram of grassland stereo vision 

In Figure 2, assuming that there are two grassland 

landform photographing cameras 1B  and 2B , and A is 

any point in the grassland landform space, 1A  and 2A  

are the imaging points of point A in the two cameras 

respectively. Observing point, A from the perspectives of 

two different cameras, there can be two paths AB1  and 

AB2  , but there is a common point A under the 

perspectives of the two cameras, so point A is a 3D point 

under the camera perspective. 

The principle of 3D stereo measurement is as follows. 

Assuming that the projection matrices of cameras 1B  

and 2B   are 1R   and 2R   respectively, and the 

coordinates of point A in the coordinate systems of the 

two camera perspectives are ),( 111 baA   and 

),( 222 baA  respectively, the following relationship can 

be obtained: 
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In Formula (1), 1D  is the abscissa in the camera 1B . 

Similarly, the coordinate relationship under camera 2B  

can be obtained. 
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Combining Formula (1) and Formula (2), Formula (3) can 

be obtained: 

(𝑎1𝑟1
31 − 𝑟1

11)𝑋 + (𝑎1𝑟1
32 − 𝑟1

12)𝑌 + (𝑎1𝑟1
33 − 𝑟1

13)𝑍 =

𝑟1
14 − 𝑎1𝑟1

34                        (3) 

Through Formula (3), the values of X, Y, and Z can be 

obtained, so that the three-dimensional coordinates of any 

point in the grassland landform can be obtained. 

Point feature extraction algorithm 

The image features of grassland landforms are data that 

can effectively reflect the features of grassland landforms. 

By analyzing the characteristic data, the calculation 

amount of 3D reconstruction can be reduced, and a lot of 

non-feature memory can be saved. The traditional 3D 

feature extraction method is point feature extraction. 

By calculating the gradient of each pixel in the grassland 

landform image, and calculating the point with the 

maximum value of the two gradient directions, the 

detection process of point feature extraction is as follows: 
2)]([)det( PurkPQ −=        (4) 

In Formula (4), when the value of Q exceeds the set 

interval, Q is the feature point. P represents a pixel in the 

grassland landscape. 

Gradient direction

level one

Second floor

the third floor

fourth floor

fifth floor

 

Figure 3: Process diagram of point feature extraction 

 

The process of point feature extraction is shown in Figure 

3. 

In Figure 3, by continuously extracting pixel gradient 

feature points, feature points that can summarize the 

measured image can be extracted after multiple feature 

extractions, and finally the grassland landform can be 

reconstructed with the feature points. 

 

2.2 Intelligent robot vision technology 

The intelligent robot vision system combines visual 

analysis, three-dimensional construction with robots, 

with the functions of autonomous positioning and 

intelligent analysis, which can be effectively applied to 

3D reconstruction of grassland landforms. 

In the three-dimensional reconstruction of the intelligent 

robot vision system, the image problem in motion needs 

to be considered. During the movement of the robot, the 

camera worn by the robot can rotate and shake to different 

degrees. It is necessary to effectively analyze the feature 

data during 3D reconstruction. The structure of the 

feature extraction  



184    Informatica 48 (2024) 179-190   M. Zhong et al. 
 

Feature points

Block

Edge

 

 

Figure 4: Structure diagram of feature extraction 

 

of the intelligent robot vision system is shown in Figure 

4. 

In Figure 4, the structure of feature extraction is mainly 

divided into feature points, blocks and edges. Uncertainty 

analysis of image rotation is mainly implemented in the 

form of determining feature points. The selection of 

feature points is mainly through the analysis of the 

centroid point of the image. 

The moment of A in a grassland image A is supposed to 

be expressed as Formula (5): 




=
Ayx

ba

ba yxr
,

,          (5) 

In Formula (5), the value range of a and b is }1,0{ . 

Using the moments of image A, the centroid of image A 

can be found: 

),(
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r

r
S =          (6) 

In Formula (6), S represents the centroid of the image A. 

Supposing that the geometric center of image A be point 

G, then the feature vector is GS , and the direction of 

the feature point can be obtained. 

)tan(
10

01

r

r
acr=          (7) 

In the process of feature point extraction, the intelligent 

robot vision system can determine the angle of the feature 

point, thereby determining the position of the feature 

point, and improving the stability and accuracy of 

processing grassland landform images. 

 

3  Three  dimensional 

reconstruction experiment and result 
 

3.1 Three-dimensional reconstruction 

experiment of grassland landform 

 

3D Reconstruction Data of Grassland Landforms: Three-

dimensional reconstruction of grassland landforms is a 

data analysis of grassland landforms, which is conducive 

to accurately studying the structural composition of 

grasslands and the stability of grassland ecosystems. To 

carry out 3D reconstruction analysis of grassland 

landforms, it is necessary to establish an index that can 

be used to evaluate the effect of 3D reconstruction of 

grassland landforms. For this purpose, the experiment 

conducted statistics on the close contacts in the 3D 

reconstruction system of grassland landforms [21]. Table 

2 shows the personnel involved in the analysis of 

grassland landforms. 

 

Table 2: Information about the personnel involved in the 

analysis of grassland landforms 

 

Serial 

number 
Person type 

Number 

of people 

(person) 

Proportion 

1 

Prairie 

landscape 

surveyor 

80 32% 

2 

3D 

reconstruction 

technician 

90 36% 

3 

Grassland 

landform 

photographer 

80 32% 

 

In Table 2, the survey data of relevant personnel in the 3D 

reconstruction of grassland landforms are described. The 

survey objects were divided into three categories, namely 

grassland landform surveyors, 3D reconstruction 

technicians, and grassland landform photographers. The 

largest number of people were 3D reconstruction 

technicians, with the proportion of 36%. 

A questionnaire survey was conducted on the above-

mentioned close contacts of the grassland landforms, and 

the evaluation indicators of the three-dimensional 

reconstruction of the grassland landforms were mainly 

counted, as well as the proportion of the number of people 

each index accounted for [22]. The statistical results of 

the evaluation indicators for the above 250 people are 

shown in Table 3. 

 

Table 3: Statistical results of evaluation indicators 

 

Serial Evaluation Number Proportion 
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number indicators of people 

(person) 

1 
Accuracy of 3D 

Reconstruction 
65 26% 

2 

Feature data 

matching 

degree 

60 24% 

3 

Noise 

Immunity for 

3D 

Reconstruction 

55 22% 

4 

3D 

reconstruction 

time 

60 24% 

5 

Memory 

required for 3D 

reconstruction 

10 4% 

 

In Table 2, a total of 5 evaluation indicators were counted, 

of which the accuracy indicator of 3D reconstruction had 

the largest proportion, with the proportion of 26%. The 

smallest proportion was the memory index required for 

3D reconstruction, which accounted for 4%. Due to the 

large amount of memory that can be endured when 

reconstructing grassland landforms, the memory space 

required for 3D reconstruction had little effect on 3D 

reconstruction. Therefore, the first four indicators in 

Table 2 were used as indicators for evaluating the effect 

of 3D reconstruction of grassland landforms [23]. 

Design Process of 3D Reconstruction of Grassland 

Landforms: In order to analyze the effect of 3D 

reconstruction of grassland landforms based on the 

intelligent robot vision system, a comparison and analysis 

was made with the traditional 3D reconstruction of 

grassland landforms. Among them, the traditional 3D 

reconstruction adopted point feature extraction algorithm 

for analysis. In order to ensure the accuracy of the two 3D 

reconstruction comparison experiments, the experimental 

environment of the two 3D reconstruction methods must 

be the same, and the same grassland landform must be 

analyzed. 

In order to ensure the vastness and diversity of grassland 

landforms, the experiment took the Qinghai-Tibet 

grassland area in China as an example. When comparing 

the two 3D reconstruction methods, in order to ensure the 

integrity of the comparison experiment, the experiment 

set up grassland areas of different sizes for analysis. 

Experiments were performed on a square area with a side 

of 2km and a square area with a side of 4km [24]. 

In the process of 3D reconstruction of grassland 

landforms, the data of one experiment was serendipitous. 

To this end, the experiment carried out the three-

dimensional reconstruction process for several times for 

the comparison test of the two three-dimensional 

reconstructions, which was set to 1st, 2nd, 3rd, 4th, 5th 

and 6th, and observed the effects of the two three-

dimensional reconstructions under each number of times. 

 

3.2 Results of 3D reconstruction comparison 

experiments 

Accuracy of 3D Reconstruction: The effect of 3D 

reconstruction is mainly determined by the accuracy of 

3D reconstruction. The higher the accuracy of 3D 

reconstruction, the better the effect of 3D reconstruction 

of grassland landforms. The basis for judging the 

accuracy of 3D reconstruction is the similarity between 

the grassland landform after 3D modeling and the actual 

grassland landform. The 3D reconstruction accuracy of 

the 3D reconstruction of the two grassland landforms was 

compared, in which six comparison results were set. The 

comparison results of the accuracy of the 3D 

reconstruction of the two grassland landforms are shown 

in Figure 5. 

 

 

(a) Square grassland with a side of 2km          
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(b) Square grassland with a side of 4km 

 

Figure 5: 3D reconstruction accuracy comparison results 

 

In Figure 5(a), a comparison of two 3D reconstruction 

methods is depicted on a square grassland with a side of 

2 km. In the traditional 3D reconstruction method, the 

accuracy of 3D reconstruction first increased and then 

decreased during the six experiments, while the accuracy 

of grassland 3D reconstruction based on intelligent robot 

vision system generally showed an upward trend. In the 

sixth experiment, the accuracies of the two 3D 

reconstructions were 72% and 96% respectively. In 

Figure 5(b), the 3D reconstruction accuracy experiment 

was performed on a square grassland area with a side of 

4km. The accuracy of the traditional 3D reconstruction of 

grassland landforms changed significantly, which started 

to drop after the second experiment, while the accuracy 

of the 3D reconstruction based on the intelligent robot 

vision system did not change much. In the sixth 

experiment, the accuracies of the two 3D reconstructions 

were 52% and 89% respectively. Therefore, the 3D 

reconstruction of grassland based on intelligent robot 

vision system can effectively improve the accuracy of 3D 

reconstruction. 

Matching Degree of Feature Data: The three-dimensional 

reconstruction of grassland landforms is mainly through 

matching and analysis of feature data, and the feature data 

matching of traditional three-dimensional reconstruction 

methods adopts point feature extraction and matching 

technology. The 3D reconstruction of the intelligent robot 

vision system uses intelligent robot vision technology for 

feature matching. The matching degree of feature data 

was compared between the two 3D reconstruction 

methods, and was compared for 6 times in the experiment. 

The comparison result of the matching degree of feature 

data is shown in Figure 6. 

 

 

(a) Square grassland with 2km side 

 

 

(b) Square grassland with 4km side 

 

Figure 6: Comparison result of feature data matching 

degree 

 

In Figure 6(a), it was a comparison of characteristic data 

of three-dimensional reconstruction in a square grassland 

area with a side of 2 km. The experiments were carried 

out 6 times, and the matching degree of the characteristic 

data of the traditional 3D reconstruction of grassland 

landforms was lower than that of the intelligent robot 

vision system. In the six comparison results, the average 

matching degrees of the two 3D reconstruction feature 

data were 73.3% and 89.3% respectively. In Figure 6(b), 

the grassland landform compared in the experiment was 

a square grassland with a side of 4km. The difference in 

the characteristic data of the two 3D reconstruction 

methods was more obvious. The average matching 

degree of the characteristic data of the two 3D 

reconstruction methods was 53.3% and 85.7% 

respectively. Therefore, applying the intelligent robot 

vision system to the 3D reconstruction of grassland 

landforms can improve the matching degree of feature 

data [25]. 

Noise Immunity for 3D Reconstruction: During 3D 

reconstruction of grassland landforms, it can be affected 

by many factors, including camera shooting errors, 

feature data positioning errors, etc., which affect the 

effect of 3D reconstruction. The noise resistance of 3D 

reconstruction is the embodiment of the stability of 3D 

reconstruction. The two 3D reconstruction methods were 

used for 6 experiments on two different grassland areas, 

and the noise immunity of two types of 3D 

reconstructions was compared. The comparison results of 

noise immunity of 3D reconstruction are shown in Figure 

7. 
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Figure 7: Comparison results of 3D reconstruction noise 

immunity 

 

In Figure 7, the overall data fluctuation of the three-

dimensional reconstruction of the two grassland 

landforms was not large under the results of the six 

experiments. However, the six experimental data results 

were based on the intelligent robot vision system, and the 

noise immunity of 3D reconstruction was greater than 

that of traditional 3D reconstruction. Among them, in the 

fourth experiment, the difference in noise immunity 

between the two was the largest, and the traditional three-

dimensional noise immunity at this time was 68%, while 

the noise immunity of 3D reconstruction based on 

intelligent robot vision system was 92%. In the first set of 

experiments, the noise immunity of the two 3D 

reconstruction methods was the smallest, with a 

difference of 10%. Therefore, the intelligent robot vision 

system can improve the noise resistance of 3D 

reconstruction of grassland landforms. 

Time of 3D Reconstruction: The time required for 3D 

reconstruction refers to the time required to complete the 

entire process from camera shooting and framing to 

feature data matching to 3D modeling [26-27]. The time 

of 3D reconstruction of grassland landform reflects the 

efficiency of 3D reconstruction. The shorter the time of 

3D reconstruction, the higher the  

 

(a) Square grassland with 2km side              

 

(b) Square grassland with 4km side 

 

Figure 8: Comparison of 3D reconstruction accuracy 

results 

 

efficiency of 3D modeling. The time required for two 3D 

reconstructions of grassland landforms was compared, 

and the comparison results of 3D modeling 

reconstruction time are shown in Figure 8. 

In Figure 8(a), it shows the time required for two 3D 

reconstruction methods to perform 3D reconstruction on 

a square grassland with a side of 2km. Among them, the 

traditional 3D reconstruction time was 3.2 hours at the 

lowest, 4.0 hours at the highest, and 3.8 hours on average 

during the six tests, while the minimum time required for 

3D reconstruction based on the intelligent robot vision 

system was 1.6 hours and the maximum was 2.6 hours, 

with the average of 2.0 hours. In Figure 8(b), a square 

grassland with a side of 4km was used as the 

experimental area, and the time required for the 3D 

reconstruction based on the intelligent robot vision 

system was significantly shorter than that of the 

traditional 3D reconstruction. In the fifth test, the time 
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required for the two 3D reconstructions differed the most, 

with a difference of 4.0 hours. Therefore, the 3D 

reconstruction of grassland landforms based on the 

intelligent robot vision system can greatly shorten the 

time of 3D reconstruction and improve the efficiency of 

3D reconstruction of grassland landforms. 

Taking everything into account, the system has shown to 

be quite stable, which is crucial for ensuring accurate and 

precise image recognition. However, it is clear that the 

loading speed is affecting the system's access speed. 

Given the wide range of image recognition functions, 

there is no one-size-fits-all solution when it comes to 

meeting the function's individual criteria. Ultimately, it is 

necessary to integrate and present the data from all 

functions together, and progress will be hindered by 

specific slower processing functions. Alternatively, when 

it comes to server indicators, specific cluster indices 

could vary depending on server characteristics and 

regional network conditions. These discrepancies are 

now within a more manageable range, but there is room 

for improvement. As a whole, there is room for 

improvement in all of this system's modules. 

 

4  Conclusion 

The three-dimensional reconstruction of grassland has a 

positive effect on exploring the landform structure of 

grassland and promoting the development of grassland. 

In this paper, the intelligent robot vision system was 

applied to the 3D reconstruction of grassland landforms, 

and the efficiency of 3D reconstruction was improved by 

optimizing the matching of grassland landform feature 

data. By comparing with the traditional 3D reconstruction 

of grassland landforms, the experimental results showed 

that the application of the intelligent robot vision system 

to the 3D reconstruction of grassland landforms can 

effectively improve the accuracy of 3D reconstruction, 

and improve the matching degree of feature data and the 

stability of 3D reconstruction. The efficiency of 3D 

reconstruction can be improved by the matching and 

optimization of characteristic data through intelligent 

technology, which can not only conduct more detailed 

analysis of the grassland landform structure, but also 

predict the development trend of the grassland ecological 

environment, as well as protect and develop the grassland 

ecological environment in a targeted manner. However, 

the comparison of the two 3D reconstructions in this 

paper was only limited to the square grassland area with 

side lengths of 2 km and 4 km, and no comparison was 

made for larger or smaller grassland areas. Therefore, 

expanding the grassland area for the comparison of the 

two 3D modeling methods is the direction of future 

research. 
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