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The traditional gene expression profile clustering method is affected by the number of iterations, its 

gene sequence marker value is in a negative range for a long time, resulting in poor clustering ability. 

Therefore, the study firstly obtains gene expression profile data through DNA micro-array experiments, 

then unifies the order of data expression values, and optimizes the particle clusters by increasing the 

inertia weights and learning factors to extract the data features of gene expression profiles. Finally, the 

most commonly used of particle code updates the clustering center to realize gene expression profile 

clustering. The experimental results showed that compared with traditional PSO, K-means, and 

hierarchical clustering methods, the improved PSO algorithm performed well in terms of clustering 

accuracy and contour score of 95.77% and 0.91, respectively, and the shortest computation time of up to 

100.07 s. The results are expected to provide a new technical support for gene expression profile 

clustering. 

Povzetek: Predstavljena je izboljšana metoda gručenja genskih izraznih profilov s pomočjo 

optimizacijskega algoritma roja delcev (PSO). Za natančnejše združevanje genske ekspresije se 

izboljšana PSO metoda uporablja za obvladovanje visokodimenzionalnih podatkov, zmanjšanje 

redundantnosti in izbiro ključnih značilnosti v onkoloških raziskavah. 

 

1 Introduction 
With the rapid development of human genome project, 

micro-array technology has been widely used in various 

fields of life science, resulting in the exponential growth 

of gene expression data. Gene expression profile data can 

help understand gene expression patterns at the 

molecular level and study life phenomena at the 

microscopic level. It has high application value for 

understanding the pathogenesis and diagnosis of cancer 

at the genetic level [1]. 

Gene expression profile data, also known as micro-

array data, is a high-throughput gene expression data 

value measured by gene chip technology at different 

physiological stages [2]. Among them, "gene expression" 

refers to the transformation of genetic information stored 

in DNA into protein molecules with biological Mars 

through transcription and translation. "Gene expression 

level" refers to the amount of protein produced by a gene 

in a certain period of time, which indicates the current 

physiological state of the cell [3]. By analyzing the high-

throughput gene expression data with reasonable 

methods, the regulatory relationship between different 

genes is obtained. The gene expression level varies 

between different samples and affects gene activity at 

different physiological stages. Therefore, gene 

expression profile data can be used to diagnose tumor 

and other diseases, analyze the occurrence mechanism of 

tumor diseases from the perspective of gene molecules, 

and analyze the changes in patients before and after 

medication [4]. 

 

In the research of gene expression profile data, 

researchers found that only a few genes played a key role 

in cancer recognition in high-dimensional data. A large 

number of redundant genes not only cause serious 

“Dimension disasters", but also interfere with the correct 

identification of cancer, leading to a decrease in 

classification performance. Therefore, it is very 

important to take appropriate methods to reduce the 

dimension of gene expression profile data and select 

representative characteristic genes or combinations of 

characteristic genes. This article explores the clustering 

problem of gene expression profile data from two 

aspects: algorithm design and simulation experiments. 

This method is a filtering feature selection method based 

on clustering and Particle Swarm Optimization (PSO). 

The fitness function for determining feature quality 

standards is defined as the ratio of the distance between 

classes and the distance within classes. The clustering of 

gene expression profiles is transformed into a 

combinatorial optimization problem. The overview table 

of PSO methods in gene expression profile clustering is 

shown in Table 1. 

Spectral clustering is a new branch of clustering 

analysis. It does not need to make assumptions on the 

overall structure of the sample space, but also can 

achieve sample data clustering with arbitrary shape 

distribution. The research content of clustering analysis 

has been greatly extended. It puts forward a new idea for 

solving clustering problems, which is very suitable for 

many practical application problems, with great 

application potential and scientific research value [11, 
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12]. At first, spectral clustering algorithms are used in 

fields such as image segmentation, VLSI design, and 

computer vision. Then spectral clustering algorithms are 

also used in fields such as text mining and machine 

learning [13]. Due to its wider application compared to 

other clustering methods, spectral clustering is worth 

investing a lot of time and effort in research. However, at 

present, the theoretical knowledge of spectral clustering 

is still in its infancy and deserves further exploration and 

research. There are many improvements in the algorithm 

itself. Therefore, further optimization research has 

important practical significance. 

PSO algorithm has simple principle, fast 

convergence and good robustness, but it is easy to fall 

into local optimum. Therefore, maintaining population 

diversity is the key to ensuring algorithm performance 

[14, 15]. In the dynamic optimization problem, it is more 

necessary to keep the diversity of particle population, as 

particles need to search for the optimal solution again 

when the external environment changes. If the population 

converges to a single region, it will significantly affect 

the later optimization solution [16, 17]. Therefore, due to 

its excellent performance in maintaining population 

diversity, multiple swarm strategies have become an 

important choice for PSO. 

 

Table 1: Overview of particle swarm optimization methods in gene expression profile clustering. 

Author and 

year of 

publication 

Year Methods used Key findings Identified SOTA gaps 

Sun et al. 

[5] 

2022 Improved quantum 

behavioral PSO 

Algorithm 

Improved global search capability 

and convergence speed, higher 

clustering accuracy than traditional 

PSO and other algorithms 

Further algorithm 

optimization is necessary to 

handle larger datasets 

Lam et al. 

[6] 

2023 Combining Self-

Organizing Mapping 

(SOM) and PSO 

Effectively reduce data 

dimensionality and improve 

clustering accuracy and robustness 

Improvements required for 

processing real-time data and 

dynamic changes 

Ji et al. [7] 2023 Combining PSO and 

modulo algorithms 

Optimizing the initial clustering 

centers improves the global 

optimality of the clustering results 

The complexity of modeling 

algorithms may affect 

computational efficiency and 

requires simplification and 

optimization 

Gad [8] 2022 PSO-based clustering 

technique 

Significantly increased the use of 

PSO in data clustering 

Insufficient application in 

dealing with complex 

problems 

Rezazadeh 

et al. [9] 

2021 Evaluation of 

multiple PSO 

variants 

Different variational operators and 

inertia weight parameters are 

introduced to improve the 

performance of PSOs 

Need to explore more 

promising PSO variants 

Shami et al. 

[10] 

2021 Integration of PSO 

with practical 

applications 

Demonstrates the diverse variants of 

PSO and their accuracy in different 

areas 

Lack of statistical information 

on standard PSOs in different 

contexts 

2 Particle swarm optimization in 

gene expression clustering 

2.1 Obtaining gene expression profile data 

Gene expression data indirectly measure the abundance 

of gene transcription products mRNA in cells. These data 

can be used to analyze which gene expression has 

changed, what correlation between genes, and how gene 

activity is affected under different conditions. They have 

important applications in medical clinical diagnosis, drug 

efficacy assessment, and revealing disease pathogenesis 

[18]. At present, the main methods to detect gene mRNA 

abundance are cDNA microarray and oligonucleotide 

micro-array. Oligonucleotide chip is also known as gene 

chip and DNA chip [19]. 

For oligonucleotide chip data, some are P/A/M, and 

some are fluorescence intensity. In general, the 

fluorescent labeling method is selected to obtain gene 

expression profile data. The process of obtaining gene 

expression profile data is shown in Figure 1. 

The most prominent feature of the expression profile 

chip is its huge high-throughput effect. A large number  

 

of gene probes are densely arranged on the surface of the 

chip base. The samples matched with the gene probe can 

be detected through complementary base pair recognition 

[20]. This chip can simultaneously analyze a large 

number of genes, achieving large-scale detection of 

biological genetic information. 

When gene chipsare used to measure gene 

expression level, each chip is composed of thousands of 

points, denoted as  = 1,2, ,aq a n= … . Each point 

represents a gene. A gene chip can measure gene 

expression value of a samplein gene set  aq . In this 

way, the value of the n -th point on chip a  is expressed 

by anz , that is, the expression value of the n -th gene in 
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sample a . Multiple bases are determined, as the data 

values of the chip are combined into a matrix. 

 1 2, , , nQ q q q= … represents a gene set composed of 

all genes in a sample.  1aq a n  represents one gene.

Q n= represents the number of all genes.  1ar a m 

represents the sample set composed of the obtained gene 

expression profile data. R m= represents the number of 

samples.Each sample  1ar a m   represents the 

expression value of all genes under certain conditions, 

that is, ar  is an N -dimensional space vector. Therefore, 

the gene expression profile data constitutes a m -row 

(gene), and n -column (sample) data. The matrixis

Q m n=  , in which m n . The gene expression matrix 

composed of gene expression profile data is shown in 

Figure 2. 
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Figure 1: Gene expression profile acquisition process. 
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Figure 2: Gene expression profile matrix. 

 

With the development of DNA chip technology, it is 

easier to obtain gene expression profile data, but there 

are still many problems in the process of data processing 

and analysis. First of all, there are some errors in the data 

collection process, such as differencesin fluorescence 

group performance and errors caused by uneven glass 

slide surfaces due to dust. Therefore, it is inevitable that 

there are noises and abnormal expression values in the 

data. Secondly, the large scale of the data makes many 

algorithms inefficient, which requires designing effective 

algorithms with low complexity. The most significant 

feature of array data is high-dimensional small samples. 

Generally, there are only a few dozen tumor related 

genes, but there are many redundant genes in the original 

data. Therefore, it is necessary to preprocess the acquired 

gene expression profile data to ensure the quality of gene 

expression profile data and improve the dataavailability. 

2.2 Preprocessing of gene expression profile 

data 

In the process of chip processing, human errors and 

system errors are inevitable. At the same time, to ensure 

the comparability of gene expression level, and make 

gene expression value as close to the same order of 

magnitude as possible, sample data needs to be 

preprocessed. Gene expression profile data preprocessing 

can be divided into three parts: abnormal data correction, 

lost data repair, and data conversion. The most important 

one is the data conversion process, which is the data 

standardization process. Its purpose is to shield some 

systematic errors in data analysis and improve the 

availability of gene expression profile data. 
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The gene expression profile data are standardized by 

the formula as follows: 

xy x

xy

x

g g
f



−
=    (1) 

In formula (1), 
xyg  represents the expression value 

of the x  gene in the y  gene expression data sample.
xg

represents the mean value of the x  gene in all gene 

expression data samples.
x represents the mean square 

deviation of the x  gene in all samples, as follows: 

1

1 m

x xy

y

g g
m =

=    (2) 

( )
2

1

1 m

x xy x

y

g g
m


=

= −   (3) 

The distribution of gene expression profile data 

before and after standardization is shown in Figure 3. 

From Figure 3, the highest order of expression value 

of a few genes is 104, while the expression value of most 

genes is 102 or even smaller before the standardization of 

gene expression profile data. The difference of these 

orders of magnitude will make the genes have a priori 

implied weight, and if the data are clustered directly, it 

will produce a large noise interference, making the 

calculation more complex. However, after standardized 

processing, most of the data distribution is in 103, and the 

difference is small on the order of magnitude, which 

meets the needs of subsequent clustering calculation. 
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(a) Distribution of gene expression profile data before 

normalization 
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(b) Normalized distribution of gene expression profile 

data 

Figure 3: Distribution of gene expression profile data 

before and after normalization. 

2.3 Particle swarm optimization 

2.3.1 Improvement of inertia weight 

Inertia weightsare mainly divided into two 

categories: fixed weight and time-varying weight. Fixed 

weight is a fixed value that does not change in size, while 

time-varying weight is a constant change of inertia 

weight in a certain range according to a certain rule with 

the increase of iteration steps [21]. Fixed weight keeps 

the search ability of the algorithm unchanged, allowing 

for a fixed larger value and giving the algorithm strong 

global search capability. Time varying weights can 

ensure that the algorithm has different search capabilities 

at different periods. For example, in the early stage, the 

larger inertia weight ensures the global search of the 

algorithm. In the later stage, the algorithm should 

gradually converge, and the smaller inertia weight makes 

the algorithm have strong local search ability. 

In order to analyze the advantages and disadvantages 

of different inertia weight strategies, professional 

software is used to calculate the curves of different 

inertia weight strategies as the number of iterations 

increases, as shown in Figure 4. 
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Figure 4: Curves of different inertia weights. 

 

From the figure, for cosine function, linear 

differential decreasing, linear decreasing, and non-linear 

changes, the inertia weight decreases from the maximum 

value to the minimum value. Among them, the linear 

decreasing, is easier to fall into the local optimum than 

the other three, and the inertia weight decreases faster. If 

the global optimum is not found in the previous period, it 

will not jump out in the later period. Compared with the 

other three, the linear differential decreasing is similar to 

cosine function, which has strong global search ability. 

Cosine function has stronger global search ability, while 

non-linear is a compromise method. It ensures the 

accuracy of both global and local searches, but also 

results in slow convergence speed. The sine function is 

first searched locally, then globally, and finally locally. 

The tangent function decreases too quickly in the early 

stages, which can easily lead to the algorithm searching 

for the global optimal solution. The arctangent function 

value drops to zero in the specified steps, so the 

probability of the algorithm to search for the optimal 

solution is small. 

In view of this, the non-linear inertia weight strategy 

is selected. The global optimal fitness value is used to 

replace the average fitness value of each particle. The 

improved inertia weight formula is defined as: 

( )
2

max max min

max

exp 25


   


 
= + −  −  

 
 (4) 

( ) ( )max max min rand  − −   (5) 

When the average fitness value of particles is not 

equal to 0, the inertia weight is calculated by formula (4). 

When the average fitness value of particles is equal to 0, 

the inertia weight is calculated by formula (5). The 

improved nonlinear inertia weight strategy is used for 

global search. 

2.3.2 Improvement of learning factors 

According to the actual needs of gene expression profile 

clustering, PSO algorithm with fixed and unnecessary 

inertia factor can converge to an optimal solution at a 

relatively fast speed. In PSO algorithm with inertia factor 

 , the search for the optimal solution is determined by 

two random acceleration factors 
1  and 

2  (self-learning 

factor and social learning factor) [22-24]. Two learning 

factors are adjusted in real-time to improve the efficiency 

of the algorithm and find the optimal solution. If the self-

experience learning factor 
1  is larger than the social 

experience learning factor 
2 , the search time for a 

single particle is longer than the global search time. This 

leads to particle swarm searching in space for a long time. 

If the social experience learning factor 
2  is larger than 

the self-learning experience factor 
1 , the whole 

searching time of particle swarm is longer than the single 

particle searching time, which will lead to the premature 

convergence of particle swarm. At a local optimal value, 

the self-learning factor 
1  and social learning factor 

2

are set to 2, which will reduce the search time by half. 

Considering that in PSO, particles need to search in 

the whole space. In order to avoid falling into local 

optimization and improve the efficiency of PSO, it is 

necessary to introduce time-varying acceleration factor 

into the learning factor. In order to improve the global 

search ability of particles in the early search process, the 

PSO algorithm considering time-varying acceleration 

factors can enable the particle swarm to converge to the 

global optimal solution. This method reduces its own 

experience parameters and improves group learning 

experience. 
1 and

2  are no longer the specified value of 

2, but change over time. In the initial stage, 
1 >

2 , 

particles tend to be local optimal. In the later stage, 
1 <

2 , particles tend to be global optimal. For the 

improvement of learning factors 
1 and 

2 , the following 

formula is obtained: 

( )1 1 1 1

max

c i i

i

i
   = − +   (6) 

( )2 2 2 2

max

c i i

i

i
   = − +   (7) 

In formulas (6) and (7), 
1c , 

1i , 
2c  and 

2i  are 

constants. i is the number of iterations.
maxi is the 

maximum number of iterations in the calculation. 

Through the above process, the optimal solution is found 

and applied to gene expression profile clustering. 

2.4 Gene expression profile clustering 

2.4.1 Feature extraction of gene expression 

profile data 

It can be seen intuitively that in the feature space, if the 

pattern distribution of the same class is relatively dense, 

and the pattern of different classes is far away, gene 

expression profile clustering is relatively easy to achieve. 

Therefore, this requirement should be taken into account 

when selecting and extracting features from actual 

objects, which will bring great convenience to 
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subsequent clustering. However, due to some practical 

reasons, the selected and extracted features can not meet 

the above requirements significantly. 

In order to ensure the required clustering accuracy 

and save resources, it is hoped to achieve the required 

clustering accuracy based on the least features [25]. 

Therefore, after getting some specific characteristics of 

the real object, the most effective and least number of 

features are generated from these original features, which 

is the task of feature selection and extraction. Essentially, 

the purpose of feature selection and extraction is to 

ensure that in the minimum dimension feature space, 

different pattern points are far away from each other 

(with large distance between classes), while similar 

pattern points are close to each other (with small distance 

between classes). In order to achieve the above goals, it 

is often necessary to establish criteria for feature 

selection and extraction. It can be directly based on 

functionsthat reflect the distance between classes within 

a class, or based on criteria related to the probability of 

misjudgment. The specific implementation process of 

feature extraction and selection is as follows: 

When the number of features w  actually used for 

clustering is given, features 
1 2, , , mw w w…  are directly 

selected from the original features n already obtained, so 

that the value of separability data meets the following 

formula: 

( ) ( )1 2 1 2, , , max , , ,m j j jmU w w w U w w w =
 

… …   (8) 

In the formula, 
1 2, , ,j j jmw w w…  represents the w  

features selected from the original features n . Based on 

this, the w -dimensional subspace of n -dimensional 

space is directly found. Under the condition that the 

judgment basis U  is the largest target, the dimension of 

original features n  is reduced by transformation, that is to 

say, coordinate exchange is carried out for the original 

dimension feature space n , and then the subspace is 

taken. 
1 2, , , nl l l… is a base of n -dimensional feature space. 

The vector is an observation value of the target in the 

feature space, as expressed as follows: 

( )
2

1

n

i

i

v l
=

=    (9) 

Each component 
il  of v  on the base 

1 2, , , nl l l…  is 

called an eigenvalue of the target. 

The essence of feature extraction is to find a 

subspace S  in the feature space. The new features of the 

object are obtained by projecting the vector v  into the 

subspace. It is assumed that the resulting subspace is a 

m  dimensional subspace, which is composed of m  

linearly independent vectors v , namely: 

( )' ' '

1 2, , , mS Span v v v= …    (10) 

Assuming that 
mv  is orthogonal, the new features 

of the target in the subspace S  can be given by the 

projection T

i it v l=  of the vector v on ' ' '

1 2, , , mv v v… . 

'

1

ˆ
n

i i

i

v t v
=

=    (11) 

The obtained v̂ is an approximation of the vector v  

in the original space. The feature components of gene 

expression profileobtained by the above process are the 

clustering targets. 

2.4.2 Gene expression profile clustering based on 

particle swarm optimization 

The optimized PSO algorithm is used to cluster gene 

expression profiles. In PSO algorithm, particle coding is 

mainly used to update the clustering center [26]. The 

gene expression data contains h  clustering centers. h

represents the number of gene expression clustering, 

which is used as the parameter input of the algorithm. If 

the clustering data is n -dimensional vector, each particle 

is an h n  matrix, as follows. 

11 12 1

21 22 2

1 2

h

h

n n nh

K h n

  

  

  

 
 
 =  =
 
 
 

…

…

… … … …

…

 (12) 

From the formula, there are h  columns in particle 

K , which represent h  cluster centers. Each cluster is 

also a vector of n  dimension. A certain number of 

particle swarm needs corresponding number of matrices 

to store. 
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Figure 5: Cluster execution flowchart. 
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Given the initialization speed and position of each 

particle, the global optimal position and individual 

optimal position of the particle are determined. The 

fitness function in the algorithm is calculated. 

( )1 2, , , efitness   … represents the fitness of the 

algorithm. iB represents the number of clustering samples.

bn represents the sample data in the clustering. Then the 

fitness function is defined as: 

( )1 2

1 1

, , ,
iBe

e b e

i b

fitness n   
= =

= −…  (13) 

According to the above formula, the fitness function 

is calculated. When the algorithm finds the minimum 

value of the objective function, the particle position is the 

optimal position after updating. The cluster centers of 

each cluster are output. The implementation process of 

PSO algorithm for clustering is shown in Figure 5. 

The termination condition of the algorithm shown 

in the figure is that the global optimal solution no longer 

changes or reaches the maximum number of iterations. 

When the algorithm meets the above conditions, the final 

clustering result will be output. Otherwise, it will return 

to the second step to continue the iteration. So far, gene 

expression profile clustering has been completed. In 

order to better study the application performance of PSO 

algorithm, relevant experiments are designed to verify it. 

3 Experimental design and analysis 

3.1 Gene expression data set preparation 

In order to better verify the clustering ability of gene 

expression profile of the above-mentioned design, the 

experiment adopts the comparative experiment. The 

experimental data set adopts three types of gene 

expression data sets with external standards. One is the 

yeast cell cycle data set. Yeast is one of the eukaryotes 

that have all the gene sequences detected by human 

beings, which plays a huge role in the human biological 

information. Cellcycle_237 and Cellcycle_384 are used 

as experimental data sets. The second is the yeast GAL 

data set. Yeast GAL is the yeast galactose utilization 

pathway. There are certain conditions for the expression 

of galactose, that is, there is no other inhibitory sugar. 

Otherwise, it will not be expressed. This is a classic 

example with genetic control switch. It can be used as 

experimental data to enhance the persuasion of 

experimental results. The third is the development data 

set of rat central nervous system. The central nervous 

system is mainly composed of brain and spinal cord, 

which is the most important part of mammalian nervous 

system. It is very important to explore the central 

nervous system, which is used as one of the experimental 

data. Four functional classes are used as the external 

standard of clustering. Specifically, the Cell Cycle-237 

and Cell Cycle-384 datasets are used to study gene 

expression changes during the cell cycle.  

 

 

The GAL dataset is used to study galactose pathway gene 

expression, and the CNS dataset is used to study nervous 

system development. These datasets are chosen because 

they are representative, widely used in gene expression 

analysis studies, which can fully reflect the performance 

of the algorithms under different biological conditions. 

The statistical results are shown in Table 2 and Table 3. 

 

Table 2: Experimental dataset properties. 

Data set Number 

of data 

Data 

dimensi

on 

Number of 

standard 

classes 

Cellcycle-237 237 17 4 

Cellcycle-384 384 17 5 

GAL 205 80 4 

CNS 112 9 4 

 

Table 3: Number of data set classifications 

Data set Cellcycle-

237 

Cellcycle

-384 

GAL CNS 

Cluster1 49 67 83 25 

Cluster2 31 135 15 59 

Cluster3 18 75 93 27 

Cluster4 139 52 14 21 

Cluster5 - 55 - - 

 

The initial parameter values of the algorithm are 

determined uniformly preprocessing the above data: 

Particle swarm size: 30; 

Number of iterations: 1000; 

Learning factors: 1; 

Inertia factor: maximum 0.9, minimum 0.4; 

Maximum speed: 15% of search space; 

Disturbance stop algebra: 15. 

The parameter selection of PSO is based on the 

comprehensive consideration of algorithm performance 

and computational efficiency. The particle swarm size is 

set to 30 to control the computational complexity while 

ensuring the algorithm diversity. The number of 

iterations is set to 1000 to ensure that the algorithm can 

fully search the solution space to find the global optimal 

solution. In addition, the learning factor is set to 1, and 

the inertia coefficient is varied between 0.9 and 0.4 to 

balance the ability of global and local search and avoid 

falling into local optima. 

3.2 Experimental environment and 

parameter design 

In the experiment, 64-bit windows operating system is 

selected, with CPU of 2.5GHz and memory of 64G. A 

complete comparative experiment is conducted using the 

Eclipse integrated development environment, algorithm 

development language Java, and statistical analysis 

software SPSS to ensure the normal operation of the 

experiment. The laboratory environment is shown in 

Figure 6. 
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Figure 6: Laboratory environment. 

3.3 Experimental results and analysis 

In the dataset preparation, some data from the Cellcycle-

237 dataset is used as sample 1, some data from the GAL 

dataset is used as example 2, and another part of data 

from the CNS dataset is used as sample 3. The above 

samples are iterated for 5, 10, 50 and 100 times 

respectively to update the markers of each sample and 

observe the changes in each component of the marker 

sequence. At the same time, the traditional clustering 

method is used to carry out the experiment under the 

same conditions, according to the different experimental 

results. 

The experimental results of Cellcycle-237 are shown 

in Figure 7.
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Figure 7: Sample 1 experimental results. 
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Figure 8: Sample 2 experimental results. 
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Figure 9: Sample 3 experimental results. 

 

The experimental results of GAL data sample are 

shown in Figure 8. 

The experimental results of CNS data samples are 

shown in Figure 9. 

 

(a) Sample 1 (b) Sample 2
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Figure 10: Visual clustering test results for different 

methods. 

 

From the above three results, with the increase of the 

number of iterations, the tag value of the proposed 

clustering method consistently remained above 0, 

approaching 1. The differences between gene expression 

profile tag values are evident, indicating a superior 

clustering effect. The tag value of the traditional 

clustering method experiment was always less than 0, 

approaching to -1, which showed that the tag information 

of the tag points was preserved in each iteration, and the 

clustering ability was poor. In conclusion, the proposed 

PSO algorithm for gene expression profile clustering is 

superior to traditional gene expression profile clustering. 

The study conducts a visual clustering test in the form of 

a clustered molecular graph. The results are shown in 

Figure 10. 

Figure 10(a) shows the visualized clustering results 

of the four methods for sample 1. Figure 10(b) shows the 

visualized clustering results of the four methods for 

sample 2. Figure 10(c) shows the visualized clustering 

results of the four methods for sample 3. From the results 

of the three tests, compared with traditional PSO 

algorithm, K-means clustering algorithm and hierarchical 

clustering method, the designed method had more 

concentrated clustering effect and better sorting effect. 

The improved PSO algorithm shows more obvious 

clustering effect and higher sample aggregation. Taking 

clustering accuracy, contour score and computation time 

as the indexes, the results of comparative testing of the 

previous proposed methods, K-means clustering method 

and hierarchical clustering method are continued, as 

shown in Table 4. 

 

Table 4: Indicator test results of different methods 

Methods Clustering 

accuracy 

(%) 

Conto

ur 

scorin

g 

Calculatio

n time 

(seconds) 

Improved QPSO 

[5] 

92.45 0.85 120.51 

Combining SOM 

and PSO [6] 

90.37 0.86 130.75 

Combining PSO 

and modal 

algorithm [7] 

91.55 0.83 125.42 

Traditional PSO 85.25 0.75 140.61 

K-means 80.15 0.73 110.82 

Hierarchical 

clustering 

82.13 0.72 135.53 

The PSO 

algorithm 

proposed in this 

paper 

95.77 0.91 100.07 

 

From Table 4, the test results showed that the 

improved QPSO method performed the best in terms of 

clustering accuracy and contour scoring, reaching 

92.45% and 0.85, respectively, but its computation time 

was longer, at 120.50s. The method combining SOM and 

PSO, and the method combining PSO and modal 
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algorithm, had clustering accuracy of 90.30% and 

91.55%, respectively, and high contour scores, but the 

computation time was slightly longer. In contrast, the 

traditional PSO, K-means and hierarchical clustering 

methods are inferior to the improved PSO method in 

terms of clustering accuracy and contour scores. The 

proposed PSO algorithm had a clustering accuracy of up 

to 95.77%, a contour score of up to 0.91, and the shortest 

computation time of 100.07s. This indicates that the 

improved PSO method not only improves clustering 

accuracy but also maintains more stable clustering 

performance and shortens computation time. 

4 Discussion 
In this paper, an improved PSO algorithm is proposed for 

clustering gene expression profile data. The improved 

PSO algorithm enhances the global and local search 

capability by increasing the inertia weights and learning 

factors to avoid falling into local optima. Three classes 

and four sets of gene expression datasets, including cell 

cycle, GAL, and CNS datasets, are used in the 

experiments to evaluate the performance of the improved 

PSO and other clustering methods in terms of clustering 

accuracy, profile scores, and computation time. The 

results in Table 4 showed that the improved PSO 

algorithm had the highest clustering accuracy of 95.77%, 

the highest contour score of 0.91, and the shortest 

computation time of 100.07 s, which all outperformed 

the traditional PSO, K-means, and hierarchical clustering 

methods. The difference in results mainly stems from the 

trade-off between the global and local search capabilities 

of different methods, as well as the optimization of 

parameter settings. For example, the QPSO method 

proposed by Sun et al. [5] had a clustering accuracy of 

92.45% and a contour score of 0.85, but a longer 

computation time of 120.50 s. The method combining 

SOM and PSO proposed by Lam et al. [6] improved the 

clustering accuracy to 90.37% and the contour score to 

0.86, but the computation time was even longer at 130.75 

s. This is a good example of how the QPSO method can 

improve clustering accuracy and contour scores. In 

contrast, the PSO algorithm proposed in this paper 

significantly improved the clustering results by 

optimizing the inertia weights and learning factors while 

reducing the computation time. The PSO-based 

clustering technique proposed by Gad [8] showed 

excellent performance in terms of application simplicity 

and effectiveness, but its application in dealing with 

complex problems is insufficient. Rezazadeh et al. [9] 

evaluated various PSO variants, and pointed out that 

introducing different variant operators and inertia weight 

parameters improved PSO performance, but further 

exploration of promising PSO variants was necessary. 

Shami et al. [10] demonstrated diverse applications of 

PSO and its accuracy in different domains, but lacked 

statistical information about standard PSO in different 

contexts. 

In summary, the novelty of the improved PSO 

algorithm lies in the combination of multiple 

optimization strategies to improve clustering accuracy 

and computational efficiency, which has high practical 

application value. However, the current research has high 

algorithm complexity. Future research can further 

optimize the algorithm structure to reduce the 

computational complexity. Compared with the traditional 

PSO and other clustering methods, the improved PSO 

algorithm performs better in terms of computational 

complexity, and effectively improves the clustering 

effect despite the increase in computation time, which is 

consistent with the research results of Sun et al [5]. 

Therefore, the improved PSO algorithm proposed in this 

article not only significantly improves the clustering 

effect in gene expression profile clustering, but also 

exhibits better computational efficiency, providing new 

methods and ideas for the analysis of gene expression 

data. 

5 Conclusions 
This study applied PSO algorithm to gene expression 

profile clustering by improving the inertia weights and 

learning factors of PSO. This method solved the 

problems in traditional gene expression profile 

classification, which had profound significance for 

clustering research of gene expression profiles. Although 

the expression profile clustering of PSO algorithm has 

achieved the expected results, there are still some 

limitations, which need further research and discussion. 
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