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Cotton and linen fabric is a mixed textile of half linen and half cotton, which has the characteristics of 

both linen and cotton, so it is widely used in summer clothes. Shrinkage and bulk properties are 

important indicators of the quality of cotton and linen fabrics, so it is necessary to predict their 

shrinkage and bulk properties accurately. The extreme learning machine algorithm is introduced to 

predict the fluctuation range, and the particle swarm optimization algorithm is used to optimize it. 

Furthermore, fuzzy information granulation (FIG) technology is employed to achieve the dynamic 

extraction of characteristics associated with cotton-hemp blended fabrics. This is achieved through the 

construction of an FIG-PSO-ELM algorithm, the efficacy of which is subsequently verified. The 

experimental results showed that the shrinkage rate and elastic viscosity of cotton and linen blended 

fabric changed significantly within 1500 seconds. The value range was 49.2 to 51.2, and the maximum 

value was 51.15. In addition, the prediction results of the FIG-PSO-ELM method in the minimum value 

(Low), the average value (R), and maximum value (Up) sequences were consistent with the actual 

values, showing good prediction accuracy. Compared with the prediction results of the other four 

algorithms, such as BPNN, RBFNN, PSO-ELM, and traditional ELM, FIG-PSO-ELM had the smallest 

errors on the three sequences, with the lowest values of 0.0019 and 0.0368, respectively. Overall, the 

FIG-PSO-ELM method has a good prediction effect, accurately predicts the polycondensation area 

and porosity of cotton and linen fabrics, and has a good effect on the actual weaving of cotton and 

linen fabrics. 

Povzetek: Razvit je nov napovedni model FIG-PSO-ELM za natančno napovedovanje krčenja in 

poroznosti bombažnih in lanenih tkanin.

1 Introduction 

Cotton and linen fabrics are widely used in textile 

materials for summer clothing because of their natural 

environmental protection and good air permeability. 

Cotton and linen fabrics combine the strength of linen 

with the softness of cotton, complementing each other's 

advantages and disadvantages, making them excellent 

materials for textiles [1]. In cotton and linen fabrics, the 

two characteristics of shrinkage and porosity are 

important indicators to test their quality. Predicting the 

fluctuation of the two indicators is an important way to 

improve cotton and linen fabrics [2]. Domestic scholars 

have conducted in-depth research on this basis. Saricam 

C believed that the thermal conductivity, fiber, and 

shrinkage properties of blended fabrics such as cotton and 

linen helped to improve their comfort [3]. Nongnual et al. 

proposed a drop shape analysis method using a computer 

algorithm for image brightness detection, thereby 

realizing the precise estimation of the sliding angle and 

providing a new idea for the commercial use of cotton 

and linen fabrics [4]. Birkocak compared the porosity of 

different fabrics such as cotton and flax fibers and found  

 

that it helps to improve the quality and strength of cotton 

and linen fabrics [5]. However, there is currently almost 

no data-driven modeling research on the performance of 

cotton and linen fabrics, and there is no effective method 

for predicting the porosity characteristics of cotton and 

linen fabrics. Therefore, the study introduces an Extreme 

Learning Machine (ELM), and uses the Particle Swarm 

Optimization (PSO) algorithm to make the optimization 

in practical applications. It also introduces Fuzzy 

Information Granulation (FIG) technology, which 

constitutes the FIG-PSO-ELM algorithm. The purpose is 

to realize the effective prediction of the fluctuation range 

of the shrinkage and looseness characteristics of cotton 

and linen fabrics to improve its quality. 

2 Related work 

Fabric is one of the three elements of clothing, that 

affects the style and characteristics of clothing, as well as 

the color and shape of clothing [6]. In fabric quality and 

strength, polycondensation performance and porosity 

occupy a certain proportion. Therefore, accurately 

predicting the fluctuation range of the two in the process 
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of fabric production is helpful to improve its quality [7]. 

Based on this, scholars around the world have tried to 

study it in detail. Zhang et al. proposed a more 

environmentally friendly enzymatic method to improve 

the shrink resistance of wool fabrics and effectively 

improve their polycondensation performance [8]. Luo et 

al. developed a new continuous pad dyeing method, 

which effectively reduced the shrinkage of wool fabrics 

and improved their color fastness [9]. Liu et al. 

synthesized a new N-phenyl maleimide, which effectively 

improved the polycondensation performance and comfort 

of wool fabrics and enhanced their antibacterial 

properties [10]. Šaravanja et al. studied the effects of dry 

and wet cleaning on three types of fabrics, which helped 

to improve fabric strength and shrinkage properties [11]. 

Qi et al. used a two-step method to develop a cotton 

fabric with different heat transfer properties. While the 

shrinkage performance of the cotton fabric was improved, 

its thermal insulation effect was also effectively enhanced 

[12]. Fahritdinovna et al. provided constructive 

suggestions for improving the quality of national fabrics 

through an in-depth study of the fiber composition of 

garment fabrics [13]. 

In addition, Zhang et al. realized the adjustable 

porosity of medical protective garments, which is 

conducive to improving their tensile strength [14]. Fouda 

et al. studied the thermophysical properties of single 

jersey knitted fabrics to improve their wear resistance and 

air permeability [15]. Dehghan et al. analyzed the thermal 

properties of textiles to determine the effect of porosity, 

etc., which effectively helped to improve their quality 

[16]. Kim et al. studied the changes in the internal 

structure of silk gauze under different hot-pressing times, 

which helped to improve its elongation and reduce its 

porosity [17]. Kim and Um analyzed the effect of 

pressing temperature on the porosity of the fabric in detail, 

thus assisting in the production of silk non-woven fabrics 

with more properties [18]. The above contents are 

summarized in Table 1. 

 

 
Table 1: Summary of references 

Reference 

number 
Author Research Outcome Description Potential Shortcomings 

[8] Zhang et al 

Develops an eco-friendly enzymatic method 

to enhance wool fabric shrink resistance and 

shrinkage performance. 

Scale and economic analysis is 

required. 

[9] Luo et al 

Introduces a new continuous pad dyeing 

method to reduce wool fabric shrinkage and 

improve color fastness. 

Long-term fabric performance 

data are limited. 

[10] Liu et al 
Utilizes a novel N-phenylmaleimide to 

improve wool fabric properties. 

Need to increase durability 

research. 

[11] Šaravanja et al 
Examines the effects of dry and wet cleaning 

on fabric properties. 

Limited universality across 

fabric types. 

[12] Qi et al 
Develops cotton fabric with improved 

thermal properties using a two-step method. 

Applicability to other fabric 

types is not discussed. 

[13] Fahritdinovna et al 
Studies fiber composition to improve ethnic 

fabric quality. 

A thorough analysis of all 

relevant fibre properties is 

required. 

[14] Zhang et al 
Uses coating technology to adjust porosity in 

medical protective clothing. 

Assessment of comfort and 

breathability is not mentioned. 

[15] Fouda et al 
Investigates the thermo-physiological 

properties of knitted fabrics. 

Applicability to different 

knitting techniques is 

unknown. 

[16] Dehghan et al 
Analyzes the thermal properties of textiles to 

determine the role of porosity. 

Variability under different 

environmental conditions is not 

addressed. 

[17] Kim et al 
Studies the effect of hot press cycles on silk 

non-woven fabric structure. 

The effect of different pressure 

temperatures on fabric 

structure is not specified. 

[18] Kim and Um 
Analyzes the effect of pressing temperature 

on silk non-woven fabric porosity. 

Different press times and their 

effects are not discussed. 

 

A review of the literature reveals a dearth of 

data-driven modeling studies on the properties of cotton 

and linen fabrics. Furthermore, there is currently no 

method for predicting the porosity characteristics of these 

fabrics that is both relatively effective and widely 

applicable. Therefore, the study proposes the 

FIG-PSO-ELM method. The FIG-PSO-ELM method is 

proposed out of the need for accurate prediction of the 



Predicting Shrinkage and Porosity of Cotton and Hemp Fabrics… Informatica 48 (2024) 63–76 65 

polycondensation properties and porosity of cotton and 

linen fabrics, which is crucial to ensure product quality 

and production efficiency. Existing studies lack effective 

data-driven models to dynamically predict these 

characteristics, but FIG-PSO-ELM provides an 

innovative solution by combining FIG technology to 

process dynamic data and using PSO algorithm to 

improve the prediction accuracy of ELM. 

 

3 The shrinkage performance and 

porosity of cotton and linen fabrics 

based on the ELM algorithm 

3.1 ELM Algorithm for Data-Driven 

Modeling 
To improve the polycondensation performance and 

porosity of cotton and linen fabrics, ELM is used to 

predict the range of variation of polycondensation 

performance and porosity of cotton and linen fabrics, and 

the effectiveness of the design is verified. As a new type 

of feed-forward neural network with a single hidden layer, 

ELM has the corresponding weights of randomly 

generated input layers and the relevant thresholds of 

hidden layers. ELM does not need to make any 

adjustments. Only by setting the number of neurons in the 

hidden layer, the optimal solution can be obtained by 

using the least square method. Compared with the 

traditional neural network, ELM solves the problem of 

inefficiency and complex parameter updating caused by 

the back-propagation algorithm, and also simplifies the 

network parameter setting, fast training, and 

generalization performance [19]. The simplest three-layer 

ELM network structure is shown in Figure 1. 

 

Input layer(                           )

Output layer(                         )

Hidden layer

(    )j

1 2, , ,i i ipx x x

j

j

1 2, , ,i i iqy y y

 

Figure 1: Schematic diagram of three-layer ELM network structure 

 

From Figure 1, the three-layer ELM includes an 

input layer, a hidden layer, and an output layer, and the 

activation function selected inside must be infinitely 

differentiable in any range. Among them, e  represents 

the maximum number of particles in the input layer. q  

represents the maximum number of particles in the output 

layer. In addition, the corresponding expression of ELM 

output in hidden layer neurons is expressed in formula 

(1). 

( ) ( )
1

L

i j j i j

j

f x g x  
=

= +      (1) 

 

In formula (1), ( )if x  represents the output value 

of the hidden layer ELM. L  represents the number of 

neurons in the hidden layer. j  represents the j -th 

neuron. i  represents the number of training samples. 

j  represents the connection weight between the hidden 

layer neurons and the output layer. ( )g   is the 

activation function of the hidden layer. j  represents 

the weight of the input layer. ix  represents the input 

value of the input layer. j  represents the threshold of 

the hidden layer neurons. The purpose of ELM learning is 

to minimize the output error, so its expression is formula 

(2). 

( )
1

0
M

i i

i

f x y
=

− =        (2) 

 

In formula (2), M  represents the maximum 

number of training samples. iy  represents the output 

value of the output layer. According to formula (2), there 

is an equation between the weights of the two sections, 

the weights of the input layer, and the output of the 

output layer. Its expression is shown in formula (3). 

( )
1

L

j j i j i

j

g x y  
=

+ =       (3) 

 

According to formula (3), the matrix expression can 

be introduced to simplify it accordingly. Its simplified 

expression is shown in formula (4). 
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In formula (4), H  represents the output matrix of 

the hidden layer.   represents the output weight matrix 

of the hidden layer. Y  represents the expected output 

matrix. R  represents the overall matrix. Since the input 

layer weights and hidden layer thresholds of H  ELM 

are random, they can be regarded as a known output 

matrix. On this basis, according to the value   that can 

be obtained by the least square method, its evaluation 

formula is shown in formula (5). 

 

ˆ H Y +=              (5) 

 

In formula (5), H +  represents the narrow sense 

inverse matrix. According to the derivation process of 

formula (1) to formula (5), the training process of the H  

ELM algorithm can be given. Its training process is 

shown in Figure 2. 
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Figure 2: ELM algorithm training process 

 

From Figure 2, the training process of the ELM 

algorithm first gives multiple training samples, and sets 

the number of hidden layer neurons and activation 

functions. Second, it uses the random principle to set the 

weights and hidden layers of the output layer and the 

layer threshold. Then, it calculates the output hidden 

layer matrix according to formula (4) and the given 

activation function. Finally, the output weight is 

calculated according to formula (5), and the model 

obtained at this time is trained and can be directly used to 

predict the test samples. After the ELM training process, 

it can be known that the ELM is derived from a single 

hidden forward neural network, which also has the 

nonlinearity of the neural network. Compared with the 

traditional neural network, ELM only needs to set the 

number of neurons in the hidden layer in the initial stage, 

which reduces the cost of learning time and improves the 

versatility of the network. Therefore, in this study, ELM 

is selected as the basic algorithm to predict and model the 

shrinkage and porosity of cotton and linen fabrics. 

 

 

3.2 PSO-ELM algorithm and FIG technology 
In the actual production process of cotton and linen 

fabrics, dynamic data is used much more frequently than 

static data, and the data in the database is stored fluidly, 

that is, the data is generated sequentially. However, when 

training the ELM algorithm, all training samples are used 

to compute the output matrix. If the training samples are 

dynamic, the ELM algorithm will train every time a new 

training sample arrives until all new samples have arrived 

and no new samples have been generated. This will 

consume a lot of time. In addition, the polycondensation 

process of cotton and linen fabrics has the characteristics 

of high nonlinearity and complexity, so it is necessary to 

improve the traditional ELM to strengthen the stability of 

the prediction model. The PSO algorithm is a method 

based on swarm intelligence to achieve the optimal goal 

through optimal particle accumulation and optimal 

tracking [20]. During the iterative process of the PSO 

algorithm, the velocity and position need to be updated. 

Its velocity and position updating formulas are shown in 

formulas (6) and (7). 
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( ) ( )1

1 1 2 2

t t t t

od od od od bd odv v c r p x c r p x+ = + − + − (6) 

Formula (6) is the particle velocity update formula. 

Among them, 
1t

odv +
 represents the updated particle speed. 

t

odv  represents the particle speed before the update.   

is the inertia weight, which can adjust the searchability of 

the particle.   represents the current iteration number. 

odp  is the extreme value of the particle individual. bdp  

represents the group extreme value of the particle swarm. 
c  is the learning factor, which can adjust the flight step. 

r  is a random number, whose value is maintained 

between [0, 1]. d  represents the dimension of the 

particle. 

1 1t t t

od od odx x v+ += +          (7) 

Formula (7) is the particle position update formula. 
1t

odx +
 represents the updated particle position. In addition, 

the expressions of individual extremum and group 

extremum of particles in formula (6) are shown in 

formula (8) and formula (9). 

( )1 2, , ,o o o oDp p p p= L        (8) 

In formula (8), o  represents the serial number of 

the particle in the individual extremum. D  is the 

maximum value of the particle dimension. 

( )1 2, , ,b b b bDp p p p= L        (9) 

 

In formula (9), b  is the serial number of the 

particle in the population extremum. From the principle 

of PSO algorithm and formula (6) to formula (9), PSO 

has the advantages of fast convergence, fewer parameters 

and simple and easy implementation. Therefore, the study 

combines the PSO with ELM to obtain the PSO-ELM, 

which effectively improves the efficiency. The training 

steps of PSO-ELM are shown in Figure 3. 
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Figure 3: PSO-ELM training steps 

 

From Figure 3, the training steps of the PSO-ELM 

algorithm network can be roughly divided into three steps. 

First, the population is generated. For complex problems, 

the number of particles can be set to 100-200. The 

particles in the population consist of an input weight 

matrix and a hidden layer offset. Second, the ELM 

algorithm is used to compute the corresponding weight 

matrix, and the training samples are used to compute the 

root mean square error of each particle to compute the 

fitness value of the PSO-ELM algorithm. Finally, the 

optimal fitness value is output. In addition, the research 

also uses FIG technology to extract the characteristics of 

the time series of fabric shrinkage. Information 

granulation is first proposed by Professor LAZ adeh in 

the United States. It essentially decomposes the similarity 

of elements in the set into a series of subsets, and each 

subset is a particle of information. There are three basic 

theories in the information granulation model, among 

which the fuzzy set theory is chosen in the research. The 

reason is that the fuzzy set theory can better describe 

incomplete knowledge. The expression of FIG 

technology, which is constructed based on information 

granulation and fuzzy set theory, is shown in formula 

(10). 

( )a z is A is =      (10) 

In formula (10), A  represents the fuzzy subset. z  

represents the variable in the domain of discourse.   

represents the probability that the variable falls in the 

fuzzy subset. In a given time series, the granulation 

process of fuzzy information is mainly divided into two 

stages, which are window segmentation and fuzzy 

processing. Window segmentation is to divide the time 

series into several small sequences at equal intervals, and 

each small sequence is an operation window. 

Fuzzification is to establish a fuzzy particle in each 

operation window, that is, a fuzzy subset that can express 

variables reasonably. In formula (10), the task of 

fuzzification is to determine the membership function of 

the fuzzy subset. Generally, in the process of granulation, 

the shape of fuzzy particles must be determined first, and 
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then their degree of membership can be determined. The 

study uses a triangular blur particle. The membership 

function expression of this particle is shown in formula 

(11). 

( )
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W z a m n r

r z
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r n

z r




−
  
 −

= 
−  

 −
 

  (11) 

In formula (11), a , m  and r  are the parameters 

of the fuzzy subset, which correspond to the minimum 

value (Low), the average value (R), and maximum value 

(Up) of the operation window, respectively. W  

represent the membership function of the fuzzy subset. 

The specific steps of the granulation method used in the 

study are shown in Figure 4. 
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Figure 4: Specific steps of the granulation method used in the study 

 

From Figure 4, the granulation method first 

determines the average parameter of fuzzy particles, then 

determines the minimum parameter of fuzzy particles, 

and finally determines the maximum parameter of fuzzy 

particles. When determining the Low value of fuzzy 

particles, the corresponding calculation formula is shown 

in formula (12). 

( )

( )

2
k

k

N
x

W x

MinimizeQ a
m a

 
  

 



=
−


    (12) 

In formula (12), x  represents the element in the 

time series, and the maximum value is Nx .     

represents the sign of rounding down. In addition, when 

determining the Up value of fuzzy particles, the 

corresponding calculation formula is shown in formula 

(13). 

( )
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W x

MaximizeQ r
r m

 
  

 



=
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   (13) 

In formula (13),     is the sign of rounding up. In 

data preprocessing, FIG technology is mainly used for 

in-depth data analysis. In data-driven model research, 

FIG and machine learning are generally combined to 

perform step-by-step interval prediction based on the 

original point prediction. FIG technology is excellent in 

feature extraction and can realize effective interval 

prediction, so it is used in research to predict the 

shrinkage performance of cotton and linen fabrics and the 

fluctuation range of porosity. 

 

3.3 Prediction of polycondensation 

performance and porosity fluctuation range 

of cotton and linen fabrics based on 

FIG-PSO-ELM 
In the prediction of the fluctuation range, the research 

combines FIG technology with PSO-ELM to obtain the 

FIG-PSO-ELM algorithm. Its core firstly combines the 

obtained three characteristic components, namely the 

maximum, average and minimum three characteristic 

components, in a certain period, which reflects the 

fluctuation range of shrinkage performance. Secondly, 

since it is static to use the past amplitude to predict the 

future amplitude, the combination of FIG and PSO-ELM 

algorithms can effectively predict the characteristic 

components. The variations in shrinkage and porosity of 

cotton and linen fabrics will have a certain impact on the 

subsequent textile relief. Therefore, it is necessary to 

abandon the traditional idea of point prediction and 

expand to the prediction of its fluctuation range. The 

shrinkage performance of cotton and linen fabrics refers 

to the use of a fixed clip to secure the two ends of the 

fabric under standard atmospheric pressure. Under the 

action of external force, one end of the fabric gradually 

shrinks toward the other end. When the fabric is gathered 
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to the maximum without wrinkles, the ratio of the length 

of the fiber after movement to the original length of the 

fabric is the final shrinkage rate [21]. Bulkiness refers to 

the ratio of the length of movement of a fabric to the 

original length of the fibers, where one end of the fabric 

is held together by external force and the other end 

shrinks inward without wrinkling [22]. Based on this, the 

research builds the FIG-PSO-ELM algorithm model, and 

its process is shown in Figure 5. 
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Figure 5: FIG-PSO-ELM algorithm model flow diagram 

 

From Figure 5, the FIG-PSO-ELM process is mainly 

divided into two stages: offline training and online 

prediction. In the offline training stage, firstly, the 

original time series-related data of cotton and linen fabric 

shrinkage and porosity are used as samples. Secondly, the 

size of the corresponding window is divided, and the 

sample is fuzzy information granulated using the formula 

(11). Then the step size is determined and the first three 

quarters of the data of each sequence are set as training 

samples and the remaining data as test samples. Next, the 

three sequences of Low, R, and Up are normalized and 

processed to [0, 1]. After the normalization process is 

completed, the three sequences in the training samples 

can be input into the ELM for corresponding training. 

Finally, the average deviation is used as the adaptive 

degree function based on the training samples, and the 

PSO is utilized to optimize the weight of the ELM and 

the hidden layer threshold. In the online test phase, first, 

the three sequences in the test sample are input into the 

ELM model trained in the offline phase for the 

corresponding prediction. Second, the predicted results 

are compared with the actual results. When the offline 

training is used to normalize the three-sequence data, the 

corresponding normalization formula is shown in formula 

(14). 

min

max min

i

i

x x
x

x x

−
=

−
         (14) 

 

In formula (14), x  is the normalized data. ix  

represents the data of a certain attribute in the training 

sample. minx  and maxx  are the minimum and maximum 

values of the column data corresponding to the attribute. 

In addition, before the experiment, it is necessary to set 

the corresponding performance index. The study uses the 

mean square error and means absolute error of the test 

sample as the evaluation index to analyze the prediction 

error accordingly. The corresponding calculation formula 

is shown in formula (15). 
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    (15) 

 

In formula (15), MSE  represents the mean square 

error. D  represents the number of test samples. i  

represents the actual value of the test sample. i   is the 

predicted value of the test sample. MAE  represents the 

mean absolute error. 

 

4 Performance analysis of 

FLG-PSO-ELM in practical 

applications 
To verify the effectiveness of the FLG-PSO-ELM 

algorithm in predicting the shrinkage performance and 

porosity fluctuation range of cotton and linen fabrics, the 

research carried out corresponding simulation training. 

Before the experiment, the research set up the 

experimental data according to the corresponding 

experimental conditions (the main data resources came 
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from a company's distributed control system). The 

content is shown in Table 2. 
 

 
Table 2: Pre-setting content of experimental data 

Number of original 

sequence data 

Time between 

windows 
Number of windows 

Input value in the 

next window 

Time (Coagulation 

performance 

characteristics) 

1440 5min 288 
First four windows 

 
First 20 minutes 

Time (Characteristic 

fluctuation range) 

Number of 

samples 
Training sample data Test sample data 

Operating 

environment 

5 minutes after 284 Top 3/4 Rear 1/4 MATLAB R2017a 

 

From Table 2, the study takes one minute as the 

sampling period to analyze the characteristics of 

shrinkage and bulkiness of 1440 cotton and linen fabrics. 

In a 5 -minute window, the fuzzy information of the 

original time series data is granulated, and a total of 288 

windows are set. The values of the first 4 windows are 

used as input to predict the next window. In the first 20 

minutes, the eigenvalues are used to predict the range of 

characteristic fluctuations in the next 5 minutes, and 284 

samples are obtained, of which the first 3/4 are used as 

training samples, and the rest are used as test samples for 

model testing. The environment for the experiment is 

chosen from Matrix Lab (MATLAB). The study first 

compares the distribution of its original shrinkage and 

porosity characteristics with the distribution after FIG, 

and the results are shown in Figure 6. 
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Figure 6: Comparison results of original characteristic distribution and distribution after FIG 
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From Figure 6(a), within the 1500s of collection, the 

shrinkage and bulk intrinsic viscosity of cotton and linen 

fabrics are in a state of violent fluctuation, and the values 

are maintained between 49.2-51.2. Among them, within 

1000-1500s, the maximum and minimum values are 

reached, which are 51.15 and 49.3, respectively. From 

Figure 6(b) that after it is processed by FIG, the values of 

the three sequences are maintained on one line, and the 

values are roughly between 49.25-51.25. To sum up, the 

FIG-processed data are roughly kept on the original data 

line, which meets the requirements of the experiment. On 

this basis, the study takes the Low, R and Up series as 

examples, and uses the FIG-PSO-ELM method to predict 

them. The prediction results are shown in Figure 7. 
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Figure 7: FIG-PSO-ELM prediction results on three sequences 
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Figures 7(a)~7(c) are the comparison results of the 

predicted value and the real value of the Low sequence, R 

sequence, and Up sequence, respectively. From Figure 

7(a), when the granularity window is between 0-20, there 

is a discrepancy between the actual Low value and the 

Low predicted by FIG-PSO-ELM, which is maintained 

between 50.05-50.6. When the granularity window is 

between 20-70, the Low of the two is the same, 

maintained between 49.35-50.95, and the maximum value 

appears when the granularity window is between 30-40, 

which is 50.95. From Figure 7(b), the predicted R-value 

obtained by using FIG-PSO-ELM is consistent with the 

actual R-value, and the value is maintained between 

49.4-51.0. Among them, the maximum value also appears 

in the grain window of 30-40, which is 51.0. From Figure 

7(c), the actual Up value is consistent with the predicted 

value. The maximum still occurs in the graining window 

of 30-40 at 51.15. On the whole, the prediction results of 

the FIG-PSO-ELM selected in the study on the three 

sequences are consistent with the actual results, showing 

a high accuracy rate and strong effectiveness. 

To further test the accuracy of the FIG-PSO-ELM, 

the study introduces Back-Propagation Neural Network 

(BPNN) and Radial Basis Function Neural Network 

(RBFNN). At the same time, PSO-ELM and traditional 

ELM models are selected, and the prediction results of 

the four algorithm models and the FIG-PSO-ELM model 

on the three sequences are compared. The results are 

shown in Figure 8. 
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Figure 8: Prediction results of five algorithms on three sequences 

 

From Figure 8, the predicted results of 

FIG-PSO-ELM are consistent with the actual results, and 

the values of the three are roughly maintained between 49 

and 51. However, other algorithms will always have 

some differences under different granulation windows, 

especially the traditional ELM algorithm, which has 

obvious fluctuations, and the predicted results are quite 

different from the actual results. When the number of 

granulation windows is 20-40, there is an obvious gap. 

The minimum values of Low, R, and Up sequences are 

45.1, 39.5, and 44.2, respectively, which show a poor 

fitting effect. On the whole, the performance effect of 

ELM is the worst, BPNN reduces the error due to the 

additional back-propagation process, and PSO-ELM uses 
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the PSO algorithm to optimize the parameters of ELM, 

thus avoiding the problem of decreasing prediction 

accuracy. The proposed FIG-PSO-ELM algorithm shows 

the highest prediction accuracy. In this process, after 

comparing the predicted values of the five algorithm 

models with the actual values, the corresponding MSE  

values and MAE  values are obtained. The study 

compares the two error values between different 

prediction models, and the results are shown in Figure 9. 
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Figure 9: Error comparison results of five algorithms on three sequences 
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From Figure 9, in the comparison of Low sequence 

errors, the MSE  and MAE  values of the 

FIG-PSO-ELM are the lowest, which are 0.0027 and 

0.0369, respectively. The two error values of ELM are 

higher than other algorithms, and the highest MSE  

value reaches 1.1017. In the R sequence, the lowest 

MSE  and MAE  values of FIG-PSO-ELM are 0.0019 

and 0.0387 respectively, and they are still far lower than 

1.1861 and 0.5115 of the ELM algorithms models when 

the test time is higher than 0.0007s of ELM. Likewise, 

both errors of FIG-PSO-ELM are the lowest in the Up 

sequence. In general, the FIG-PSO-ELM model has good 

stability, and its prediction error remains unchanged for 

different sequence components; The stability of the 

PSO-ELM algorithm model is also good, and the 

prediction error is slightly higher than that of FIG- 

PSO-ELM. In terms of test time, the time spent by 

FIG-PSO-ELM is shorter than that of ELM. Therefore, 

the use of the FIG-PSO-ELM method can accurately 

predict the fluctuation range of shrinkage and porosity of 

cotton and linen fabrics, so that it can effectively improve 

its wrinkle resistance and reduce its surface roughness in 

weaving. Finally, the FIG-PSO-ELM algorithm is used to 

predict the polycondensation performance and porosity of 

various fabric types, namely cotton, linen, cotton-linen 

blend, silk and wool, to verify the generalization ability 

and accuracy of the algorithm. The experimental results 

are shown in Figure 10. 
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Figure 10: Experimental results 

 

In Figure 10, the horizontal coordinates 1-5 

represent cotton, hemp, cotton-hemp blend, silk, and 

wool, respectively. The FIG-PSO-ELM model performs 

well in predicting the shrinkage performance and porosity 

of different fabric types, with low MSE  and MAE , 

indicating that the model can provide accurate predictions. 

Cotton and silk fabrics have the highest accuracy, while 

wool fabrics have relatively large errors, indicating that 

special optimization of the model may be required for 

some special fabric characteristics. In summary, the study 

not only proves the generalization ability of 

FIG-PSO-ELM algorithm, but also provides a practical 

forecasting tool for the textile industry in fabric quality 

control and production efficiency improvement. 

5 Conclusion 

To achieve effective control in the production of cotton 

and linen fabrics, and to improve their polycondensation 

performance and porosity, the PSO algorithm was used to 

optimize the ELM, and FIG was selected to extract the 

polycondensation and porosity characteristics of cotton 

and linen fabrics. The FIG-PSO-ELM algorithm was 

proposed and its effectiveness was verified. The results 

showed that within the 1500s of the collection, the 

intrinsic viscosity of cotton and linen fabrics fluctuated 

greatly, and the value was roughly maintained between 

49.2-51.2. When the time was 1000-1500s, it reached the 

maximum (51.15) and minimum (49.3) value. In addition, 

on the Low, R, and Up sequences, the values predicted by 

the FIG-PSO-ELM were roughly the same as the actual 

values, maintaining between 49-51, showing high 

accuracy. At the same time, comparing with the 

predictive results of the other four algorithms on the three 

sequences, it was found that the FIG-PSO-ELM had the 

highest degree of agreement between the predictive 

results and the actual results. The ELM was the lowest, 

and the R sequence value reached a maximum of 39.5. 

On this basis, the study compared the sum of the five 

algorithms in MSE  and MAE . It was found that the 

values of the FIG-PSO-ELM on the three sequences were 

significantly lower than those of the other four algorithms, 

with the lowest MSE  value being 0.0019 and the 

MAE  lowest value being 0.0368. In a word, the 
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FIG-PSO-ELM algorithm presented in the study shows 

high performance, which can accurately predict the 

fluctuation range of shrinkage and porosity of cotton and 

linen fabrics, and has a good effect on improving the 

quality of cotton and linen fabrics. However, the study 

only explores part of the content of the prediction model, 

which can be further explored in the subsequent defect 

detection. 

Although the FIG-PSO-ELM algorithm has shown 

remarkable results in predicting the shrinkage 

performance and porosity of cotton and linen fabrics, 

future work can further expand its application and 

improve its performance. Specifically, a fault detection 

mechanism can be integrated to identify production 

anomalies in real-time, and the algorithm's generalization 

ability under different structures and conditions can be 

tested. Moreover, the efficiency of the algorithm can be 

optimized to handle real-time data streams, and a 

user-friendly interface can be developed to enhance the 

interaction experience. In addition, conducting long-term 

performance evaluations, fusing multi-modal data to 

improve the depth of predictions, improving the 

interpretability of algorithms, and promoting 

interdisciplinary collaboration are all potential directions 

to advance the field. Through these improvements, the 

FIG-PSO-ELM algorithm is expected to achieve a wider 

application in the textile industry and provide higher 

value. 

6 Discussion 

The proposed FIG-PSO-ELM method shows excellent 

performance in predicting polycondensation properties 

and porosity of cotton and linen fabrics. In previous 

studies, as described in reference [8], [9], and [10], 

enzymatic methods, continuous pad dyeing techniques, 

and the application of novel N-phenylmaleimide were all 

aimed at improving specific properties of wool fabrics. 

However, these methods mainly focused on specific 

fabric handling techniques without involving the use of 

data-driven models for performance prediction. In 

contrast, the FIG-PSO-ELM method uses advanced 

data-driven technology to dynamically predict fabric 

characteristics, which has significant advantages in 

real-time monitoring and production adjustment. The 

performance advantage of the FIG-PSO-ELM method 

can be attributed to several key factors. First of all, the 

improvement of the algorithm, especially the 

optimization of ELM by the PSO algorithm, improves the 

prediction accuracy and generalization ability of the 

model. Secondly, the application of FIG technology 

enhances the processing power of dynamic data, enabling 

the model to more accurately capture fluctuations in 

fabric characteristics. In addition, compared with 

traditional ELM and other neural network models, 

FIG-PSO-ELM is more efficient in data processing, as 

reflected in the experimental results, and its prediction 

error is significantly lower than other methods. 

The FIG-PSO-ELM method has brought new 

contributions to the textile field. Its superior prediction 

accuracy and efficiency make it have important 

application value in the quality control of cotton and linen 

fabric production. This method can not only reduce the 

number of unqualified products but also improve 

production efficiency and reduce costs. In addition, the 

application of the FIG-PSO-ELM method can be 

extended to other types of fabrics and textile materials, 

providing new possibilities for the intelligence and 

automation of the textile industry. 
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