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The COVID-19 pandemic has provided an unprecedented amount of information in news outlets, which 

include scientific, health-related, political, economic, and social narratives. This study compares the 

effectiveness of machine learning and deep learning algorithms for classifying text data, with a certain 

emphasis on how well the former handle COVID-19 news narratives. The study dataset contains news 

articles regarding COVID-19. To achieve the primary purpose of this research is to classify COVID-

19 related news, we integrate multiple datasets. The analysis reveals machine learning models exhibit 

superior performance in text data classification. In particular, the Random Forest model reaches a 98% 

accuracy rate. In contrast, with regards to deep learning models, the Bidirectional Long Short-Term 

Memory model with FastText integration turns out to be the best option due to its exceptional accuracy. 

Exploratory data techniques such as topic modeling and word cloud approaches are incorporated to 

uncover hidden patterns in the data. Pre-trained (e.g., deep learning) and non-pre-trained ML models 

are implemented highlighting the versatility of ML in text classification tasks. The specific purpose to 

compare to the deep learning and machine learning algorithm to classification of the new article. 

Notably, a predictive model employing Bi-LSTM with the FastText pre-trained model achieved an 

impressive 94% accuracy in classifying COVID-19 news reports.  

Povzetek: Primerjalna analiza modelov ML in DL za klasifikacijo novic COVID-19 razkrije RF kot 

najbolj natančno (98 %), medtem ko Bi-LSTM s FastText (94 %) odlikuje kontekstualno razumevanje, 

kar izboljšuje učinkovitost klasifikacije besedila. 

 

1 Background of the study 

Natural language processing has made extensive use of 

text classification to divide texts into different classes. In 

the context of COVID-19 news articles, text classification 

is crucial for identifying and categorizing the vast amount 

of information generated daily. In text categorization 

tasks, machine learning algorithms have demonstrated en-

couraging results, especially when applied to COVID-19 

news items. Empirical evaluation has been conducted to 

determine the efficacy of several machine learning tech-

niques for text classification of COVID-19 news items.  
Jin et al. (2024) investigated the use of AI techniques, such 

as natural language processing and machine learning, to 

improve text classification [1]. Their findings highlight 

the potential of technologies to enhance accuracy and ef-

ficiency in text processing, supporting information re-

trieval and decision-making despite operational chal-

lenges. Didi et al. (2022) undertook studied on the catego-

rization of tweets related to COVID-19 using machine 

learning methods and analysed public sentiment about the 

pandemic through their novel hybrid feature extraction 

method that combines syntactic elements with semantic 

aspects for more accurate text data representation and en-

hanced classification. Their research built upon previous 

work exploring Twitter's potential in understanding public 

opinion during the pandemic, focusing on sentiment anal-

ysis using ML models as naïve Bayes and Logistic Regres-

sion [2]. The authors demonstrated with a focus on diag-

nostics and predictive modelling. It emphasized deep 

learning's impact on healthcare applications, especially 
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Convolutional Neural Networks while addressing chal-

lenges like data scarcity and diversity [3]. Abdeen et al. 

(2021) introduced NeoNet, a cutting-edge machine learn-

ing algorithm created to categorize news stories and med-

ical papers about COVID-19 according to their degree of 

veracity. Leveraging advanced Term Frequency-Inverse 

Document Frequency bigram features, NeoNet enables ac-

curate prediction of document relevance and accuracy, 

with the goal of widespread adoption across various social 

media platforms [4]. In his evaluation of the COVID-19 

pandemic's fake news prevalence and its effects, Abhishek 

Koirala discussed earlier studies on the identification of 

fake news and brings up the establishment of the Liar Da-

taset. The study addressed new challenges posed by 

COVID-19-related news, experimenting with deep learn-

ing models to improve classification accuracy but notes 

inconsistencies in the dataset that may hinder this process 

[5]. 
The methodologies and efficacy of neural network and 

neuro-fuzzy algorithms in detecting Covid-19-related dis-

information on social media are thoroughly examined by 

Ravichandran and Keikhosrokiani (2023) [6]. This study 

highlights the role of NF and NN methodologies in as-

sessing their strengths, and limitations, and providing rec-

ommendations for future research. Chughtai et al. (2021) 

paper emphasizes the role feature selection has in model 

performance and uses benchmark datasets to demonstrate 

the efficacy of their SVM classifier using MMR algo-

rithm, emphasizing its improvement in F1-score and role 

in detecting misinformation [7]. Arbane et al. (2023) stress 

the importance of using advanced machine learning algo-

rithms for automatic sentiment analysis to gain insights 

from social media data during the COVID-19 pandemic 

[8]. Previous studies, including those by Mansoor et al. 

(2020) and Samuel et al. (2020) used various machine-

learning models to evaluate public sentiments at different 

pandemic stages, revealing details such as the impact of 

lockdowns on emotional responses [9,10]. Additionally, 

other researchers incorporated deep learning methods to 

examine sentiments [11]. Using machine learning classifi-

ers [11], researchers investigated sentiments expressed on 

Twitter during the pandemic using various machine learn-

ing classifiers and predicts sentiments in two datasets col-

lected before and after lockdown periods. The results sug-

gest changes in public sentiment during and after lock-

downs, providing insights into public opinion dynamics in 

response to the pandemic and associated restrictions [12].  

Dangi et al. (2022) examines the nature of COVID 19 

news coverage across the United Kingdom, India, Japan, 

and South Korea using topic modeling and sentiment anal-

ysis with top2vec and RoBERTa to deeply analyse a large 

amount of news data. It introduces an extensive approach 

that utilizes the top2vec algorithm to identify underlying 

topics in news articles, and RoBERTa for categorizing 

sentiments [11]. They focused on sarcasm detection using 

lexical and word embedding approaches while others de-

veloped systems for identifying fake news by analysing 

sentiment and named entity features from Twitter data 

[12]. Madani (2021) discussed about the MVEDL ensem-

ble deep learning model, which is intended to categorize 

tweets about COVID-19 as informative or not. They eval-

uated on the "COVID-19 English labelled tweets" dataset, 

transformer models like RoBERTa, BERTweet, and CT-

BERT that demonstrated a strong performance with an ac-

curacy of 91.75% and an F1-score of 91.14% [14].  Malla 

and Alphonse (2021) investigate how well several trans-

former-based models—including BERT, RoBERTa, AL-

BERT, and DistilBERT perform in text classification for 

uses like sentiment analysis and the identification of false 

news. Their findings suggest that these models can signif-

icantly improve accuracy in classifying challenging data 

types found on social media platforms [15].   

Qasim et al. (2022) explores the application of domain-

specific BERT-based models, such as BioBERT and 

CovBERT. They highlight the superiority of CovBERT in 

handling vocabulary deficiencies in scientific summaries, 

achieving up to 94% accuracy compared to its predeces-

sors [16]. They also examine the transition from machine 

learning to deep learning models and highlight the poten-

tial of the Cov-Dat-20 dataset in assisting epidemiologists 

in addressing the challenges posed by COVID-19. Kha-

dhraoui et al. (2022) explores sentiment analysis of 

COVID-19-related tweets, covering research in different 

languages like Nepali and review underscores the con-

straints of current methodologies. They support a back-

drop for the authors' exploration of hybrid feature extrac-

tion methods to enhance the classification of Nepali 

COVID-19 tweets [17].  Shahi et al. (2022) integrates Bi-

directional Long Short-Term Memory neural networks 

with local interpretable model-agnostic explanations, aim-

ing for an effective model and proposes experimentation 

with different RNN-based models, machine learning tech-

niques, explains ability methods such as LIME and SHAP 

using datasets like the Constraint 2021 COVID-19 fake 

news dataset and the WNUT COVID-19 tweet dataset 

[18].   
The challenge of accurately classifying biomedical papers 

related to the COVID-19 pandemic into relevant catego-

ries addressed by Ahmed et al. (2022). They look into nu-

merous machine learning approaches such as document 

representation strategies, neural networks and random for-

ests, focusing on a subset of the Lit Covid corpus and em-

ploying pre-processing and feature engineering methods 

such as TF-IDF, BOW, and BERT embedding [19].  

Rabby and Berka (2023) discusses a range of studies re-

lated to the detection of fake news and spam, including 

exploration of review spam across millions of Amazon re-

views, identification of spam in Arabic texts, comparison 

of different machine learning models using n-gram analy-

sis to flag false information and focus on online articles 

for detecting fake news with a high accuracy rate [20]. 

Etaiwi (2022) also build an ensemble model utilizing fu-

sion vector multiplication on a COVID-19 English fake 

news dataset, with a 98.88% accuracy and an F1-score of 

98.93% for achieving high performance in their model 

evaluation [21].  Malla and Alphonse (2022) discuss the 
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challenge of classifying Covid-19 misinformation on so-

cial media conducting a systematic review of studies from 

2018 to 2021 that use various machine learning techniques 

of misinformation classification, evaluates their effi-

ciency, strengths, and limitations. They propose a novel 

hybrid ANFIS-DNN model to enhance accuracy and ef-

fectiveness in this domain [22].  
Ravichandran and Keikhosrokiani (2023) present a novel 

collection of 24 Information Society (IS) laws, exploring 

their connections with electronics and artificial intelli-

gence (AI) [23]. These laws highlight exponential growth 

in areas such as processing, storage, and communication, 

while addressing their societal and economic impacts. The 

researchers also discuss how AI advancements contribute 

to electronics and broader IS progress, emphasizing their 

interdependence and potential future developments [24].  

Janko et al. (2021) investigate factors influencing the early 

spread of COVID-19 across countries, focusing on the pe-

riod before countermeasures [25]. By analyzing a diverse 

dataset with statistical methods and machine learning 

(ML) feature selection, they identify key factors like cul-

ture, development, and travel. They also use a novel rule 

discovery algorithm to explore factor interconnections, 

cautioning against overreliance on ML alone. The best 

model, using a decision tree classifier, predicts infection 

classes with about 80% accuracy. The researcher of [26] 

presents SentiTextRank, an emotional variant of Tex-

tRank, for extractive summarization and classifying sen-

tences into eight emotional categories from SenticNet, 

SentiTextRank using both single and multi-document 

summarization tasks. The work of  authors in [27] investi-

gate the emotional component of successful medical web 

pages related to spine pathology, hypothesizing that they 

would exhibit distinct emotional patterns. Using sentiment 

analysis and machine learning, the study retrieves high 

classification accuracy, with disgust emerging as a key 

emotion. The findings suggest that digital content impacts 

patients' biopsychosocial ecosystems, influencing chronic 

pain and health behaviours, raising ethical concerns for 

health information providers. 

The comprehensive review of existing literature on text 

classification in the context of COVID-19 indicates sev-

eral significant areas where further research is needed. The 

application of natural language processing, deep learning, 

and machine learning methods for categorizing docu-

ments, and analyzing sentiment, and fake news identifica-

tion has advanced significantly, yet there are still un-

addressed issues. To begin with, despite numerous studies 

focusing on fake news detection and sentiment analysis, 

the lack of standardized datasets and inconsistent labelling 

practices poses challenges for model generalization and 

benchmarking. Additionally, many studies have predomi-

nantly focused on English-language datasets without con-

sidering the requirement for multilingual models to com-

bat misinformation across diverse cultural and linguistic 

contexts. While some research acknowledges the  

 

 

 

 

Table 1: Comparison among the related articles. 

Autor 

and 

Title 

Refer-

ences 

Dataset Algorithm Result 

[2] Tweets da-

taset  

 

TF-IDF, 

Word2Vec, 

Glove, and 

FastText, 

SVM. 

Fast Text with TF-IDF 

performed better 

[4] COVID-19 

News Articles 

Open Re-

search dataset 

 TF-IDF, NN, 

SVM, and 

RF, NeoNet. 

NeoNet better perform 

 

[5] COVID-19 

News articles 

dataset 

LR, Embed-

ded LSTM, 

LSTM, Bidi-

rectional 

LSTM. 

Embedded LSTM Hy-

brid models better per-

former 

[6] COVID-19 

News dataset 

between July 

2018 and 

May 2021. 

Neuro-fuzzy, 

NN and spe-

cially ANFIS. 

Hybrid ANFIS-DNN 

better performer 

[8] COVID-19 

related tweets 

and com-

ments dataset. 

LSTM, Bi-

LSTM, 

Bi-LSTM model is su-

perior over LSTM. 

[10] Twitter da-

tasets 

LR, RF, 

MNB, SVM, 

and DT 

Decision Tree Classi-

fier better performer. 

[11] COVID-19 

articles da-

taset 

top2vec and 

RoBERTa 

RoBERTa 

[13] COVID-19 

English la-

beled tweets 

dataset  

RoBERTA, 

CT-BERT, 

and 

BERTweet 

Ensemble Deep Learn-

ing (MVEDL) model 

[14] COVID-19 

fake news da-

taset and 

COVID-19 

English tweet 

dataset 

BERT-base, 

BERT-large, 

RoBERTa-

base, RoB-

ERTa-large, 

DistilBERT, 

XLM-RoB-

ERTa-base, 

ALBERT-

RoBERTa-base model 

achieved the highest 

accuracy in COVID-

19 fake news dataset, 

Bart-large, BERT-base 

are the respective win-

ners of other datasets 
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base-v2, Elec-

tra-small, and 

BART-large 

[15] Dataset of bi-

omedical arti-

cles on 

COVID-19 

CovBERT 

and BERT 

CovBERT outperform 

[16] Nepali-

COVID-19 

tweets dataset 

FastText + 

TF-IDF, 

LR, SVM, 

NB, KNN, 

DT, RF, Ex-

treme Tree 

classifier, 

AdaBoost, 

and MLP 

 FastText with TF-

IDF, SVM + RBF is 

the best performing 

classifier. 

[17] Covid-19 

fake news da-

taset 

BiLSTM, 

LSTM, GRU, 

RNN, CNN, 

SVM, DT 

BiLSTM model high 

classification accuracy 

[18] COVID-19 

Open Re-

search dataset 

RF, Logistic 

regression, 

KNN, DT 

Multi-layer 

Perceptron, 

Neural Net-

work 

(BERT), 

BOW 

Random Forest and 

Neural Network 

(BERT) 

[20] COVID-19 

fake news da-

taset 

BERT, 

BERTweet, 

AlBERT, CT-

BERT, RoB-

ERTa and 

DistlBERT 

RoBERTa 

[21] Covid-19 

misinfor-

mation re-

lated papers 

dataset  

Neuro-Fuzzy, 

Neural Net-

work 

ANFIS-DNN model 

 

importance of explain ability in classification models; lim-

ited research exists on implementing and evaluating rea-

sonable AI specifically tailored for COVID-19-related 

text classification. The following Table 1 highlights the 

current state of research on text classification using ma-

chine learning algorithms for COVID-19 news articles 

with comparison among them.  

 

 

 

 

 

Table 1 shows most of the research for text data analysis 

are not using feature extraction technique. Some of the lit-

erature use FastText or TF-IDF technique for feature ex-

traction technique. But they skip some powerful feature 

extraction technique like BERT or Glove technique. In 

this research, we utilize FastText, TF-IDF and BERT tech-

niques and compare them. 

 

2   Methods and materials 
The three segments of the text classification approach are 

features extraction, text pre-processing, and dataset 

description are considered. In the Algorithm Selection 

phase, the innovative deep learning algorithms have been 

merged. How text pre-processing was done for machine 

learning is explained in the Text Classification Approach 

section. The mathematical description of the process is 

used to extract private data from the dataset and how text 

data can be transformed into a numeric form shown in the 

third phase. Lastly, the algorithms that have been 

shortlisted in this type of study are discussed in the fourth 

phase. Learning rate for Adam optimizer: 0.001 is 

considered as starting point. Batch sizes (e.g., 16, 32, or 

64) typically work well for text data analysis, especially in 

tasks like text classification or sentiment analysis. We use 

32 for our text data analysis. Start with 10 epochs use early 

stopping to avoid overfitting. 

 

2.1 Dataset description 
The dataset from Kapoor et.al (2020) [34] and Lipenkova 

et.al (2021) [35] contained news articles regarding 

COVID-19 since the primary purpose of this research is to 

categorize news related to COVID-19. In this research we 

use news article text data. Two Datasets of news articles 

are extracted from www.inshorts.com and then labeled 

based on relation to COVID as well as the sentiment. They 

have been assembled from different repositories and 

reformatting for a similar distribution. After combining 

the two datasets, the sample size of our dataset is 14012 in 

total. Balancing imbalanced data for classification tasks in 

machine learning (ML) is crucial because imbalanced 

datasets can lead to biased models that favour the majority 

class and fail to detect the minority class effectively. The 

imbalance data use SMOTE (Synthetic Minority Over-

Sampling Technique) interpolating between existing 

samples of the minority class. For analysis text data we 

pre-process the data by removing punctuation, removing 

numbers, removing special characters and symbols, 

removing URLs, emails, and mentions, removing stop 

words, tokenization, text normalization, vectorization of 

text, term frequency - inverse document frequency. The 

features column of Table 1, and the feature’s value of 

Table 2 is the header-wise first content information of the 

dataset. This dataset consists of six attributes which are 

depicted below. 

 

 

 

http://www.inshorts.com/
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Table 2: Attribute of the proposed research dataset 

Features Feature’s Value 

Headline Headline of the article 

Sentiment 1 if the article is positive, 0 other-

wise 

Covid 1 if the article is related to COVID, 

0 otherwise 

Description Description of the news  

Image Image URL 

Source  Source URL 

 

 

2.2 Features extraction algorithm 

Two new classifications, pre-trained model configuration, 

and non-pre-trained model setup have been incorporated 

into the features extraction. This process comprises two 

parts: the non-pre-trained model setup and the pre-trained 

model configuration. The unique word embedding 

technique Text to sequence, Fast Text, and Glove is 

demonstrated by the PTMS. However, the NPTMS 

provided an explanation of the typical features extraction 

method: Inverse document frequency paired with term 

frequency (TF-IDF). 

 

A) Pre-trained model structure 
FastText: FastText is a library developed by Facebook's 

AI research (FAIR) lab, designed for efficient text 

classification and representation learning. It is particularly 

useful for text classification, word representation (word 

embeddings), and language modeling tasks. FastText 

improves traditional Word2Vec by representing words as 

subword-level units (i.e., n-grams), making it more 

effective for handling rare or out-of-vocabulary (OOV) 

words. Additionally, FastText supports effective training 

and inference, making it a popular tool for text 

classification tasks. It is an efficient and powerful tool for 

text classification, leveraging subword information to 

handle out-of-vocabulary (OOV) words and offering 

better performance in languages with rich morphology.  

FastText is a novel technique for word embedding 

represents words as bags of n-gram characters. This 

approach addresses the issue of morphology neglect, in 

other words embedding representations by capturing 

subword information explained [28]. Consider the term 

"introduce" with 𝑛 equal to 3, FastText generates three-

gram characters shown in the following representation:  

< 𝑖𝑛, int, 𝑛𝑡𝑟, tro, rod, odu, duc, uce, ce > 

We are considering a word 𝑤 that is correlated using an 𝑛-

gram dictionary with a size of 𝐺 as a way to represent the 

vector for each 𝑛-gram 𝑔. In this case, the acquired scoring 

function defined in Spirovski et al. (2018) [28] is: 

𝑠(𝑤, 𝑐)

= ∑  

𝑔∈𝑔𝑤

𝑧𝑔
𝑇𝑣𝑐                                              (1) 

where 𝑔𝑤 ∈ {1,2, … , 𝐺} 
 

Global Vectors (Glove): GloVe is another popular 

method for word embedding that is widely used in text 

analysis. GloVe was developed by Stanford researchers 

and designed to capture global statistical information 

about a corpus, unlike methods such as Word2Vec, which 

focus on local context windows. The key idea behind 

GloVe is the co-occurrence matrix of words in a corpus 

contains valuable information about the relationships be-

tween words. GloVe uses the co-occurrence data to gener-

ate dense word vector. Global Vectors (GloVe), a potent 

word embedding method has been applied to text classifi-

cation [29]. This strategy bears a strong resemblance to 

Word2Vec, which provides a high-dimensional vector of 

each word and trains it across an extensive corpus using 

surrounding terms. Pre-trained word embedding are 

widely used, based on 50 dimensions for word presenta-

tion in Wikipedia 2014 and Gigaword 5, as well as 

400,000 vocabularies introduced as the corpus [ 36]. Un-

like the traditional word embeddings such as Word2Vec, 

which can't generate vectors for words not seen in training 

data, FastText can generate embeddings for any word by 

breaking it into subword units (n-grams). FastText is par-

ticularly useful for languages with complex morphology 

(e.g., Turkish, Finnish) or rare words as it captures mean-

ingful subword features. Pre-trained FastText models are 

available for many languages, which can be used directly 

for feature extraction in downstream tasks, saving time 

and computational resources. 

B) Non-pre-trained model structure 

Term Frequency-Inverse Document Frequency (TF-

IDF) 

In order to reduce the influence of frequently occurring 

words in the dataset, inverse document frequency is a 

method that should be combined with term frequency [30]. 

Terms in the document that have a high or low frequency 

are given a higher weight by IDF. TF-IDF combines term 

frequency and inverse document frequency. Equation 2 

mathematically represents a term's weight that is used in 

this study.  

TF-IDF.𝑊(𝑑, 𝑡) = 𝑇𝐹(𝑑, 𝑡) ∗ log (
𝑁

𝑑𝑓(𝑡)
) (2) 

In this scenario, 𝑑𝑓(𝑡) represents the number of 

documents in the corpus containing the word 𝑡, and 𝑁 is 

the total document count. According to Tokunaga and 

Makoto the initial factor in equation 2 enhances recall, 

while the second term improves word embedding 

accuracy [37]. TF-IDF is a simple and computationally 

efficient method for text feature extraction. Unlike GloVe 

or FastText, TF-IDF doesn't require a pre-trained model. 

It can be computed directly from the text corpus. The 
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resulting features (weights) are easy to interpret since they 

are based on word frequency and document distribution. 

 

2.3 Deep learning algorithms 

CNN and RNN are the main types of deep learning 

architectures used for text classification. Hierarchical 

machine learning or deep learning involves a series of 

algorithms performed in sequential order. 

 

2.3.1 Bidirectional long short-term-memory (Bi-

LSTM)  

Bi-LSTM input sequences can be in both directions with 

two neuron sub-layers. This orientation is to generate a 

complete 

input context. There are also backward hidden sequences, 

namely ℎ  ⃖  , ℎ     . From this configuration, we can compute 

the output sequence 𝑦: two neuron sub-layers can be used 

in both directions for Bi-LSTM input sequences. The goal 

of this viewpoint is to produce an entire input context. 

Backward hidden sequences are also present, denoted as 

(h) ⃖  and (h)  . We can calculate the output sequence based 

on this arrangement 𝑦: 

ℎ  𝑡

= ℋ(𝑊𝑥ℎ   𝑥𝑡 + 𝑊ℎ   ℎ
  ℎ  𝑡−1

+ 𝑏ℎ   )                                                                             (3) 

ℎ⃖ 𝑡

= ℋ (𝑊𝑥ℎ
ℎ
𝑥𝑡 + 𝑊←←ℎℎ⃖ 𝑡+1

+ 𝑏ℎ⃖  )                                                                             (4) 

𝑦𝑡

= 𝑊ℎ   𝑦ℎ  𝑡 + 𝑊ℎ⃖  𝑦ℎ⃖ 𝑡
+ 𝑏𝑦                                                                                (5) 

 

It is an advanced architecture of the Long Short-Term 

Memory (LSTM) network, a type of recurrent neural 

network (RNN) is designed to learn sequential 

dependencies in data. The key feature of a Bi-LSTM is its 

ability to consider both past (backward) and future 

(forward) context while processing sequences. This makes 

it especially effective for tasks where the entire context of 

a sequence is critical, such as natural language processing 

(NLP), speech recognition, and time-series prediction. 

 
2.3.2 Convolutional neural networks (CNN) 

A widely used deep learning structure for categorizing 

hierarchical documents is the convolutional neural 

network defined [31]. While initially constructed for the 

processing of images, CNNs have proven to be useful for 

text classification as well explained [32]. CNN's use 

pooling to minimize the output's size from one layer to the 

next in the network to reduce the complexity of the 

computation. To minimize outcomes while retaining 

essential features, various pooling techniques are used 

[33]. The process of choosing the highest value in the 

pooling window is referred to as max pooling, which is a 

commonly employed technique. The feature maps are 

transformed into a single column before transmitting the 

pooled output from stacked feature maps to the next layer. 

In general, both the weights and the feature detector filters 

are modified during the back-propagation phase of a 

convolutional neural network. The number of channels is 

a potential issue that emerges when using CNN for text 

classification (size of the feature space). In general, the 

program has few channels (e.g., just 3 RGB channels) and 

can be very broad for text classification applications, 

resulting in very high dimensionality. The CNN based text 

classification architecture includes word embedding as 

input layer 1D convolution layers, 1D pooling layer, 

completely connected layers, and finally, the output layer 

[33].  

 

2.4 ML model performance measure 

Precision: The ratio of the model's accurate true positive 

estimate to the total positive estimate (including both cor-

rect and incorrect classifications). It is expressed as: 

   Precision

=
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                                          (6)   

Recall / Sensitivity: The predictive ratio shows a positive 

correlation and is expressed as: 

Recall =
TP

TP + FN
 (7) 

 

F1 score: This provides a more accurate estimate than the 

accuracy metric for the misclassified instances; it is 

calculated as the harmonic mean of Precision and Recall. 

In mathematical terms, it can be expressed as 

F1
= 2

⋅
Precision.Recall

 Precision + Recall
                                                       (8) 

 

Accuracy: The sum of all the precisely forecasted 

events. It is presented as: 

Accuracy

=
TP + TN

TP + TN + FP + FN
                                                  (9) 

 
2.5 Proposed algorithms architecture 

The proposed algorithms provided a description of the 

algorithms utilized for COVID-19 related news 

classification. The findings indicate the effectiveness of 

machine learning algorithms in analyzing the text data 

used in this research. Both machine learning and deep 

learning methods are applied to categorize the text, as 

detailed in our proposed architecture shown in Figure 1. 
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3   Results analysis  

The classification result is gathered using the deep 

learning (DL) approach and presented by the empirical 

consequence. The model assesses and analyzes precisely 

and the best model that emerged. 

 

 

 

 
 

Figure 1: Architecture of the proposed algorithm 
 

 

 
Table 3: Classification result for deep learning algorithms 

 

Algorithm 

          In case of "0"    In case of "1" 

Features 

Extraction 

Technique 

Precision Recall 
F1-

score 
Precision Recall F1-score 

 

Accuracy 

CNN Text to sequence .93 .90 .92 .90 .93 .92 .92 

BI-LSTM Text to sequence .93 .90 .92 .90 .93 .92 .92 

BI-LSTM Fast Text .95 .92 .94 .93 .95 .94 .94 

BI-LSTM Glove .93 .90 .92 .90 .99 .93 .92 
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Table 4: Classification result for machine learning algorithms (Baseline model) 

Algorithm 

In case of "0" In case of "1" 

Features 

Extraction 

Technique 

(FET) 

Precision Recall F1-score Precision Recall 
F1-

score 
Accuracy 

RF TF-IDF 
.92 .85 .90 .88 .94 .9 .94 

MNB TF-IDF 
.75 .86 .82 .87 .73 .8 .81 

GB TF-IDF 
.88 .67 .78 .74 .91 .82 .8 

LR 
TF-IDF 

.81 .82 .83 .84 .82 .83 

 

.83 

SVM TF-IDF 
.93 .93 .94 .95 .94 .94 .92 

 
 

Table 5: Classification result for machine learning algorithms with (TF-IDF) 

Algorithm 

In case of "0" In case of "1" 

Features 

Extraction 

Technique 

(FET) 

Precisio

n 
Recall F1-score 

Precisio

n 
Recall 

F1-

score 

Accura

cy 

RF 
TF-IDF .97 .91 .94 .92 .98 .94 .98 

MNB 
TF-IDF .80 .92 .86 .91 .77 .84 .85 

GB 
TF-IDF .93 .73 .82 .78 .95 .86 .84 

LR TF-IDF .86 .88 .87 .88 .86 .87 .87 

SVM TF-IDF .98 .99 .98 .99 .98 .98 .96 

 

The accuracy of the classification algorithms is evaluated 

based on a set of metrics for each class. These metrics 

involve accuracy, recall, and f1-score, computed using 

true and false positives along with false negatives. In 

Table 3, the classification results for deep learning 

algorithms and a cutting-edge natural language processing 

technique are presented based on feature extraction 

methodology. Additionally, Table 4 and Table 5 exhibit 

the classification outcomes from machine learning 

methods without any feature extraction technique and 

utilizing TF-IDF (term frequency inverse document 

frequency) approach. 

 

 

 

 

 

 

 

 

 

 

3.1 Deep learning model result 

Model assessment includes receiver operating 

characteristics, area under the curve, and confusion 

matrix. The algorithm that provides the best accuracy is 

used as the foundation for the model assessment. Using 

the Bi-LSTM and the Fast Text method, we were able to 

obtain a good score in Figure 9. The model assessment 

illustrates how well our suggested model works for the 

specific task. 

 

 

 

 



Deciphering COVID-19 Narratives: A Comparative Study of ML… Informatica 49 (2025) 127–142 135 

 
Figure-2: Confusion Matrix of Bi-LSTM using 

Glove 

 

 
Figure-3: ROC-AUC curve of Bi-LSTM using Glove 

 

 

 

 

 
Figure-4: Confusion Matrix of CNN with 

text sequence 

 

 

                        
Figure-5:  ROC-AUC curve of CNN with Text 

Sequence 
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Figure-6: Confusion Matrix of Bi-LSTM with Text   

 

 

 
Figure-7: ROC-AUC curve f Bi-LSTM Text 

Sequence 

 
Figure-8: Confusion Matrix of Bi-LSTM using 

FastText 

 

 
Figure-9: ROC-AUC curve of Bi-LSTM using 

FastText 
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3.2 ML model assessment 

ML model evaluation is conducted using various 

approaches, including ROC, AUC, Accuracy of Models, 

and Confusion Matrix. Notably, the assessment in this 

section was performed utilizing the algorithm that yields 

the highest accuracy across all ML methods. We found a 

satisfactory score by using the SVM method. In this 

section shows tradional model assessment how well 

performs compare to the deep learning method in text 

classification. We only show the best model in machine 

learning method. 

 

 
Figure-10: Confusion Matrix of RF 

 

 
Figure-11: ROC-AUC curve of RF 

   

      
Figure-12: Confusion Matrix of SVM 

 

 
Figure-13: ROC-AUC curve of SVM 

 

 
Figure-14: Confusion Matrix of MNB 
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Figure-15: ROC-AUC curve of MNB 

            

 

Figure-16: Confusion Matrix of GB 

 

Figure-17: ROC-AUC curve of GB 

 

Estimating binary classification problems often relies on 

the receiver operator characteristic curve, that plots true 

positive rate against the false positive rate at different 

threshold levels. The ROC serves as a probability graph 

that effectively distinguishes between signal and noise.  A 

key metric derived from the ROC curve is crucial for 

evaluating a classifier's ability to differentiate between 

two groups: an AUC of 1 indicating accurate 

discrimination between positive and negative class points; 

while an AUC of 0 implies all negatives are predicted as 

positives and vice versa. For instance, as shown in Figure 

11, the RF classifier model achieves an AUC value of 

approximately 0.96, demonstrating its precise 

discrimination capability between positive and negative 

class points. 

 

3.3 Exploratory data analysis  

Exploratory data analysis (EDA) is an important technique 

for examining the dataset and understanding its 

fundamental characteristics. The EDA provides valuable 

insights into the dataset combining topic modeling. While 

EDA uncovers meaningful patterns and observations, the 

topic modeling approach illustrates the hidden semantic 

structure of text and figured out the most dominant word 

in each sentence. In this study, text data was analyzed 

using these approaches to explore new things from the 

dataset.  

 

3.3.1 Topic modelling approach 

As defined by Hornik and Grün (2011), the topic 

Modeling approach is a systematic method for classifying 

items that are present in a written document and extracting 

hidden patterns from a text corpus [ 38]. This technique is 

widely applied for tasks such as feature selection, 

document clustering, and information extraction from 

unorganized data. Text in a document can be categorized 

into distinct topics using the Latent Dirichlet Allocation 

(LDA), which is an illustration of a topic modeling. The 

coherence score for latent Dirichlet allocation (LDA) is 

displayed in Figure 18 below, which is based on the topic 

count. 

 
 

Figure-18: Coherence score for latent Dirichlet 

allocation (LDA) 
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We use the "corpora. Dictionary ()" function to create a 

dictionary of documents. The "Dictionary ()" function 

iterates through each document, giving each unique token 

a unique id and counting them.  Word Cloud Visualization 

(WCV) has been developed, showing the dataset’s most 

frequently occurring words in the word cloud. The word's 

visual representation is an important way to distinguish 

news categories and derive insightful intuitions. 

Nevertheless, Figure 19 provides a detailed illustration of 

Word Cloud, highlighting the dominant words and their 

importance. 

 

 
Figure-19: Word Cloud for News classification 

 

4 Conclusion  

To protect people's safety in the framework of COVID-19, 

it is essential to implement measures that make sure the 

spreading of precise information online. This study 

employs a predictive model-based utilize the fast-test pre-

trained bidirectional long short-term memory (Bi LSTM) 

with an accuracy of 94% in classifying COVID-19 news. 

Additionally, the LDA technique is applied to reveal 

themes and detect hidden patterns within the dataset. The 

study reveals the deep learning method has lower accuracy 

compared to the machine learning method for text 

classification. Although the RF algorithm has achieved 

98% accuracy, all method accuracy is lower compared to 

all deep learning method accuracy. However, Bi-LSTM 

with fast-test method perform better among all deep 

learning methods for text classification. Our results 

indicate that the Bi-LSTM + FastText model outperforms 

several traditional text classification models, such as SVM 

and RF, in terms of accuracy and robustness. This 

performance is consistent with findings in SOTA literature 

[39], where Bi-LSTM has been shown to capture long-

term dependencies in text data more effectively than 

traditional models. The success of the Bi-LSTM can be 

attributed to its ability to process information from both 

the past and future context. This feature is particularly 

advantageous in sentiment analysis tasks where context is 

crucial. FastText is well known for its efficient handling 

of subword information, and also contributes to the 

performance by capturing richer semantic representations 

of words, even when out-of-vocabulary terms appear. This 

method embeddings overcome the limitations of 

traditional models (such as word2vec or GloVe) face 

when dealing with out-of-vocabulary (OOV) words. 

Different models rely deeply on predefined features (e.g., 

bag-of-words, TF-IDF). Our approach leverages word 

embeddings from FastText, allows the model to learn 

features directly from data. The most of research only 

perform the Bi-LSTM or other machine learning model 

without embedding or feature extraction technique or 

hyper parameter technique. In this paper, we incorporate 

all of these techniques for the classification of text 

analysis. Our findings show that embedding these 

techniques all together enhance performance. However, 

the difference in feature extraction methods could explain 

the differences in performance between our results and 

models that rely on more manual feature engineering. 

Variations in hyper parameter tuning may also explain 

performance differences. While our study provides a basic 

hyper parameter grid search, and a more extensive search 

or fine-tuning of layer sizes, learning rates, and 

regularization strategies may improve further 

performance. Overall, the machine learning model is the 

best classifier for text data classification. 

 

5 Limitations 

In this paper, a new machine learning and deep learning 

methods for classifying COVID-19 related electronics 

news were provided. While our analysis of the associated 

experimental data to demonstrate the suggested solution. 

Inaccurate news classification yielded a decent result for 

our trials. Nevertheless, this study has several 

shortcomings such as the dataset that used in this research 

is modest size in comparison to COVID 19 related text 

data. Our dataset contains lacks noun, verb, adjective, and 

other information since it does not use Part of Speech 

(POS) tags. During text pre-processing, we employed the 

lemmatization strategy, which takes a lot of time and 

results in poorly tuned hyperparameters on the BI-LSTM 

model. Despite these limitations, this study highlights the 

effectiveness of combining machine learning and deep 

learning methods for text classification and provides a 

foundation for future research to address these challenges.  
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