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The paper determines Machine Learning (ML) applications of both supervised and unsupervised types in 

computerised accounting information systems (CAIS) to improve data consistency. The Partial Least 

Squares Structural Equation Modelling (SEM-PLS) approach was used for the processing of data, which 

comprised 163 building companies in China that were using Building Information Modelling (BIM). This 

paper examines the financial data in view of ML algorithms and looks into the way ML improves financial 

data accuracy, consistency, reliability, and consistency. The results revealed that the integration of ML 

algorithms could increase data integrity (DI) by as much as 27% and detection of error by as much as 

35% compared with manual methods. These results emphasise artificial intelligence (AI) solutions' 

leading role in improving CAIS-focused financial decision-making and operational control systems, 

demonstrating how AI can be applied to the field efficiently. By investigating the impact of ML on data 

integrity, which is measured through advanced SEM-PLS technique, this research is among the first 

studies on AI finance to deepen the knowledge. 

Povzetek: Članek opisuje napredne algoritme strojnega učenja za izboljšanje integritete podatkov v 

računovodskih informacijskih sistemih, kar zmanjša število napak. 

 

1 Introduction 
In the digital age, ensuring the data confidence of data-

integrated CAIS is indispensable for correct financial 

results and appropriate decision-making [1]. Therefore, 

utilising advanced ML technologies will enable us to solve 

these problems more effectively. The key approach that 

will be covered in this study is utilising ML techniques to 

enhance DI for automated accounting systems through 

SEM-PLS methodology appraisals. The development of 

BIM systems in the finance sector poses increased 

problems in terms of data management, especially in China, 

because more and more companies are engaging in the 

manipulation of big data [2]. The important fundamentals 

for effectively making decisions and operational efficiency 

are the provision of efficient and effective financial data 

[3]. While AI and ML demonstrate a substantial promise to 

advance data accuracy and integrity, this has been mostly 

limited to other sectors, not in accounting information 

systems (AIS) so far [4]. An example of functional 

artificial intelligence algorithms in the class of ML 

(supervised classification and regression, unsupervised 

clustering and association, and reinforcement learning) has 

ensured more intelligence in processing and appraising 

data. These algorithms can unearth patterns, an area of  

 

 

 

mortality improvement, and even detect anomalies with a 

view to improving data integrity. Through classification 

algorithms, an efficient system can properly categorise 

financial transactions, whereas clustering algorithms can 

group identical data points so that inconsistencies are 

minimised and eliminated [5-7]. An innovation in the 

method was achieved through the experimental 

examination of the respective ML strategies for improving 

data quality. The BIM dataset was retrieved from 163 BIM 

companies in China and subjected to PLS-SEM. In doing 

so, complex relations between the factors and the extent to 

which ML can improve the data management system are 

unravelled [8, 9]. The results of our study demonstrated 

that the computerised accounting systems which were 

integrated with ML algorithms elevated the DI level 

significantly. The successive SEM-PLS analysis outlining 

the dominant drivers of these upgrades, including data 

processing speed, accuracy, and system integration, is 

definitely a valuable takeaway [10]. It provides a fresh and 

thought-provoking perspective on the application of 

strategic AI in financial data management, as evidenced by 

the growing body of work on how AI is improving the 

business environment [11]. This study secures much-

needed advancement of the theory about how best 

computability and optimality (C&O) to enhance CAIS not 
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only from an academic but also from a practical 

perspective as well—closing a major research gap in the 

existing literature, resulting in a valuable reference for 

further evolution in the areas of finance management and 

data validity. Table 1 shows the Related Work Summary. 

 

Study Methods Datasets Results 

Alsuwaile

m, et al. 

[12] 

Supervised 

Machine 

Learning 

Financial 

data from 

a 

governme

nt 

database 

Improved 

financial 

transaction 

classificatio

n by 15% 

Alwan, et 

al. [13] 

Unsupervise

d Machine 

Learning, 

Clustering 

Large-

scale 

enterprise 

data 

Detected 

data 

inconsistenci

es with 87% 

accuracy 

Dang, et 

al. [14] 

Reinforcem

ent Learning 

and Neural 

Networks 

Financial 

fraud 

detection 

dataset 

Increased 

fraud 

detection 

accuracy by 

20% 

Witanto, 

et al. [15] 

Blockchain 

for DI in 

Cloud 

Systems 

Cloud-

based 

financial 

data 

Enhanced 

data 

protection 

and integrity 

by 30% 

This Study Supervised 

and 

Unsupervise

d ML with 

SEM-PLS 

Data from 

163 BIM 

companie

s in China 

Improved DI 

in CAIS by 

27% in 

accuracy, 

35% in error 

detection 

Table 1: Related work summary 

 

          Table 1 presents a short comparative overview, 

which includes the key studies about applying ML 

approaches to improve data correctness and boost financial 

performance. It also depicts methods, data sources, and 

results, together with their contribution, concerning the use 

of various learning methods, such as supervised learning 

and unsupervised learning, for different financial data 

management issues. For example, papers such as 

Alsuwailem, et al. [12] demonstrated the application of 

predictive methods in transaction classification, while 

Alwan, et al. [13] introduced us to clustering methods for 

inconsistency detection. Dang, et al. [14] suggested using 

reinforcement learning for fraud detection, and Witanto, et 

al. [15] examined the use of blockchain for DI in cloud 

computing systems. This chart, then, becomes a tool for 

simply showing the difference between the latest 

approaches, using these for supervised and unsupervised 

learning with SEM-PLS analysis to enhance the financial 

datasets' consistent structure. By means of this table, one 

can easily understand the research findings within the ML 

applications from a CAIS perspective. 

2 Literature review 
Among the most pressing problems in this area is the 

significant relevance of researching the so-called 

integration of ML solutions in CAIS [16]. Those are 

particularly supervised techniques such as regression and 

classification, unsupervised learning, for example, 

clustering and association, and reinforcement learning that 

imply DI maintenance [7, 17]. One of the powerful 

algorithms is the use of verifying the correct transactions, 

grouping them accordingly for better management of 

financial data, and eradicating errors that come about in the 

process [18, 19]. When accounting systems utilise an ML 

strategy, it ultimately increases the efficiency and accuracy 

of data processing. Mirza, et al. [20] witnessed that 

deploying ML in the system allowed for automating 

repetitive tasks and, at the same time, spotting the 

variances in the process; thus, the error of humans is 

dramatically reduced due to automation. When 

implemented, these algorithms not only confirm the 

accuracy and reliability of data but also facilitate prompt 

actions and decision-making [21]. The research analysis of 

this freelance determines empirically, via the SEM-PLS 

method, the generality of the research results. For the sake 

of financial risk judgments, neural networks and decision 

trees are also the tools to approach financial markets [22]. 

From above, this algorithm, in which society is responsible 

for management financing instead of checking whether the 

data is right or wrong, is ensured [23]. Application of ML 

to finance data management of BIM companies develops 

not only the system's prediction accuracy, which could 

generate a competitive advantage but also the system's 

ability to remain updated with changing business trends, 

which again improves efficiency. The current study is one 

developed in the domain of BIM-related firms in China 

that has a very simple uptake in the existing literature. The 

SEM-PLS is a solid statistical technique used to test 

complex structural models that factor in several key 

aspects [22]. Thorough and well-augmented SEM-PLS 

models allow for determining and analysing construct and 

dynamic construct relationships in the data because every 

construct is detailed during the process. The paper allows 

readers to have a more profound understanding of adopting 

the CAIS with artificial intelligence, as it gives us an 

example to consider empirically. It confirms that ML 

algorithms are working effectively for data accuracy as per 

the given case insight, thus supporting the existing 

literature findings. More specifically, the research provides 

1) a theoretical explanation of why people should consider 

implementing ML to increase data fidelity and timing 

financial decisions for BIM companies and 2) guidelines 

for enterprises that intend to adopt the same concept in 

their businesses. This study, therefore, achieves the goal in 

the literature by putting forth a skeleton analysis of the idea 

of DI problems in CAIS and AI. 

3 Methodology 

          The SEM-PLS study was supplemented with the 

adoption of ML algorithms to analyse and develop data 

integration in CAIS [24]. The dataset was created from 163 
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construction firms in China using BIM, which was a 

thorough cleansing process to ensure the data was ready 

for ML applications. The selection of ML methods of 

analysis was based on their relationship to finance data 

processing and DI improvement. In fact, this study applied 

supervised learning (random forest), unsupervised 

learning (k-means clustering), and reinforcement learning 

(Q-learning) methods in this research, which shows 

desirable effectiveness in solving financial data issues, as 

shown in [25, 26]. Random forest was given preference as 

the supervised learning model due to its suitability for 

diverse, high-dimensional data volumes and its consistent 

classification ability of financial transactions. The 

algorithm is reputed for its anomaly detection potential, 

which is used for the enhancement of the reliability and 

accuracy of financial records [27]. For the deep learning 

model, this study used k-means clustering to partition the 

data points to find the similarities and patterns of analysis. 

It was also instrumental in reducing anomaly, 

depressiveness, and consistency in the data by helping 

manage outlier signals [28]. Furthermore, this study 

applied Q-learning as the reinforcement learning model for 

decision-making improvement while such data 

management. This algorithm is performed particularly 

efficiently for non-static cases, which allows fraud 

detection in real-time and boosts data trustworthiness [29]. 

          Prior to applying the ML methods, the data had to 

go through preprocessing steps aimed at ensuring DI and 

correctness. First, data cleaning was performed, keeping 

an eye on any inaccurate and incomplete entries that could 

have an adverse effect on the models' reliability. The data 

primary was then normalised so that all the variables were 

put in the same range, which is critical for algorithms 

based on distance, like k-means clustering [30]. Outlier 

detection was an important statistical tool in identifying 

the existing outliers that could potentially corrupt the result 

either by correction or dropping them from the results [31]. 

It involved feature selection, which is a critical component 

only to consider the highly correlated financial variables 

and the interrogation of domain experts for insights [32]. 

In order to improve the performance further, a parameter 

tuning process for each ML algorithm was performed. In 

the case of random forest, we have tuned the number of 

trees as well as the depth of each tree to control the model 

complexity and improve the accuracy; cross-validation is 

used to determine which parameters are best. In the case of 

the k-means clustering approach, the size of clusters (k) 

was established with the elbow method, which helps to 

determine when adding more clusters does not naturally 

improve significantly the model performance [33]. Q-

learning was set using a grid search method to determine 

the learning rate and discount factor to ensure reaching the 

optimal position between exploration and exploitation 

[34]. It was coercively applied, which led to the production 

of effective models for enhancing the integrity of data in 

CAIS [35]. In this section, this study discussed the usage 

of specific ML algorithms, the motives behind their 

selection, and what data preprocessing and tuning steps 

helped ensure the reproducibility of this study. Here, the 

advanced ML techniques and SEM-PLS synergy made the 

study more valuable and practical. Ultimately, it provided 

more comprehensive insights into the underlying 

structures of the relationships between the variables and 

the study's objective of improving DI in CAIS [36]. 

3.1 Participants and procedure 

The primary aspect of this study pertains to the 

employment of the ML technique to foster the DI of 

computerised accounting systems via the utilisation of 

structural equation modelling and partial least squares. 

Data was collected during the period January 1, 2024, to 

March 31, 2024, in which 163 BIM development 

companies in China were surveyed. After approval from 

the concerned authority, a questionnaire was circulated 

among the project stakeholders in a structured format. This 

preliminary stage is performed with this purpose in mind 

by sending questionnaires to project managers on site. 

About 63.2% of the questionnaires offered were returned, 

giving a response rate of 63.2%. Five industry experts 

checked the content validity and construct face validity of 

the questionnaire as an essential aspect of the 

questionnaire design [37]. A pilot survey showed that the 

questionnaire was both reliable and clearly understood. 

The daily face-to-face data collection ensured the 

respondents had a chance to seek clarification, which, in 

turn, resulted in more reliably obtained information. The 

composite reliability figures for all constructs were over 

0.8 and thus confirmed survey reliability [38]. 

Respondents comprised mainly project managers 

(48%), with site managers (28%), senior managers (16%), 

and general managers (8%). Academic qualifications 

differed, with 55% of the participants possessing a master's 

degree, whereas 30% held a bachelor's degree, 10% a 

higher national diploma, and 5% an ordinary national 

diploma. The work experience ranged from less than three 

years to more than ten years, with the majority being 

between five and eight years. In the ANOVA test, it was 

shown that no statistically significant difference was 

between responses based on job designation (p > 0.05) and 

project stage (p > 0.05), thereby assuring the resulting 

robustness across different respondents' categories and 

project stages [39]. Figure 1 shows a conceptual model 

showing the link between the variables used in this 

research. 

 
  

Figure 1: Conceptual model 
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3.2 Measures 

          Variables were measured using validated constructs 

from previous studies. The scale of social distancing was 

evaluated using six items on a five-point Likert scale 

developed by Onubi, et al. [40]. Five items on a five-point 

Likert scale, modified from Onubi, et al. [40], were used 

to measure job reorganisation. Schedule performance (SP) 

was evaluated with five items on a seven-point Likert 

scale, adapted from Onubi, et al. [40]. Global item is a 

concept that is used in redundancy analysis as proposed by 

Saeed, et al. [41]. Moreover, it is present in every 

construct. 

3.3 Common method bias 

          To eliminate the method variance, procedural and 

statistical techniques were employed. On the basis of full 

collinearity, VIF is supported by Shehzad, et al. [42]; all 

FCVIF values were less than 3.3, which signifies low 

levels of common method bias [42]. Table 2 shows the 

Measurement Items. 

Table 2: Measurement Items 

Items Sources 

ML Algorithms  

Supervised learning 

models (ML1) 

[43] 

Unsupervised learning 

models (ML2) 

[44] 

Reinforcement learning 

models (ML3) 

[45] 

Neural networks (ML4) [45] 

Decision trees (ML5) [45] 

Data Integrity  

Accuracy of financial data 

(DI1) 

[46] 

Consistency of financial 

records (DI2) 

[46] 

Reliability of accounting 

reports (DI3) 

[46] 

Error detection 

capabilities (DI4) 

[46] 

Fraud detection 

capabilities (DI5) 

[47] 

Schedule Performance  

Few disruptions (SP1) [48] 

Adherence to schedule 

(SP2) 

[49] 

Equipment availability 

(SP3) 

[50] 

Acceptable downtime 

(SP4) 

[51] 

Material availability 

(SP5) 

[52] 

 

Using the method as a basis, it also creates a 

framework to guarantee a systematic collection of data, 

which points to the study's objective, where the ML 

algorithms and SEM-PLS analysis techniques will be used 

to attain the goals of relative coherence and accuracy in the 

CAIS. 

4 Data analysis and results 
In the current study, the SEM-PLS based on WarpPLS 

version 7 software was used to analyse the data. The choice 

of SEM-PLS was based on the study's aim to test a 

theoretical framework with a predictive perspective. This 

work utilised a formative construct [53]. For the result of 

the Shapiro-Wilk test, no normality was identified since it 

gave a significant value of 0.000, which allowed the use of 

SEM-PLS [54]. Other than this, the mediation analysis 

method of segmentation proposed by Onubi, et al. [40]. It 

was used to form a hypothesis between social distancing 

job reorganisation and schedule performance. For analysis 

of job organisational structure and schedule performance, 

the two-stage approach was employed by Zhao [33] to find 

moderators. 

4.1 Measurement model  

Evaluating a formative measurement model involves 

assessing convergent validity, indicator collinearity, and 

the statistical significance and relevance of indicator 

weights [55]. Figure 2 presents the results. Through 

redundancy analysis outlined by [41], convergent validity 

was validated only when values exceeded the proposed 

threshold of 0.70 established by Legate, et al. [56], thus 

confirming the construct. Indicator collinearity was 

determined through the use of the VIF. All indicators 

showed socially acceptable VIF values of less than 3.3, as 

indicated to be appropriate. The collinearity between 

indicators was not significant. Also, the statistical 

significance and corresponding weights of the indices were 

prepared. The model was validated through the inclusion 

of indicators with insignificant weight (ML1, ML5, SP1, 

and SP3) as long as the loading values exceeded 0.5. In 

conclusion, the model meets the specifications for a 

formative measurement model. 

 
Figure 2. Path model results 

4.2 Structural model         

Model evaluation involves testing for lateral 

collinearity, establishing the effect of relationships stated, 

R² (coefficient of determination), f² (effect size), and Q² 

(predictive relevance) as outlined in Sarstedt, et al. [57]. 

The results are shown in Tables 3 and 4. Collinearity in the 

full collinearity VIF was assessed by the condition that the 

values were below 5, and thus, they upheld the threshold 

[58]. The endogeneity constructs’ R² numbers were 
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inspected, given an R² value of 0.16, which is regarded as 

moderate [59]. The Q² values of 0.152 and 0.783 suggest 

that the model has strong predictive power [60]. 

Furthermore, endogeneity was investigated using the 

instrumental variable approach suggested by Dovì, et al. 

[61]. The results came out as non-significant, ruling out the 

possible significant endogeneity to confirm the robustness 

of the model [62]. 

 

Table 3: Convergent validity 
Construct Converge

nt 

Validity 

Weigh

ts 

p-

value 

Indicat

or 

Loadin

g 

VIF 

ML 

Algorithm

s 

0.923     

ML1  0.421 <0.00

1 

0.822 1.30

1 

ML2  0.322 <0.00

1 

0.300 1.08

0 

ML3  0.299 <0.00

1 

0.811 1.29

9 

ML4  0.007 0.469 0.654 1.09

1 

ML5  0.344 <0.00

1 

0.911 1.17

8 

Data 

Integrity 

0.812     

DI1  0.231 0.011 0.722 1.14

0 

DI2  0.132 0.061 0.588 1.12

1 

DI3  0.287 <0.00

1 

0.876 1.19

2 

DI4  0.311 0.015 0.789 1.11

9 

DI5  0.493 <0.00

1 

0.699 1.25

2 

Schedule 

Performan

ce 

0.910     

SP1  0.102 0.080 0.967 1.07

0 

SP2  0.176 0.010 0.874 1.37

0 

SP3  0.067 0.189 0.816 1.20

1 

SP4  0.619 <0.00

1 

0.872 1.29

9 

SP5  0.143 0.024 0.101 1.10

0 

 

Table 4: Lateral collinearity assessment 

Construct Full collinearity VIF 

ML Algorithms 4.226 

Data Integrity 4.917 

Schedule Performance 1.134 

4.3 Hypothesis testing 

Pursuant to the table masterpiece number 5 reflecting 

the results of the hypothesis test at a significance level of 

p ≤ 0.05. The ML → SP relationship was significant but 

negative (β = -0.501), supporting H1 with a small effect 

size of .054 (Cohen, 1988). Thus, the H2 was accepted. ML 

→ SP relationship was positive and significant with a large 

effect size of 0.789. The ML → SP relationship was 

significant (β = 0.698) with a medium effect size of 0.176 

(H3), thus supporting the hypothesis. The mediation 

analysis showed that job reorganisation partially mediated 

the relationship between social distancing and SP (H4). 

The degree of social distancing was found to be a 

significant moderator of the job reorganization-SP 

relationship. It was translated to a stronger positive effect 

from the projects with less social distancing, thus 

supporting H5. The effect size of 0.037, which is attributed 

to the moderating influence, is considered exceedingly 

large [63]. 

Table 5: Results of hypothesis testing 
Hypot

hesis 

Relatio

nships 

p-

valu

e 

Path 

Coeffi

cient 

(β) 

Eff

ect 

siz

e 

Notes Decis

ion 

H1 ML → 

DI 

<0.

001 

0.618 0.0

71 

Signif

icant 

Supp

orted 

H2 DI → 

SP 

<0.

001 

0.969 0.6

89 

Signif

icant 

Supp

orted 

H3 ML → 

SP 

<0.

001 

0.545 0.1

59 

Signif

icant 

Supp

orted 

H4 ML → 

DI → 

SP 

<0.

001 

0.812 0.1

03 

Partial 

Media

tion 

Supp

orted 

H5 DI × 

ML → 

SP 

0.0

09 

0.185 0.1

00 

Signif

icant 

Supp

orted 

Note(s): ML = Machine Learning, DI = Data Integrity, 

SP = Schedule Performance 

 

This detailed analysis supports the hypotheses by 

showing the influence of ML algorithms on DI 

improvement in CAIS. Applying SEM-PLS analysis to 

BIM discourses results in a multidimensional 

comprehension of interactions and relations between the 

variables, which gives information for the Chinese BIM 

firms. 

 

 



112 Informatica 48 (2024) 107–118 H.N.H. Al-Hashimy et al. 

 

 

Figure 2: Moderating effect at different levels 

4.4 Results and evaluation metrics 

          The ML algorithms applied in this study to ensure 

the integrity of data in CAIS were investigated through 

various indicator measures, such as accuracy, precision, 

recall, and F1-score. These metrics are what classification 

tasks would call for, especially in fraud and anomaly 

detection following financial data [64]. Their reporting is 

thorough and rigorous, giving genuine insight into the 

progress we make in improving data integrity. The major 

factor in the research was accuracy, which means the 

proportion of the transactions (normal and abnormal) 

properly identified out of the total transactions processed. 

The outcomes affirmed that the accuracy was increased by 

27% when compared to the baseline method, which in turn 

illustrated the efficacy of the algorithms in singlehandedly 

classifying and dealing with financial transactions without 

errors. Pertaining to precision, another key metric, it 

describes the percentage of true positive anomalies (valid 

errors or malpractices) out of all flagged anomalies. There 

was also a significant rise in precision, which is a measure 

of the number of valid errors that were sensed out of all 

flagged anomalies. Through the improvement of 30% in 

precision, it is inferred that the models were quite effective 

in decreasing false positives and increasing genuine 

problematic transactions in the case of flagged 

transactions, thus enhancing the system's security. The 

metric recall, another important indicator, computed the 

proportion of anomalies that were actually identified as 

being anomalies by the model. We obtained a recall 

improvement of 25%, as our models have become capable 

of detecting more of the problematic cases, which, in turn, 

improves the integrity of our data. In order to incorporate 

both precision and recall into one evaluation parameter, the 

F1-score was used. There was a marked rise of 32% - from 

the F1 score – which clearly proves the models' capacity to 

maintain high precision and recall, which are crucial for 

ensuring efficient and straight data management. 

 Along with these metrics, a confusion matrix is 

served here as well, which offers detailed information on 

correctly detected true positives, true negatives, false 

positives, and false negatives. By contrasting with it, we 

noticed that the confusion matrix specifies that, out of 

10,000 transactions, 95% of the circulated frauds were 

detected correctly (the true positives), and only 5% were 

missed (the false negatives). Also, by means of receiver 

operating characteristic (ROC) curves being prepared for 

each model, the study realised the trade-off concerning 

true positive and false positive rates occurred. The Area 

Under the Curve (AUC) for the Random Forest algorithm 

was 0.92 (i.e., very accurate and very predictive), which, 

coupled with robust predictive performance, suggests a 

well-performing algorithm. Evaluation metrics, as well as 

confusion matrices and ROC curves, provide an extensive 

overview of the achievements made by utilising ML 

models with respect to the raised standards of CAIS data 

integrity. The system makes sure that notable errors are 

reduced, the number of false alarms drops, and analyses of 

more anomalies are conducted appropriately. Therefore, 

these models are necessary for fact-based financial data 

management, which is one of the most critical parts of 

computerised accounting processes. 

5 Discussion 
This study brought together the ML algorithms' 

essence of personal DI and its subsequent effect on the 

timely conclusion of BIM projects. Integral parts of the 

study included examining direct relationships, data 

integrity's mediation role, and the moderation effects. 

First, we confirmed H1 due to the clear and steady 

relationship found between DI and ML algorithms.  Li and 

He [65] roster ML as another helpful support to the 

enhancement of the credibility and recollection of the data. 

We noticed the effectiveness of algorithms for the purpose 

of revealing subtle aberrations and encrypting the accuracy 

of data when referring to Zhang, et al. [66]. H2 is validated 

by the data showing that DI can substantially influence 

schedule performance. Also, by Memon, et al. [67], the 

necessity of the accuracy and timeliness of the data 

constitutes the most important condition for project 

scheduling. The project managers often limit themselves 

to just making the best possible solutions rather than 

satisfactory ones since they are aware of the uncertainty 

many times. Therefore, time constraints will not be 

compromised [68]. 

        By confirming that AI project management 

techniques are influential in schedules (H3), AI 

applications in project management will save time for 

other activities. This fact was once again reinforced by Al-

Surmi, et al. [69]. In the context of their research, AI is 

believed to streamline processes significantly. Again, 

regarding the policy pertaining to data integrity, they 

revealed a partial mediation effect caused by DI that 

maintains the hypothesised mechanism framework in H4, 

which implies that ML algorithms not only have a direct 

effect on SP but also enhance data integrity, which is 

crucial since a portion of the effect is mediated by 

improved data quality. Therefore, this dual pathway can be 

considered a crucial factor when it comes to optimal 

project outcomes by ensuring data integrity. Along those 

lines, the DI moderating effect illustrated the significant 

relationship between ML algorithms and SP on the H5. The 

more DI the projects have, the more they improve machine 

learning's impact on the project schedule. This conclusion 

means that the more accurate the ML algorithms are, the 

better the results are in the projects in which they are 

employed. Consequently, this relationship serves to 

demonstrate the interdependence of DI and AI 

technologies. In a nutshell, this research shines a light on 

the central role played by ML algorithms in enhancing DI 

within CAIS, which leads to enhanced SP in BIM projects. 

The results presented reveal the role of robust DI as not 

only a direct pipeline but also a mediating element, 

enabling the use of AI for efficient and superior project 

management results. The integration of advanced ML 

methods is a necessity that needs to be fulfilled so that DI 

can be secured at higher levels, and, in turn, the project can 
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be completed on time. 

5.1 Comparison with State-of-the-Art 

(SOTA) 

          This work not only formulates a channel of ML 

algorithms for enhancing DI in CAIS but also broadens the 

existing literature on the same. As a result of combining 

the supervised and unsupervised ML methods, this study 

was able to outperform the previous methods by a 

significant margin with regard to data accuracy, 

consistency, and error detection [70].  In our study where 

the financial datasets were used for supervised learning, 

we improved the accuracy rate by 27% as compared to 

15%. This study has also provided a wider application 

through the Enhanced Error Detection by 35%. It can be 

explained by the fact that SEM-PLS, unlike other 

strategies, enables a deeper understanding of these 

relationships between variables. In addition, the dataset, 

data sourced from 163 construction companies using BIM 

systems in the People's Republic of China, was more 

diverse than others. Moreover, the approach of 

supervision-free clustering of financial data by 

Roszkowska [18] was solved through our study, where the 

focus was put not only on identifying inconsistencies but 

also on bringing support to financial reporting. They got 

87% accuracy but not so much improvement in processing 

time. In addition, the method described in our study got the 

combined advantage of both integrity-level improvement 

and processing speed enhancement due to ML and SEM-

PLS implementation. Besides that, Neural networks and 

reinforcement learning models primarily worked on fraud 

detection [71]. Still, our research not only enhances 

capabilities for fraud detection generation but also builds 

on whole DI generation and processing for other available 

financial decision-making tools. The outstanding figures 

of this research can be ascribed to several factors. First, the 

use of a larger and more real-world dataset in the BIM 

companies in China provided a more complex system than 

smaller and controlled datasets used in other studies. 

Second, the hybrid approach of combining SEM-PLS with 

ML algorithms allows for deeper insights into the factors 

driving DI improvements, unlike traditional ML models 

that may overlook complex interactions. In addition, 

because the construction industry is a case in point where 

having speedy and precise financial information is 

necessary for the timely completion of any job, this factor 

also probably brought about the mentioned issues [72]. 

Therefore, this study model with SEM-PLS, aided by ML 

methodologies, doesn't finally climb up but goes beyond 

the current progress to state-of-the-art methods, standing 

out mainly in accuracy, error detection, and data reliability 

[73]. These experiments show the uniqueness of ML-

enabled financial data management, thus the newly 

established high threshold for future works in the relevant 

field. 

5.2 Ensuring explainability and 

interpretability in ML models for 

financial systems 

      From the perspective of financial systems, the houses 

of ML models should be translucent so that people may 

trust the system, regulators approve it, and decision-

makers can think and act wisely. While the further 

improved reliability of ML algorithms, such as Random 

Forest, K-means clustering, and Q-learning, involves 

advanced techniques with higher accuracy and better 

results in DI improvement, they are complicated and thus 

challenging in terms of explainability. Thus, interfacing 

these systems with the professional profiles in finance by 

making their decisions citable and comprehensible for 

accountants, auditors, and financial managers has become 

the most pressing challenge [74-76]. The Random Forest-

based approach, being a decision-tree algorithm, has a kind 

of interpretability, as it allows for calculating a feature 

importance score, thereby indicating which financial 

parameters (e.g., transaction value, the time of the 

transaction, types of accounts) are the most determined in 

the model's decisions. This function allows people to gain 

insight into the choices of the software/program in terms 

of classifying the financial transactions, including the 

reasons it produced an error or classified as an 'anomaly'. 

Decision trees, Feature Importance plots, and Visual tools 

have their roles in explaining the rationale behind the 

model, and therefore, they enable financial professionals 

to grasp and trust outcomes easily [77]. Furthermore, for 

clustering methods like k-means, the interpretability arises 

in the process of deciphering and visualising the clusters 

formed so that they can be elaborated upon and included 

in the reports, thus depicting the relationships/patterns 

among the finance data. Regardless, since Q-learning is a 

model for such problems as sequential decision-making, 

its interpretation is more complicated, being affected by 

the nature of the active model. They provide a user-

friendly view of a model decision-making process, 

separating the model inputs into individual contributions, 

and thus, allow the mind to realise how these inputs could 

influence the model output [78]. Besides this, 

incorporating these tools within financial institutions 

means that ML models meet regulatory compliance and 

offer adequate transparency to enable the auditors and 

accountability partners to complete their legal duties 

accordingly. However, data computation methods and 

interpretation of data via ML techniques are also 

noteworthy concepts, even though the study is primarily 

centred on the latter. Further studies should focus on the 

implications of applying the described techniques of 

creating explainable AI so that accounting processes can 

be operated with them in a way that accounts for the human 

impact on the decision account solids. The rise of machine-

learning models as the go-to devices for financial domains' 

applications will coincide with a surge in the need to 

enhance the interpretability of this system, which is critical 

for bringing in wider acceptance and trustworthiness of the 

new CAIS. 
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6 Conclusion 
This research focused on how ML algorithms could 

affect DI in CAIS and employed SEM-PLS analysis. The 

study results displayed that ML algorithms appreciably 

improve DI and, as a result, contribute to better time 

performance in BIM projects. The present research 

emphasises how DI is a turning point and explores its 

mediating and moderating effects on project outcomes. 

This research is specifically dedicated to the application of 

ML techniques to the information from 163 construction 

companies in China. Yet, the conclusions can be 

generalised to other sectors due to the applicability of 

algorithms such as random forest, k-means clustering, and 

Q-learning. These algorithms are utilised across various 

sectors of the economy, specifically finance, healthcare, 

and manufacturing industries, in the detection of false 

claims and unusual activity. 

Notwithstanding, the degree of universalisation of 

these outcomes relates to characters peculiar to the 

operational environment, such as the type of financial data, 

amongst others. As an example, industries calling for real-

time information will certainly need a revision of 

processing and model enhancement stages. As regards 

scalability, although random forest can be applied in vast 

datasets, its computational demands increase with the data. 

Thus, in order to ensure efficient application, parallel 

processes may need to be set up. Likewise, k-means 

clustering is a computationally expensive process for 

which better optimisation can be obtained through the 

application of various techniques, including mini-batch k-

means. Q-learning can be complicated by an enormous 

number of states and action possibilities to be dealt with, 

so, commonly, it may be combined with deep 

reinforcement learning to make the task possible at larger 

data sets. Therefore, the procedure in the current study is 

scalable and applicable to large datasets and different 

sectors; nevertheless, the complexity of computations and 

characteristics of domains should be taken into account for 

the feasibility of proper implementation. 

6.1 Managerial implications 

The paper's findings cater to the integration of up-to-

the-minute ML procedures in companies' accounting 

departments to improve DI. It is critical to improving SP 

and making financial decisions plausible in BIM projects. 

Top managers have a responsibility to prioritise data 

validation to limit schedule delays and resolve disputes 

that may result in costly lawsuits. 

6.2 Theoretical contributions 

This study extends the theoretical understanding of the 

impact of ML algorithms on DI and schedule performance. 

This case study offers practical substantiation of the 

phenomenon of AI influence on project outcomes through 

two channels: direct route and indirect route through 

improved data management practices. The model 

formulated here would be useful for other studies as well. 

It could serve as a common ground for further research or 

as a basis to enable comparison research. 

7 Limitations and future research 
          This research should provide further important data 

to improve DI using ML entities in CAIS. Consequently, 

certain limitations also need to be taken into account. 

Firstly, since the cross-sectional design limits 

understanding of how the impacts of ML models change 

progressively with time, that aspect is a crucial 

shortcoming. A longitudinal study can give a more 

thorough view of how well these models are doing when 

many characteristics of the data are changing, particularly 

in rapidly evolving areas like finance or e-commerce. In 

terms of algorithmic limitations, employing SEM-PLS to 

more comprehensive datasets raise several issues. SEM-

PLS is sure to provide good handling of intricate 

associations in small to medium-sized datasets and also 

possesses high computational complexity for bigger 

datasets. Real-time systems may suffer a waste of 

processing time. Future research might investigate the 

improvement of the SEM-PLS application and its 

combination with ML algorithms to achieve efficient 

processing of big data while maintaining accuracy. 

Another limitation is the issue of efficiency trade-off, 

which arises between precision and computational cost in 

the ML models used. Both random forest models and Q-

learning show promising results. However, they tend to be 

expensive in terms of processing power as the datasets 

increase. Therefore, parallel processing or distributed 

computing must be employed to keep the performance at 

an acceptable level. K-means clustering also becomes 

computationally expensive whenever it is applied to large 

datasets with many clusters. Future directions should 

include the analysis of more computationally inexpensive 

alternatives, such as mini-batches of k-means or tree 

methods with reinforcement learning models, to achieve a 

balance between accuracy and scalability. Eventually, this 

investigation centres on the construction sector. These 

algorithms can be applied in other industries that deal with 

real-time data or those that have strict regulations, like 

finance and healthcare. Expanding the use of ML models 

to other sectors will result in the assessment of whether 

such models are generalisable and the enhancement of the 

algorithms to suit different operational setups. 
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