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Steganography conceals information, with audio files increasingly used in this practice. The Least 

Significant Bit algorithm in audio steganography requires numerous samples to embed text files 

effectively. This study proposes an efficient methodology for embedding text files into a digital audio 

file. The approach also involves embedding the index value of an audio file, which contains hidden text 

files in another digital audio file. The proposed algorithms are the Bit Comparison and Substitution 

Algorithm for embedding text files in audio files and the Bit Comparison and Retrieval Algorithm for 

extracting text files from audio files. Additionally, a Least Significant Bit Algorithm with a secret key 

(Ks) embeds the index value of the audio file. The proposed algorithm achieves an average mean 

squared error of 0.0513, a peak signal-to-noise ratio of 41.13732041 dB, and a bit error rate of 

0.000114 for embedding 2400 bytes of text files in audio files. These performance metrics demonstrate 

that the proposed algorithm quantitatively outperforms the traditional least significant bit algorithm by 

requiring fewer audio samples to embed text files. The proposed algorithm embeds 2400 bytes of text 

into 2400 audio samples, with each byte corresponding to a single audio sample. Each byte of the text 

file is embedded by modifying one bit per audio sample, resulting in 2400 difference bits between audio 

and stego audio files. 

Povzetek: Izvirna  metodologija za vgradnjo besedilnih datotek v avdio datoteke z uporabo algoritmov 

za primerjavo bitov in zamenjavo bistveno izboljša kapaciteto vgradnje, s tem pa zmanjšuje število 

potrebnih vzorcev in povečuje varnost in kakovost skrivnega prenosa podatkov. 

 

1 Introduction 
In the domain of steganography, enhancing the secrecy 

of hidden files requires concealing two key attributes: the 

embedding method and the precise location within the 

audio file where the file is incorporated [1].  

 

 

Figure 1: Text file security structure. 

 

Cryptographic and steganographic techniques are 

essential to ensuring information security during  

communication. Figure 1 illustrates the structure of text  

file security [2]. Cryptographic algorithms enable the 

encryption and decryption of information, ensuring its 

security through the transformation of plaintext into 

ciphertext [3].  

Steganography, alternatively, conceals information 

within a medium and traces its origins back to ancient 

Greece. Information has historically been hidden in 

various forms like music scores, paintings, letters written 

with invisible ink, or even human skin. Digital media 

steganography is a relatively recent area of research that 

focuses on concealing information in digital content, 

such as digital images [4], video [5], or audio files [6]. 

Audio steganography is of particular interest due to the 

slight distortion in the amplitude of audio files during 

data embedding, making audio a suitable cover medium.  

It hides multimedia objects in audio files such as WAV, 

and MP3. Using commonly available carrier files is 

highly desirable, as it reduces the risk of detection by 

third-party observers and makes carrier modification 

caused by secret data insertion undetectable [7]. Figure 2 

presents the model for audio steganography [8]. 
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Figure 2: Model for audio steganography. 

 

Efficient steganographic concealment generally 

requires three unique characteristics: security, capacity, 

and strength. Capacity refers to the total size of 

confidential data hidden within a file. An imperceptible 

steganographic system is considered secure. Robust 

audio steganography ensures that the parameters of both 

the cover and stego audio files are identical. Robustness 

refers to the stego file's resilience against steganalysis 

and conflicts with hiding capacity. Specifically, 

increasing hiding capacity reduces the security and 

imperceptibility of stego files. Balancing capacity, 

security, and imperceptibility poses a significant 

challenge.  

Accordingly, the principal aim of steganography is     

to enhance embedding capacity, security, and 

imperceptibility while preserving robustness[1]. The 

hiding methods in audio files include Least Significant 

Bit (LSB), Echo, and Spread Spectrum, each developed 

for various applications[9], [10]. The LSB algorithm 

embeds each bit of the secret message into the LSB of 

the audio sample. Its simplicity and practical success 

derive from the limited sensitivity of the human auditory 

system (HAS). The HAS fails to detect subtle changes in 

audio frequency, particularly in the high-frequency 

regions. 

However, a drawback is the predictable embedding 

of secret messages, which facilitates easy recovery for 

potential attackers. In response to these limitations, 

researchers have proposed various approaches to enhance 

the traditional LSB algorithm and mitigate these 

challenges [11], [12], [13]. To enhance embedding 

capacity, researchers embed the secret bits in the higher-

order LSBs of the audio cover sample [9], [14]. At the 

same time, information loss occurs during 

communication due to noise. 

The widespread use and accessibility of audio files 

make them suitable for conveying concealed information. 

Researchers have explored embedding information 

within audio samples using distortion functions, multi-

domain embedding, Secure Advanced Audio Coding 

steganography scheme based on multi-view statistical 

distortion (SofMvD) with syndrome trellis code (STC), 

and adaptive-STC based on the adaptive parity-check 

matrix and constant distortion function. The targeted 

intelligent optimization algorithm, Generation of Optimal 

Allocation Strategy (GOAS), models the adaptive parity-

check matrix to address the multi-constrained integer 

programming problem[15], [16], [17], [18]. The authors 

provided an in-depth review of audio steganography, 

discussing various concepts and methodologies in 

comparison to existing audio steganographic methods 

[8],[19]. The authors investigated the utilization of 

commercial off-the-shelf (COTS) software for audio 

steganography and steganalysis by formulating a model 

[20].  

The authors explore the connections between 

information society, electronics, and artificial 

intelligence through twenty-four information society 

laws that demonstrate the rapid growth of electronic 

devices. The authors' concept enables the potential 

implementation of audio steganography communication 

in real-world applications with the support of AI [21]. 

The authors introduced a lightweight authentication 

solution for IoT edge devices, ensuring efficient data 

transmission under limited bandwidth. This solution uses 

lightweight symmetric cryptography and leverages the 

ChaCha20 algorithm for session key establishment, 

providing robust security with minimal communication 

and time costs [22]. Similarly, audio steganography 

strengthens IoT security by concealing data within 

multimedia files (audio), enabling secure communication 

as a future scope.     

Steganography research extends security by 

integrating cryptography and steganography[23],[24]. 
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The author proposed a novel steganographic scheme 

based on data decomposition and stego-coding methods 

to increase the embedding efficiency[25]. 

The study investigates double-layered security and 

multiple embedding techniques in steganography. These 

techniques include embedding an encrypted color image 

within another color image, hiding an encrypted text file 

within an image, embedding this image within an audio 

file, and embedding text files into the highest fitness 

bitstream position of the audio samples using a genetic 

algorithm[2],[26],[27]. 

Most steganography research focuses on images, 

with fewer studies exploring data hiding in audio files. 

Hence, audio steganography is an emerging area of 

research. 

The LSB algorithm in current audio steganography 

methods embeds the least significant bit of an 8-bit audio 

sample with test file bits at a 12.5% embedding rate, and 

using two least significant bits results in a 25% 

embedding rate. Consequently, a low embedding rate 

restricts the amount of hidden data, and to embed more 

information, a larger audio file is required. 

The probability of errors in the embedded bits in the 

LSB algorithm depends on the bit pattern of audio 

samples. The error bits are not predictable; they vary. 

Therefore, it is essential to propose algorithms that 

prioritize the reduction of bit error rates in a controlled 

pattern while simultaneously increasing the embedding 

rate.  

Table 1 summarizes related work features and 

performance metrics to compare with the proposed 

algorithms. 

Similarly, the Least Significant Bit algorithm uses 

eight audio samples to embed one byte of a text file. As 

the embedding capacity increases, more audio samples 

are needed to accommodate the increased capacity. The 

LSB algorithm utilizes 19200 samples for embedding 

2400 bytes of text files.    

 

 

Table 1: The summary of related works features and results.
Reference No. Methodology Performance / Results 

[28] Audio Steganography:  

Cover File: Audio 

Hidden File: Text 
Embedding Feature: LSB algorithm 

Encryption Feature: Pattern Matching Algorithm 

Dual Encryption 

The Pattern Matching method achieved Mean Squared 

Error (MSE) of 0.5619 and 0.3994 in the Normal LSB 

method. 
Embedding rate is 12.5%. 

 

[29] Audio Steganography: 

Cover File: Audio 
Hidden File: Text 

Embedding Feature: Two LSB modification  

Encryption Feature: RSA to protect data. 

MSE, Peak Signal to Noise (PSNR), and Bit Error 

Rate (BER) sequentially are 9.08875, 34.2775 dB, and 
17.995%. 

 

[30] Audio Steganography: 

Cover File: Audio 

Hidden File: Text 
Embedding Feature: Encrypted Data embedded in 4 and 5 

LSB bits of audio file. 

A PSNR of 17.71916498 dB resulted in the 

embedding of 103 characters in a JAZZ audio file. 

[31] Audio Steganography: 

Cover File: Audio 
Hidden File: Text 

Embedding Feature: Random Key Indexing method (Trusted 

Third Party Stego key and Secondary Key generated at 
encoder). 

Encryption Feature: AES-256 

A 16-bit stereo audio file with 532bytes of embedded 

message resulted in a BER of Right Channel: 
0.0187%. 

Left Channel: 0.0198%. 

[32] Audio Steganography: 

Cover File: Audio 
Hidden File: Audio 

Embedding Feature: ECA-BM: 

*Fractal coding and chaotic LSB 

The NC of the reconstructed secret file is 0.99992 

[33] Audio Steganography: 

Cover File: Audio 

Hidden File: Audio 
Embedding Feature: HASFC 

*Fractal coding  
*Chaotic least significant bit 

Audio Steganography model for secure audio 

transmission resistant to steganalysis attacks, with a 

Histogram error rate (HER) of 0.1278 and a 
Difference Ratio (DR) of the fourth first moments 

with mean:0.0799, variance:0.0008, skewness:0.0018, 
kurtosis:0.0028 

[34] Audio Steganography: 

Cover File: Audio 

Hidden File: Image and Audio 
Embedding Feature: Integer-to-Integer Lifting Wavelet 

Transform (Int2Int LWT) and Least Significant Bits (LSBs) 

substitution. 
Encryption Feature: Adaptive steganography key (Stego key) 

The lossless audio steganography approach underwent 

a statistical steganalysis test that resulted in HER of 

1.2274e-04 and a Difference Ratio (DR) of the first 
fourth moments with mean: 0.2304, variance:0, 

skewness: 0.0004, kurtosis: 0.0005 
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These limitations of low embedding rates and high 

bit error rates, caused by the increased use of samples for 

embedding, underscore the need for the proposed 

algorithm, which aims to enhance embedding rates while 

minimizing error rates and thereby improving the overall 

effectiveness of audio steganography -  

The two proposed algorithms are: 

1. The Bit Comparison and Substitution algorithm 

(BCS)  

2. The Bit Comparison and Retrieval algorithm (BCR)    

These algorithms significantly enhance the 

embedding process by embedding one byte (8 bits) from 

text file into one-byte of a two-byte audio sample. This 

innovative approach allows embedding one character 

within one audio sample in contrast to the LSB method. 

By employing a one-bit difference between the samples 

in the cover audio file and the resulting stego audio file, 

our algorithms ensure that only one bit is in error for 

every 8 bits of data embedded.  

The novelty of our approach lies in its efficient 

utilization of audio samples, achieving high embedding 

rates while minimizing error rates. This capability 

enhances the security of the communication with a 

reduced number of samples involved in embedding. 

2 Methodology 
The proposed BCS and BCR algorithms address the 

research gap by using all bits in an 8-bit audio sample to 

embed an 8-bit character. This embedding process results 

in a bit error of 1 between the audio sample and the 

character.    

It includes three main components: the Bit 

Comparison and Substitution algorithm (BCS) for 

embedding text files (TF) into the audio file (AF1), the 

Least Significant Bit algorithm for embedding the index 

of audio samples from the stego audio file (SAF1) into 

the audio file (AF2), and the LSB Retrieval algorithm for 

recovering index values from the stego audio file 

(SAF2), followed by the Bit Comparison and Retrieval 

(BCR) algorithm for extracting text files from the stego 

audio file (SAF1). 

 

2.1 Bit comparison and substitution 

algorithm 
2.1.1 Embedding text file into audio file  

The BCS algorithm is designed for audio steganography 

with digital audio WAV files. Each sample in these files 

consists of two bytes, representing the audio's amplitude. 

The hidden message is a text file that includes 

punctuation, numerals, uppercase and lowercase letters, 

and printable characters. Each character is assigned its 

ASCII value and converted to a one-byte binary value. 

Figure 4 depicts the hiding behaviour of the proposed 

BCS algorithm. The algorithm compares the eight least 

significant bits from the audio file (AF1) with the 

corresponding bits from the text file. It calculates the 

sum of their bit differences, denoted as ‘K’. If K=1, an 

audio sample from AF1 is computed, embedding eight 

consecutive LSBs with one byte of text file data. This 

process is repeated for each text file byte, creating a 

Stego Audio File (SAF1). This embedding method 

integrates one byte of the text file into one byte of a two-

byte audio sample in AF1, resulting in one incorrect bit. 

Figure 3 illustrates the framework of this model.  

 

 

 

Figure 3: The framework of the proposed method 
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Figure 4: Flow diagram for proposed BCS algorithm. 

 

It outperforms the LSB algorithm by producing 

fewer incorrect bits, thereby enhancing security and Peak 

Signal-to-Noise Ratio (PSNR). The size of the text file 

determines the number of difference bits between the 

cover (AF1) and stego audio file (SAF1). A 2400-

character text file results in 2400 incorrect bits between 

the cover audio file (AF1) and the stego audio file using 

the BCS algorithm.  

Furthermore, Figure 5 illustrates an example of 

embedding a one-byte text file in a two-byte audio file 

(AF1). Initially, both the audio file (AF1) and the text 

file are converted to binary, resulting in 

0011110110101001   0010100101111010 

0011110111110000 (Audio File 1) and 11111000 (Text 

File). Therefore, embedding the text file in the Audio 

File (AF1) commences if K=1. 

 

2.1.2 BCS Algorithm-embedding text file in audio file  

The Sender side in Figure 3 illustrates the algorithm steps 

for clearer understanding. 

 

Input: Audio File (AF1) and Text File (TF).  

Output: Stego Audio File (SAF1) 

1. Read the Audio File (WAV) and Text File. 

//Total Samples in AF1 (N) [Figure 4] 

2. Convert the Audio File and Text File into a  

bitstreams. 

3. Conceal an authorized algorithm between the sender 

and receiver to reveal that the audio file (AF1) 

contains hidden data, as well as the index  

value of the SAF1 in the audio file (AF2). 

4. For i = 1 to N do    // Continue the For loop  

             to embed the Text File (TF). 

5.   If sum ((AF1) ~=TF) == 1, then // Compute  

             the sum of binary bits difference between  

             AF1 and TF.                       [Figure 5] 

6.      Embed TF in AF1 // Embed Text File (TF)  

             in   a computed sample of Audio  

             File (AF1). [Figure 5]                                                                      

7.   End 

8. End 

9. Computation of the stego Audio File (SAF1  

with hidden text file). [Figure 4] 

10. End 

 

The algorithm's performance is validated with the 

results of Mean Squared Error (MSE) and Peak Signal-

to-Noise Ratio (PSNR) explained in the Results and 

Discussion section. The algorithm is also tested for 

steganalysis, proved through the results of histogram 

error rate (HER) and the fourth first moments. 

Furthermore, the algorithm undergoes a brute-force 

attack to evaluate its resistance. 

 

2.1.3 Embedding index values of audio samples into 

an audio file 

Each audio sample contains an index value for quick data 

retrieval, facilitating efficient database searches. The 

index assists the database application in efficiently 

searching data within an extensive database.

 
 

                                Figure 5: Example of embedding a text file in the audio file (AF1) when K = 1 is true. 

 

An index of the stego audio file (SAF1) with hidden 

data is listed. The index values were initially in decimal 

form and then converted to binary. An uncompressed 

digital audio wave file (AF2) of two bytes is input for the 

LSB algorithm. In cryptographic processes, a private key 

(secret key) is essential for securely embedding and 

extracting data. This key is exclusive to authorized 

entities responsible for conducting steganographic 

communication. In the proposed BCS algorithm, the 

index value within the audio sample, at which the LSB 

algorithm initiates its execution, is called a private key 

(Ks) and can be changed for every communication, 

ensuring that each transmission remains isolated and 

secure. This algorithm selects Ks=50, indicating that the 

50th sample of AF2 is designated as the private key, 

mutually agreed upon by the sender and receiver for 

embedding. This random selection enhances security by 

creating an extensive combination space, with over 

661504 samples across various audio files, as shown in 

Table 2. This results in approximately 2^(661504) possible 

combinations. The number of combinations makes it 

extremely difficult for an unauthorized party to 
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determine the private key, thereby strengthening the 

overall security of the transmission. The index values of 

the stego audio file (SAF1) with hidden text files are 

embedded into AF2 using the LSB algorithm. This 

process begins with Ks as the index value from AF2 used 

as the initial sample for embedding.  The LSB algorithm, 

known for its simplicity and effectiveness, executes after 

embedding all text files in the AF1. The resulting stego 

audio files (SAF1 and SAF2) hide text file and index 

values, respectively. Security of the LSB algorithm 

increases with the dynamic index length and Ks. Figure 6 

shows the flow diagram of the embedding Index value. 

 

 
Figure 6: Flow diagram for embedding index values of 

SAF1 in the cover audio file (AF2). 

 

2.1.4 Algorithm for Embedding Index Values of the 

Audio Samples in an Audio File  

The sender side in Figure 3 illustrates the algorithm steps 

for clearer understanding. 

 

Input: Stego Audio File (SAF1 with hidden text file) & 

Audio File (AF2) 

Output: Stego Audio File (SAF2 with hidden index 

value) 

 

1. Read the Audio file (AF2) and convert it into a 

stream of binary bits. [Figure 6] 

2. List the stego audio samples (SAF1) index values 

containing a hidden text file. [Figure 6] 

3. Convert the index values into a sequence of binary 

bitstreams.  

4. Use the LSB embedding algorithm (replacing the  

least significant bit of each sample in an audio file 

(AF2) with the index value) to embed all index 

values into the audio file (AF2), starting from the 

Ks=50th sample.     [Figure 6] 

5. Compute the stego audio file SAF2 with the hidden 

index value. [Figure 6] 

6. Transmit both stego audio files SAF1 and SAF2 to 

the receiver. 

7. End 

 

The metrics Peak Signal-to-Noise Ratio and Bit 

Error Rate (BER) discussed in the Results and 

Discussion section verify the algorithm's performance. 

 

2.2 Bit comparison and retrieval algorithm  
The procedures associated with embedding and 

extracting multimedia objects are inherently inverse. The 

primary step in the proposed BCR algorithm is retrieving 

the index values representing stego audio file (SAF1) 

samples from the stego audio file (SAF2), with Ks 

serving as the reference. The Least Significant Bit 

retrieval algorithm retrieves the index values of the stego 

audio file (SAF1). The aforementioned indexed values 

correspond to the stego audio file (SAF1) containing the 

hidden text file information. The text file is then 

extracted from the retrieved index value. This process 

involves specifically extracting the eight consecutive bits 

from the Least Significant Bit of the previously 

mentioned index values of samples in SAF1. The 

complete hidden text files from SAF1 are retrieved by 

repeating the above process. The extracted text files are 

then converted into their decimal representations. 

Finally, the decimal values of the extracted text files are 

converted into their equivalent ASCII values. A flow 

diagram of the Bit comparison and Retrieval (BCR) 

algorithm is present in Figure 7. 

 

2.2.1 BCR Algorithm-extracting index values and text 

file from audio files 

The receiver side in Figure 3 illustrates the algorithm 

steps for clearer understanding. 

 

Input: Stego Audio File (SAF1 with hidden text file) and 

Stego Audio File (SAF2 with hidden index value) 

 Output: Index value, Text File, and Audio Files (AF1 & 

AF2). 

 

1. Retrieve the index values corresponding to samples 

in the stego audio file (SAF1) from the stego audio 

file (SAF2) using the LSB retrieval algorithm with 

Ks as the starting sample of SAF2. (Read the least 

significant bit of the stego audio file samples 

(SAF2)). [Figure 7] 

2. Repeat Step 1 to retrieve all hidden index values. 

3. Convert the retrieved index values into decimal 

representations. 

4. Retrieve the text file from the stego audio file 

(SAF1) using the index value as the reference using 

the Bit comparison and retrieval algorithm. (Read 

the eight least significant bits of the stego audio file 

(SAF1)). [Figure 7] 

5. Repeat Step 4 to retrieve all hidden characters in the 

text file from the referenced index values in Step 3.  

6. Convert every byte of the retrieved file to decimal 

notations. 

7. Finally, convert the decimal values into their 

corresponding ASCII characters to retrieve the text 

file. 

8. End 

 

The algorithm's efficiency is validated with the 

results of Bit Error Rate (BER) and Normalized Cross-

Correlation (NCC), as explained in the Results and  

Discussion section. 
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2.3 Computational complexity 
The computational complexity of the proposed 

algorithm was evaluated in three stages: Input 

processing, BCS (Bit  

 
 

Figure 7: Flow diagram for extracting index values 

and text file from stego audio files (SAF2 and SAF1). 

 

Comparison and Substitution algorithm), and BCR (Bit 

Comparison and Retrieval algorithm). Execution times 

for each stage were noted by considering different text 

file sizes and audio file types. The algorithm was 

executed over 245 runs for each stage, with seven audio 

file types (Classical, Country, Disco, Hip-hop, Jazz, Pop, 

and Rock), each tested with seven different text file sizes 

(80, 400, 800, 1200, 1600, 2000, and 2400 bytes). To 

ensure an accurate analysis of the execution time for each 

stage, each combination of audio files and text file sizes 

was executed five times. 

For input processing, execution times showed a 

nearly constant pattern, with minimum variations as the 

text file size increased, as shown in Figure 8(a). The 

observed pattern suggests an O (1) complexity for this 

stage.  The BCS stage, in contrast, showed a linear 

increase in execution time with slight variations between 

audio file types, as shown in Figure 8(b). This linear 

increase indicates an O(TF) complexity in the BCS stage. 

Similarly, the BCR stage showed linear growth in 

execution times notably lower compared to the BCS 

stage, as shown in Figure 8(c). The BCR's consistent 

linear scaling across audio file types further supports its 

O(TF) complexity. In summary, the algorithm maintains 

a computationally efficient structure with linear 

complexity (O(TF)) for both BCS and BCR stages, 

making it suitable for scalable steganographic 

applications in high-data environments. 

Even though the execution time of the algorithm 

increases with larger audio files and text sizes, the 

reduced number of audio samples required for 

embedding larger text file compensates for this increase. 

The novel algorithm embeds each character into an audio 

sample and retrieves the character from the same sample. 

This approach optimizes memory usage and reduces 

processing time, ensuring efficiency even with increased 

text file inputs. The reduced memory usage balances the 

increased execution time. 

 

2.4 Generalizability of the proposed method 
The proposed algorithms have been applied successfully 

to both speech and ambient audio files, demonstrating 

their adaptability across different audio types beyond 

musical genres like Jazz and Rock. Tables 9 and 12 

outline the specifications of the speech and ambient 

audio files. Concurrently, Tables 10 and 13 present the 

performance metrics for these files. These metrics 

demonstrate that the algorithms maintain efficient data 

embedding and retrieval capabilities across varied audio 

contexts.  Tables 11 and 14 provide insights into the 

audio samples and associated difference bits when 

embedding text files in these audio files. 

To further support the generalizability of the BCS 

algorithm across different audio files, we present 

histograms comparing the cover and stego audio files for 

speech and ambient audio files. These files include 

hidden text file containing 2400 characters, as shown in 

Figures 14 and 16. Figures 15 and 17 depict the audio 

files before and after embedding 2400-byte text file. 

They show no significant degradation in audio quality. 

No significant technical barriers emerged when 

applying the novel BCS and BCR algorithms to diverse 

audio types. However, the algorithm's performance 

depends on specific characteristics of the audio samples 

and the bit patterns within them. Despite this, the 

embedding method and the resultant error bit remain 

consistent across different audio file types. 

3 Results and discussion 
The MATLAB software was used to evaluate the BCS 

and BCR algorithms using seven distinct audio files 

representing genres: Classical, Disco, Hiphop, Country, 

Jazz, Pop, and Rock. The GTZAN dataset was selected 

for its genre coverage (1,000 clips of 30 seconds each), 

compact size, and consistent 22050 Hz sampling rate, 

making it suitable for efficient embedding without 

extensive preprocessing. The consistent sampling rate 

ensures uniform audio quality across the dataset, 

minimizing variability that could affect embedding or 

extraction performance. Additionally, the dataset’s 

compact size allows for quick processing and repeated 

testing, enabling efficient experimentation with the 

steganography algorithm. Its genre diversity provides a 

variety of audio contexts to test the adaptability of the 

algorithm. 

Furthermore, its open availability promotes 

reproducibility. Using unprocessed audio minimizes 

computation time and accurately reflects performance 

conditions for the steganography algorithms. Table 2 

details the specifications of the audio files from GTZAN. 

The experimentation was conducted on a Windows 

10 laptop with a Core i3 processor at 2.0 GHz and 4 GB 

of RAM. Uncompressed audio files from the GTZAN 
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dataset served as the cover audio [1],[33],[35],[36]. The 

text files used in this study are from the Reuters-21578 

collection, based on the 1994 CIA World Factbook, 

containing Prolog facts about LandBoundaries, 

NaturalResources, Population, Capital, and more [37]. 

The evaluation employed MSE, PSNR, BER, and NCC 

to quantify deviations in the audio files and measure the 

efficiency of the BCS and BCR algorithms. 

 

3.1 Similarity analysis 

3.1.1 Mean squared error (MSE)  

MSE measures audio distortion, calculated as the average 

square difference between the cover and stego audio files  

using Equation (1)[33]. If the MSE is zero, the files are 

similar. 

 

MSE =
1

Q
∑ (s1i − s2i)

2Q
i=1                (1) 

 

s1i and s2i represent samples from the cover and 

stego audio file, respectively, and Q is the total number 

of audio samples. 

Figure 9(a) represents average MSEs over 49 runs, 

and their standard deviations. The X-axis represents the 

text file’s length in Bytes, and the Y-axis indicates the  

MSE. The proposed algorithm achieves an MSE of 

 

Table 2: Description of audio files. 

Bits per sample/Sample rate 16/22050Hz 

Number of Samples 661504-664180 

Channel and Audio Type                     Mono and Music 

Duration in seconds        1-30 

 

0.0513, indicating minimal distortion. This MSE 

outperforms existing algorithms [28], [29], which 

recorded MSE values of 0.5619  and 9.08875 

respectively. Table 3 presents the MSE values of both the 

proposed and existing algorithms, along with the 

significant differences between these values. This 

difference results from maintaining a 1-bit difference 

between the audio and the stego audio samples when 

embedding one byte of text file. In the proposed BCS 

algorithm, embedding 2400 bytes (19200bits) of text 

files results in 2400 error bits, which is successfully 

accomplished. This controlled one bit difference 

minimizes distortions, especially when embedding large 

amounts of data for audio steganographic 

communication. 

The standard deviation of MSE values is 0 across all 

text files and audio types. This consistency indicates a 

stable algorithm with a fixed, predictable distortion level 

in preserving audio quality. The same MSE value is 

observed across an audio file for different text file sizes, 

as shown in Figure 9(a), with values such as 0.0031 for 

'Classical' audio across text file sizes ranging from 80 

bytes to 2400 bytes. This uniformity occurs because the 

embedding process introduces minimal distortion, and 

the MSE is calculated as an average, leading to identical 

values and a standard deviation of zero. 

Statistical analysis yields a p-value of 0 (p < 0.05), 

which rejects the null hypothesis and confirms significant 

differences in MSE across audio files. This analysis 

suggests that the MSE varies with the bit patterns in the 

audio samples. Despite these variations, low and 

consistent MSE values demonstrate that the audio 

steganography method effectively controls distortion. As 

a result, the audio quality remains largely unaffected 

during data embedding. 

 

3.1.2 Peak Signal-to-Noise Ratio (PSNR) 

PSNR evaluates audio quality in decibels (dB) using 

Equation (2). A higher PSNR with lower MSE indicates 

better steganographic quality. 

 

PSNR = 10 log10
(2 q −1)2

MSE
 (2) 

 

Where q is the maximum bits per signal sample, and 

MSE is the Mean Squared Error [33]. 

Figure 9(b) shows the PSNR results over 49 runs for 

audio clips with different embedding rates: 80B, 400B, 

800B, 1200B, 1600B, 2000B, and 2400B. The X-axis 

indicates the length of text files in bytes, and the Y-axis 

indicates PSNR. The average PSNR for stego audio 

(SAF1) is 41.13732041 dB, while for stego audio 

(SAF2), it is 32.4868 dB. Table 3 compares the PSNR of 

the proposed BCS algorithm with that of the existing  

 
Figure 8: Execution time for (a) Input (b) BCS (c) BCR. 
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algorithm[29], [30], highlighting the significant increase. 

For JAZZ audio with 2400 bytes, PSNR is 36.4463 dB,  

while [29] yields 34.2775 dB and [30] yields 

17.71916498 dB.   

The average PSNR of 41.13732041 dB correlates 

with the near-zero MSE (0.0513). This correlation arises 

from the logarithmic relationship between MSE and 

PSNR. The low MSE achieved by the proposed 

embedding method reflects minimal distortion and leads 

to a high PSNR value. 

The observed range of standard deviation values for 

PSNR is 4.85 to 5.16 across different audio file types and 

text file sizes, as shown in Figure 9(b). These values 

indicate that the algorithm maintains audio quality with 

some variability in how the embedding process affects 

each type of audio file. Specifically, the standard 

deviation of Country audio files is 4.85, while Classical 

and Hip-hop exhibit 5.16. The error bars in Figure 10(a) 

represent the standard deviation and show the variation 

in average PSNR values across different audio files and 

text file sizes. This results in the spread of PSNR values 

and the reflection of the range of impact on audio quality. 

The moderate standard deviation across all audio file 

types indicates a balanced trade-off between embedding 

efficiency and audio quality preservation, indicating 

reliable algorithm performance. 

Figure 11(b) illustrates the cover and stego audio 

files for various genres, with the stego audio embedded 

with a text file of 2400 bytes. 

Remarkably, no noticeable perceptual changes are 

observed between the cover audio sample (AF1) and the 

corresponding stego audio sample (SAF1), as 

modifications affect only one of the 16 bits per sample to 

embed a one-byte text file. 

 

3.2 Hiding capacity (payload) 
Hiding capacity (HC) represents the maximum size of a 

text file concealed in an audio file and  is calculated by 

Equation (3) as a standard percentage [1]. 

 

HC = (
Text File size

 Audio File size
) ∗ 100       (3) 

 

Similarly, for the LSB algorithm, the hiding capacity 

is measured by Equation (4)[1]. 

 

HC = (
number of samples

 8
) ∗ 100         (4) 

 

The tested Jazz audio file with 661794 samples 

embeds 2400 bytes of text files using 19200 samples for 

the LSB algorithm and 2400 audio samples for the BCS 

algorithm. Table 4 illustrates the differences in audio 

samples used at different embedding capacities between 

the traditional LSB and the proposed BCS algorithm for 

a Classical audio file with 661794 samples. 

The BCS algorithm effectively embeds text data by 

comparing each byte of the text file with audio samples 

to find those differing by one bit. The identified one-bit 

difference facilitates data embedding while preserving 

audio integrity. This approach achieves a 1:1 ratio, 

embedding a single character (8 bits) into one audio 

sample (16 bits). The BCS algorithm successfully 

embedded 80 bytes of text (80 characters) using 80 audio 

samples. 

Conversely, the Least Significant Bit algorithm 

embeds each 8-bit character from the text file into the 

least significant bits of eight corresponding audio 

samples, resulting in eight audio samples for each 

embedded character. The discrepancy in Table 4 arises 

from these differing methodologies. The LSB algorithm 

consistently requires eight audio samples per character, 

and the BCS algorithm uses only one audio sample per 

character based on the one-bit difference criterion. 

Despite the differing embedding rates, the BCS method 

maintains consistent sample utilization by embedding 

each character into an audio sample with the required bit 

difference. This approach allows for more efficient 

sample utilization. 

Moreover, the proposed BCS algorithm aligns 

sample usage with the text file size, effectively 

increasing embedding capacity and rate while reducing 

the bit error rate. 

By selecting audio samples with a one-bit difference 

between text and audio, the BCS algorithm enhances the 

robustness and security of audio steganographic 

communication. Using fewer samples improves 

efficiency by minimizing processing time and enhances 

imperceptibility by reducing noticeable audio changes. 

 

3.2.1 Embedding rate 

The embedding rate is the number of bits concealed in a 

one-byte audio sample. The LSB algorithm embeds 1 

byte of the text file in 8 audio samples (1 byte) with an 

embedding rate of 12.5%. In contrast, in the BCS 

algorithm, 1 byte of the text file is embedded into 1 byte 

of a 2-byte audio sample with a 50% embedding rate. For 

the tested JAZZ audio with 661794 samples, the 

proposed algorithm achieves an increase of 37.5% in 

embedding rate. Hence, the BCS algorithm has 

significantly improved its embedding rates compared to 

the traditional Least Significant Bit. 

 

3.3 Strength analysis 

3.3.1 Bit error rate 

Equation (5) calculates the Bit Error Rate (BER), 

representing the percentage of incorrect bits in retrieved 

text files. 

 

𝐵𝐸𝑅 =
𝑄𝑒𝑟𝑟𝑜𝑟

𝑄𝑏𝑖𝑡𝑠
                (5) 

 

Where Qerror is the number of differing bits, and Qbits 

is the total number of bits embedded in the audio file [1]. 

A lower BER indicates robust steganographic algorithms. 

The proposed BCR algorithm successfully extracts the 

original text file for all the tested audio files.   

Figure 10(b) illustrates the BER results for the 

proposed algorithm over 49 runs, where the X-axis 



188 Informatica 49 (2025) 179–198 K.Revathi et al. 

represents the length of the text file in bytes, and the Y-

axis represents the corresponding BER values. The 

Proposed algorithm computes a BER of 0.00000753 for a 

country WAV file of 80 bytes and 0.000226 for a rock 

WAV file with 2400 bytes. Similarly, the average BER 

of a stego audio file (SAF2) is 0.0009. The BER value 

illustrates the proposed algorithm's robustness in security 

and accuracy in maintaining consistency in both the 

audio and the stego audio file. 

The average BER of the proposed algorithm is 

0.000114, outperforming results from previous research 

[29], [31], with specific increase values as shown in 

Table 5. 

This low BER results from altering only 1 bit out of 

16 (1/16) in a 16-bit audio file sample (AF1). 

Specifically, each 8-bit character in the text file is 

embedded into a corresponding 16-bit audio sample with 

a controlled one-bit difference between the cover audio 

file (AF1) and the stego audio file (SAF1) samples.  

By embedding 2400 characters (2400 * 8 = 19200 

bits), the BCS algorithm achieved a total controlled bit 

difference of 2400 bits, resulting in lower BER.  

This consistent approach limits the variability in the 

audio, maintaining audio quality across various genres 

such as Classical, Disco, Hip-hop, Country, Jazz, Pop, 

and Rock, thus preserving a satisfactory listening 

experience. Table 4 conveys the differences in bits used 

in both algorithms, illustrating the efficiency of the BCS 

method. In contrast, the conventional LSB algorithm 

modifies the least significant bits without a predefined or 

controlled pattern, as the changes depend on the 

embedded data and the audio samples. This results in 

unpredictable bit alterations, higher BER variability, 

increased error rates, and reduced performance due to the 

ineffective management of bit differences. Conversely, 

the structured embedding process in the BCS algorithm 

increases the robustness of security by reducing errors 

and optimizing the use of embedding samples, thereby 

supporting claims of improved performance over 

traditional methods.  

The observed standard deviation in the Bit Error 

Rate was low, approximately 7.9E-05, as shown in 

Figure 10(b), across all file sizes. The standard deviation 

value indicates minimal variation in the data embedding 

process, influenced by the audio files. The algorithm 

reliably preserves both data and audio quality. Error bars 

for average BER values in Figure 11(a) show the range 

of variability in BER. The error bars represent the 

standard deviation of the average BER values across 

different audio files and text file sizes. 

Statistical analysis yields a p-value of 0.999999986 

(p < 0.05), indicating no significant differences in BER 

across audio files. The above analysis suggests that the 

BER of the algorithm's performance remains consistent, 

as shown in Figure 10(b), regardless of the audio file and 

embedding capacity used. The audio steganography 

method effectively maintains high transparency and 

robustness in data embedding without significantly 

affecting the cover audio. 

 

3.3.2 Normalized cross-correlation 

Similarity is measured by NCC, with the formula for 

calculating the similarity between embedded and 

retrieved text files given by Equation (6)  

 

NCC(M, M′) =
∑ M(K) M′(K)P

k=1

√∑ M (K)2P
K=1 √∑ M′(K)2P

K=1

          (6) 

 

Table 3: The MSE and PSNR Comparison between Proposed and Existing Algorithms 

Method 
  Text Files 

(Characters) 
  MSE    PSNR (dB) 

[28] Normal LSB 

Method 
250 

0.3994 

▲87.16% 
     - 

[28] Pattern 

Matching Method 
250 

   0.5619 

▲ 90.87% 
     - 

   [29] 107 
9.08875 

▲99.44% 

34.2775 

▲20.01% 

   [30] 103 - 
17.71916498 

    ▲132.163% 

Proposed 2400 0.0513 41.13732041 

Table 4: Audio samples utilized in the proposed algorithm compared with the traditional LSB algorithm.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Length of 

Text File 

(in Bytes) 

Audio Samples Utilized 

(ASU) (in samples) 

Difference Bit (DB) 

(in Bits) 

LSB Proposed LSB Proposed 

  80 640  80 341 80 

400 3200 400 1541 400 

        800 6400 800 3185 800 

1200 9600       1200 4840 1200 

1600 12800       1600 6433 1600 

       2000 16000       2000 8043 2000 

2400 19200       2400 9586 2400 
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Table 5: Comparisons of BER between the proposed and 

existing algorithms 

     Method Length of Text File  

(in Bytes) 
   BER 

[29]      107 
17.995% 

▲99.94% 

[31] 532 
0.0187% 

▲39.04% 

   Proposed 2400 0.000114 
 

Where M and M′represent the embedded and 

extracted text files, respectively, and P is the number of 

samples in the audio file [36]. For all tested audio files, 

an NCC value of 1 indicates that the proposed BCR 

algorithm successfully extracts the complete text files. 

Similarly, the cover audio and stego audio files are 

similar, as shown in Figure 11(b).     

Table 6 compares the NCC results obtained using the 

proposed algorithm with those of existing algorithms 

reported by researchers in their studies [32], along with 

the significant differences. The proposed algorithm's 

NCC values surpassed the existing research, highlighting 

its superior performance. This performance is due to one 

bit of difference between the computed audio file and the 

embedded character. Similarly, the continuity in the 

pattern of the audio file between the cover and stego 

audio files is maintained, resulting in a Normalized 

Cross-Correlation value of 1. 

 

3.4 Steganalysis 

3.4.1 Histogram attack 

Histogram attacks were examined through forty-nine 

experiments across seven audio files and text files in 

various sizes from 80 Bytes to 2400 Bytes. Histogram 

Error Rate (HER) measures the error between the audio 

file and the stego file using Equation (7) [33].         

 

HER =  
∑ (Hisa – Hiss)2Q

i=1

∑ Hisa
2Q

i=1

          (7) 

 

Where Hisa and Hiss are the histograms of audio and 

stego audio files, respectively, and Q is the total audio 

samples.  

The proposed algorithm demonstrates improved 

histogram error rates, achieving a HER of 0.0000000043.    

 

 

 

 

 

 

 

 

 

 

 

 

Table 6: Comparison of NCC between the proposed and 

existing algorithms. 

   Method NCC 

[32] 
0.99992 

▲0.008% 

   Proposed    1 

 

The experimental HER value approaches zero, 

primarily due to the uniform probability distribution of 

amplitudes within the audio files, confirming its 

resistance to histogram attacks. Figure 11(c) illustrates 

the histograms for the seven audio files before and after 

embedding a text file of size 2400 bytes. 

      

3.4.2 Fourth first moments 

The difference between the audio file and the stego file 

was analysed statistically using the fourth first moments, 

namely, mean (μ), variance (σ2), skewness (sk), and 

kurtosis (k). Equations (8), (9), (10), and (11) calculate 

the fourth first moments [33]. Equation (12) calculates 

the absolute difference between these moments, yielding 

the Difference Ratio (DR) [36].  

The experimental results of the DR values are close 

to 0 in Table 7, proving that the proposed algorithm is 

resistant to statistical investigation.  

Moreover, the audio file's Difference Ratio (DR) 

approaches zero because of its symmetry, as indicated by 

near-zero values for both mean and skewness. A kurtosis 

value of zero further confirms that the amplitude 

distribution of the stego audio file, containing embedded 

text files, follows a normal distribution, leading to the 

near-zero DR. 

 

                        μ =
∑ Si

Q
i=1

Q
                                     (8) 

                        σ2 =
∑ (Si −μ)2Q

i=1

(Q−1)
                        (9) 

                            sk=
∑ (Si −μ)3Q

i=1

(Q−1)σ3                      (10) 

                            k =
∑ (Si −μ)4Q

i=1

(Q−1)σ4                              (11) 

Difference Ratio(DR) = |
fma−fms

fma
| × 100   (12) 

Where fma and fms are any fourth first moments of 

the audio file and the stego audio file, respectively. 

Si  denotes the Samples in the cover or stego audio 

files, and Q represents the total number of audio samples 

in the cover or stego audio files. 
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3.4.3 Brute-Force attack 

The objective of a brute force attack is to attempt  

multiple methods or keys to uncover the hidden text files 

from stego audio files. This type of attack is commonly 

used to test the strength and effectiveness of the 

steganographic algorithms. The total number of possible 

sample combinations in an audio file against brute-force 

attacks on the audio steganographic system is given by 

2(b*N), where b is the number of bits used for embedding 

per audio sample (8 bits per sample), and N is the total 

number of audio samples. This approach derives from 

cryptographic analyses of key space sizes. Table 8 

compares the proposed algorithm with the LSB algorithm 

under a brute force attack. 

 

 
Figure 9: Influence of (a) MSE, and (b) PSNR. 

 

 
Figure 10: Influence of (a) Average PSNR with Error Bars, and (b) BER. 

 

 
Figure 11: (a) Influence of average BER with error bars, (b) Comparison of cover and stego audio files with 2400 

bytes of embedding capacity, and (c) Histograms of cover and stego audio files with 2400 bytes of embedding 

capacity. 
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Table 7: Comparison of DR for the Fourth First Moments and HER values for various cover audios using 2400B of 

embedded Text Files. 

 

Audio File 
Difference Ratio (DR) 

HER 1st moment, 

Mean () 

2ndmoment,               

Variance(σ2) 

3rd moment,             

Skewness(sk) 

4thmoment,               

Kurtosis(k) 

[33] 
0.0799 

▲99.29% 

0.0008 

▲97% 

0.0018 

▲95.27% 

0.0028 

▲98.68% 

0.1278 

▲100% 

[34] 
0.2304 

▲99.75% 

0 

≈  

0.0004 

▲78.75% 

0.0005 

▲92.6% 

1.2274E-04 

▲100% 

Proposed 0.00057 0.000024 0.000085 0.000037 4.33E-09 

 

Table 8: Compare the proposed algorithm with the LSB algorithm under brute force attack.

Audio File Embedded Bits (b) Total Combinations 2^(b*N) 

Name Samples (N) Bits Proposed Algorithm LSB Algorithm 

Classical 661794 16     8 2^ (8*661794) =25294352 2^ (1*661794) = 2661794 

Country 663300 16            8 2^ (8*663300) =25306400 2^ (1*663300) = 2663300 

Disco 664180 16     8 2^ (8*664180) =25313440 2^ (1*664180) = 2664180 

Hip Hop 661504 16            8 2^ (8*661504) =25292032 2^ (1*661504) = 2661504 

Jazz 661794 16     8 2^ (8*661794) =25294352 2^ (1*661794) = 2661794 

Pop 661504 16     8 2^ (8*661504) =25292032 2^ (1*661504) = 2661504 

Rock 661794 16     8 2^ (8*661794) =25294352 2^ (1*661794) = 2661794 

 

The large number of sample combinations in the 

proposed methods indicates that exhaustive search 

methods are impractical, demonstrating high resistance to 

brute-force attacks. When comparing the robustness of 

the BCS and BCR algorithms with previous methods, it 

is evident that the innovative embedding techniques 

employed in these algorithms significantly increase 

resistance to brute-force attacks. Embedding multiple bits 

per sample in the proposed algorithms, as compared to a 

single bit in the LSB algorithm, increases the number of 

embedding locations and possible sample combinations, 

making detection more difficult. 

Figure 12 illustrates a comprehensive comparison 

chart of performance metrics between the existing and 

proposed algorithms. The chart plots performance metric 

values on the y-axis for both the proposed and existing 

algorithms with performance metric names listed on the 

x-axis. The proposed algorithm aims for data 

concealment where the audio samples used should match 

the differing bits between the cover and stego audio, as 

demonstrated in Table 4 and Figure 13. The proposed 

BCS and BCR algorithms outperform existing ones with 

their experimental results, highlighting the significance 

of BER.      

 

A Research gap and addressed novelty 

The research gap in existing audio steganography 

methods lies in the limitations of the traditional Least 

Significant Bit algorithm. In the LSB algorithm, 

embedding one character from a text file requires eight 

audio samples, resulting in an embedding rate of only 

12.5%. Using the 2 LSBs to embed a character reduces 

this to four audio samples, achieving a 25% embedding 

rate. However, as the hiding capacity increases, the 

number of audio samples required also increases, 

highlighting the need for an algorithm that achieves 

higher embedding rates while minimizing the use of 

audio samples. Additionally, the BER in LSB methods is 

highly variable, depending on the characteristics of the 

audio file, leading to unpredictable error rates that may 

either be high or low. As embedding rates increase, BER 

increases, further impacting data integrity. 

This variability emphasizes the need for an algorithm 

that maintains a consistent and predictable BER, 

regardless of the embedding rate and audio file 

characteristics.  

The novelty of the proposed algorithm lies in 

balancing embedding capacity and BER by embedding a 

character (8 bits) from a text file within a single audio 

sample and ensuring that the bit difference between the 

samples in cover audio and the stego audio file is limited 

to one. The proposed method reduces the required audio 

samples while achieving a controlled error pattern. 

 

B Strength of the proposed work 

The proposed work embeds an entire character (8 bits) 

within a single audio sample, maintaining a 1:1 ratio 

between characters in the text file and audio samples.  

A comparison methodology involves embedding text 

files into the audio samples. Hence the algorithm is 

resistant to statistical and brute-force attacks, which 

enhances the security and robustness of the algorithm. 

This mechanism results in a controlled one-bit difference 

between the sample of a cover audio file and the 

corresponding embedded sample in the stego audio file. 

This approach preserves the integrity of the audio file. 

Additionally, the algorithm predicts error bits between 

the cover and stego files, maintaining an effective trade-

off between embedding capacity and error rate.  
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Figure 12:  Comparative analysis of proposed and existing algorithms. 

 

Figure 13:  Influence of parameters of audio files versus hiding capacity. 

 

This capability optimizes data hiding by minimizing 

audio quality degradation, addressing challenges in audio 

steganography. 

4 Conclusion and future work 
The research presented BCS and BCR algorithms to 

enhance the Least Significant Bit Algorithm in Audio 

Steganography. The BCS algorithm embeds each byte of 

the text file into the least significant 8 bits (one byte) of a 

two-byte audio sample from AF1, and the BCR algorithm 

retrieves the embedded data. Simultaneously, the Least 

Significant Bit algorithm embeds the index value of the 

samples from the Stego Audio File (SAF1) with hidden 

text file into the Audio File (AF2). Moreover, the 

proposed method was analyzed through MSE and PSNR 

similarity tests, yielding an MSE of 0.0513 and an 

average PSNR of 41.13732041 dB, thereby 

outperforming the existing algorithm. Furthermore, there 

is a 37.5% enhancement in the embedding rate compared 

to the conventional LSB algorithm. The stego signal is 

evaluated using histogram distribution, yielding an 

average HER of 4.33E-09. Specifically, the proposed 

algorithm’s comparative methodology yielded identical 

values with an embedded text file of 2400 characters 

(2400 bytes) in 2400 audio samples, resulting in a 2400-

bit difference between the cover audio file and the stego 

file. For future research, semiconductors could implement 

real-time audio steganographic systems. 
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Appendix A: Performance of the novel proposed algorithm on speech audio 

files. 
Table 9: Specifications of speech audio files. 

Audio File Sampling Rate Duration(s) Bits per sample Total Samples     Channel 

dialogue.wav 22050 30 16 661500 Mono 

news2.wav 22050 30 16 661500        Mono 

india.wav 22050 30 16 661500 Mono 

 

 

Table 10: Summary of performance metrics of the proposed BCS and BCR algorithms over the speech audio files.

 

Table 11: Performance of proposed BCS Algorithm. 
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            Figure 14: Histograms of cover and stego speech audio files with hidden text files of 2400bytes. 

 

 
Figure 15: Cover and stego speech audio files with hidden text files of 2400 bytes. 
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Appendix B: Performance of the novel proposed algorithm on ambient audio 

files. 
 

Table 12: Specifications of ambient audio files. 

Audio File Sampling Rate Duration (s)  Bits per sample Total Samples Channel 

Ambient AF1.wav 44100 29   16 1278900 2 

Ambient AF2.wav 44100   15.3386   16 676432 2 

Ambient AF2.wav 44100   51.7152   16 2280640 2 

 

 

Table 13: Summary of performance metrics of the proposed BCS and BCR algorithms over the ambient audio files. 

 

 

Table 14: Performance of proposed BCS algorithm. 
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Figure 16: Histograms of cover and stego ambient audio files with a hidden text file of size 2400bytes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 17: Cover and stego ambient audio files with a hidden text file of size 2400bytes.

 

 


