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With the rapid development of the Internet, network traffic has shown explosive growth, which puts 

forward higher requirements for the network routing system. Traditional static routing methods are no 

longer able to meet the needs of today's complex and ever-changing network environment, as they cannot 

be flexibly adjusted according to real-time network conditions. In order to address this challenge, this 

paper proposes an innovative dynamic routing method. This method is based on reinforcement learning, 

especially Q-learning algorithm, which realizes the dynamic adjustment of routing decisions through 

continuous learning and adaptation to changes in the network environment. Our goal is to minimize root 

mean square error (RMSE) to improve routing accuracy, while at the same time improving load balancing 

efficiency to ensure that network resources are fully utilized. In order to verify the effectiveness of this 

method, we conducted detailed simulation experiments. Experimental results show that compared with 

the baseline method, our dynamic routing method significantly improves the throughput of the network, 

which increases by 30%, effectively reduces the delay, and reduces 25%. These positive results not only 

prove the effectiveness of our method in network traffic optimization, but also provide new ideas for the 

development of network routing system in the future. 

Povzetek: Raziskava uvaja dinamično usmerjanje prek okrepljenega učenja z metodo Q-learning, ki 

izboljša pretočnost omrežja, zmanjša zakasnitev in izboljša porazdelitev obremenitev. 

 

1 Introduction 
The Internet provides us with rich information 

resources and convenient communication methods. With 

the development of Internet technology, network traffic is 

growing explosively. The management and optimization 

of network traffic have become critical issues [1, 2]. 

Network traffic refers to the amount of data transmitted on 

a network, reflecting the usage of the network and users’ 

behavior patterns. Due to the complexity and uncertainty 

of the network environment, network traffic often exhibits 

randomness and dynamism. During peak hours, network 

traffic will rapidly increase, leading to network congestion 

and a decrease in data transmission rates. During low 

periods, network traffic will sharply decrease, leading to 

wastage of network resources. Researchers have proposed 

various dynamic routing methods [3, 4]. These methods 

optimize network performance by real-time monitoring of 

network traffic status and dynamically adjusting routing 

tables based on traffic changes. However, existing 

dynamic routing methods still have some limitations [5, 

6]. Some methods cannot accurately predict the trend of 

traffic changes, resulting in untimely route adjustments. 

Due to their complex algorithms, other methods make it 

challenging to achieve efficient operations in large-scale 

network environments. 

In recent years, with the continuous development of 

machine learning and artificial intelligence technologies,  

 

more and more researchers have begun to explore their  

application to network routing algorithms. Routing 

algorithms based on machine learning and artificial 

intelligence can dynamically adjust the routing table by 

learning and predicting topology and traffic changes in the 

network to achieve efficient routing. This algorithm can 

converge quickly, adapt to large-scale networks, and 

improve the transmission efficiency and performance of 

the network. It can also adaptively adjust routing strategies 

to achieve a balanced network traffic distribution and 

reduce congestion. 

The FCDLBR-SDN method is an innovative 

dynamic routing method, and its core novelty lies in its 

ability to uniquely address the routing efficiency and load 

balancing problems of different network traffic types. This 

method integrates fuzzy control, deep learning and Q-

learning-based routing strategy to form an intelligent and 

adaptive routing mechanism. Through deep learning, 

algorithms are able to predict network traffic trends; The 

fuzzy control enhances the robustness and flexibility of 

the system. The Q-learning-based routing strategy enables 

the system to dynamically adjust the routing path to adapt 

to changes in network conditions and traffic patterns. This 

innovative combination enables FCDLBR-SDN to excel 

in network traffic optimization, significantly improving 

the overall performance and stability of the network. 
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In the network routing algorithm, the routing table 

records the connection status between nodes and the 

transmission path of data packets. There are two kinds of 

network routing algorithms: static routing and dynamic 

routing. Static routes require the administrator to manually 

configure the routing table. Static routes are suitable for 

small networks but not for large networks. Therefore, 

based on network traffic characteristics, this study 

combines machine learning, optimization and game theory 

to optimize the dynamic routing process to ensure the fast 

transmission of messages and the efficient operation of the 

network. 

2 Related technology and principle 
Table 1 systematically contrasts the proposed 

reinforcement learning-based dynamic routing method 

with other state-of-the-art (SOTA) methods. The proposed 

method (Reinforcement Learning) demonstrates a higher 

throughput (1200 Mbps) and lower delay (35 ms) 

compared to traditional static routing. It also exhibits high 

load balancing efficiency, indicating a more even 

distribution of network traffic. The computational 

complexity is moderate, which is a trade-off for the 

increased adaptability to traffic changes and scalability 

within data center networks. In comparison, other methods 

like Q-Learning for Routing and Deep Q-Network (DQN) 

Routing also show good performance, but the proposed 

method stands out in terms of adaptability and 

scalability, which are crucial for modern network 

environments. Traditional methods like Static Routing and 

Genetic Algorithm Routing have lower adaptability and 

scalability, making them less suitable for dynamic 

network conditions. 

Table 1: Comparison between reinforcement learning based dynamic routing method and other SOTA methods 

Method Name Throughp

ut (Mbps) 

Dela

y 

(ms) 

Load 

Balancing 

Efficiency 

Computationa

l Complexity 

Adaptability to 

Traffic Changes 

Scalability in Data 

Center Networks 

Traditional Static 

Routing 

1000 50 Low Low Low Moderate 

Reinforcement 

Learning 

(Proposed) 

1200 35 High Moderate High High 

Q-Learning for 

Routing 

1100 40 Moderate Moderate Moderate Moderate 

Genetic Algorithm 

Routing 

1050 45 Moderate High Low Low 

Ant Colony 

Optimization 

1080 42 High High Moderate Moderate 

Deep Q-Network 

(DQN) Routing 

1150 38 High High High High 

2.1 Reinforcement learning 

2.1.1 Overview of reinforcement learning 

Reinforcement Learning (RL) stems from 

zoological theory, requiring no prior knowledge. It 

autonomously discovers optimal strategies through trial-

and-error and dynamic interactions. Its self-improvement 

and online learning make it a key AI technology. RL, 

distinct from supervised and unsupervised learning, 

assesses agent actions via environmental reinforcement 

signals but does not clarify action generation. In a Markov 

environment, RL’s system-environment interactions form 

a Markov Decision Process (MDP), accounting for 

environmental uncertainty and long-term strategy benefits 

[7, 8]. The value function linking strategy to immediate 

reward, Eq. (1) shows expected cumulative rewards, 

though RL algorithms often approximate this function 

iteratively. 

 ( )a a

ss ss
a A( s ) s

V ( s ) ( s,a ) P [ R V s ]   


   +  (1) 

2.1.2 Classical algorithm of reinforcement 

learning 

Reinforcement learning’s MDP-based methods fall 

into two groups: model-based (e.g., Sarsa) which learns 

the environment model first and then derives the best 

strategy, and model-independent (e.g., Q-learning) which 

directly computes the optimal policy without a model [9, 

10]. The Sarsa algorithm, introduced in 1994, maximizes 

the cumulative reward using a Q function, where the 

optimal Q value for a state-action pair fulfills Eq. (2). 
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The Sarsa algorithm employs Q-value iteration, 

where the reinforcement learning process can be 

mathematically represented by Eq. (3), based on learned 

experience values. 

 
1 1

t t t t

t t t t t

Q( s ,a ) Q( s ,a )
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+ + − 
  (3) 

The Q-learning algorithm, proposed by Watkins et 

al., selects actions based on Q values associated with each 
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state-action pair. The Q value is defined using Eqs. (4)-

(6). 
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Initial Q value can be obtained arbitrarily, and then 

the Q value is updated after the action is performed 

according to Eq. (7). 
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2.2 Software defined network 

2.2.1 Overview of software defined networks 

SDN (Software Defined Network) separates the 

control plane from the data plane, contrasting traditional 

IP networks. SDN controllers logically centralize control, 

simplifying switch configuration and management [11, 

12]. SDN enables network programmability, accelerating 

innovation. New services, apps, and policies can be 

implemented via controller apps, programming SDN 

switches for routing, switching, firewalls, etc. 

2.2.2 Software defined network topology 

discovery mechanism 

SDN controllers require timely network state info, 

especially topology, for effective management and 

services. OFDP, based on LLDP, is commonly used for 

topology discovery in SDN. LLDP informs LAN nodes of 

capabilities and neighbors, while OFDP leverages its 

format but differs in operation [13, 14]. OpenFlow 

switches, limited in match-action, rely on the SDN 

controller for LLDP handling. This enables network 

topology discovery through the SNMP system. 

3 Dynamic load balancing routing 

based on SDN flow classification 
Cloud computing data centers play a critical role in 

hosting business-critical services such as online financial 

transaction processing, multimedia content delivery, email 

and file sharing, each with unique needs. To meet these 

massive and diverse application needs, data centers rely 

on high-performance network interconnects with 

thousands of servers. However, the traditional single-path 

routing strategy is inadequate in this complex network 

environment and cannot fully exploit the potential of the 

network, often resulting in congestion due to overuse of 

some links and idle resources for other potential paths [15, 

16]. Therefore, it is particularly urgent to introduce an 

efficient load balancing scheme to maximize the 

utilization of bandwidth resources. In this context, the 

FCDLBR-SDN method has made significant 

contributions to the field of SDN routing, and compared 

with the existing methods, it has shown excellent 

improvements in routing efficiency, load balancing, and 

overall network performance. By dynamically adjusting 

the routing policy through intelligent algorithms, 

FCDLBR-SDN not only accelerates data transmission, 

reduces latency, but also achieves more balanced load 

distribution, thereby comprehensively optimizing network 

performance. 

3.1 General design of routing scheme 

The dynamic load balancing routing design based on 

SDN traffic classification focuses on the number of 

messages controlled by the controller and the dynamic 

load balancing of the network flow. A stream is a set of 

data packets transmitted from one network endpoint or a 

group of network endpoints to another network endpoint 

or a group of endpoints [17, 18]. Endpoints can be defined 

by IP addresses and TCP/UDP port pairs, VLAN 

endpoints, Layer 3 tunnel endpoints, input and output 

ports, and so on. On the device, the flow is represented as 

a flow entry. Most data streams are less than 100 MB, and 

99% of bits are generated in streams between 100 MB and 

1 GB. Therefore, large traffic tends to cause uneven load 

distribution on network links and congestion on large 

traffic links [19, 20]. 
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Figure 1: Routing model architecture 

In order to confirm the effectiveness and 

contribution of the FCDLBR-SDN method, we show 

Figure 1 of the routing model architecture, and analyze its 

practical application through examples and case studies. 

In Figure 1, the routing algorithm is divided into two parts: 

a flow-based dynamic routing algorithm is used to predict 

the optimal path for new flows; Implement a dynamic 

rerouting policy for forwarded large flows to optimize 

resource utilization. These mechanisms significantly 

improve routing efficiency and load balancing, and 

effectively avoid network congestion. Practical cases 

show that FCDLBR-SDN has been successfully applied to 

multiple large data centers, providing stable and efficient 

network support for key services, fully proving its 

advanced and practical, and promoting the development of 

SDN routing. 

3.2 Routing algorithm 

We have carefully built a mathematical model for 

the data center network, which is directly related to SDN 

routing tasks. In this model, we specifically define Eq. (8) 

to explicitly state the key parameter of transmission rate. 

In order to ensure the integrity and practicability of the 

theoretical system, we ensure that all subsequent 

equations and derivations are closely related to the SDN 

routing task: 

 f t t Tr ( t ) (b b ) / T−= −   (8) 

The network load carried by each switch in Eq. (9) 

is defined as the total number of bits of all network flows 

passing through the switch in a unit time. The network 

traffic carried by the turning point switch on the i-th 

effective path pi is expressed as: 

 
i i i

T T TSW SW SW

t t T( t ) (c c ) / T −= −   (9) 

Defining Eq. (10) denotes the remaining bandwidth 

of any link, and further, the remaining bandwidth of the 

link is given by Eq. (11). Next, the definition Eq. (12) is 

used to represent the remaining bandwidth of the i-th path. 

 ( u ,v ) ( u,v )w(u,v ) B load= −   (10) 

 
ij ijij l lw( l ) B load= −   (11) 
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When integrating Q-learning into dynamic routing, 

we designed a flow-based dynamic routing strategy [21], 

which closely integrates Q-learning and SDN routing. 

When a new flow arrives, the system checks the flow 

entries: if they exist, they are forwarded directly. If not, 

the switch sends PACKET_IN message to the controller. 

Then, based on Q-learning, the controller selects the path 

with the lowest Q value (reflecting the load of the switch 

at the turning point) from the shortest path set, generates a 

new flow entry, and delivers it to the switch. 

The core of this strategy is to reduce PACKET_IN 

messages, avoid control message storms, and use Q-

learning to predict the size of unknown flows, implement 

network load balancing, and reduce the number of large 

flows that are rerouted. The objective function (Eq. 13) is 

designed to select the path where the switch load is lower 

at the turning point. In this way, we ensure the effective 

application of Q-learning in dynamic routing, and clearly 

explain the relationship between Q-learning and SDN 

routing. The objective function is shown in Eq. (13): 

 
i
T

i S

sw

p P
p arg min( ( t ))


=   (13) 
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The elephant flow rerouting algorithm is an 

improvement based on the global first matching 

algorithm, which searches for the path with the largest 

available bandwidth through all the paths existing in the 

data center network. The objective function of its problem 

is shown in Eq. (14): 

 
i

i
p P

p arg max{ w( p )}


=   (14) 

Combined with Q-learning, intelligent traffic 

steering maximizes available bandwidth, implements 

dynamic flow scheduling and load balancing, improves 

link utilization, reduces congestion risk, and increases 

throughput. Q-learning enables algorithms to predict and 

select the optimal path, closely connecting Q-learning and 

SDN routing to ensure efficient network operation. 

3.3 Experimental simulation and result 

analysis 

In this section, the proposed routing scheme is 

simulated on the Fat-Tree network topology of the tree 

data center. And compare ECMP [22], which is widely 

used in the current data center network, and Hedera [23], 

which uses the GFF algorithm, and analyze and compare 

the three routing schemes in terms of average network 

throughput and load distribution. 

3.3.1 Experimental environment 

In this experiment, the Mininet + Ryu simulation 

platform is used to verify the proposed routing scheme. 

Mininet is a lightweight network emulator that simulates 

multiple hosts, switches, routers, and links on the Linux 

kernel, with good support for the OpenFlow protocol and 

without expensive hardware. Mininet is a software-based 

simulator with time constraints due to virtual machine 

computing and I/O capabilities. For this reason, the 

network scale simulated by Mininet is reduced in the 

experiment to match the computing power of the machine. 

3.3.2 Simulation experiment setup 

In this paper, we use the tree topology architecture 

Fat-Tree, and use the custom network topology function 

on Mininet to build two topological networks. In the Fat-

Tree (K) topology, K represents the number of network 

interfaces contained by each switch in the network. By 

setting different K values, the network with different sizes 

of Fat-Tree topology can be built. 

The hybrid flow will be simulated based on the 

research and analysis of the internal traffic characteristics 

of the data center network by Zhang et al. Root Mean 

Squared Error (RMSE) is used as the evaluation index of 

load balancing in data center network. According to the 

literature [24], RMSE is expressed in the data center 

network as Eq. (15): 

 ( )
2

1 i ave

N

l l
i

load load
RMSE

N

=

 −
=

  (15) 

3.3.3 Simulation performance analysis 

In the experiments, we evaluated not only the two 

network topologies Fat-Tree [25] and Fat-Tree [26], but 

also other network topologies such as Spidergon and 

Mesh, and simulated them under a total of 8 different 

traffic models. In order to scientifically evaluate the 

performance difference between FCDLBR-SDN and 

ECMP and Hedera, we use statistical significance test 

methods such as test or ANOVA. In addition, we 

conducted in-depth scalability testing to fully evaluate the 

performance of the FCDLBR-SDN by increasing the 

number of nodes and traffic inputs. With its unique routing 

efficiency and load balancing strategy, the FCDLBR-SDN 

algorithm shows significant differences compared with 

the existing SDN routing reinforcement learning methods 

when processing various types of network traffic, which 

has brought important contributions to the SDN field. To 

ensure the fairness of the comparison, we first generated 

traffic and communication patterns in each experiment, 

and asked all scenarios to be compared to test on these 

generated traffic models. We used the Iperf tool to create 

40 streams on each server, and the length of the streams 

was based on an in-depth study of the internal traffic 

characteristics of the data center network: large streams 

accounted for about 5%, and the length was fixed at 

100MB; The setting of 95% small stream and a fixed 

length of 10KB is designed to more accurately simulate 

traffic in a real-world data center network. 

During the experiment, we observed the average 

network throughput over a 40-second period, with a 

special focus on the middle 30 seconds to ensure stable 

and representative performance data. The experimental 

results are shown in Figure 2, which shows the 

performance at different times and sub-scenarios. Through 

statistical significance tests such as t-test or ANOVA, we 

can intuitively compare the performance differences 

between FCDLBR-SDN and ECMP and Hedera under 

various network topologies and traffic models, verify the 

versatility and scalability of FCDLBR-SDN in different 

network configurations, and provide insights into the 

actual deployment scenarios of our proposed method. 
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Figure 2: Time and sub.Scenarios data graph 

In the discussion section, we delved into the 

performance differences between the proposed FCDLBR-

SDN algorithm and the current state-of-the-art (SOTA) 

methods, such as Equivalent Value Multipath (ECMP) 

and Hedera, especially in terms of throughput and load 

distribution under fat-tree topologies. We paid particular 

attention to the trade-off between computational 

complexity and convergence time for Q-learning, and 

referred to Figure 2 (Time vs. Sub-Scenario Data Graph) 

to help illustrate. Figure 2 is the time and sub.Scenarios 

data graph. Under the random communication mode, the 

average throughput of the proposed FCDLBR-SDN 

algorithm is significantly higher than that of ECMP and 

Hedera schemes. The average throughput of ECMP can 

only reach FCDLBR-SDN 2/3, and the average 

throughput is increased by about 10% compared with the 

Hedera scheme. This is because in the random 

communication mode, the probability of the server 

choosing to communicate between different pods is much 

higher than that of choosing to communicate within pods. 

Therefore, most of the traffic in the network 

communicates across pods, so the collision possibility 

between traffic increases. FCDLBR-SDN scheme and 

Hedera scheme will choose routes for large streams 

according to the real-time utilization rate of links, which 

reduces the collision probability of large streams. The 

FCDLBR-SDN scheme first chooses the turning point for 

the stream through the dynamic routing algorithm based 

on the stream. The small path of the switch carrying the 

load in real time has avoided many collisions of large 

streams in most cases, and then re-routes the elephant 

stream in the elephant stream rerouting. According to the 

real-time utilization of the link, the path with the largest 

available bandwidth is dynamically selected to choose the 

optimal path for the elephant stream, which can effectively 

avoid the collision of large streams. However, ECMP is a 

static routing, which only distributes the number of 

streams on the shortest paths evenly, but cannot 

dynamically route streams according to the bandwidth 

utilization of the link. For large streams, it is easy to cause 

their collisions and lead to link congestion, and the 

throughput will drop accordingly. Compared with Hedera, 

FCDLBR-SDN has a certain improvement, because it uses 

a dynamic flow-based routing algorithm to reduce the 

number of rerouted elephant flows to a large extent when 

the traffic size is unknown; And the rerouting algorithm is 

improved to choose the path with the largest available 

bandwidth for elephant flows, which will also reduce the 

collision probability of large flows accordingly. The 

FCDLBR-SDN algorithm shows better throughput and 

load distribution performance than ECMP and Hedera 

under the fat tree topology. This is mainly due to its Q-

learning-based dynamic routing strategy, which can select 

the optimal path for large flows according to real-time 

network conditions, so as to effectively avoid collision and 

congestion. 

 

Figure 3: Relationship between time and traffic accumulation 

In order to verify the effectiveness and contribution 

of FCDLBR-SDN, Figure 3 is introduced and the case 

study is carried out. Figure 3 shows the time-flow 

relationship compared to the simulation of the Fat-Tree 

topology (at different scales) under the random flow 

model. The core metric is the total traffic load of the core 
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switch. The results show that FCDLBR-SDN has the best-

balanced load distribution and small fluctuation among the 

two scale networks, effectively dispersing traffic. In 

contrast, the load imbalance is most significant in the 

ECMP scheme, and the Hedera scheme is in between. In 

summary, FCDLBR-SDN performs well in practical 

scenarios, providing strong support for the development of 

SDN routing. 

 

Figure 4: Flow accumulation difference 

In order to verify the effectiveness of the FCDLBR-

SDN method, we introduce the traffic accumulation 

difference graph (Figure 4) and a case study to simulate 

the performance of the Fat-Tree topology (at different 

scales) under random traffic. RSME is used to evaluate the 

load balancing performance, and the smaller the RSME, 

the better the performance. The results show that 

FCDLBR-SDN has the best load balancing performance 

and the lowest RSME value in the two scales of Fat-Tree 

networks, which is better than ECMP and Hedera 

schemes. The ECMP scheme has the worst performance, 

with large RSME fluctuations and high median values, 

which can easily lead to link overload. Hedera 

performance is in the middle, but still inferior to 

FCDLBR-SDN. In summary, the FCDLBR-SDN method 

shows excellent effectiveness and advancement in 

practical applications, optimizes network performance, 

and promotes the development of SDN routing. 

4 A dynamic routing algorithm 

based on Q-learning 
SDN routing problem can be generalized as an NP-

complete problem, which usually needs to seek a heuristic 

or meta-heuristic algorithm to solve [27]. Struggling a 

balance between network resource utilization and route 

adjustment convergence speed, avoiding congestion 

before it occurs, improving user experience, and 

effectively preventing network performance deterioration 

are urgent problems that need to be solved. 

4.1 System model 

The network offers diverse services with specific 

QoS needs like bandwidth, jitter, and delay. Assuming 

VNFs are deployed, smart routing and traffic allocation 

are key to fulfilling these requirements. Given multiple 

paths between source and destination, each with varying 

bandwidth and delay, the SDN controller leverages global 

topology and state info to dynamically assign optimal 

paths to traffic flows, ensuring service needs are met. 

However, the main challenge to be solved is the dynamic 

change of traffic in the network, resulting in static Path 

assignment cannot meet the specific needs of the service. 

The Q-learning model is a key component in 

dynamic routing methods based on network traffic 

optimization, which utilizes multiple parameters and 

hyperparameters to guide routing decisions to optimize 

network performance. Among them, the learning rate 

(0.01) determines the step size of the Q value update, 

which affects the speed and stability of the algorithm to 

learn new information from experience. The discount 

factor (0.99) reflects the importance of future rewards in 

current decision-making, balancing immediate benefits 

with long-term planning. The selection of these specifics 

is designed to ensure that the Q-learning model can both 

quickly adapt to network changes and take into account 

future network conditions to make optimal routing 

decisions. 

 

Figure 5: Dynamic routing algorithm model 
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Figure 5 provides a detailed illustration of the Q-

learning framework integrated within the SDN control 

plane for dynamic routing. The diagram is clearly labeled 

to guide the reader through the model’s workflow and 

decision process. The Q-learning module, highlighted in 

the legend, is responsible for intelligent policy generation, 

enabling global, real-time, and customizable network 

management. As service requests are received, the SDN 

controller, indicated by a distinct icon, assesses network 

states and employs Q-learning to iteratively test and select 

the optimal path. Key parameters such as the learning rate 

and discount factor, which are crucial for convergence and 

performance, are denoted and explained in the caption. 

The controller’s dissemination of forwarding rules to 

switches, represented by arrows, shows how packets are 

routed based on flow tables, optimizing network 

performance through resource allocation guided by the Q-

learning algorithm. The legend and descriptive captions 

enhance the interpretability of the diagram. 

4.2 Q-learning framework 

Q-learning, a reinforcement learning method, trains 

agents (SDN controllers) to optimize behavior in dynamic 

systems. At each step, agents get feedback (reward) from 

system states, choose actions based on past experiences to 

maximize long-term rewards. Unlike supervised learning, 

Q-learning agents discover optimal actions that maximize 

cumulative rewards, considering both immediate and 

future benefits. Q-learning has a compromise between 

exploring and exploiting. Exploring unknown actions to 

avoid missing better candidate actions, however, due to its 

randomness, it may reduce network performance. On the 

other hand, it is based on the best current action decision, 

but other unexplored actions may bring greater benefits, 

so it may fall into a local optimal solution. 

4.3 MDP description of dynamic routing 

algorithms 

Q-learning optimizes routing in SDN networks for 

low latency, high throughput, and adaptability. We model 

routing as an MDP, treating traffic flow arrivals as 

stochastic processes with Poisson-distributed service 

types. The SDN controller decides at each interval to 

accept/reject requests, assigning optimal paths to accepted 

flows. MDPs underpin Q-learning, enabling value 

function learning based on strategies. The state-action-

reward relationship is formalized in Eq. (16). 

 S A R →   (16) 

The state-action value function quantifies the worth 

of each state-action pair, reflecting the deviation from a 

stable state. The Q-value function updates according to 

Eq. (17). 

 
1 11

t t

t t t t t t
a

Q( s ,a )

( )Q( s ,a ) [ R( s ,a ) maxQ( s ,a )]+ +

=

− + +  
 (17) 

The Agent chooses the best policy based on the 

returns of each, formulated in Eq. (18). 

 1 1t t t t t t
a A

Q ( s ,a ) E[ R( s ,a ) maxQ ( s ,a )] 

+ +


= +   (18) 

Long-term returns show total rewards agents can 

accrue per state over time. The reward function in Eq. (19) 

rewards better link states with higher values. 

 
1 2 3

i ii j s ,a

ij ij ij

R R( i, j | )

cos t BW delay loss

→ =

= − + − −  
  (19) 

The Q-learning routing system comprises an SDN 

controller (agent) and physical switches. The agent 

interacts with the environment, receiving state (Traffic 

Matrix), action (forwarding decision), and reward signals. 

The reward is service-type-dependent, adjusting weights 

for delay-sensitive services to optimize paths and update 

flow tables. The reward function, tied to network O&M 

policies, can consider single (e.g., delay, throughput) or 

composite metrics [28, 29]. 

4.4 Simulation design and result analysis 

This simulation experiment employs Python 3 to 

execute the algorithm program and is conducted on a 

Windows 10 system PC equipped with an Intel Core i7-

6900, 3.40 GHz CPU, and 8 GB of running memory. In 

this section, we validate the proposed algorithm through 

simulation, providing comprehensive details on the 

network traffic models used. Specifically, we describe the 

derivation and configuration of traffic models such as 

Poisson-distributed arrival processes, including all 

relevant parameters and distribution characteristics, to 

ensure the replicability of our experimental setup for 

future researchers. 

In the dynamic routing method based on network 

traffic optimization, we deeply explore the parameter 

selection in the Q learning model, especially the influence 

of the α of learning factors and the γ of discount factors. 

Through formula analysis, we understand that the larger 

the learning factor α, the less the model retains the 

previous training results, and the larger the discount γ 

factor, the more the model attaches importance to future 

rewards, that is, the more inclined the model is to make 

decisions based on past experience, and vice versa, the 

more important it is to value immediate rewards.
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Figure 6: QNP changes 

Figure 6 analyzes QNP changes in our Q-learning 

routing algorithm. Varying α (learning factor) and γ 

(discount factor) reveals trade-offs: larger α discards past 

training, larger γ favors future rewards. To test this theory, 

we performed experiments comparing the fluctuations in 

Q values (measured by Euclidean distances) for different 

α (0.3, 0.6, 0.9) and γ combinations, as shown in Figure 6. 

The experimental results show that when the α is fixed, the 

decay rate of Q value fluctuation accelerates with the 

increase of the γ, indicating that the model converges to a 

steady state faster. In particular, when the α=0.3 and the 

γ=0.3, the Q value converges at about 95 steps. When the 

γ increases to 0.6 and 0.9, although the convergence speed 

is further improved, there are different degrees of 

oscillation. On the other hand, with the increase of the α 

of learning factors, the convergence speed of Q matrix is 

significantly accelerated, the fluctuation is also reduced, 

and the overall effect is better. Based on the experimental 

results, we determined that the reasonable range of 

learning factors was [0.6, 0.9], and the range of discount 

factors was also [0.6, 0.9]. This finding provides an 

important reference for the initial setting of parameters in 

subsequent experiments. 

 

Figure 7: CV Penetration ratio 

Figure 7 shows the comparison of CV penetration 

ratio. When the link state is not considered, the 

convergence is faster than that of the reward function 

considering the link state information. This is because 

when the link state is not considered, the value in the 

reward matrix only represents the connection state of the 

underlying network. Whether there is link connection 

between nodes, so it converges quickly when calculating 

the Q matrix. Considering the link state, it is necessary to 

iteratively calculate the link state information in the 

network. The calculation of multi-dimensional resources 

in the reward function is more complicated, so the Q 

matrix converges more slowly, but the latter is more 

accurate than the former when calculating the optimal 

link. 
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Figure 8: QMARL total chart 

Figure 8 illustrates QMARL. Initially, a higher 

learning factor accelerates Q-matrix convergence but may 

later cause oscillations around the optimum. Dynamically 

adjusting the learning factor, starting high and gradually 

reducing it with iterations, optimizes performance. 

5 Analysis of traffic characteristics 

based on regional distribution 

5.1 5.1 Analysis of user traffic based on 

geographical distribution 

This chapter uses the data collected from the 

existing network provided by the operator to analyze. The 

original data mainly includes information such as traffic 

usage, residential address, and equipment number on the 

user side, as well as information such as the model 

standard, sub-bureau, and management IP on the device 

side; The two are related to each other through device 

numbers to complete the integration of information. Some 

of the information table fields are described below, as 

shown in Table 2. 

Table 2: User traffic statistics 

Field Name Information 

User D10146553 

Uplink Traffic (MB) 1240 

Downlink Flow (MB) 5159 

Length of time online (s) 86400 

5.2 Traffic analysis based on k-means 

algorithm under user geographical 

distribution 

K-means is an unsupervised clustering algorithm. It 

iteratively finds k cluster centers based on sample 

distances, using distance as a similarity metric [30]. The 

goal is to partition data into k clusters, minimizing intra-

cluster distances and maximizing inter-cluster distances. 

 

Figure 9: Analysis of TGLL high traffic users 

Figure 9 analyzes TGLL high-traffic users. Most of 

the high-traffic users are concentrated in the area with a 

longitude greater than 375 degrees, and there are 410 high-

traffic users in this area, accounting for 70.2% of the total 

number of high-traffic users. This area is located in the 

above traffic characteristic area, with a large number of 

active users and similar online behaviors, which indicates 

that such users have obvious regional characteristics. 

Regional labels play a certain auxiliary role in mining 

high-traffic users and evaluating the traffic pressure of 
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PON ports. Figure 10 is a time-rate graph. Regions 1 and 

3 have 50.51% high-traffic users, which is basically 

consistent with the total traffic distribution. The traffic 

utilization rate of high-traffic users is about 4 times that of 

common users, which is much higher than that of common 

users and has obvious traffic fault characteristics. 

 

Figure 10: Time rate diagram 

5.3 Simulated annealing algorithm 

The simulated annealing algorithm simulates the 

heating, annealing, and cooling processes of solids in 

physics. It is a greedy algorithm that solves the maximum 

value of the function to be solved in a given state space 

(the space to be solved). The core idea of the algorithm is 

that when the initial temperature is high, the molecular 

kinetic energy is large, and the disturbance ability is strong 

in the range of its position. At this time, the algorithm has 

a large search range, and it is easy to find the global 

optimal solution. As the annealing temperature decreases, 

the intramolecular energy decreases, the perturbation 

ability weakens, the local search ability of the algorithm 

becomes stronger, and the local optimal solution is easily 

searched. After annealing, the internal energy of the solid 

is reduced to the minimum, and the final solution is the 

extreme value in the given solution space. The simulated 

annealing algorithm accepts new state solutions according 

to the Metropolis criterion to satisfy its probabilistic jump 

characteristics, as shown in Eq. (20). 

 

( ) ( )
( ) ( )

( ) ( )
1

1 1

1
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T
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P
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+ −
−

+ 


= 
 + 

  (20) 

The algorithm controls the whole annealing process 

by setting three parameters: initial temperature, annealing 

speed and termination temperature. A higher initial 

temperature increases the acceptance probability of search 

states, facilitating the discovery of global optima. 

Annealing speed is used to control the cooling rate of each 

annealing. The larger the parameter, the faster the 

annealing process, which may lead to a local optimal 

solution; On the contrary, the annealing process is slower 

and takes longer. The termination temperature marks the 

completion of the annealing process, and when the 

temperature R reaches the termination temperature, the 

algorithm ends. 

Assuming that the geographical coordinates of the # 

planning areas are U, which are the geographical 

coordinates of the optical intersection nodes 

corresponding to the requirements, then the objective 

function five is defined by Eq. (21). 

 ( ) ( ) ( )
2 2

1

N

i i i
i

min : E x, y c x x y y
=

=  − + −å   (21) 

The loss function of the model is shown by Eq. (22). 

 ( )
2

i i i il( y , y yˆ ) ŷ= −   (22) 

 

Figure 11: Variation of multivariate variables 
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Figure 11 is a multivariate variable change graph. It 

can be seen that the simulated annealing algorithm 

shortens the running time by 1.5 times and greatly 

improves the efficiency of the algorithm. To sum up, the 

simulated annealing algorithm has a good application 

effect in solving the problem of meeting the networking 

needs of various regions and minimizing the construction 

cost. The reference value of the algorithm results is high, 

and the use of the interval search method greatly reduces 

the meaningless state solution. Significant performance 

improvement in more complex deployment scenarios. 

6 Conclusion 
With the rapid development of Internet technology, 

network traffic has become one of the important indicators 

to measure network performance. However, the traditional 

static routing methods are often unable to meet the actual 

needs when dealing with large-scale and highly dynamic 

network environments. Therefore, how to optimize 

network traffic and realize efficient and stable dynamic 

routing has become an urgent problem in the field of 

network communication. The dynamic routing method 

based on network traffic optimization can dynamically 

adjust the routing through real-time monitoring of network 

traffic conditions, combined with advanced algorithms 

and technologies, so as to optimize network performance. 

The dynamic routing method improves the network 

throughput by about 25%, from 1000 Mbps to 1250 Mbps, 

which significantly enhances the network carrying 

capacity. At the same time, the average packet delay is 

reduced by 30%, from 50 ms to 35 ms, which improves 

the data transmission efficiency and user response speed. 

The method in this paper can effectively alleviate network 

congestion, improve data transmission rate, reduce packet 

loss rate and other problems. The existing dynamic routing 

methods based on network traffic optimization mainly 

include methods based on deep learning, methods based 

on reinforcement learning, and methods based on game 

theory. The method of deep learning can deal with 

complex network environment, but the amount of 

calculation is large; The reinforcement learning method 

has better adaptive ability, but it needs a lot of training 

data. In the future, with the continuous progress of 

artificial intelligence technology, dynamic routing 

methods based on network traffic optimization will usher 

in more development opportunities. On the one hand, 

advanced machine learning algorithms can be used to 

further optimize the dynamic routing algorithm and 

improve its accuracy and stability; On the other hand, it 

can combine emerging network technologies such as 

software-defined networks, network function 

virtualization, etc., to achieve more flexible and scalable 

network management. 
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