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In recent years, the mental health problems of college students have gradually attracted significant 

attention. Increasing academic pressure, employment competition, social adaptation challenges, and 

other stressors have led to a rise in mental health issues among college students, including anxiety, 

depression, and social disorders. These problems adversely affect students' academic performance, with 

long-term negative implications for their future career development. The COVID-19 pandemic further 

exacerbated psychological stress through isolation measures, distance learning, and social restrictions, 

highlighting the limitations of traditional mental health service models. In this study, we constructed a 

deep learning-based mental health counseling system tailored for college students. Utilizing a dataset of 

467 valid questionnaires combined with students' behavioral data—such as library study time, internet 

usage habits, exercise frequency, and canteen consumption records—we employed Convolutional Neural 

Networks (CNN) and Long Short-Term Memory (LSTM) networks to analyze and predict students' mental 

health statuses. Additionally, natural language processing (NLP) techniques were integrated to provide 

personalized psychological support and interventions. The combined CNN-LSTM model achieved an 

overall accuracy of 85.7%, a mean squared error (MSE) of 0.041, and an F1 score of 85.2%, 

demonstrating high precision in identifying and predicting various mental states, including anxiety and 

depression. Furthermore, trend analysis over six months revealed significant insights into the dynamics 

of students' mental health, such as increasing stress and declining emotional stability towards the end of 

the semester. User feedback indicated an 82.6% satisfaction rate with the system's professional content 

and 80.1% with emotional support, while 77.5% expressed overall satisfaction. These results confirm that 

the proposed system effectively enhances mental health monitoring and intervention, providing robust 

technical support for college mental health services and offering a scalable solution for large-scale 

applications. 

Povzetek: Razvit je napreden pristop federativnega globokega okrepljenega učenja za sodelovalno 

razporejanje virov v hibridnih oblačnih arhitekturah. Algoritem zmanjšuje zakasnitve in porabo energije 

v inteligentnih transportnih sistemih ter presega tradicionalne metode z izboljšano natančnostjo in 

učinkovitostjo obdelave nalog. 

 

1 Introduction 
With the rapid advancement of modern society, the mental 

health challenges faced by college students have become 

increasingly pronounced. Various factors, such as 

academic stress, employment competition, social 

adaptation difficulties, and interpersonal dynamics, 

significantly amplify the psychological burden on this 

demographic [1]. Stress, anxiety, and depression (SAD) 

are at the forefront of mental health issues [2]; The 

COVID-19 pandemic has exacerbated these issues [3], 

with distance learning and social isolation intensifying 

anxiety and depression among students [4]. These mental 

health challenges not only impair academic performance 

but also have enduring adverse effects on students' career 

trajectories and overall quality of life. The need for 

effective interventions and management strategies for 

college students' mental well-being has never been more 

critical. Leveraging advancements in technology,  

 

emerging fields such as deep learning and artificial 

intelligence have introduced transformative opportunities 

in mental health assessment and intervention. By 

analyzing behavioral patterns, emotional states, and 

psychological evaluation data, these technologies enable 

precise mental health predictions and offer personalized 

intervention strategies, thereby enhancing the reach and 

efficiency of mental health services. This study aims to 

design an advanced mental health counseling system for 

college students, utilizing deep learning methodologies to 

provide robust support for mental health initiatives in 

academic institutions. 

In the design of deep learning counseling system for 

college students' mental health, relevant research provides 

a rich empirical basis for feature selection and model 

optimization. Huang emphasized that physical exercise is 

closely related to the psychological status of college 

students [5], which suggests that the system can take 
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behavioral data such as daily exercise frequency and 

exercise duration of students as key input features to 

identify potential psychological risks. Liu et al. pointed 

out that campus green space is closely related to academic 

performance and mental health [6], which provides clues 

for the expansion of system characteristics: environmental 

factors such as green plant density in dormitory areas and 

campus landscape index can be quantified and 

incorporated into the model to improve the prediction 

accuracy. Feng and Zhang studied the changes in the 

mental health of students with financial difficulties under 

the epidemic [7], which suggests that economic 

background data and the availability of learning resources 

during the epidemic should be included in the 

characteristics to capture the impact of specific time 

situations on mental states. Huang et al. found that 

dormitory environment and learning engagement have a 

profound impact on mental health [8], and the system can 

integrate environment and engagement factors into the 

deep learning model by collecting dormitory interpersonal 

interaction density and learning behavior data (such as 

library punching and online course participation). Cormier 

emphasized the relationship between eMental health 

literacy and the risk of mental disorders [9], which 

systematically suggests that students' answers to online 

questionnaires, scores in mental knowledge tests and their 

self-seeking behaviors can be analyzed, and psychological 

literacy is taken as a predictive dimension. Cao et al. 

revealed the mediating mechanism of mental health 

through risk perception and time cognition [10], which can 

include students' cognitive delay of future planning and 

uncertain events into the features, and improve the model's 

ability to capture recessive psychological variables. 

Peoples et al. emphasized the protective effect of positive 

psychological atmosphere and sense of belonging on 

depression of specific groups (such as black students) 

[11], and the system can investigate the characteristics of 

sense of belonging through text analysis of social media 

or interaction indicators of campus community. Wood et 

al. focused on the impact of the epidemic on mental health 

[12], and the model could introduce epidemy-related 

variables at a specific time. Sun emphasized that 

interpersonal relationships affect mental health through 

sense of security and planning [13], and Feng et al. 

constructed a chain influence path from physical exercise, 

psychological needs satisfaction, and peer relationships 

[14]. These studies provided references for systematic 

integration of behavioral data, psychological needs 

indicators, and peer interaction quality in feature 

engineering. Starting from the deep learning modeling of 

multi-dimensional features, combined with the above 

research perspective, it is helpful to build a more accurate 

and contextualized mental health counseling system for 

college students, and provide data-driven support for 

prediction and intervention strategy design. As shown in 

Table 1. 

 

 

 

 

 

Table 1: Comparison of existing studies on college 

students' mental health and the proposed deep learning-

based counseling system 

Author(s) Model type Dataset Use cases 

Huang et 

al. [5] 

Correlational 

Study 

Exercise 

data 

Analyze 

exercise 

effects on 

mental health 

Liu et al. 

[6] 

Correlational 

Study 

Green space 

data 

Study 

campus 

environment 

and mental 

health 

Feng et al. 

[7] 

Survey 

Study 

Financial 

difficulty 

data 

Assess 

COVID-19 

impact on 

mental health 

Huang et 

al. [8] 

Survey 

Study 

Dorm and 

engagement 

data 

Examine 

dorm and 

learning 

effects 

Cormier et 

al. [9] 

Survey 

Study 

eMental 

literacy data 

Evaluate 

mental health 

literacy 

Cao et al. 

[10] 

Correlational 

Study 

Risk and 

time 

perception 

data 

Analyze risk 

perception's 

mediation 

Peoples et 

al. [11] 

Correlational 

Study 

Social 

belonging 

data 

Study 

belonging 

and 

depression 

Wood et al. 

[12] 

Survey 

Study 

Pandemic-

related data 

Examine 

COVID-19 

mental health 

impact 

Sun [13] 
Correlational 

Study 

Interpersonal 

and safety 

data 

Analyze 

relationships 

and mental 

health 

Feng et al. 

[14] 

Chain 

Mediation 

Analysis 

Exercise and 

peer data 

Study peer 

and 

psychological 

needs 

 

Problems in the field of college students' mental 

health include: how to identify students' mental health 

problems in a timely manner, how to provide personalized 

psychological intervention, and how to improve the 

coverage and efficiency of mental health services without 

increasing the burden on students.  
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Traditional mental health assessment methods rely on 

students' active report and regular psychological 

assessment, but there is a lag in the method, can not 

capture the change of students' mental state in real time, 

and lack of personalized intervention measures. With the 

complexity and diversification of college students' 

psychological problems, a single mental health service 

model is difficult to meet the diversified needs of students. 

The current field is in urgent need of a mental health 

support system that can provide real-time monitoring, 

accurate assessment and personalized intervention to 

better protect the mental health of college students. 

In this study, a combination model of deep learning 

technology, Convolution neural network and long short-

term memory network was used to build an intelligent 

mental health counseling system. Through the 

comprehensive analysis of students' daily behavior data, 

emotion analysis results and psychological assessment 

data, the students' mental health status is monitored in real 

time, and timely warning is issued when abnormal is 

found. The system combines natural language processing 

technology to analyze students' expression in online 

consultation and provide personalized psychological 

support and intervention suggestions. Improve the 

responsiveness and accuracy of mental health services 

through technology, and expand the scope of services to 

cover more students in need. Promote the deep integration 

of mental health and artificial intelligence technology in 

the scientific field, provide new theoretical and practical 

support for college students' mental health management, 

and promote to a wider range of application scenarios in 

the future. 

2 Materials and methods 

2.1 Data collection and processing 

2.1.1 Description of data sources 

 

Figure 1: Survey data statistics 

As shown in Figure 1, the data sources of this study 

include questionnaire survey and students' daily behavior 

data. Part of the questionnaire survey was based on the 

special survey of mental health status of Sichuan 

University. 500 questionnaires were distributed for 

undergraduates and postgraduates, and 487 were 

recovered, of which 467 were valid. Among the students 

who participated in the questionnaire, 42.6% (199 people) 

were male and 57.4% (268 people) were female. The 

questionnaire data covered students from freshman to 

junior year. The grade distribution is as follows: freshman 

22.1% (103 students), sophomore 21.4% (100 students), 

junior 20.3% (95 students), senior 18.0% (84 students), 

graduate 18.2% (85 students). As shown in Figure 2. 

 

 

Figure 2: Annual distribution of survey participants 

The questionnaire covers psychological stressors, 

coping styles, social relationships, self-efficacy and other 

multi-dimensional mental health related factors. The 

questionnaire design refers to some items in the General 

Mental Health Scale and Baker Depression Scale to ensure 

the scientific and effective data. As shown in Table 2. 

 

Table 2: Sample survey questions 

Question 

No. 
Question Options 

1 
How often do you 

feel stressed? 

Never, Rarely, 

Sometimes, Often, 

Always 

2 

How would you 

rate your overall 

mental health? 

Excellent, Good, 

Fair, Poor 

3 

How frequently do 

you engage in 

physical activity? 

Daily, Weekly, 

Monthly, Rarely, 

Never 

4 

How satisfied are 

you with your 

social 

relationships? 

Very satisfied, 

Satisfied, Neutral, 

Dissatisfied, Very 

dissatisfied 

5 

How often do you 

experience sleep 

disturbances? 

Never, Rarely, 

Sometimes, Often, 

Always 

 

Daily behavior data were extracted from the campus 

network management system of Sichuan University, 

including students' study time in the library, Internet usage 

habits, exercise frequency and consumption records in the 

canteen. After the behavioral data is desensitized, it is 

matched anonymously according to the student number to 

ensure the integrity and accuracy of data privacy [15]. The 
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combination of these two types of data provides a rich 

input for the subsequent extraction of mental health 

features and model training, and reflects the students' 

mental state more comprehensively. 

2.1.2 Data cleaning and teleprocessing steps 

In the data cleaning and reprocessing step, the data 

integrity check was carried out on 467 valid 

questionnaires and students' daily behavior data collected, 

and missing and outlier values were identified and 

processed. According to the questionnaire data, the mean 

filling method is used to deal with a few missing values in 

individual questionnaires, and the logical consistency 

check is carried out for the answers with inconsistent 

responses [16]. For students' behavior data, the quartile 

method was used to detect and remove extreme values for 

the part related to Internet usage habits and movement 

frequency to ensure the rationality of the data. 

Data standardization is the Z-score standardization of 

continuous variables in behavioral data, such as learning 

time and movement frequency, to eliminate the influence 

of different dimensions on model training. Principal 

component analysis was used to reduce the dimensional of 

high dimensional data to reduce redundant information, 

and about 85% of the feature variance was retained. The 

cleaning and processioning steps lay a solid foundation for 

the effective training of subsequent deep learning models. 

A thorough analysis of the dataset was conducted to 

highlight the unique and non-redundant contributions of 

behavioral data and emotional assessments in predicting 

mental health issues. A correlation matrix was generated, 

revealing low to moderate correlations between 

behavioral indicators (such as library study time, internet 

usage habits, exercise frequency, and canteen 

consumption records) and emotional assessment scores 

(including stress level, social interaction, sleep quality, 

and sentiment score). This low correlation signifies that 

each feature set captures distinct aspects of the students’ 

mental health, thereby providing complementary 

information that enhances the model’s predictive 

capabilities. Additionally, a feature importance analysis 

was performed using Recursive Feature Elimination 

(RFE), which identified that both behavioral and 

emotional features significantly influence the prediction 

outcomes. Key features such as sleep quality and stress 

level emerged as the most impactful predictors across 

various mental health conditions, underscoring their 

critical role in the assessment process. The integration of 

these diverse yet complementary features ensure a 

comprehensive understanding of the students’ mental 

health, enabling the CNN-LSTM model to leverage a 

multifaceted view for more accurate and reliable 

predictions. This analysis not only validates the inclusion 

of both behavioral and emotional data but also 

demonstrates that their combined use mitigates 

redundancy and enhances the overall effectiveness of the 

mental health counseling system. By providing a clear 

distinction and significant contribution of each feature set, 

the model is better equipped to identify and predict mental 

health issues with higher precision, thereby improving the 

support and interventions offered to college students. 

2.1.3 Extraction and integration of mental 

health related features 

Table 3: Key features extracted for mental health 

assessment 

Feature Source Data Methodology 

Stress Level Questionnaire RFE 

Social 

Interaction 

Questionnaire, 

Behavior 

Feature 

Engineering 

Sleep Quality Questionnaire Standardization 

Exercise 

Frequency 
Behavior 

Z-score 

Normalization 

Sentiment 

Score 

Questionnaire 

(Text) 
NLP Analysis 

 

As shown in Table 3, key mental health indicators, 

including stress level, social frequency, sleep quality and 

exercise frequency, were determined based on 

questionnaire data and students' daily behavior data during 

the extraction and integration of mental health-related 

features. By applying feature selection methods, such as 

recursive feature elimination, the most predictive features 

are selected and integrated. Based on the quantitative 

scores of self-efficacy and social relationships in the 

questionnaire data, combined with the behavioral data of 

students' study time in the library and frequency of 

Internet use, new interactive features were generated 

through feature engineering to capture the complex 

correlation between students' psychological states and 

behavioral patterns [17]. In order to enhance the ability of 

the model to recognize mental health status, natural 

language processing technology was used to conduct 

emotion analysis on the text data of open-ended 

questionnaire questions, and the emotion score was 

integrated into the whole model as an additional feature. 

After the features are standardized, they form the input of 

the deep learning model, which lays the foundation for 

accurate mental health assessment. 

2.2 Model construction 

2.2.1 Deep learning model selection 

In the process of model selection, the integration of 

Convolutional Neural Networks (CNN) and Long Short-

Term Memory (LSTM) networks was prioritized. CNN 

excels at extracting localized features from data, 

particularly when processing time-series characteristics 

within students' daily behavioral data, such as activity 

frequency and study durations. By leveraging 

convolutional and pooling layers, CNN efficiently 

identifies critical patterns in these behavioral features. 

LSTM, on the other hand, is highly adept at capturing 

temporal dependencies in sequential data [18]. It 

proficiently handles fluctuations in students' emotions and 

stress levels over continuous periods, modeling the 
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temporal relationships of mental states through its 

memory cells and gating mechanisms. 

The combination of CNN and LSTM leverages the 

strengths of both approaches, enabling the model to 

deliver superior performance in predicting mental health 

states with greater accuracy and stability. CNN is utilized 

to extract temporal features, which are subsequently 

processed by LSTM to capture long-term dependencies. 

This hybrid architecture allows the model to effectively 

represent the intricate dynamic relationships between 

students' behaviors and mental states in psychological 

assessments, enhancing predictive accuracy and 

intervention outcomes. Repeated experimentation and 

parameter optimization have demonstrated the potential 

for this model to achieve accuracy values exceeding 0.85, 

with mean square error values maintained below 0.03, 

providing a robust foundation for constructing a 

sophisticated mental health counseling system. 

The CNN-LSTM architecture was specifically 

selected due to its unparalleled advantages in processing 

time-series data and extracting localized features. 

Compared to traditional machine learning models, such as 

Support Vector Machines (SVM) and Random Forests 

(RF), CNN-LSTM networks excel in handling high-

dimensional data and capturing temporal dependencies. 

While SVM and RF perform adequately on static or non-

sequential datasets, they falter when confronted with 

complex mental health datasets requiring the analysis of 

students ’  behavioral trends over time. CNN's 

convolutional operations autonomously extract localized 

features, such as patterns in study and activity habits, that 

static models struggle to detect. LSTM further amplifies 

the model's capacity to capture long-term dependencies, 

enabling it to trace trends in emotional and stress-related 

fluctuations. The CNN-LSTM model exhibits superior 

stability and precision in mental health predictions, 

effectively processing multidimensional behavioral and 

psychological data. It offers more reliable predictions and 

tailored intervention strategies, solidifying its role as a 

critical component in advancing mental health counseling 

systems. 

2.2.2 Convolution neural network and long 

short-term memory network model 

architecture design 

In this study, the model architecture design of 

conventional neural network and long short-term memory 

network closely combines the characteristics of mental 

health data. When designing the combined model of 

Convolution neural network and long short-term memory 

network, the whole architecture design involves several 

steps from data input to final prediction output [19]. 

Data input and CNN part: The data input is the 

students' behavior time series data, and the dimension of 

the input matrix is (N, T, F), where N is the number of 

samples, T is the number of time steps, and F is the number 

of features. The CNN part extracts local features through 

multiple convolution layers. The formula for the 

convolution operation is shown in formula (1). 

( ) ( ) ( 1) ( )( )l l l lZ W Z b −=  +                    (1) 

 

( 1)lZ −  is the output of layer (L-1), ( )W l  is the 

convolution kernel weight of layer l, ast represents the 

convolution operation, ( )B l  is the bias, and   is the 

activation function ReLU. 

The pooling layer is used to reduce dimension and 

retain important features, and the maximum pooling 

operation formula is shown in formula (2). 

 
( ) ( )max( )l lP Z=                       (2) 

 

Batch normalization is used to accelerate training and 

stabilize the network, as shown in formulas (3) and (4). 
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( ) ˆlY Z = +                          (4) 

 

B  and 
2

B  are the mean and variance of the small-

batch data respectively,   and   are learnable 

parameters, and òis a small constant. 

LSTM section: The feature map extracted by CNN is 

passed as input to the LSTM network to capture the time 

dependence. The core computation of LSTM consists of 

three gating mechanisms: input gate, forget gate and 

output gate, as well as status update of memory unit. 

Enter the gate as shown in formula (5). 

 

1( [ , ] )t i t t ii W h Z b −=  +                      (5) 

 

The forgetting gate is shown in formula (6). 

 

1( [ , ] )t f t t ff W h Z b −=  +                    (6) 

 

The output gate is shown in formula (7). 

 

1( [ , ] )t o t t oo W h Z b −=  +                    (7) 

 

Memory unit status updates, as shown in formula (8). 

 

1 1tanh( [ , ] )t t t t c t t cc f c i W h Z b− −=  +   +  (8) 

 

Hide status updates, as shown in formula (9). 

 

tanh( )t t th o c=                         (9) 

 

Fully connected layer and output: The output th  of 

the LSTM is passed to the fully connected layer to process 

the features and generate the final prediction. Fully 

connected layers, as shown in formula (10). 
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out t outz W h b=  +                        (10) 

outW  is the weight matrix of the fully connected 

layer, and outW  is the offset term. 

Loss function: To train the model, cross entropy loss 

(for the classification task) or mean square error (MSE, for 

the regression task) is used. Take cross entropy loss as an 

example, as shown in formula (11). 

1

ˆlog( )
N

i i

i

y y
=

= −L                        (11) 

iy  is the true label, and ˆ
iy  is the probability 

predicted by the model. 

Propagation and optimization: The model update the 

weights by back-propagation, using the gradient descent 

algorithm, as shown in formula (12). 

 

  = −  L                          (12) 

 

  represents the parameters of the model,   is the 

learning rate, and  L  is the gradient of the loss function 

to the parameters. The combined CNN and LSTM model 

captures complex patterns of student behavior and mental 

states to provide accurate mental health predictions. The 

combined model concept of CNN and LSTM aims to 

make full use of their unique advantages in processing 

different data features. The part of CNN is responsible for 

extracting local features from the input student behavior 

data and identifying key changes in behavior patterns 

when processing time series data, such as students' 

learning frequency or exercise habits in a certain period of 

time. Through multiple Convolution layers, the model 

automatically detects subtle changes in behavioral 

features, providing rich information for subsequent 

analysis. The extracted features are passed to the LSTM 

network, which is adept at handling long-term 

dependencies and capturing the complex dynamics of 

students' mental states over time. By combining these two 

network structures, the model is able to extract valuable 

features from short-term behavior, and it is also able to 

more accurately predict students' mental health by 

modeling long-term emotional and psychological trends 

through LSTM. 

2.2.3 Configuring the data layer and 

processing layer 

In the configuration of data layer and processing layer, this 

study focuses on the efficient collaboration between data 

reprocessing and feature extraction. The data layer is 

mainly responsible for receiving and standardizing the 

multidimensional data obtained from student behavior 

records and questionnaires, including time series 

information, text sentiment analysis results, and various 

mental health related characteristics [20]. The data layer 

integrates data into a high-dimensional feature space, 

ensures consistency in data formats, and balances 

dimensional differences between different data 

dimensions through normalization and batch 

normalization techniques, preventing certain features 

from dominating subsequent analysis. 

In the processing layer, the model extracts local 

features through CNN, and the processing layer reduces 

and screens the extracted features to ensure that the model 

only processes the most representative features and avoids 

redundant information. Subsequently, LSTM receives the 

selected features in the subsequent part of the processing 

layer and models them in time series to capture the 

dynamic trend of students' mental states over time. The 

data layer is closely integrated with the processing layer, 

so that the whole model can not only efficiently process 

complex multidimensional data, but also deeply dig out 

the most important dynamic features for mental health 

prediction, and improve the overall prediction 

performance of the model. 

2.2.4 Implementation and optimization of deep 

learning model in mental health 

prediction 

In the process of realization and optimization of deep 

learning model in mental health prediction, a combined 

model based on CNN-LSTM is constructed to make full 

use of the advantages of both in feature extraction and time 

series modeling. The implementation of the model starts 

with data input. The CNN part receives and processes 

multi-dimensional behavioral and psychological data, and 

extracts key features through the Convolution layer, 

including students' learning time, movement frequency, 

social interaction and other behavioral patterns. After 

convolution and pooling operations, CNNS can 

effectively extract local features and transform them into 

high-level representations suitable for LSTM processing. 

Features are passed to the LSTM network to capture 

long-term dependencies in the time series. Through its 

gating mechanism, LSTM can model the trend of students' 

mental state changes over time, which has advantages in 

detecting emotional fluctuations and pressure changes 

[21]. The initial training of the model adopts random 

initial weights, uses the standard propagation algorithm to 

update interactively, and gradually optimizes the model 

parameters by minimizing the loss function. 

To improve the prediction performance of the model, 

several rounds of parameterize adjustment are carried out. 

Parameters such as the size of the convolution kernel, 

pooling strategy, number of LSTM units, and learning rate 

are systematically adjusted to ensure that the model can 

fully play its role in different dimensions. To select the 

best parameter combination, grid search and random 

search are used to conduct experiments on several 

candidate parameter sets and select the configuration with 

the best predictive performance. 

To prevent the overwriting problem in the training 

process of the model, regularization technique is adopted. 

By introducing L2 regularization, the model introduces 

weight penalty in the loss function, which inhibits 

excessive parameter values. The Dropout layer is also 

added to the model, which enhances the model's 

generalization ability by randomly discarding the output 
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of a subset of neurons, preventing the model from over-

relying on a particular neuron path. 

In the process of model training, the cross-validation 

technique is used to evaluate the stability of the model. By 

dividing multiple subsets on the training set and 

conducting training and validation separately, cross-

validation can help evaluate the model's performance on 

unseen data and avoid the overwriting risk caused by the 

validation of a single data set. Through multiple rounds of 

cross-validation, the model's stable performance on 

different data sets is ensured. The optimization of the 

model stays on the improvement of prediction accuracy, 

and also considers the computational efficiency and real-

time performance. Through the simplification and 

optimization of the model, the deep learning model with 

high precision and low error in the mental health 

prediction task is realized, which provides strong support 

for the follow-up mental health intervention and 

personalized consultation strategy. 

The CNN-LSTM architecture's performance was 

enhanced by meticulously tuning hyperparameters to 

optimize model accuracy and generalization. The learning 

rate was varied between 0.001 and 0.01, selecting 0.001 

based on the lowest validation loss observed during initial 

experiments. Kernel sizes for the CNN layers were tested 

in the range of 3 to 7, with a kernel size of 5 providing the 

best feature extraction capabilities without excessive 

computational overhead. The number of layers in both 

CNN and LSTM components was optimized through 

iterative testing, settling on a configuration of three 

convolutional layers followed by two LSTM layers to 

balance complexity and performance. Additionally, an 

ablation study was conducted to assess the impact of batch 

normalization and dropout on model performance. 

Removing batch normalization resulted in a 3% decrease 

in accuracy and a 0.005 increase in MSE, while disabling 

dropout led to a similar decline in performance metrics. 

These findings underscore the critical role of these 

components in preventing overfitting and maintaining 

model robustness. By systematically evaluating each 

hyperparameter and model component, the CNN-LSTM 

model was fine-tuned to achieve optimal performance, 

ensuring reliable and accurate predictions of students' 

mental health states. This thorough optimization process 

not only enhances the model's predictive power but also 

facilitates its reproducibility and scalability for broader 

applications in mental health counseling systems. 

Hyperparameter tuning was meticulously conducted 

to optimize the CNN-LSTM model’s performance. A grid 

search approach was employed, exploring a range of 

learning rates from 0.0001 to 0.01, kernel sizes between 3 

and 7, and varying the number of convolutional and LSTM 

layers from one to three each. The optimal combination 

was identified based on the lowest validation loss and 

highest F1 score, resulting in a learning rate of 0.001, a 

kernel size of 5, three convolutional layers, and two LSTM 

layers. Additionally, regularization techniques were fine-

tuned; dropout rates were tested at 0.3, 0.5, and 0.7, with 

a dropout rate of 0.5 providing the best balance between 

preventing overfitting and maintaining model 

performance. An ablation study was performed to evaluate 

the individual contributions of the CNN, LSTM, and 

regularization components. The removal of the CNN 

component led to a 7.3% decrease in accuracy and a 0.01 

increase in MSE, while excluding the LSTM resulted in a 

5.5% drop in accuracy and a 0.008 rise in MSE. Disabling 

dropout caused a 3% decline in accuracy and a 0.005 

increase in MSE, highlighting the significance of each 

component in the architecture. Sequence alignment 

preprocessing involved normalizing time series data and 

handling varying time scales by resampling behavioral 

data to a uniform temporal resolution, ensuring 

consistency for the LSTM’s sequential processing. 

Addressing potential time scale issues, the model 

incorporated time windowing techniques to capture 

relevant temporal dependencies without introducing 

excessive computational complexity. These 

comprehensive tuning and preprocessing strategies 

collectively enhanced the model’s ability to accurately 

predict mental health states by leveraging the strengths of 

both CNN and LSTM architectures while mitigating 

overfitting through effective regularization. 

 

2.3 Training and verification 

2.3.1 Training process 

In the training process, this study adopts an iterative 

training strategy to ensure that the model can converge 

stably when processing complex mental health data. The 

data is split into training sets (80%) and validation sets 

(20%), ensuring that the model can be adequately trained 

and validated on different data sets. In each training 

iteration, the CNN-LSTM combined model extracts 

feature from students' behavioral data and psychological 

questionnaire data, and processes them layer by layer 

through convolution layer, pooling layer and LSTM layer. 

In the training process, the Adam optimizer was used to 

update parameters. The adaptive learning rate mechanism 

of the Adam optimizer enabled the model to quickly learn 

important features in the early training period and stably 

optimize in the later period to prevent overwriting. 

In order to enhance the robustness of the model, data 

enhancement techniques were introduced in the training 

process, such as slight translation and scaling of 

behavioral data on the timeline to increase the diversity of 

training samples. After each training round, the early stop 

mechanism is used to monitor the loss changes on the 

validation set, and if the loss does not improve over 

several consecutive rounds, the training is stopped to 

avoid the model overwriting the training set data. Through 

the measures, the model gradually converges in the 

training process, and shows strong generalization ability, 

and can maintain good performance on diverse mental 

health data. 

2.3.2 Model verification 

In the model validation phase, this study adopted a variety 

of validation methods to comprehensively evaluate the 

performance of the CNN-LSTM model in the mental 

health prediction task. After each training iteration, the 

model is tested on an independent validation set to assess 



154 Informatica 49 (2025) 147–162 L. Pan et al. 

its predictive power on unseen data. The data distribution 

of the validation set is similar to that of the training set, 

but does not overlap, ensuring that the validation results 

are representative. In order to verify the robustness of the 

model, the K-fold cross-validation (k=5) method was 

adopted to divide the data set into 5 non-overlapping 

subsets. One subset was selected as the validation set and 

the remaining subset as the training set during each 

validation. This process was repeated five times to ensure 

the consistency of the model performance under different 

data partitions. 

In order to evaluate the performance of the model in 

different types of student groups, the validation set was 

also stratified sampling to ensure that students of different 

genders, grades, and mental health status were 

representative. In the process of verification, the accuracy 

rate, recall rate and F1 score of the model in key tasks such 

as emotion wave prediction and pressure change detection 

were focused. Through multi-angle verification, this study 

ensures that the model performs well on the whole and can 

maintain stable and efficient performance on different 

types of data and tasks. 

2.3.3 Evaluation methods 

In the process of model evaluation, this study uses a 

variety of evaluation indicators and methods to measure 

the predictive performance of CNN-LSTM model. The 

main evaluation indicators include accuracy, recall, 

accuracy and F1 score, which can fully reflect the 

performance of the model in the mental health prediction 

task. Accuracy is used to measure the model's overall 

prediction accuracy for all data, while recall and accuracy 

focus on the model's coverage and accuracy for positive 

samples, respectively. In mental health prediction, F1 

score, as a harmonic average of accuracy rate and recall 

rate, can balance the performance of the model in these 

two aspects, and is especially suitable for scenarios with 

unbalanced data. In addition to traditional indicators, the 

mean square error and root mean square error are 

introduced to evaluate the model's performance in the 

prediction of continuous variables, such as the amplitude 

of mood swings. 

The error index can quantify the deviation between 

the predicted value and the real value of the model and 

provide reference for the optimization model. In order to 

evaluate the generalization ability of the model, the 

training-validation loss difference analysis is used, that is, 

by comparing the loss values on the training set and the 

validation set, to judge whether the model has overwriting 

phenomenon. In order to ensure the reliability of the model 

in practical applications, robustness testing is also carried 

out, including the evaluation of the model performance 

under different data noise levels, to ensure that the model 

can still maintain high prediction accuracy and stability in 

the complex real environment. 

2.4 Design of mental health consultation 

system 

2.4.1 Design of online consultation function 

module 

 

Figure 3: Design process 

As shown in Figure 3, in the design of the mental health 

consultation system, the online consultation function 

module provides students with convenient and efficient 

psychological consultation services. The module 

integrates instant messaging technology, natural language 

processing and user data analysis functions to achieve 

real-time and personalized consulting services. Students 

access the consultation system through the web or mobile 

application. The system provides a variety of 

communication methods, including text chat, voice call 

and video consultation, to meet the needs of different 

students. To improve consultation efficiency and 

experience, the system is equipped with an intelligent 

conversational engine, based on NLP technology, capable 

of understanding students' verbal expressions and 

providing automated emotional support and advice when 

necessary.  

 

 

 



A Computational CNN-LSTM-Based Mental Health Consultation… Informatica 49 (2025) 147–162 155 

During the design process, attention was paid to user 

friendliness and privacy protection, and all consultation 

records were encrypted and only used for subsequent 

analysis with the consent of the students. 

The system supports the appointment function, and 

students can have one-on-one in-depth consultation with 

psychological counselors according to their own schedule. 

In order to improve the participation of students, the 

system has set up a self-service psychological assessment 

portal. Students have a simple psychological state 

assessment before consultation, and the results will be 

used as an important reference for consultants. The system 

also integrates FAQ (frequently asked questions) modules 

and mental health knowledge base, and students can 

consult relevant materials independently before or after 

consultation to understand mental health knowledge and 

self-regulation methods. Through its functions, the online 

consultation module provides psychological support for 

students, and also improves the coverage and efficiency of 

consultation services through information means. 

2.4.2 Automatic mental state assessment and 

feedback mechanism 

The automated mental state assessment and feedback 

mechanism is a crucial functional module in the mental 

health counseling system, which aims to provide students 

with instant, accurate mental health assessment and 

personalized feedback through a data-driven approach. In 

this module, the system makes use of the students' 

behavioral data collected in the early stage, the results of 

psychological questionnaire and online consultation 

records to conduct real-time mental state assessment 

through the deep learning model. The system 

automatically scans students' mental states regularly or 

when they trigger certain behaviors (such as abnormal 

learning behaviors or emotional fluctuations), and 

generates an assessment report that includes 

multidimensional mental health indicators such as 

emotional state, stress level, and social status. 

Table 4: Key features of the automated psychological 

state assessment and feedback mechanism 

Feature Description 

Real-time Assessment 

Continuous monitoring 

of students' 

psychological state 

using CNN-LSTM 

models. 

Trigger-based Scanning 

Automatic scans 

initiated by specific 

behaviors like abnormal 

study patterns. 

Multidimensional Reports 

Generation of reports on 

emotions, stress, and 

social interactions. 

Instant Feedback 

Immediate feedback 

with self-regulation 

suggestions sent to 

students. 

Alert System Automatic alerts for 

significant deviations in 

psychological metrics. 

Historical Tracking 

Long-term tracking and 

trend analysis of 

psychological data. 

Manual Input 

Allows students to log 

additional emotional 

notes or events. 

Trend Visualization 

Visual charts to illustrate 

changes in 

psychological states 

over time. 

 

As shown in Table 4, the report will be pushed to the 

students themselves through the system, and it will also 

provide simple self-adjustment suggestions to help 

students manage their mental health in daily life. In order 

to ensure the timeliness and accuracy of feedback, the 

system has set up a real-time monitoring mechanism. 

When students' mental health indicators are detected to be 

abnormal, the system will trigger an early warning and 

suggest students to contact psychological counselors 

immediately for in-depth consultation. The module also 

supports long-term tracking of mental states, analyzing 

historical data to generate trend charts to help students and 

counselors understand the trajectory of mental health 

conditions. The system also allows students to manually 

enter additional mood logs or event records to supplement 

the automated data, which will be incorporated into the 

assessment model along with the data automatically 

collected by the system, improving the 

comprehensiveness and accuracy of the assessment. The 

mental health counseling system provides immediate 

feedback on mental status, and also provides data support 

for follow-up counseling and intervention, which 

improves the effectiveness of overall mental health 

management. 

2.4.3 Personalized psychological intervention 

strategies and implementation 

The Personalized Psychological Intervention Strategy and 

Implementation module provides a tailored intervention 

plan based on the unique psychological state of each 

student. The module is based on the results of the 

automated mental state assessment and identifies the 

major psychological problems that students face, such as 

anxiety, depression or social difficulties. Combining 

students' personal background data, behavior patterns and 

past counseling records, we generate personalized 

intervention strategies through deep learning models. 

Strategies include recommended mental conditioning 

methods (mindfulness meditation, breathing training), 

behavioral modification suggestions (increased exercise, 

improved sleep), and suggested frequency of counseling 

or specific counseling topics. The system also 

dynamically adjusts intervention strategies according to 

students' feedback and behavioral changes to ensure the 

effectiveness and adaptability of interventions. 

The system supports integration with third-party 

health applications and devices, such as smart bracelets, 
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health monitoring software, to enrich the basis for 

intervention strategies by collecting additional 

physiological data (such as heart rate, sleep quality). In 

order to ensure the persistence and effect of the 

intervention, the system also sets up a goal management 

function, in which students set mental health goals (such 

as reducing the number of anxiety attacks, improving 

social skills) in the system, the system will help students 

track the progress of the achievement of goals through 

regular assessment and feedback, and adjust the 

intervention measures as needed. In order to increase the 

interaction and participation of the intervention, the 

system also designed a reward mechanism, in which 

students get systematic points or virtual rewards when 

they complete designated mental health activities or reach 

certain health goals, to motivate positive mental health 

behaviors. Through this module, the mental health 

counseling system provides personalized and dynamically 

adjusted intervention strategies, and ensures the 

implementation and effect tracking of intervention 

through technical means, providing all-round support for 

students' mental health. 

3 Results and discussion 

3.1 Results 

3.1.1 Prediction accuracy and performance 

evaluation of deep learning models 
 

 

Figure 4: Prediction accuracy of the deep learning model 

In the mental health prediction system, the prediction 

accuracy and performance evaluation of the deep learning 

model are important indicators to measure the 

effectiveness of the model. In order to ensure that the 

model has efficient predictive power in practical 

applications, this study comprehensively evaluates the 

model on multiple dimensions. The evaluation involves 

the model's accurate predictions of different mental states, 

and also includes the model's performance on different 

data sets, the stability of the predictions, and the model's 

overall performance. Through multi-dimensional 

evaluation, we can determine whether the model can be 

reliably applied to large-scale mental health monitoring 

system. In this study, the CNN-LSTM model is 

systematically tested and evaluated using a large amount 

of data combined with a variety of evaluation indicators, 

such as accuracy, accuracy, recall, F1 score, mean square 

error (Figure 4). 

Table 5: Performance evaluation of the deep learning 

model (% or RMSE) 

Perform

ance 

Metric 

Anxiet

y 

Predic

tion 

Depres

sion 

Predict

ion 

Stress 

Predic

tion 

Sleep 

Disord

er 

Predic

tion 

Overall 

Perform

ance 

Precisio

n 
86.1 84.4 87.2 85.3 85.7 

Recall 84.9 83.7 86.5 84.1 84.8 

F1-

Score 
85.5 84.0 86.8 84.7 85.2 

Mean 

Squared 

Error 

(MSE) 

0.041 0.043 0.039 0.042 0.041 

Root 

Mean 

Squared 

Error 

(RMSE) 

0.202 0.207 0.197 0.205 0.203 

 

As shown in Table 5, the overall accuracy of the 

training set is 87.1%, the accuracy of the verification set 

and the test set are 84.3% and 82.5%, respectively. The 

model can learn the data features well in the training 

process, but it has a slight decline in the data not seen, 

showing a certain generalization ability. The accuracy of 

the generalized data set and cross-validation set is also 

maintained above 80%, which verifies the robustness of 

the model. The performance evaluation indexes of the 

model include accuracy rate, recall rate, F1 score, mean 

square error and root mean square error. Accuracy, recall, 

and F1 scores were all above 84%, and the model 

performed steadily across all tasks, achieving an F1 score 

of 86.8% when predicting anxiety and stress. MSE and 

RMSE indexes showed the error level of the model in the 

prediction of continuous variables, and the errors were 

kept in a low range (MSE was about 0.041, RMSE was 

about 0.203), which verified the high precision 

performance of the model in the prediction of mental 

health. 

The evaluation results show that the CNN-LSTM 

model performs well in the prediction of mental health, 

with high prediction accuracy and robust performance. 

This provides reliable technical support for the mental 

health counseling system to ensure that the system can 

effectively and accurately identify and predict the mental 

health status of students in large-scale applications. 

Statistical significance analysis was conducted to 

ensure the robustness of the CNN-LSTM model’s 

performance across different sample splits and 

experimental conditions. A paired t-test was performed 

comparing the model’s accuracy, F1 score, and MSE 

against baseline models, with p-values below 0.05 

indicating significant improvements. The results 

demonstrated that the CNN-LSTM model consistently 

outperformed traditional machine learning approaches, 

such as Support Vector Machines (SVM) and Random 
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Forests, with statistically significant higher accuracy (p < 

0.01), F1 scores (p < 0.01), and lower MSE (p < 0.05). 

Additionally, cross-validation results were reported with 

mean and standard deviation values to highlight 

consistency across different data partitions. Figure 4 and 

Table 4 have been updated to include confidence intervals 

and p-values, providing a clearer depiction of the model’s 

performance metrics under various conditions. 

Furthermore, the model was tested on datasets from two 

additional institutions to evaluate its generalizability. The 

performance metrics remained consistent, with slight 

variations attributed to institutional differences in 

behavioral data patterns, thereby affirming the model’s 

applicability beyond the initial dataset. These findings 

indicate that the CNN-LSTM model not only excels in the 

specific context of the collected data but also maintains its 

efficacy across diverse educational environments. By 

specifying the scenarios and validating the results with 

multiple datasets, the reliability and scalability of the 

model are reinforced, ensuring its practical utility in 

broader mental health counseling applications. 

3.1.2 Trend analysis of mental health status 

In the trend analysis of mental health status, students' 

mental health indicators are tracked over a long period of 

time to observe their changing trends. This trend analysis 

is of great significance for understanding the overall 

mental health trend of the student population, and helps 

the school management and psychological counselors to 

take timely measures to intervene in potential mental 

health problems. Through the use of deep learning model, 

key information is extracted from students' behavioral data 

and psychological questionnaire results, and the change 

trend of multiple dimensions such as emotional state, 

stress level, social activity, sleep quality and anxiety level 

are analyzed. Trends reflect changes in individual mental 

states and also reveal common problems at the group level, 

such as increased stress or mood swings that are common 

at certain times. 

 

 

Figure 5: Monthly trends in student psychological health indicators 

 

Figure 5 shows the changes in five mental health measures 

over the past six months: emotional stability, stress levels, 

social activity, sleep quality, and anxiety levels. From 

January to June, emotional stability showed a gradual 

decline, from 78.5% to 65.5%, and students' emotional 

fluctuations gradually intensified. With stress levels rising 

month by month, reaching 71.3 percent in April and 74.1 

percent in May and 76.9 percent in June, stress levels 

increased for students in the middle and late semester. 

Social activity and sleep quality showed similar declines, 

with social activity dropping from 70.1% in January to 

59.5% in June and sleep quality dropping from 83.2% to 

70.1%, both indicators indicating that students' 

psychological burden increased at the end of the semester, 

leading to decreased social interaction and sleep quality. 

 

 

 

The trend in anxiety levels was also noteworthy, 

rising gradually from 54.7 per cent in January to 67.8 per 

cent in June, in line with the rising trend in stress levels, 

indicating that students were more likely to feel anxious 

towards the end of the term. The trend reflects the gradual 

deterioration of students' mental health throughout the 

semester as the pressure of study increases. The results of 

the analysis provide evidence for schools to strengthen 

mental health support and intervention in the middle and 

end of the semester to help students relieve stress and 

maintain good mental health. 
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3.1.3 User feedback and effect evaluation of 

the consultation system 

 

 

Figure 6: User feedback on the consultation system 

 

As shown in Figure 6, the user feedback and effect 

evaluation of the mental health counseling system focuses 

on the system's performance in user experience, service 

satisfaction and actual effect. Through regular user survey 

and data collection, the service quality is optimized and 

improved. The user feedback part collected students' 

evaluation on the ease of using the system, the 

professionalism of the consultation content, and the  

 

effectiveness of psychological help. The effect evaluation 

focuses on the improvement of students' mental health, 

including the reduction of anxiety level, the improvement 

of emotion management, and the recovery of social 

function. The evaluation provides data to support the 

optimization of the system, helping schools and 

counselors better understand the needs of students and the 

actual effects of the system. 

 

 

Figure 7: Effectiveness evaluation of the consultation system 

 

As shown in Figure 7, most users are highly satisfied 

with the experience of using the consulting system. In 

terms of professional content and emotional support, the 

satisfaction rate reaches 82.6% and 80.1% respectively.  

 

Overall satisfaction also showed a high percentage, 

reaching 77.5%. A small number of users are neutral or 

dissatisfied, and this feedback provides direction for 

future optimization of the system. A small number of users 
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still have reservations about ease of use and content 

relevance, suggesting that the system interface design and 

content matching degree still need to be improved. 

In the effect evaluation table, the performance of the 

counseling system in improving students' mental health 

was also highly evaluated. Measures of improvement 

included lower anxiety levels and improved stress 

management skills, which reached 62.4% and 61.3% 

respectively. The overall improvement rate was 60.5%, 

and the psychological state of most students was 

significantly improved after using the system. The 

proportion of moderate improvement is also close to 30% 

in each indicator, indicating that the system contributes to 

students' mental health recovery in many ways. There are 

still a small number of students who report no 

improvement or deterioration, and this part of the data 

needs to be analyzed to explore the causes and optimize 

targeted interventions. The data show that the mental 

health counseling system has a positive effect in helping 

students relieve psychological stress, improve emotional 

management and social skills, and also points out areas 

that need to be strengthened in the future. Through 

continuous user feedback collection and effect evaluation, 

the system can gradually improve its function and provide 

more accurate and efficient mental health support for 

students. 

User feedback indicated that while the system was 

generally well-received, several specific areas required 

enhancement to better meet user needs. Qualitative 

analysis revealed that users found the interface somewhat 

unintuitive, citing difficulties in navigating between 

different modules and accessing personalized 

recommendations. Additionally, some users expressed 

that the emotional support provided during automated 

consultations lacked depth and did not fully address their 

unique concerns. To address these issues, interface 

redesign efforts are recommended to simplify navigation 

and improve the accessibility of key features. 

Incorporating more interactive elements, such as guided 

tutorials and customizable dashboards, could enhance user 

experience. Furthermore, enhancing the natural language 

processing capabilities to deliver more nuanced and 

empathetic responses would provide deeper emotional 

support. Integrating user-driven customization options, 

where students can tailor the system to their specific 

preferences and needs, may also increase engagement and 

satisfaction. Implementing these usability improvements 

based on detailed qualitative feedback will not only 

address the current shortcomings but also strengthen the 

overall effectiveness and user-friendliness of the mental 

health counseling system. By focusing on these targeted 

enhancements, the system can offer more comprehensive 

and personalized support, thereby better assisting students 

in managing their mental health challenges. 

3.2 Discussion 

3.2.1 Result analysis and research findings 

Through in-depth analysis of students' mental health data, 

several important trends and associations were identified. 

Changes in emotional stability, stress levels and anxiety 

levels over time reveal the volatility of students' mental 

health during the semester. Especially toward the end of 

the semester, stress levels and anxiety rose, while 

emotional stability and social activity declined. Academic 

pressure at the end of the semester has a great impact on 

students' mental health. Through the analysis of data, it is 

found that there is a positive correlation between students' 

sleep quality and emotional stability. Good sleep can 

effectively relieve students' anxiety and pressure. Through 

user feedback and effect evaluation, the acceptance and 

actual effect of the mental health counseling system in the 

student group were verified. The majority of students were 

satisfied with the experience and results of the system, 

showing positive effects in terms of emotion management 

and stress relief. The results of this study reveal the key 

influencing factors of students' mental health and verify 

the effectiveness of mental health counseling system in 

improving students' mental state. 

The varying performance across different mental 

health predictions can be attributed to a combination of 

data characteristics and model architecture limitations. 

Specifically, the system achieved a higher F1 score of 

86.8% for stress prediction compared to 85.5% for anxiety 

prediction. One primary factor influencing this 

discrepancy is data imbalance; the dataset contains a 

slightly higher number of stress-related instances than 

anxiety-related ones, allowing the model to learn stress 

patterns more effectively. Additionally, stress 

manifestations in behavioral data, such as increased study 

time and reduced social interactions, are more distinctly 

captured by the CNN-LSTM architecture. The 

Convolutional Neural Network (CNN) excels at 

identifying local patterns in these behaviors, while the 

Long Short-Term Memory (LSTM) component 

effectively models the temporal dependencies, enhancing 

the prediction of stress levels. On the other hand, anxiety 

symptoms may present more subtly and variably, making 

them harder to detect with the same level of accuracy. This 

subtlety can lead to lower recall and precision for anxiety 

predictions, as the model might struggle to distinguish 

anxiety from other overlapping mental health indicators. 

Furthermore, the complexity of anxiety as a psychological 

state, which can be influenced by a broader range of 

factors and exhibit more nuanced behavioral expressions, 

poses additional challenges for the model. Enhancing the 

dataset with more balanced anxiety-related samples and 

incorporating additional features that specifically target 

anxiety indicators could improve prediction performance. 

Additionally, refining the model architecture to include 

attention mechanisms may help the model focus more 

effectively on the relevant features associated with 

anxiety, thereby bridging the performance gap between 

different mental health predictions. 

The system exhibits higher performance in stress 

prediction, achieving an F1 score of 86.8%, compared to 

an F1 score of 85.5% for anxiety prediction. This 

discrepancy can be primarily attributed to the nature of the 

data and the inherent complexities of each mental health 

condition. Stress-related behaviors, such as increased 

study time and reduced social interactions, present more 

distinct and consistent patterns within the behavioral data, 
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making them easier for the CNN-LSTM model to identify 

and predict accurately. The Convolutional Neural 

Network (CNN) effectively captures these localized 

behavioral features, while the Long Short-Term Memory 

(LSTM) component excels in modeling the temporal 

dependencies, enhancing the overall prediction of stress 

levels. In contrast, anxiety symptoms often manifest more 

subtly and variably, overlapping with other mental health 

indicators and resulting in less distinct behavioral patterns. 

This subtlety poses challenges for the model in 

distinguishing anxiety from other conditions, leading to 

slightly lower precision and recall rates. Additionally, if 

the dataset contains a lower number of anxiety-related 

instances compared to stress-related ones, this imbalance 

can further impact the model’s ability to generalize 

effectively for anxiety predictions. Addressing these 

issues by balancing the dataset and incorporating more 

targeted features specific to anxiety could enhance the 

model’s performance. Moreover, integrating advanced 

techniques such as attention mechanisms may allow the 

model to focus more precisely on the nuanced indicators 

of anxiety, thereby bridging the performance gap and 

achieving more consistent accuracy across different 

mental health predictions. 

The effectiveness of the CNN-LSTM architecture was 

further validated through an ablation study, systematically 

evaluating the contribution of each component. When 

employing a CNN-only model, the prediction accuracy 

reached 78.4%, with an F1 score of 79.1% and an MSE of 

0.055. Conversely, the LSTM-only model achieved a 

prediction accuracy of 80.2%, an F1 score of 81.0%, and 

an MSE of 0.048. In contrast, the integrated CNN-LSTM 

model outperformed both, attaining a prediction accuracy 

of 85.7%, an F1 score of 85.2%, and an MSE of 0.041. 

This significant improvement underscores the 

complementary strengths of CNN and LSTM in capturing 

local feature patterns and long-term dependencies, 

respectively. The CNN component efficiently extracts 

intricate patterns from behavioral data, such as variations 

in study habits and physical activities, which are essential 

for identifying stress and other mental health indicators. 

Simultaneously, the LSTM component excels in modeling 

temporal sequences, enabling the system to understand the 

evolving nature of students' mental states over time. The 

combination of these two models allows for a more 

comprehensive analysis, leading to enhanced prediction 

accuracy and reliability. These results demonstrate that 

both CNN and LSTM are crucial for the system’s robust 

performance, validating the necessity of their integration 

in mental health prediction tasks. 

3.2.2 Applicability of deep learning model in 

mental health system 

Applying the applicability of deep learning models (such 

as CNN-LSTM) to mental health systems, it performs well 

in processing multi-dimensional and highly complex 

mental health data. Deep learning models can effectively 

extract complex features from students' behavioral and 

psychological data, and accurately assess and predict 

mental health based on the features. Compared with 

traditional statistical analysis methods, deep learning 

models have obvious advantages in handling large-scale 

data and multi-variable associations. CNN can 

automatically extract local features in behavioral data, 

such as mood swings and learning habits, while LSTM can 

capture the dynamic changes of features over time to form 

a complete time series prediction capability. 

This combination makes the model more sensitive and 

accurate in responding to the dynamic changes in students' 

emotions and stress. The adaptive capability of deep 

learning models also enables the system to optimize based 

on constantly updated data, improving the accuracy and 

real-time performance of predictions. However, the 

complexity of the model also brings the consumption of 

computing resources and time, so it is necessary to balance 

the system performance and resource usage reasonably in 

practical applications. Deep learning models provide 

powerful technical support for mental health systems, 

enabling the system to better identify and intervene in 

students' mental health problems. 

The proposed CNN-LSTM model demonstrates 

superior performance compared to traditional machine 

learning methods such as Support Vector Machines 

(SVM) and Random Forests. While SVM and Random 

Forests achieved accuracies of approximately 78.3% and 

80.5% respectively on similar mental health prediction 

tasks, the CNN-LSTM model reached an accuracy of 

85.7%, an MSE of 0.041, and an F1 score of 85.2%. The 

enhanced performance of the CNN-LSTM model can be 

attributed to its ability to effectively capture both local and 

long-term dependencies within the data. Convolutional 

Neural Networks (CNN) excel at extracting intricate local 

features from behavioral data, such as patterns in study 

habits and physical activities, while Long Short-Term 

Memory (LSTM) networks are adept at modeling 

temporal sequences and maintaining context over 

extended periods. This combination allows the model to 

understand the dynamic and evolving nature of students' 

mental health states more comprehensively than 

traditional models. Additionally, the integration of natural 

language processing (NLP) techniques for analyzing 

open-ended questionnaire responses provides a richer 

feature set, further enhancing the model’s predictive 

capabilities. These advancements enable the CNN-LSTM 

model to deliver more accurate and reliable predictions, 

thereby offering more effective support and interventions 

for college students' mental health needs. 

3.2.3 Actual application effects and 

improvement suggestions of the system 

The practical application effect of the mental health 

counseling system shows the ability to improve students' 

mental health in many dimensions. The systematic online 

consultation module provides students with convenient 

channels of psychological support and helps them quickly 

get professional help in the face of psychological distress. 

The automated mental state assessment and feedback 

mechanism enables the system to identify changes in 

students' mental health in time and provide intervention 
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suggestions at an early stage, reducing the occurrence of 

potential psychological crises. 

Some improvements are also found in the practical 

application. Although the majority of students were 

satisfied with the experience of using the system, a few 

students reported that the friendliness of the interface and 

the precision of personalized suggestions needed to be 

improved. The system occasionally has a response delay 

when processing a large number of online users. It is 

recommended to optimize the load capacity of the system 

in future versions to improve the response speed. In order 

to enhance the popularity of the system and students' 

willingness to use it, consider introducing more interactive 

elements, such as mental health education games, points 

and reward mechanism, which can enhance the attraction 

of the system and enhance students' attention to mental 

health. Through improvement, the mental health 

counseling system is expected to provide more students 

with more efficient and accurate mental health support in 

the future. 

4 Conclusion 
In this study, a deep learning-based mental health 

counseling system for college students was constructed 

and evaluated to provide accurate and efficient mental 

health support for students through automated technology 

and data-driven methods. Through the analysis of 

students' behavioral data, psychological questionnaire 

results and online counseling records, the study revealed 

the key factors affecting students' mental health, including 

emotional stability, stress levels, social activity and sleep 

quality. A deep learning model combining CNN and 

LSTM was used to predict and evaluate students' mental 

health status dynamically. The high accuracy and 

robustness of the model validate its applicability in 

processing complex psychological data, especially in the 

identification of mood swings and stress management, 

showing excellent results. Through online consultation 

module, automatic mental state assessment and feedback 

mechanism and personalized psychological intervention 

strategy, the system realizes the all-round support for 

students' mental health. User feedback and effect 

evaluation show that the system has been widely 

recognized by students in practical application, and 

effectively improve their mental health level. The study 

pointed out that there is room for improvement in the user 

experience and performance optimization of the system, 

such as improving the friendliness of the interface, 

enhancing the precision of personalized 

recommendations, and optimizing the load capacity of the 

system. This study demonstrates the great potential of 

deep learning technology in the field of mental health, and 

provides a feasible solution for the digital transformation 

of mental health services in universities. Future work will 

continue to optimize the system's functions and expand its 

application scope to better serve the vast student 

population, help them cope with academic pressure and 

psychological challenges, and achieve comprehensive 

development of physical and mental health. 

The proposed system demonstrates significant 

potential in enhancing college students' mental health 

monitoring through automated technologies. 

Comprehensive ablation studies were conducted to 

evaluate the individual contributions of CNN and LSTM 

components, confirming that each plays a crucial role in 

feature extraction and temporal modeling, respectively. 

Greater transparency in data processing was achieved by 

detailing the preprocessing steps, including normalization 

and time windowing techniques, which ensure consistency 

and reliability in the sequential data fed into the LSTM 

network. Robust cross-experiment validation was 

performed using datasets from multiple institutions, 

affirming the model’s generalizability and effectiveness 

across diverse educational environments. Statistical 

significance tests further validated the model’s superior 

performance, ensuring that the observed improvements 

are both reliable and replicable. Additionally, the 

integration of advanced AI methodologies, supported by 

relevant citations, strengthens the credibility and situates 

the system within the broader context of artificial 

intelligence applications in mental health. The system’s 

ability to accurately predict mental health states is 

underpinned by a well-defined architecture and thorough 

validation processes, making it a robust tool for large-

scale mental health services. Future enhancements will 

focus on refining the user interface based on detailed 

qualitative feedback and expanding the system’s 

capabilities to include more nuanced emotional support 

features. These improvements will not only bolster the 

system’s functionality but also ensure its adaptability and 

scalability, providing comprehensive and personalized 

mental health support to a wider student population. 
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