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The problem is made more difficult by the fact that the recognition of ancient handwritten Arabic script
(AHR) is written in cursive, has different historical styles, and the manuscripts are often damaged. In
addition, ancient handwriting does not follow modern standards of handwriting spacing, which includes
overly spaced-out words and overly complex diacritics, which makes it extremely difficult to process. This
irregularity causes ambiguity in character segmentation and word boundaries, increasing the error rate in
automatic recognition systems. Even with modern advancements in deep learning through the use of CNNs,
LSTMs, and hybrid models, AHR is still extremely complex and requires a lot of exploration. Some recent
models have achieved accuracy between 70% and 90% on modern Arabic datasets, but performance drops
to 50%—75% when applied to ancient texts due to noise, script variation, and limited annotated data. The
article consolidates the major issues and recent developments with regard to dataset constraints, prepro-
cessing requirements, and machine learning methodologies. This review is based on the analysis of over
50 peer-reviewed papers published between 2016 and 2024. It is also focused on the importance of deep
learning in the image feature extraction by CNNs, sequential feature modeling by LSTMs, and combina-
tion of both — hybrids. For instance, CNN-LSTM architectures have shown promising results on historical
scripts with limited training data. With so little annotated data available, it concentrates on the augmen-
tation of datasets and creation of synthetic data. Techniques such as elastic distortions, GAN-generated
samples, and noise injection are discussed as potential solutions. This work aims to improve the accuracy
and scalability of AHR through analysis of existing techniques and identification of the gaps for further
research to aid in digitization and analysis of manuscripts to safeguard them as a part of cultural heritage.
In particular, this review highlights the lack of standardized benchmarks and the need for multilingual an-
cient Arabic datasets to support reproducible research

Povzetek: Clanek se ukvarja s prepoznavo stadoravnih arabskih rokopisov. Novost so celovita taksonomija
izzivov, nabor podatkov in smernice za hibridne CNN-LSTM ter sinteticni podatki, kar omogoca bolj
kvalitetno prepoznavanje kot metoda CNN pri rokopisih.

1 Introduction

Throughout history, handwritten documents have been es-
sential in recording knowledge, history, and traditions.
Even in the digital age, handwritten texts remain signifi-
cant, especially in legal, historical, and educational con-
texts. Arabic, the fifth most spoken language worldwide
with over 315 million native speakers [1], has a rich history
and unique script. Arabic writing is not just communica-
tion; it is considered an art form [2], with complex, cur-
sive characters that connect fluidly and often include dia-
critical marks. Segmentation and classification are chal-
lenging, due to the evolution of various handwriting styles
over time and complexity of this script. This inherent com-
plexity and variability of Arabic scripts recognition makes

adapting traditional machine learning techniques, relying to
handcrafted features difficult.

Recent advances in deep learning appear, to improve
significantly handwriting recognition across various lan-
guages [2, 3, 4], these techniques, are particularly Neu-
tral networks based on convolutional architectures (CNNs),
Long Short-Term memory (LSTM), and hybrid approaches.
Despite that, these techniques are still underutilized in an-
cient Arabic handwritten texts recognition [2]. The chal-
lenges are substantial, as the cursive nature of Arabic script,
stylistic variations over time, and document degradation
complicate recognition tasks. Also, the lack of annotated
and diverse datasets hampers the training of robust deep
learning models. This study focuses on assessment of the
current approaches, particularly hybrid models and CNNss,
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to put the finger on strategies that can improve the recogni-
tion of ancient Arabic manuscripts.

Recognizing ancient Arabic handwritten scripts is not
just a technical challenge; it is also essential for preserving
cultural identity and legacy. Improved recognition systems
can help transcribe and preserve damaged manuscripts,
making them accessible to future generations. An improved
recognition of ancient manuscripts will facilitate greater
access to historical texts, supporting research and explo-
ration of key historical elements. The advancements made
could significantly impact archiving, education, and digital
libraries, enabling the preservation of ancient documents.

This research will focus on analyzing deep learning tech-
niques for the recognition of ancient Arabic manuscripts,
bridging the gap between modern technology and the cul-
tural significance of these texts. The challenges of recog-
nizing these texts stem from variations in handwriting styles
and the physical condition of the manuscripts. For instance,
the complexity of cursive writing, along with letter shape
variability, is evident in examples of ancient manuscripts.
Such manuscripts highlight the need for advanced recogni-
tion techniques tailored to these specific characteristics.

Table 1 provides a comparison of modern and ancient
Arabic scripts, showing key distinctions in their recogni-
tion. Studies have demonstrated how CNNs, when ap-
plied to modern Arabic scripts, achieve higher accuracy
than traditional methods. However, these models face lim-
itations when dealing with historical Arabic texts. Recent
surveys have explored various deep learning methods for
Arabic handwritten text, but few have focused on ancient
manuscripts. Ahmad et al. [5] reviewed methods for Arabic
handwritten character recognition, and Ghadhban et al. [6]
focused on the feature extraction techniques [7], showing a
preference for CNN-based methods. This paper addresses
existing gaps in research, particularly in the deep learning
methods used for recognizing ancient Arabic texts.

This paper is structured as follows: Section 1 introduces
the challenges of recognizing ancient Arabic manuscripts.
Section 2 examines the characteristics of Arabic handwrit-
ing, focusing on its historical and stylistic particularities.
Section 3 reviews existing research, analyzing modern and
ancient datasets used for training deep learning models.
Section 4 provides a critical evaluation of current methods,
highlighting their strengths and limitations in dealing with
ancient manuscripts. Section 5 identifies key challenges
and open problems in this field. Finally, Section 6 con-
cludes by summarizing recent advancements and proposing
future research directions to enhance the recognition of an-
cient manuscripts through advanced machine learning tech-
niques.

2 Arabic handwriting recognition
Over time, Arabic script has transformed and has numer-

ous discrepancies between older and modern ones, which
makes interpretation, translation as well as analysis diffi-

A. Bouchantouf et al

cult. This section first focuses on the Arabic script pertain-
ing to ancient Arabic characters and later deals with the his-
tory of Arabic scripts in detail.

2.1 Arabic characters

The Arabic script consists of 28 letters, written in a cursive
style from right to left. Consonants are written explicitly,
while vowels are often omitted and indicated by diacritical
marks. Each letter can take up to four different forms—
isolated, initial, medial, or final—depending on its position
in a word. This positional variation adds complexity and
uniqueness to the script. Table 2 below illustrates all 28
letters in their different forms, showcasing their adaptability
and fluidity.

Key Features of Arabic Characters: Arabic script
has distinct characteristics, including position-based let-
ter variability, cursive structure, absence of upper-
case/lowercase distinction, and right-to-left writing di-
rection. Each letter can appear in isolated, initial, medial,
or final forms, influencing the script’s flow. Unlike many
languages, Arabic does not differentiate between uppercase
and lowercase letters. This flexibility allows for a dynamic
representation of the alphabet.

Arabic is inherently cursive, meaning letters connect
along a baseline, with some featuring ascenders and de-
scenders. Ascenders are parts of the letters that extend
above the baseline, while descenders fall below it, as de-
picted in Figure 1.

Y Ascenders

]. Descenders

Figure 1: Baseline, ascenders, and descenders in Arabic

script

Additionally, ligatures form in specific cases, such as
when the letter "Lam” (J) precedes certain letters like
”Alef” (1) forming ligatures like .Y This special form is
explained in Table 3, which lists examples of common lig-
atures in Arabic writing.

Diacritic points play an essential role in distinguish-
ing letters with similar shapes. These diacritics are marks
placed above or below the letter to modify its pronunciation.
For example, the diacritic points in < (Ba) and & (Noon)
differentiate them from other letters with similar shapes.

Diacritics such as Fatha, Damma, Kasra, Shadda,
and Sukun help provide clarity in pronunciation and word
meaning. These Tashkeel marks are vital for understanding
the nuances of the Arabic language, as shown in Table 4.

Due to its context-dependent letter forms and com-
plex diacritical system, Arabic handwriting recognition—
especially for historical and stylized scripts—poses unique
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Table 1: Comparison of modern and ancient Arabic scripts

Informatica 49 (2025) 197-210

199

Feature

Modern Arabic Script

Ancient Arabic Script

Letter Structure

Clear and uniform

Complex and varied

Dot Placement

Consistent and well-defined

Inconsistent due to writing deterio-
ration

Dataset Availability

Readily available

Rare and often inaccessible

Handwriting Styles

Limited to contemporary styles

Diverse, including Kufic and early
Naskh

Recognition  Chal-

lenges

Relatively easier for segmentation

Highly challenging due to degrada-
tion and variability

Table 2: Arabic grapheme presentation modes — isolated, initial, medial, and final allographs

No. Pronunciation Isolated Beginning Middle End No. Pronunciation Isolated Beginning Middle End
1 Alef ! ! ) L 15 Dhad o= — — —
2 Baa o - -+ - 16 Ta L= L B L
3 Taa < ] B e 17 Thaa = L B Y
4 Thaa & = & S 18 Ain & - = -
5 Jeem z EN - e 19 Ghain i £ < -
6 Haa z - - =~ 20 Faa - 4 = <
7 Khaa z - o~ = 21 Qaf 3 =] B -
8 Dal 3 3 B - 22 Kaf ki = = =
9 Thal 3 3 he . 23 Lam J . 4 L

10 Raa J J J > 24 Meem # - - -
11 Zai J 3 > > 25 Noot il B = -
12 Seen e - - s 26 Ha B - -+
13 Sheen 8 < - U 27 Waw 5 5 s >
14 Sad U — - s 28 Yaa <$ - = -

Table 3: Examples of ligatures in Arabic script

Ligature Example
Lam-Alef Ligature Y
Lam-Haa Ligature e

Lam-Meem Ligature &l

Table 4: Impact of diacritics on word meaning

Word with- | With Diacrit- | Meaning
out Diacritics | ics

ple ple Flag

e de Knowledge

challenges. As the letter form depends on its position within
aword, and the meaning can be influenced by the diacritics,
automatic analysis of Arabic handwriting remains a com-
plex task.

Arabic letters adopt a number of forms depending on
their location within a word. This reliance on the letter’s
context is vital in comprehending the way letters in a word
form are interdependent, further complicating Arabic hand-
writing perception and interpretation, particularly for his-
torical and eccentric styles.

2.2 Ancient Arabic characters

Due to its varying calligraphic styles and intricate deco-
rative details, ancient Arabic differs from modern Arabic
far more than other forms of writing. Unlike modern Ara-
bic, which is more standardized, ancient scripts had abstract
ligatures and ornamental features that posed challenges for
contemporary automated recognition systems. As shown
in Figure 2, these advanced letter forms are very difficult
to recognize. Figure 2 illustrates an example of ancient
Arabic handwriting with dense text layout, irregular spac-
ing between words, and heavy ornamentation. These fea-
tures increase recognition difficulty because standard CNN
or LSTM models assume more regular structure and spac-
ing, which is typically found in modern datasets. More-
over, the presence of faded ink and background noise fur-
ther complicates the segmentation and feature extraction
processes. Ancient Arabic scripts, though maintaining the
same position-based letter forms (isolated, initial, medial,
and final), exhibit more variation. Letters are often con-
nected by elaborate curves, and ascenders and descenders
are more pronounced, especially in styles like Diwani,
which was used for official and artistic documents. This
complexity adds challenges for character recognition sys-
tems.

In addition, diacritics played an important role in an-
cient manuscripts, particularly for religious texts like the
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Figure 2: Example of ancient Arabic script: complexity and artistic features

Quran, where their systematic use ensured textual accuracy.
Nonetheless, contemporary systems struggle to detect dia-
critics, especially when they are part of a ligature or situated
within complex glyphs.

The fluidity and ligatures in ancient Arabic writing are,
as depicted in Figure 3, its unique features. Unlike in mod-
ern Arabic, where ligatures follow standardized forms, an-
cient texts often contain irregular and highly decorative lig-
atures. These include overlapping strokes, merged glyphs,
and non-linear connections, which pose significant chal-
lenges to segmentation-based recognition systems. Accu-
rate recognition of such ligatures requires models capable
of interpreting complex spatial structures and dealing with
inconsistent writing styles. These aspects make recogni-
tion as well as the digital recovery of ancient manuscripts
difficult. The variability in their letterforms and distinct
styles make the recognition of ancient Arabic characters
remarkably challenging. The previous figures are suffi-
cient to demonstrate such differences and envision the chal-
lenges of recognizing and digitizing characters from ancient
manuscripts. The use of advanced technologies in artificial
intelligence such as CNNs, LSTMs, and other deep learn-
ing architecture has provided improved recognition of in-
tricately handwritten forms which are often deemed to be
too complex for basic recognition.

3 Related works

Recognition of handwritten Arabic scripts has become, in
recent years, an important field of research focusing on

two aspects: recognition system development and dataset
production. Through the construction of well-formed an-
notated datasets and using sophisticated machine leaning
methods to address the problems that arise from the com-
plex morphology and calligraphy of Arabic scripts, re-
searchers have enhanced recognition processes.

3.1 Datasets

Datasets serve as a foundational pillar for developing and
validating machine learning systems. In the field of hand-
writing recognition, their role is particularly critical: these
systems require extensive and heterogeneous collections,
the development of which remains an ongoing effort. These
resources provide a standardized benchmark for comparing
and refining existing methodologies. Practically, contrib-
utors produce handwritten Arabic content (isolated char-
acters, words, sentences, or paragraphs), which are then
transformed into offline datasets through processes includ-
ing digitization, segmentation, labeling, and archiving [8].

Over the past 20 years, various offline datasets of hand-
written Arabic texts have been developed to address recog-
nition challenges. They fall into two categories:

(i) General Arabic Handwriting Datasets: Include con-
temporary writing samples for recognizing characters,
words, and sentences in different styles.

(i) Ancient Arabic Handwriting Datasets: Contain histor-
ical manuscripts with script variations, missing dia-
critics, and stylistic inconsistencies, aiding in the study
and recognition of ancient texts.
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Figure 3: Ancient Arabic manuscript: letter fluidity and ligature characteristics

This section examines both types of datasets—covering
modern linguistic units (characters, words) and historical
documents—whose utilization is essential for advancing
automated recognition methodologies.

3.1.1 Arabic handwritten datasets

Standard datasets for Arabic handwriting recognition are
designed to train and test models for recognizing modern
Arabic scripts. These datasets include diverse writing styles
and variations. Key datasets include:

— AHCD  (Arabic  Handwritten = Characters
Dataset) [9]: Contains 16,800 images of iso-
lated Arabic letters from 60 participants, annotated
and scanned at 300 dpi. It is available for academic
research only, with no commercial use allowed.

— DBAHCL (A Dataset of Arabic Handwritten Char-
acters and Ligatures ) [10]: Includes handwritten
Arabic characters and ligatures, supporting research
with well-annotated samples from multiple writers. It
is available for academic use with restrictions on com-
mercial exploitation.

— Hijja Dataset [2]: Comprises over 47,434 Arabic let-
ters in various forms (isolated, beginning, middle, end)
from children’s handwriting. It is publicly available
for research but requires approval for commercial use.

— KHATT Project [11]: Contains over 2,000 para-
graphs of Arabic handwriting from more than 1,000
writers. It is freely available for academic institutions
with some commercial restrictions.

— IFN/ENIT Database [12]: Features 26,469 Ara-
bic words from Tunisian village names, divided into
classes. It is free for non-commercial use after regis-
tration.

— AHDB (Arabic Handwritten Database) [13]:
cludes handwritten words, sentences, and pages, fo-
cusing on commonly used Arabic words. It is free for
academic use with strict non-commercial policies.

These datasets are essential for developing and evaluat-
ing Arabic handwriting recognition models.

Table 5 provides a technical overview of major Ara-
bic handwriting datasets, detailing their content, number of
writers, and resolution.

3.1.2 Ancient handwritten Arabic datasets

Ancient Arabic Handwritten Datasets aim to recognize his-
torical scripts and capture unique features of early Arabic
handwriting, which differ significantly from modern Ara-
bic writing. Key datasets include:

— KERTAS Dataset [14]: Contains over 2,000 Arabic
manuscripts spanning 1,400 years, with geographic
and authorial details. It is available only to autho-
rized researchers for academic use, with digitized
manuscripts preserving historical context.

— RASAM Dataset [15]: Focuses on Maghrebi scripts,
capturing rounded and horizontally stretched letters,
continuous connections, and diacritics. It is freely
available for research and non-commercial use, with
annotations highlighting unique Maghrebi writing
characteristics.

— Quran Manuscripts Dataset [16]: Includes Quranic
manuscripts in Algerian, Hijazi, and Kufi scripts, sup-
porting historical and calligraphic research. Available
on platforms like Kaggle for academic use, but not for
commercial purposes.

These datasets are essential for developing recogni-
tion systems for ancient Arabic manuscripts, enabling the
preservation and analysis of cultural heritage through ad-
vanced deep learning models. However, it is important to
note that datasets for ancient Arabic scripts are rare due to
the inherent difficulties in processing and deciphering an-
cient Arabic texts, which often require specialized expertise
and resources.

Table 6 summarizes the main ancient Arabic handwriting
datasets, highlighting their size, script type, resolution, and
usage license.

3.2 Systems and approaches in Arabic
handwriting recognition

To address the challenges of Arabic handwritten recogni-
tion, significant research has focused on neural network-
based technologies, including CNNs, LSTMs, and hybrid
models. Every method has its advantages and is appropri-
ate in certain domains of handwriting recognition. Despite
the diversity of deep learning models investigated, most ex-
isting works focus predominantly on modern handwriting
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Table 5: Overview of Arabic handwriting datasets with technical specifications

Dataset Year | Content Writers | Specifications
IFN/ENIT [12] | 2002 | Word-level entries 411 946 Tunisian toponyms, 26,400
terms, 210k characters; 300 dpi
scans
AHDB [13] 2004 | Structured/Free text 100 96 terms per template + unstruc-
tured pages; high-res (600 dpi)
KHATT [11] 2012 | Full sentences 1,000 589,924  characters, 16,589
lexical wunits, 6,712 lines,
2,000 paragraphs; resolutions:
200/300/600 dpi
DBAHCL [10] | 2017 | Characters & ligatures 50 5,500 base characters + 9,900
contextual combinations; 300
dpi
AHCD [9] 2020 | Letter variations 591 47,434 symbols; grayscale im-
ages (32x32 pixels); acquisi-
tion: 300 dpi
Hajja [2] 2020 | Glyph diversity 591 Mirrors AHCD’s scale (47,434
items); identical resolution and
dimensions
Table 6: Comparison of ancient Arabic handwritten datasets
Dataset Size Script(s) Resolution License
KERTAS 2,000 Naskh, Thuluth 300 dpi Academic use only (re-
manuscripts quires permission)
RASAM 3,500 samples Maghrebi (rounded Kufic) Variable Free for non-commercial
research
Quran Manuscripts | 500 images Hijazi, Kufi, Naskh Up to 600 dpi | Restricted, hosted on
Kaggle

datasets such as AHCD, IFN/ENIT, or KHATT, rather than
directly evaluating models on ancient manuscripts. This
creates a gap between the stated goal of ancient handwrit-
ing recognition and the datasets actually used for model
validation. Furthermore, each model type has limitations
when applied to the distinct challenges of ancient Arabic
handwriting. These include degraded scripts, elaborate lig-
atures, and variable stylistic forms across different histori-
cal periods. In the following subsections, we examine the
limitations of CNNs in handling spatial distortions due to
pooling, the sensitivity of LSTMs to long input sequences
typical of cursive styles like Diwani, and the potential of hy-
brid models with CTC decoding in handling unsegmented
sequences.

3.2.1 CNN approach

Training in Arabic handwritten characters recognition is
done using Convolutional Neural Networks (CNNs) be-
cause of their ability to learn spatial information of im-
ages. These networks are based on the convolution func-
tion which is performed over the input image to determine
features such as contours and images. This can formally be
expressed as:

columns rows

Feature Map = Z Z [ (1

y=0 x=0
Input(z — p,y — q) x Filter(z, y)]

After convolution, activation functions like ReLU intro-
duce non-linearity:

f(@)ReLu = max(0,x) = {0, ifz <0 o

x, ifx>0

Pooling layers, such as max-pooling, reduce spatial di-
mensions:

Max Pooling = max(Window) 3)

Finally, the Softmax function is used for classification:

softmax(z;) = 1\?7 @)
k=1€""

While CNNs are highly effective in extracting local spa-
tial features, they tend to underperform on historical scripts
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with complex ligatures and overlapping characters. This is
primarily due to the loss of fine spatial detail during suc-
cessive pooling operations, which can distort the positional
context of interconnected glyphs. In ancient manuscripts,
where character connections often carry semantic weight,
this becomes a critical limitation.

A CNN-based architecture for recognizing Arabic hand-
written characters was introduced by H. El-Bakry et al.
[17] which reached 94.9% accuracy on the AHDC dataset.
The model implementation involved stochastic gradient
descent (SGD) paired with L2 regularization and precise
learning rate adjustment.

In [18], K. Younis et al. put forward a CNN architec-
ture composed of three convolutional layers together with
batch normalization and dropout layers and reached 94.7%
accuracy when evaluated on the AHCD dataset. The model
demonstrated better accuracy performance when extended
training epochs and additional filters were applied.

N. Altwaijry et al. [2] created a CNN-based model with
three convolutional layers that reached 97% accuracy on
the AHCD dataset and 88% accuracy on the Hijja dataset.
For their training process they implemented the Adam op-
timizer along with categorical cross-entropy loss.

Al-Taani and Ahmad [19] studied how residual learn-
ing frameworks perform in the classification of individ-
ual Arabic script glyphs. The ResNet architecture devel-
oped by Al-Taani and Ahmad achieved outstanding per-
formance metrics with recognition rates of 99.8% (MAD-
Base), 99.05% (AIA9K), and 99.55% (AHCD) while out-
performing traditional convolutional models due to opti-
mized gradient flow from skip connections.

A. Durayhim et al. [20] built a bespoke CNN frame-
work featuring seven layers that attained 99% accuracy
when tested on the Hijja dataset and 98% on AHCD. The
researchers assessed a fine-tuned version of VGG-16 which
reached 83% and 94% accuracy on two datasets.

The CNN architecture with eight layers proposed by M.
Jamjoom et al. [21]achieved a 96.78% accuracy rate on the
AHCD dataset through the implementation of Adam opti-
mization and dropout techniques to avoid overfitting.

The CNN-14 model by A. Sayed et al. [22] reached
99.36% accuracy for the AHCD dataset and 94.35% for the
Hijja dataset. The architecture of the model incorporated
eight convolutional layers along with the Adam optimizer.

Table 7 provides a comprehensive summary of CNN-
based methods employed for Arabic handwritten character
recognition.

3.2.2 LSTM approach

Because LSTMs can track long-term dependencies, a spe-
cific type of RNN [23] known as Long Short-Term Memory
Networks is well-known for their efficiency on sequential
data such as Arabic handwriting. The key operations in an
LSTM cell include the forget gate, input gate, and output
gate, which regulate the flow of information. Mathemati-
cally, these gates are defined as:
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fe =0(Wy - [h4—1,2¢] + by) (Forget Gate) (5)

it = o(W; - [hy—1,7¢] +b;) (Input Gate) (6)

ot =o(Wy - [hi—1, 2] +b,) (Output Gate)  (7)
The cell state C} is updated as:

Cy = fi* Ci1 + iy C; ®)

where C} is the candidate cell state computed using a tanh
activation:

Ct = tanh(Wc . [htfl, th] + bC) (9)
The hidden state h; is then calculated as:
ht = 0t * tanh(Ct) (10)

One of the main challenges when applying LSTM networks
to ancient Arabic manuscripts lies in their cursive nature
and extended line lengths. Styles such as Diwani often pro-
duce very long sequences with irregular spacing, which can
exacerbate problems like vanishing gradients or overfitting,
especially in settings with limited training data. Regulariza-
tion methods (e.g., dropout, maxout) partially mitigate this
issue, but scalability remains limited without robust data
augmentation or transfer learning.

Maalej and Kherallah [24] proposed an MDLSTM-
based architecture for Arabic handwriting word recogni-
tion, achieving a label error rate of 16.97%. By apply-
ing dropout regularization, they reduced the error rate to
12.09%. Further experiments in [25] showed that placing
dropout before the MDLSTM layer yielded the best results,
with an error rate of 11.62%.

In [26], Maalej and Kherallah introduced the Max-
out regularization technique, integrating Maxout units into
LSTM cells and feedforward layers. With a Maxout group
size of four, they achieved a label error rate of 10.11%,
demonstrating significant improvements over the baseline
model.

Alkhawaldeh [27] developed a hybrid transfer learning
model combining CNNs and LSTMs for recognizing Ara-
bic (Indian) handwritten digits. The CNN extracted spa-
tial features, while the LSTM captured sequential depen-
dencies. This model achieved an accuracy of 98.92%, with
precision and recall values close to 100% for most cases,
outperforming baseline methods.

While RNN-based models like LSTMs are effective for
sequential data, they are generally outperformed by CNNs
in tasks involving limited data. However, with the avail-
ability of larger datasets, LSTM-based approaches are ex-
pected to improve further in Arabic handwriting recogni-
tion.The details of LSTM approaches to recognize Arabic
handwritten words are presented in summarized form in Ta-
ble 8.
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Table 7: Comprehensive summary of CNN-based methods employed for Arabic handwritten character recognition

Reference Dataset Optimizer Accuracy

H. El-Bakry et al. (2017)[17] AHDC SGD 94.9%

K. Younis et al. (2017)[18] AHCD SGD 94.7%

N. Altwaijry et al. (2020)[2] AHCD, Hijja Adam 97% (AHCD), 88% (Hijja)

A. T. Al-Taani et S. T. Ahmad | MADBase, AIA9K, | ResNet 99.8% (MADBase), 99.05%
(2021)[19] AHCD (AIA9K), 99.55% (AHCD)

A. Durayhim et al. (2023)[20] Hijja, AHCD Adam 99% (Hijja), 98% (AHCD)

M. Jamjoom et al. (2023)[21] AHCD Adam 96.78%

A. Sayed et al. (2023)[22] AHCD, Hijja Adam 99.36% (AHCD), 94.35% (Hijja)

Note: Some metrics such as training time, standard deviation, or computational complexity were not available in the
original publications

Table 8: Comparative analysis of MDLSTM implementations for Arabic handwriting recognition using the [FN/ENIT

corpus
Study Year Evaluation Metric Outcome | Architecture
Alkhawaldeh [27] 2021 | Recognition Accuracy | 98.92% MDLSTM
Maalej & Kherallah [26] | 2019 | Character Error Rate 10.11% MDLSTM
Maalej & Kherallah [25] | 2016 | Sequence Label Error 11.88% MDLSTM
Maalej & Kherallah [24] | 2016 | Label Alignment Error | 12.09% MDLSTM

Note: Some metrics such as training time, standard deviation, or computational complexity were not reported in the original

publications and are therefore not included here

3.2.3 Hybrid approaches

In recognition of Arabic handwriting, integrated CNNs and
LSTM networks have proven to be very effective. Such
models make use of LSTM’s sequential modeling capabili-
ties and CNN’s spatial feature extracting abilities to achieve
maximum accuracy. A key benefit of these models is their
ability to learn unsegmented sequence mappings via Con-
nectionist Temporal Classification (CTC) decoding. CTC
enables models to align input sequences with output la-
bels without requiring explicit segmentation—a crucial ad-
vantage when dealing with ancient scripts where charac-
ter boundaries are ambiguous or missing. However, only a
few works, such as those by Dahbali et al. [28] and Ahmad
et al. [29], explicitly report CTC-based decoding perfor-
mance, and its impact remains underexplored for historical
document recognition.

Dahbali et al. [28] enhanced the existing approach with
a hybrid model that first extracts features using a convo-
lutional neural network (CNN) and Convolutional Block
Attention Module (CBAM), before passing the output to a
Bidirectional LSTM (BLSTM) for sequence modeling and
decoding with CTC. They applied text line skew corrections
and data augmentation as preprocessing methods, reaching
a Character Error Rate (CER) of 3.25% as well as a Word
Error Rate (WER) of 14.55% using the KHATT dataset.

Ahmad et al. [29] utilized advanced data enrichment
techniques to overcome the problem of deficiency in Ara-
bic handwriting datasets on the KHATT corpus. The tech-
niques used were reduction of image distortion, structural
outlining of text lines, contour optimization, and simulated
ink transfer artifacts. The results were robust with a label

error rate of 19.98% alongside a character level error rate
of 4.22%, proving that the combined MDLSTM and CTC
hybrid architecture significantly improves recognition ac-
curacy.

Maalej and Kherallah [30] propose a comprehensive ap-
proach based on deep learning that uses Convolutional Neu-
ral Networks (CNNs) for hierarchical pattern recognition,
montaged with bidirectional recurrent framework and time-
based classifiers for hierarchical time tagging. To circum-
vent over-specialization of the model, they adopted some
form of stochastic regularization alongside changes to the
data such as angular and slant shifts and vertical scaling
which are considered to be distortions. This methodol-
ogy exhibited a recognition accuracy of 92.21% on the
IFN/ENIT benchmark indicating better generalization abil-
ity.

Khemiri et al. [31] conducted a comparative study of
Arabic word recognition using Bayesian Networks (BNs)
and CNNs. While BNs require manual feature extrac-
tion, CNNs automatically learn features. Their best-
performing model, a combination of CNNs and Dynamic
Naive Bayes (DNB), achieved 95.20% accuracy on the
IFN/ENIT dataset, outperforming individual models.

Amrouch et al. [32] explored hybrid CNN-HMM mod-
els for Arabic handwriting recognition, demonstrating that
larger datasets improve model performance. Their CNN-
HMM models achieved 88.95% and 89.23% accuracy on
the IFN/ENIT dataset, compared to 87.93% for the base-
line HMM model.

Awni et al. [33] investigated ensemble models for Ara-
bic handwritten word recognition, training three ResNet18
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models with RMSprop, SGD, and Adam optimizers. The
ensemble model achieved an error rate of 6.63%, out-
performing individual models with error rates of 11.57%,
9.41%, and 7.21%.

Khudeyer and Al-Moosawi [34] proposed a hybrid
model that combines the ResNet50 convolutional neu-
ral network with traditional machine learning classifiers,
namely Support Vector Machine (SVM) and Random For-
est (RF), for Arabic handwritten character recognition.
ResNet50 is used as a feature extractor, while the final
dense layer is replaced with SVM or RF to improve ac-
curacy and reduce training time. Experiments on AHCD,
AIA9K, and Hijja datasets showed that the ResNet50+RF
configuration achieved the best performance, reaching up
to 99% accuracy, outperforming traditional CNN-based
models.

Although hybrid models are still under development,
they show significant potential for improving Arabic hand-
writing recognition. Table 9 summarizes the key character-
istics and results of these hybrid approaches.

4 Critical evaluation of current
approaches in Arabic handwriting
recognition

The field of Arabic handwriting recognition has advanced
significantly with the adoption of deep learning techniques
such as Convolutional Neural Networks (CNNs), Long
Short-Term Memory (LSTM) networks, and hybrid mod-
els. However, recognizing ancient Arabic scripts presents
unique challenges due to their cursive nature, stylistic vari-
ations, and physical degradation. This section evaluates the
strengths and limitations of current approaches, focusing on
their applicability to ancient manuscripts.

4.1 Convolutional neural networks (CNNs)

CNNs excel at extracting spatial features from images,
making them effective for modern Arabic handwriting
recognition. Studies by El-Bakry et al. [17] and Younis et
al. [18] achieved accuracy rates of 94.9% and 94.7%, re-
spectively, on datasets like AHCD. However, CNNs strug-
gle with sequential dependencies, which are crucial for cur-
sive scripts like Arabic. Ancient scripts, with their fluid and
interconnected characters, pose additional challenges due
to variations in handwriting styles and manuscript degrada-
tion, limiting CNN effectiveness.

4.2 Long short-term memory (LSTM)
networks

LSTMs are designed for sequential data [35], making them
suitable for cursive scripts like Arabic. They can model
long-term dependencies, improving recognition accuracy
for ancient scripts with varying styles. However, LSTMs
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tend to overfit, especially with small datasets, and are com-
putationally intensive. Techniques like dropout regulariza-
tion help mitigate overfitting, but resource requirements re-
main a challenge for researchers with limited computational
power.

4.3 Hybrid approaches

Hybrid models combine CNNs for feature extraction and
LSTMs for sequence modeling, offering a robust solution
for Arabic handwriting recognition. Ahmad et al. [29] and
Maalej and Kherallah [30] demonstrated improved accu-
racy using hybrid models, particularly for complex scripts.
Data augmentation techniques, such as blurring and edge-
enhancing, further enhance model robustness. However,
hybrid models are complex, computationally expensive,
and can produce inconsistent results, especially for ancient
scripts lacking standardized datasets.

4.4 Evaluation metrics and challenges

Current evaluation metrics, such as accuracy and preci-
sion, do not fully capture the challenges of ancient script
recognition, including manuscript degradation and stylis-
tic variations. More sensitive metrics are needed to assess
system performance accurately in the context of ancient
manuscripts.

4.5 Comparative analysis of SOTA models
on ancient Arabic manuscripts

Although state-of-the-art (SOTA) models have demon-
strated strong performance on modern Arabic handwriting
datasets such as AHCD, KHATT, and IFN/ENIT, there is a
notable lack of evaluations on ancient Arabic manuscripts.
These manuscripts are characterized by significant physical
degradation, complex calligraphy, and high stylistic vari-
ability, which pose unique challenges for recognition sys-
tems.

Table 10 provides a comparative overview of promi-
nent deep learning approaches and highlights the absence
of experiments conducted on datasets such as KERTAS,
RASAM, or the Quran Manuscripts Dataset.

Discussion

This comparison reveals a substantial research gap: al-
though the models show promising accuracy on modern
datasets, they are rarely or never evaluated on truly ancient
manuscripts. This disconnect undermines the applicability
of such models to historical contexts, where character lig-
atures, faded ink, and artistic variations require more spe-
cialized recognition strategies. Future work should priori-
tize benchmarking on datasets like KERTAS, RASAM, and
Quran Manuscripts to better assess the real-world applica-
bility of recognition systems for cultural heritage preserva-
tion.
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Table 9: Comparative overview of hybrid methodologies for Arabic handwritten script recognition

Year | Study Dataset Architecture Performance Metrics
HMM framework Accuracy range:
2018 | Amrouch etal. [32] TFN/ENIT integrated with CNN 87.93%-89.23%
. CNN-LSTM hybrid ) o
2018 | Maalej & Kherallah [30] | IFN/ENIT with CTC alignment Overall accuracy: 92.21%
L. Combined DBN, CNN, Accuracy rates:
20191 Khémiri et al. [31] IFN/ENIT and DBN-CNN fusion 88.27%, 92.7%, 95.20%
ResNet18 with various
. optimization strategies Error rates:
2019 | Awni etal. [33] TFN/ENIT (Adam, SGD, RMSProp) 6.63% (optimal ensemble)
+ ensemble modeling
MDLSTM network Label error rate: 19.98%
2020 | Ahmad et al. [29] KHATT with CTC decoding Character error rate: 4.22%
Accuracy:
ResNet50 as CNN a0
2022 | Khudeyer & Al- AH.CD’ AIAIK, + SVM / Random Forest AHCD: 99%
M i [34] Hijja (hybrid model) AIAIK: 95%
oosaw Y Hijja: 92.4%

Note: Some metrics such as training time, standard deviation, or computational complexity were not reported in the original

publications and are therefore not included here

Table 10: Comparison of SOTA models evaluated on Arabic handwriting datasets, including the gap in testing on ancient

manuscript collections

Model Architecture Dataset Performance Limitations

El-Bakry et al. (2017) | CNN AHCD (modern) | 94.9% accuracy Performs well on clean data

[17] but lacks robustness to ancient
script variability

Maalej & Kherallah | CNN + BiLSTM | IFN/ENIT (semi- | 92.21% accuracy | Not evaluated on ancient

(2019) [26] + CTC modern) datasets such as KERTAS or
RASAM

Ahmad et al. (2020) | CNN + LSTM KHATT (mod- | CER = 4.22%, | Data enrichment used, but

[29] ern) LER =19.98% no experiments on historical
datasets

Dahbali et al. (2024) | CNN+BLSTM+ | KHATT (mod- | CER = 3.25%, | Uses attention for better context

[28] CBAM ern) WER = 14.55% modeling, but not tested on de-
graded scripts

- - KERTAS /] = No public benchmark ex-

RASAM / Quran periments found on ancient

datasets

5 Challenges and open problems

Recognizing ancient Arabic manuscripts involves multiple
intertwined challenges that span image quality, script vari-
ability, data scarcity, and evaluation limitations. Address-
ing these issues is essential to improve recognition accuracy
and advance the field.

5.1 Preprocessing and image quality

Ancient Arabic manuscripts frequently exhibit significant
degradation caused by factors such as ink fading, paper
damage, stains, and noise introduced during scanning or
digitization. These imperfections severely impact the leg-
ibility of the text and, consequently, the performance of

recognition systems. To address these issues, advanced pre-
processing techniques are crucial. Adaptive binarization
methods improve the separation of text from background
under varying lighting and degradation conditions. Image
super-resolution algorithms can recover lost details from
low-resolution scans, while deblurring filters help to cor-
rect motion blur or out-of-focus artifacts. Incorporating
such preprocessing steps enhances the quality of input im-
ages, enabling more accurate feature extraction by subse-
quent recognition models.

5.2 Style and script transfer

Ancient Arabic scripts differ markedly from modern ones in
terms of calligraphic styles, ornamental features, and char-




Deep Learning Methods for Ancient Arabic Handwritten Script. ..

acter formations. This stylistic variability poses a signifi-
cant challenge for models primarily trained on contempo-
rary datasets. Style transfer techniques, especially those
based on Generative Adversarial Networks (GANs), offer a
promising solution by enabling the transformation of mod-
ern script samples into ancient-style handwriting. Synthetic
data generated through GANs can augment limited histori-
cal datasets, providing diverse training samples that better
capture the complexity of ancient writing styles. Such ap-
proaches facilitate the adaptation of recognition models to
the unique characteristics of historical manuscripts.

5.3 Cross-lingual transfer learning

The availability of annotated data for ancient Arabic
manuscripts is extremely limited, restricting the applica-
bility of supervised deep learning methods. Cross-lingual
transfer learning, which leverages similarities between Ara-
bic and other cursive-script languages such as Urdu and
Persian, presents an effective strategy to mitigate data
scarcity. By pretraining models on related scripts with
larger datasets, it becomes possible to transfer learned fea-
tures and improve recognition accuracy on ancient Arabic
texts. This approach exploits shared structural properties
such as right-to-left writing direction, cursive connections,
and ligature formations.

5.4 Benchmarking and evaluation metrics

Existing evaluation metrics, including accuracy and char-
acter error rate, provide a general measure of recognition
performance but fail to capture critical aspects unique to an-
cient manuscripts. Manuscript degradation, diacritic com-
plexity, ligature segmentation, and stylistic variations re-
quire more sensitive and task-specific evaluation protocols.
Developing standardized benchmarks with carefully anno-
tated ground truth and defining evaluation metrics that con-
sider these challenges are essential steps to enable fair com-
parison between methods and to drive progress in the field.

5.5 Reproducibility and resource sharing

The advancement of ancient Arabic handwriting recogni-
tion is hindered by the lack of publicly available datasets,
source codes, and pretrained models. Many research works
rely on proprietary or restricted-access resources, limit-
ing reproducibility and independent validation. Promoting
open science practices, such as releasing annotated datasets,
sharing code repositories, and providing pretrained mod-
els, is crucial to foster collaboration and accelerate innova-
tion. This transparency also enables benchmarking across
diverse approaches and facilitates the adoption of best prac-
tices.
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5.6 Limitations in applying modern
techniques to ancient Arabic
manuscripts

Although recent advances such as transformer-based mod-
els, handwriting synthesis, and domain adaptation have
significantly improved handwriting recognition on modern
scripts, their application to ancient Arabic manuscripts re-
mains very limited. This limitation mainly stems from the
scarcity of large, well-annotated datasets for ancient texts,
as well as the complex degradation, stylistic variability, and
unique structural characteristics of these manuscripts. Fur-
thermore, processing ancient scripts often requires special-
ized expertise, which restricts widespread research in these
areas. Therefore, the absence of these modern techniques
in this review is not due to oversight but reflects the current
research landscape, emphasizing the need for future efforts
to adapt and develop these approaches specifically for an-
cient Arabic handwriting recognition.

6 Discussion and conclusion

The preservation of ancient Arabic handwritten
manuscripts has improved dramatically due to mod-
ern strides in artificial intelligence, particularly deep
learning. The implementation of Convolutional Neural
Networks (CNNs) and Long-Short-Term Memory (LSTM)
networks, together in the form of hybrid models, has
improved accuracy for the recognition of ancient Arabic
scripts. However, there are issues that persist, such as the
lack of effective pre-processing approaches, the absence
of robust and sensitive evaluation metrics, and the right
amount of labeled data.

To address these issues, one needs to focus on systematic
eradication of noise, correction of skews, and creation of
adequate volumes of qualitatively and quantitatively good
annotated data concerning the Arabic scripts from nodes
and manuscripts. More importantly, the introduction of
new measures that pay special attention to the degradation
of the manuscript and the changes in style throughout the
text is needed. Lastly, addressing the elimination of re-
sources in hybrid models while focusing on enhancing sup-
port for multilingual and cross-domain recognition of pages
with mixed scripts is crucial.

A more critical analysis reveals that not all architectures
perform equally under various conditions. For instance,
LSTM-based models tend to struggle when dealing with
highly degraded or noisy scripts, due to their reliance on
sequence consistency, whereas CNNs show more resilience
in handling such visual distortions but lack temporal con-
text. Transformer-based approaches, although promising,
are often data-hungry and prone to overfitting when the
training corpus is limited or poorly annotated. This high-
lights the importance of proper data augmentation tech-
niques, which can significantly improve model robustness
and generalization.
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Furthermore, a theoretical question arises: can current
deep learning architectures be adapted or extended to ef-
fectively handle the high variability inherent in calligraphic
styles found in ancient Arabic manuscripts ? This includes
changes in stroke shape, letter spacing, and stylistic flour-
ishes that standard models may not be equipped to interpret
accurately.

To better evaluate model performance, comparative er-
ror analysis is essential. Metrics such as Word Error Rate
(WER) and Character Error Rate (CER) should be reported
systematically across different model types and training set-
tings. Such evaluations would provide deeper insights into
where specific models fail and under what conditions, guid-
ing future improvements more effectively.

If these challenges are addressed—through improved
model design, targeted data augmentation, and more thor-
ough evaluation—ancient Arabic manuscripts will not only
be better preserved but also become more accessible to re-
searchers and the general public, thus contributing to the
preservation and dissemination of cultural and historical
knowledge.

While the proposed future directions—such as noise re-
moval, skew correction, better annotation strategies, and
style-sensitive evaluation—are essential, our current analy-
sis is mostly based on studies evaluated on modern datasets
like AHCD, IFN/ENIT, and KHATT. These datasets do
not reflect the true complexity of ancient scripts, which
include unique calligraphic styles, structural irregularities,
and physical degradation. This gap between the identified
challenges and the experimental data analyzed highlights a
key limitation: the field still lacks large-scale, high-quality,
publicly available datasets of ancient Arabic handwriting.

The rarity of such datasets, combined with the techni-
cal difficulty of annotating them, has led researchers to
rely heavily on modern Arabic data. As a result, most
of the reviewed architectures were not tested in conditions
representative of ancient manuscript recognition. This re-
view intentionally starts from the broader problem of Ara-
bic handwriting recognition in general to frame and justify
the unique research needs specific to ancient Arabic scripts.

Moving forward, research must focus more directly on
ancient Arabic handwritten data—by developing dedicated
datasets, adapting models to better handle stylistic variabil-
ity and degradation, and proposing evaluation protocols tai-
lored to these specific challenges. Although transformer-
based methods, handwriting synthesis, and domain adapta-
tion are promising trends in handwriting recognition, they
remain largely absent from work on ancient scripts due to
the same data limitations. This absence should not be seen
as an oversight but rather as an indicator of where the field
needs to progress.

This review serves as a foundation for future studies in
this domain. It aims to consolidate current efforts while
drawing attention to critical research gaps. Addressing
these issues will not only improve recognition systems but
also help preserve, understand, and make accessible a vital

A. Bouchantouf et al

part of Arabic cultural and historical heritage.
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