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As the rules of football matches become more and more strict, the traditional position information 

capture technology cannot accurately carry out the problem of athletes' position information capture. 

To address this problem, this study proposes an adaptive sample size method based on dynamic sample 

weight optimization. This method focuses on improving the AdaBoost algorithm's sample weighting 

mechanism and combining YOLOv5's object detection capability with the Empire Competition 

algorithm's global optimization characteristics to create an athlete position information capture 

platform. The experimental results showed that in the campus football game dataset, the average 

absolute error value of the proposed algorithm was 0.086, and the root mean square error was 0.049, 

which was 0.211 and 0.119 lower than YOLOv4, respectively. Under 100 sets of experimental datasets, 

the average accuracy of the proposed algorithm reached 96.18%, which is 5.93% higher than the 

YOLOX Nano algorithm. In the SoccerReplay dataset, the capture platform designed by the research 

had an occupancy rate of 5.139% and a packet loss rate of 2.367%. These rates were reduced by 

19.753% and 35.06%, respectively, compared to YOLOv5s. The above results show that the study of the 

mention capture technique can capture the positional information of the athletes more accurately and 

with higher capture accuracy in football SEMI-automatic offside detection. 

Povzetek: Predstavljen je nov pristop ICA-YOLOv5-AdaBoost z adaptivnim številom vzorcev za 

lokalizacijo igralcev vprepovedanem položaju (offside). 

 

1  Introduction 
As the times change, people's lives become increasingly 

prosperous, and more and more people are passionate 

about sports like football, basketball, and table tennis [1]. 

As a world-famous ball game, football has the 

characteristics of strong confrontation and large number 

of participants, which have led to the increasing audience 

of football in different age groups [2-3]. As football 

becomes more and more popular, the rules of football 

tournaments become more and more strict. However, due 

to the gradual increase in the size of the football playing 

field, the referee is not able to make the offside judgment 

of the player better, and the audience is not able to watch 

the football events better. Therefore, how to capture the 

position information of football players has become a 

great challenge. In today's rapidly developing artificial 

intelligence technology, machine learning algorithms and 

new technologies can help referees and audiences capture 

positional information of football players. It has become 

a hot research topic how to utilize these new technologies 

to capture athletes' position information. Numerous 

researches on the technology used to record athletes' 

position data have been carried out by academics both 

domestically and internationally. For example, Ahmad et 

al. proposed a position coding classification method for 

hyperspectral images, which improved the classification 

performance by introducing an implicit conditional  

 

scheme and integrated cross attention for global position  

capture [4]. Gao et al. proposed multilevel feature 

synthesis for location capture, which increased the 

information density by spreading multiple output channel 

features over a single image and expanded the execution 

data to improve robustness [5]. Li et al. proposed 

methods to capture image sensors for robot shape capture 

by using passive tendon displacements for robot bending 

and twisting calculations and modeling the robot shape 

[6]. However, these methods are less accurate and 

efficient at capturing player positions in football 

stadiums with many parametric targets. These stadiums 

have complex and diverse personnel, including referees 

and spectators, in addition to football players. Therefore, 

a technique to record football players' position 

information is desperately needed.  

In the process of athlete position information capture, it 

is required to have high accuracy for motion position 

detection and to be able to capture multi-target position 

information [7-8]. In athlete position information capture 

technology, YOLO series of target detection algorithms 

can accurately identify targets with high recognition 

accuracy [9-10]. Adaptive boosting (AdaBoost), as an 

iterative algorithm, does not have to select the target 

features when performing sample processing and can 

avoid overfitting during the working process [11-12]. 

However, AdaBoost algorithm also has the shortcomings 
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of longer training time and more sensitive to noise [13]. 

Therefore, many scholars at home and abroad have made 

many improvements to AdaBoost algorithm. For example, 

Zheng et al. proposed AdaBoost for scene segmentation 

prediction by combining deep model learning with 

adaptive enhancement, and interacting with the learning 

model as well as the data sampler [14]. Kuo et al. 

proposed an AdaBoost-based approach for chatter cutting 

data analysis by converting accelerometer data into 

bandwidths and modeling temporal acceleration and 

temporal spectral bandwidth learning [15]. Imperialist 

competitive algorithm (ICA), as a heuristic algorithm, 

has a stronger ability for global search and is not easy to 

fall into the trap of local optimal solution. Moreover, its 

convergence speed to data is faster, and combining with 

AdaBoost algorithm further improves the ability of 

capturing athletes' position information [16-17]. Aiming 

at the problems of low offside detection accuracy and 

low detection efficiency of football players raised by 

domestic and foreign research scholars, the study 

introduces YOLOv5 algorithm for target detection of 

athletes, and combines with AdaBoost algorithm for 

position capture of athletes. Finally, ICA is integrated to 

construct the target position detection platform, which is 

expected to improve the detection accuracy and 

efficiency of football players' position information. The 

research aims to address the insufficient accuracy and 

efficiency of existing technologies in high-density player 

scenarios. The core question is whether the 

YOLOv5-AdaBoost algorithm, based on ICA 

optimization, can achieve lower mean absolute error 

(MAE) in such scenarios. To achieve this goal, the 

research's capture platform must significantly improve 

the accuracy and response speed of capturing athlete 

location information while ensuring a low packet loss 

rate. The proposed method provides a kind of technical 

support for the field of soccer semi-automatic offside 

detection, and provides a reference basis for domestic 

and foreign scholars to carry out research in the field of 

target detection, and promotes the development of soccer 

offside detection technology. 

The study is divided into 4 sections in total. Section 1 is a 

review of the current state of domestic and international 

research on offside position information capture 

technology for football players. Section 2 is the design of 

the player position information capturing platform using 

the adaptive sample number method combined with 

target detection. Section 3 is an analysis of the empirical 

effect of football players' position information capturing 

technology. Section 4 is the summary and discussion of 

the whole article. 

2  Methods and materials 
 

2.1 Improved adaptive sample number 

method based on YOLOv5 algorithm for 

location information capture 
As science and technology have advanced, 

semi-automatic offside identification in football has been 

made possible by the ability to record athletes' positional 

data [18-19]. However, the existing technology is unable 

to capture and recognize the specific position information 

of athletes more accurately. To address this problem, the 

study introduces the adaptive sample number method that 

can reduce the consumption of computational resources 

and effectively improve the performance of the model. It 

captures and recognizes the position information of 

athletes in football semi-automatic offside detection to 

improve the accuracy of position information recognition. 

The adaptive sample size method is a strategy that 

optimizes model training efficiency and accuracy by 

dynamically adjusting sample weights and distributions. 

Its core mechanisms include adaptive sample weighting, 

global distribution optimization, and collaborative object 

detection. Among them, the sample weight adaptive 

mechanism is based on the AdaBoost algorithm. During 

iterative training, the weights are dynamically adjusted 

according to the difficulty of classifying samples, 

allowing the model to focus on those that are difficult to 

classify. The global distribution optimization mechanism 

uses the ICA to globally optimize the sample space, 

avoiding local optima and improving sample utilization. 

The collaborative mechanism for object detection uses 

YOLOv5 to efficiently locate weighted samples and 

accurately capture location information. The AdaBoost 

algorithm has high stability and can effectively improve 

the learning efficiency, which greatly improves the 

efficiency of target position capture [20-21]. In football 

semi-automatic offside detection, the AdaBoost 

algorithm is utilized in the capture recognition of athlete 

position information. Calculating the cumulative value of 

the image pixels representing the athlete's position 

information is the first step. This value can be 

represented mathematically using Equation (1). 

( ) ( ), 2,Z z f x y f x y= + − −    (1) 

In Equation (1), ( ),f x y  denotes the position image 

and z  denotes the initial variable. It is also calculated 

for the distribution of the pixel points of the position 

image, as shown in Equation (2). 

 minmax / 256,U cout u=    (2) 

In Equation (2), 
minu  denotes the distribution slope. 

Equation (3) is then used to calculate the picture 

information of the athlete's position. 
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In Equation (3), ( )p i  denotes the pixel point 

distribution probability. Next, the average degree of the 

athlete position image is calculated, as expressed in 

Equation (4). 
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In Equation (4), 
kr  represents the distance between the 

positions of the athletes. Then the difference of the 

average degree of the image is calculated, as expressed in 

Equation (5). 
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 t bC abs L L= −    (5) 

In Equation (5), 
tL  denotes the predicted difference. 

bL  denotes the actual difference. Finally, the average 

contrast of the athlete's image is calculated and its 

mathematical expression is shown in Equation (6). 

2 21

2
x yAC AC AC= +    (6) 

In Equation (6), AC  denotes the average contrast. 

Through the above steps, the specific flow of capturing 

and recognizing the athlete's position information using 

AdaBoost algorithm is obtained. The flow is shown in 

Figure 1. 
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Figure 1: Process of AdaBoost algorithm capturing athlete position information 

 

In Figure 1, the AdaBoost algorithm is utilized in 

capturing and recognizing the position information of the 

athlete in football semi-automatic offside detection at 

first. Then the position image of the athlete is analyzed 

frame by frame to realize the contrast of the image pixel 

points. After that, the distribution probability of the pixel 

points is calculated based on the contrast of the position 

pixel points. Finally, the position information of the 

athlete is recognized and analyzed based on the 

distribution probability and contrast of the position image. 

The use of AdaBoost algorithm can capture and 

recognize the position information of athletes, and the 

recognition accuracy of position information is high. 

However, when the AdaBoost algorithm is used to 

capture and recognize the position information of athletes, 

the AdaBoost algorithm is unable to optimize the 

parameters of the position information and is easily 

affected by external noise. The study introduces the 

YOLOv5 algorithm to make up for the shortcomings of 

the AdaBoost algorithm. The YOLOv5 algorithm can 

flexibly tune the parameters and has a high recognition 

accuracy, which enables target capture with high 

accuracy [22]. Figure 2 illustrates the YOLOv5 

algorithm's basic structure, which can be used to enhance 

the AdaBoost algorithm. 
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Figure 2: YOLOv5 algorithm structure diagram 

 

In Figure 2, the basic structure of the YOLOv5 algorithm 

is mainly composed of three parts: the backbone network, 

the feature fusion layer (FFL), and the detection head 

[23]. The backbone network is mainly used to preprocess 

the images collected by the convolutional layer and 

pooling layer, and to extract and classify the important 

information in the images. Then the extracted feature 

information is transmitted to the FFL, and the feature 

information of the FFL is up-sampled and fused. Finally, 

the different features of the detected target are fused and 

converted by the detection head and the final target 

detection is performed. Based on the basic structure of 

the YOLOv5 algorithm, the YOLOv5 algorithm is 

utilized to improve the AdaBoost algorithm. The first 

step is to calculate the three loss functions (LFs) for 

classification, targeting and localization. Its calculation 
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formula is shown in Equation (7). 

1 2 3cls obj locLoss L L L  = + +    (7) 

In Equation (7), 
clsL , 

objL , and 
locL  denote 

classification loss, target loss, and localization loss, 

respectively. AdaBoost dynamically adjusts sample 

weights to focus the model on difficult to classify 

samples. It is assumed there are N  samples in the 

training set with an initial weight of 
, 1,2,...,iw i N=

. 

Weights are updated through iterative training. In 

YOLOv5's loss calculation, sample weights directly 

impact the loss term of each sample. For example, the 

weighted LF for classification loss is shown in formula 

(8). 

 log( ) (1 ) log(1 )cls i i i i iL w y p y p= − + − −    (8) 

Similarly, target loss and localization loss are also 

weighted according to sample weights. Among them, the 

three LFs are utilized in the recognition of the image 

pixels of AdaBoost algorithm, mainly through the LF 

value of its pixels for feature recognition calculation. Its 

LF values is shown in Equation (8). 

_ _ ( )GIoU Loss IoU Loss

C A B
F F

C

−
= −    (8) 

In Equation (8), 
_IoU LossF  denotes the value of the 

intersection and merger ratio LF. A  denotes the 

prediction frame (PF) of the pixel point. B  denotes the 

true frame of the pixel point. C  denotes the minimum 

range frame that contains the A  and B . Then the 

combined loss value is calculated for the pixel points 

with different location information, as expressed in 

Equation (9). 

2

_ _ 2
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F
F F

F
= − −    (9) 

In Equation (9), 
DistanceF  denotes the position where the 

PF reaches the center of the distance. 
_Distance CF  denotes 

the diagonal distance between the target real frame and 

the PF. Next, the boundary prediction target of the 

YOLOv5 algorithm is calculated as shown in Equation 

(10). 

(2 ( ) 0.5)

(2 ( ) 0.5)

x x x

y y y

b t c

b t c





=  − +


=  − +

   (10) 

In Equation (10), 
xb  and 

yb  denote the center position. 

xc  and 
yc  denote the recognition coordinate points. 

The YOLOv5 algorithm then primarily computes the 

similarity between the actual recognition frame and the 

PF in an attempt to enhance the recognition similarity of 

the AdaBoost algorithm, as expressed in Equation (11). 
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   (11) 

In Equation (11), 
tw  denotes the image recognition true 

width. 
th  denotes the image recognition true height. 

pw  and 
ph  denote the predicted width and height of 

image recognition respectively. By improving the 

AdaBoost algorithm using YOLOv5 algorithm, the 

improved AdaBoost algorithm, i.e., YOLOv5-AdaBoost 

algorithm, is obtained. In football semi-automatic offside 

detection, the YOLOv5-AdaBoost algorithm is utilized in 

capturing the position information of athletes for 

identification. The process of capturing its specific 

position information is shown in Figure 3. 
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Figure 3: The process of YOLOv5 AdaBoost algorithm capturing location information 

 

As shown in Figure 3, the AdaBoost algorithm is 

primarily used for denoising and preprocessing the input 

data to improve the quality of the training data for 

YOLOv5 when integrated with it. Specifically, the 

AdaBoost algorithm assigns higher weights to samples 

that are difficult to classify. This allows YOLOv5 to pay 

more attention to these samples during training. 

Additionally, AdaBoost processes the input image to 

enhance features, highlighting the contours and features 

of athletes. This enables YOLOv5 to more effectively 

extract position features, thereby improving detection 

accuracy. The YOLOv5-AdaBoost algorithm is utilized 

in the capture of the positional information of the athlete. 

First, the image of the athlete is collected by using the 

camera instrument and the image pixel points of the 

movement are enhanced by using the AdaBoost 

algorithm. Then the YOLOv5 algorithm is used to detect 

the target of the image and calculate the distance between 
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the image pixels. After that, the image pixels processed 

by AdaBoost algorithm and YOLOv5 algorithm are 

analyzed frame by frame and the results are analyzed for 

target diagnosis. Finally, the athlete's final position 

information is obtained. The capturing system captures 

and recognizes the specific position information to 

achieve more accurate capture and recognition. 

 

2.2 Athlete position capture platform 

incorporating ICA's improved number of 

samples approach 
The YOLOv5-AdaBoost algorithm can successfully 

avoid the interference of external noise components 

while recognizing and capturing the athletes' position 

information. However, the YOLOv5-AdaBoost algorithm 

is unable to accurately capture and recognize the specific 

position information of each athlete when capturing the 

position information of the sports hall. To address this 

problem, the study introduces ICA to improve the 

YOLOv5-AdaBoost algorithm to make up for the 

shortcomings of the YOLOv5-AdaBoost algorithm. It is 

mainly due to the fact that ICA can enhance the 

population diversity and has a strong global search 

capability (GSC) [24-25]. Using ICA in the improvement 

of YOLOv5-AdaBoost algorithm, its specific 

improvement process is shown in Figure 4. 
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Figure 4: Process of ICA improving YOLOv5 AdaBoost algorithm 
 

In Figure 4, the specific process of ICA improved 

YOLOv5-AdaBoost algorithm is as follows. First, the 

empires are initialized and the value of the affiliation 

function is calculated. Then the distance between empire 

and colonization is calculated and the total energy of 

different empires is calculated. Next, the total energy is 

normalized and the cumulative probability is calculated 

for the normalized total energy. Finally, the 

YOLOv5-AdaBoost algorithm is processed for global 

optimization by the final cumulative probability in an 

attempt to improve the GSC of the YOLOv5-AdaBoost 

algorithm. It is assumed the number of empires is n , 

each empire represents a candidate solution. At the 

beginning of each empire, M  colonies are allocated, 

which are distributed around the center of the empire and 

represented the neighborhoods of the solution. First, 

randomly initialize the position of each empire to ensure 

population diversity. Subsequently, the fitness values of 

each empire and its colonies are calculated to measure 

the quality of each solution. This study uses the objective 

function value as the fitness indicator. Then, it is iterated 

and optimized. During the iteration process, each empire 

expands according to its fitness value. Empires with 

higher fitness values attract more colonies. Colonies will 

move according to the location and gravity of the empire. 

After each iteration, the empire with the lowest fitness 

will be annexed and its colonies will be assigned to other 

empires. Meanwhile, the empire with the highest 

adaptability may split into new empires. The algorithm 

terminates when either the preset iteration count T is 

reached or the fitness change is less than the threshold. 

The combination of the empire and its colonies with the 

highest fitness is then considered the global optimal 

solution. Among them, in the initialization process of 

empire, the first step is to calculate the empire allocation 

equation of ICA. Its mathematical expression is shown in 

Equation (12). 

 maxn n iC c c= −    (12) 

In Equation (12), 
nc  denotes the target value, and then 

the distribution equation is normalized. The 

mathematical expression is shown in Equation (13). 
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imp
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n N

ii
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c
=

=


   (13) 

In Equation (13), 
nP  denotes the normalized equation. 

Then the moving distance between different empires is 

calculated, and its calculation formula can be expressed 

in Equation (14). 

( )~ 0,X U d     (14) 

In Equation (14),   denotes any real number and d  
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denotes distance. Finally, the combined value between 

the different imperial forces is calculated, as expressed in 

Equation (15). 

( ) ( ) . . Cos Cosn n nT C imperialist mean t colonies= +    

(15) 

In Equation (15),   is the weight value and n  is the 

quantity of empires. The improved YOLOv5-AdaBoost 

algorithm is obtained by ICA, i.e., 

ICA-YOLOv5-AdaBoost algorithm. Figure 5 illustrates 

this algorithm's fundamental structure. 

 

ICA-

YOLOv5-

AdaBoost

Data 

acquisition

Information 

Calculation

Position 

capture

1. Athlete data collection

2. Action data collection

Iterative calculation of 

detection targets

Athlete position 

capture

Athlete motion 

capture

 

Figure 5: Basic structure of ICA-YOLOv5 AdaBoost algorithm 

 

In Figure 5, the basic structure of 

ICA-YOLOv5-AdaBoost algorithm is mainly composed 

of three parts: data acquisition, information calculation, 

and information capture. The ICA-YOLOv5-AdaBoost 

algorithm works by firstly capturing the athlete's position 

information as well as movement information. 

Subsequently, the information obtained from the 

acquisition is computed and iterated. Finally, the athlete 

position as well as movement is captured. The 

ICA-YOLOv5-AdaBoost algorithm has a better 

recognition and analysis effect. Therefore, to capture and 

recognize the position information of athletes more 

comprehensively, the study applies the 

ICA-YOLOv5-AdaBoost algorithm in the field of 

capturing and recognizing the position information of 

athletes. This can realize a more accurate recognition of 

the position information of athletes. Among them, for 

better application of ICA-YOLOv5-AdaBoost algorithm 

in the field of position information capture and 

recognition, the study analyzes the process of athletes' 

position information capture. Its specific process is 

shown in Figure 6. 
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Figure 6: Specific process of capturing athlete position information 
 

In Figure 6, the process of capturing the position 

information of the athlete is as follows. First, the 

luminous marking point is pasted on the athlete's body, 

and the luminous marking point is captured by using a 

camera instrument with high precision. Then the 

capturing system is used to collect the recognized 

luminous marking points in an effort to record the 

positional changes of the marking points. Then, based on 

the positional changes of the luminous points, the 

specific positional information of the athletes in football 

semi-automatic offside detection is determined. Finally, 

the final athlete's position information is processed using 

a computer. To capture and recognize the position 

information of athletes more accurately and 

comprehensively, this study constructs a platform for 

capturing the position information of athletes in 

semi-automatic offside detection in football. It is based 

on the process of capturing athletes' position information 

and combines the recognition advantages of 

ICA-YOLOv5-AdaBoost algorithm. In constructing the 

athlete position information capturing platform, the first 

step is to calculate the weight value of the recognized 

information. Its mathematical expression is shown in 

Equation (16). 

( ) log
i

N
idf i

n
=    (16) 

In Equation (16), N  denotes the identification 
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information of the location. 
in  denotes the information 

point. The similarity of the location information is also 

calculated, as expressed in Equation (17). 

( ) 1 2
1 2

1 2

,
v v

s v v
v v

= −    (17) 

In Equation (17), 
1v  and 

2v  denote information 

vectors. The specific structure of the athlete position 

information capturing platform is shown in Figure 7. 
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Figure 7: Schematic diagram of the basic structure of the athlete position information capture platform 

 

Figure 7 shows that the athlete position information 

capture platform uses the ICA-YOLOv5 AdaBoost 

algorithm and integrates software and hardware 

components. It consists of five main modules: data 

acquisition, data preprocessing, data processing, 

information display, and storage. The data acquisition 

module consists of multiple high-definition cameras that 

are deployed in different locations around the football 

field. Each camera is equipped with a high-precision 

image sensor. The data processing module uses the 

ICA-YOLOv5-AdaBoost algorithm to accurately identify 

and record the positions of the athletes. The information 

display and storage module present processed athlete 

position information to users in an intuitive way and 

stores raw data and results for later analysis. The 

high-speed HDMI interface protocol is used between the 

data acquisition and processing modules to meet 

real-time transmission requirements. The data processing 

module communicates with the information display and 

storage module through the computer's internal bus 

architecture. 

3  Results 

3.1 Performance validation of 

YOLOv5-AdaBoost algorithm 
To analyze the performance of YOLOv5-AdaBoost 

algorithm, the study is conducted in MATLAB software 

for experiments. Table 1 displays the experimental setup. 

 

 

 

 

 

 

 

Table 1: Experimental equipment environment 

Project Content 

Memory 16GB 

CPU Intel Core Ultra 7 265K 

Graphics card GTX 1650 Super 

System Windows 10 

ConFigure environment MATLAB R2022a 

Programming language Python 

 

To verify the effectiveness of the YOLOv5-AdaBoost 

algorithm, a total of 200 sets of data are collected by 

collecting data from the 2023 Campus Football Games of 

Sichuan Agricultural University. The training set consists 

of 150 data sets, while the test set consists of the 

remaining 50 data sets. The sports meet is mainly 

captured by multiple high-definition cameras with a 

resolution of 1920x1080. These cameras can clearly 

capture the details of the athletes' movements and the 

venue. The sports meet is held during the day, so there is 

abundant natural light. However, due to weather changes 

and site obstructions, some areas have uneven lighting. 

This provides diverse lighting conditions for testing the 

algorithm. In addition, the stadium has complete lighting 

facilities, providing good basic lighting conditions for 

image acquisition. Cameras are placed at various 

locations around the sports field to capture the 

competition from multiple angles and obtain 

comprehensive information about the athletes' positions. 
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 YOLOv5s algorithm, CG-YOLOv4 algorithm, and 

YOLOX-Nano algorithm are introduced. All models are 

trained using data collected from the 2023 Sichuan 

University Campus Games, with an initial learning rate 

of 0.01, batch size of 16, input image size of 640×640, 

and epoch of 300. The accuracy, MAE, root mean square 

error (RMSE), accuracy-recall curve, and recall are also 

used as performance metrics for algorithm performance 

comparison experiments. The position capture error of 

the proposed YOLOv5-AdaBoost algorithm is verified 

and compared with the rest of the algorithms. Figure 8 

displays the outcomes of the experiment. 
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Figure 8: Comparison of error values of different algorithms 

 

In Figure 8(a), the YOLOv5-AdaBoost algorithm shows 

a significant advantage when the four algorithms capture 

the position information of the athlete, and the average 

MAE value of this algorithm is the lowest, with only 

0.086. While the average MAE value of YOLOv4 

algorithm is the highest of 0.297. The average MAE 

value of YOLOv5x algorithm is 0.174. Although it is 

significantly lower than the other two algorithms, it is 

significantly higher than YOLOv5-AdaBoost algorithm 

and 0.088 higher than YOLOv5-AdaBoost algorithm. It 

shows that the YOLOv5-AdaBoost algorithm possesses 

lower error values than the other three algorithms. In 

Figure 8(b), the YOLOv5-AdaBoost algorithm possesses 

a lower RMSE value than the other three algorithms 

when the comparison of RMSE values is performed. Its 

average RMSE value is the lowest, with only 0.049. The 

average RMSE values of YOLOv5x, YOLOX-Nano, and 

YOLOv4 algorithms are 0.149, 0.107, and 0.168, 

respectively, which are 0.100, 0.058, and 0.078 higher 

than that of YOLOv5-AdaBoost algorithm. It shows that 

YOLOv5-AdaBoost algorithm possesses lower RMSE 

values than the other three algorithms. It can be 

concluded that the YOLOv5-AdaBoost algorithm has a 

lower error value than the other three algorithms when 

the four algorithms capture the position information of 

the athletes and the effectiveness of the algorithm is 

verified. Keeping the original experimental parameters 

unchanged, the experiment is repeated using 5 different 

random seeds (seed=0, 1, 2, 3, 4) to ensure random 

initialization of differences during training. MAE values 

are recorded for each experiment and the mean MAE and 

standard deviation are calculated for each algorithm. 

95% confidence intervals are calculated based on the 

t-distribution. The MAE comparison of the above four 

algorithms is shown in Table 2. 

 

Table 2: Comparison of MAE for four algorithms 

Algorithm MAE 95% 

confidence 

interval 

p-value 

(And 

YOLOv5-

AdaBoost) 

YOLOv4 0.297±0.036 [0.261, 0.333] 0.000 

YOLOv5s 0.174±0.022 [0.152, 0.196] 0.000 

YOLOX-

Nano 

0.107±0.014 [0.093, 0.121] 0.034 

YOLOv5-

AdaBoost 

0.086±0.012 [0.074, 0.098] - 

 

As shown in Table 2, the MAE value of the YOLOv5 

AdaBoost algorithm is the smallest at 0.086±0.012, 

which is significantly lower than those of the other three 

algorithms (p<0.05). The fluctuation range is the smallest, 

with a standard deviation of only 0.012. This indicates 

better accuracy and stability compared to the 

comparative algorithm. Later, to verify the performance 

advantages of YOLOv5-AdaBoost algorithm, the study 

compares YOLOv5-AdaBoost algorithm with YOLOv5x, 

YOLOX-Nano, and YOLOv4 algorithms. Performance 

trials with accuracy-recall curves are carried out, and the 

outcomes are contrasted and examined. Figure 9 displays 

the outcomes of their comparative experiments. 
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Figure 9: Comparison of PR curves of different algorithms 

 

In Figure 9(a), the YOLOv5-AdaBoost algorithm shows 

a significant advantage in the experiment using 50 sets of 

data. Furthermore, the PR curve area of this algorithm is 

0.9782, which is significantly higher than the remaining 

three algorithms. The YOLOX-Nano algorithm has a PR 

curve area below the line (ABL) of 0.9024 under this 

data condition. Its ABL is slightly lower than that of the 

research mention algorithm by 0.0758, but its ABL is 

significantly higher than the remaining two algorithms. 

The area under the line (AUL) of the PR curve of 

YOLOv4 is only 0.6189, which is significantly lower 

than the other three algorithms and 0.3593 lower than the 

YOLOv5-AdaBoost algorithm. In Figure 9(b), under the 

condition of 100 sets of test data, the AUL of the PR 

curve for the YOLOv5-AdaBoost algorithm is 0.9628, 

while the AUL of the PR curve for the YOLOX-Nano 

algorithm is 0.9204. Although it is significantly higher 

than the other two algorithms under the condition of this 

experimental data, it is lower than that of the research 

proposed algorithm by 0.0424. The YOLOv5x and 

YOLOv4 algorithms have a PR curve AUL of 0.8615 and 

0.7437, respectively. Compared to the 

YOLOv5-AdaBoost algorithm, the PR curve AUL is 

lower by 0.1013 and 0.2191, respectively. In Figure 9(c), 

when 150 sets of data are selected for the experiment, the 

AUL of the PR curve of the YOLOv5-AdaBoost 

algorithm with YOLOv5x, YOLOX-Nano, and YOLOv4 

algorithms are 0.9538, 0.8072, 0.9104, and 0.6472, 

respectively. The AUL of the PR curve of the algorithms 

proposed by the study is significantly higher than that of 

the remaining three algorithms and is 0.1466 higher 

compared to the YOLOv5x algorithm. As a result, the 

AUL of the PR curve of the YOLOv5-AdaBoost 

algorithm is the highest, and the performance advantage 

of the algorithm is verified. In addition, to highlight the 

feasibility of the YOLOv5-AdaBoost algorithm, the 

study analyzes the comparison of F1 value and loss value 

between the YOLOv5-AdaBoost algorithm and the three 

algorithms YOLOv5x and YOLOX-Nano. The 

comparison results are shown in Figure 10. 

The YOLOv5-AdaBoost algorithm's F1 value change 

curve in Figure 10(a) is noticeably greater than that of 

the other three algorithms and does not exhibit major 

variations. Its maximum F1 value is 0.894. In contrast, 

the YOLOv4 algorithm's F1 value change curve is far 

less than that of the other methods. Although its variation 

is relatively smooth, its highest F1 value is only 0.619, 

which is significantly lower than the lowest F1 value of 

the other three algorithms. Although the F1 value 

variation curve of the YOLOX-Nano algorithm is close 

to that of the YOLOv5-AdaBoost algorithm, its F1 value 

is always lower than that of the YOLOv5-AdaBoost 

algorithm. In Figure 10(b), the YOLOv5-AdaBoost 

algorithm has a smaller loss value, which is significantly 

lower than the remaining three algorithms. Furthermore, 

its loss value curve has no excessive fluctuation, and its 

average loss value is 0.2357. On the other hand, the 

YOLOv4 algorithm has a larger loss value, and its loss 

value curve fluctuates more significantly. Its average loss 

value is 1.3649, which is 1.1292 higher compared to the 

YOLOv5-AdaBoost algorithm. The average loss values 

of the YOLOX-Nano algorithm and the YOLOv5x 

algorithm amount to 0.4671 and 0.7429, respectively. 

Compared with the the proposed algorithms, they are 
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0.2314 and 0.5072 higher, respectively. It can be 

concluded that the YOLOv5-AdaBoost algorithm has a 

lower error value, with a higher F1 value, than the other 

three algorithms. After that, the study compares and 

analyzes the detection accuracy of the four algorithms. 

This is to verify that the YOLOv5-AdaBoost algorithm 

has a higher detection accuracy than the other three 

algorithms in capturing and recognizing the positional 

information of athletes, the Figure 11 displays the 

outcomes of the experiment. 
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Figure 10: Comparison of F1 values and loss values for different algorithms 
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Figure 11: Comparison of detection accuracy of different algorithms 

 

In Figure 11(a), for the four algorithms under the 

condition of 50 sets of experimental datasets, the average 

detection accuracy of YOLOv5-AdaBoost algorithm is 

the highest, with 95.67%. Whereas, the average accuracy 

of YOLOv4 algorithm is the lowest, with 76.84%. It is 

18.83% lower than YOLOv5-AdaBoost algorithm. The 

average accuracy of YOLOX-Nano and YOLOv5x 

algorithms are 84.31% and 79.62%, respectively, which 

are 11.36% and 16.05% lower than YOLOv5-AdaBoost 

algorithm. In Figure 11(b), under the condition of 100 

sets of experimental datasets, the YOLOv5-AdaBoost 

algorithm achieves an average detection accuracy of 

96.18%, while the YOLOX-Nano algorithm has a flat 

accuracy detection accuracy of 90.25%. Although it is 

the highest, it is much less than the YOLOv5-AdaBoost 

algorithm and 5.93% lower than the YOLOv5-AdaBoost 

algorithm. The average detection accuracy of YOLOv5x 

and YOLOv4 algorithms are 83.16% and 72.38%, 

respectively, which are 13.02% and 23.80% lower than 

YOLOv5-AdaBoost algorithm. Figure 11(c) shows the 

average detection accuracy of the YOLOv5-AdaBoost, 

YOLOX-Nano, YOLOv5x, and YOLOv4 algorithms for 

capturing and recognizing the position of athletes in 150 

experimental datasets. The respective accuracy is 97.03%, 

91.25%, 86.43%, and 71.09%, respectively. The above 

results indicate that the average detection accuracy of the 

proposed YOLOv5-AdaBoost algorithm is the highest. It 

is 5.78% higher than the YOLOX-Nano algorithm and 
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25.94% higher than the YOLOv4 algorithm. It can be 

concluded that the YOLOv5-AdaBoost algorithm 

possesses higher detection accuracy than the other three 

algorithms when the four algorithms capture and 

recognize the athletes' position information under 

different dataset conditions. 

 

3.2 Practical effects of a football 

SEMI-automatic offside detection capture 

platform 
To analyze the practical effect of the 

ICA-YOLOv5-AdaBoost position information capture 

platform, the study is conducted on the capture platform 

constructed by introducing the CG-YOLOv4 algorithm 

as well as the YOLOv5s algorithm. The CG-YOLOv4 

capture platform is an athlete position information 

capture system based on the YOLOv4 object detection 

algorithm. The main object detection algorithm is 

YOLOv4, and the detection results are filtered by setting 

a confidence threshold. The YOLOv5s location 

information capture platform is built on a lightweight 

YOLOv5s model. This model performs basic 

preprocessing operations on images and determines final 

detection results based on confidence thresholds. The 

introduction of football event data is also carried out 

from SoccerReplay data. A total of 500 data sets from 

250 test sets and 250 training sets are selected for 

comparison experiments. To verify the impact of 

parameters on algorithm performance, this study fixes 

the number of empires n  to 10 and set weights   to 

0.1, 0.5, and 1.0, respectively. The weight   is fixed to 

0.5 and the number of empires n  is set to 5, 10, and 20, 

respectively. The sensitivity analysis results of the 

parameters are shown in Table 3. 

 

Table 3: Sensitivity analysis results of parameters 

Number of 

Empires 
Weight MAE 

Training 

time/h 

10 

0.1 0.093 3.1 

0.5 0.084 3.3 

1.0 0.089 3.5 

5 

0.5 

0.090 3.0 

10 0.084 3.3 

20 0.085 3.6 

 

In Table 3, when the number of empires is 10 and the 

weight is 0.5. The MAE value of the algorithm is the 

smallest, which is 0.084. The suggested platform's 

system occupancy rate and packet loss rate are examined 

and contrasted with those of the other two capture 

platforms. The packet loss rate can be calculated during 

data processing by counting the number of frames in the 

input and output images. The packet loss rate equals the 

difference between the total number of input frames and 

the number of successfully processed frames, divided by 

the total number of input frames. The experimental 

results are shown in Figure 12. 
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Figure 12: Experimental results of occupancy and packet loss rate of the location capture platform 

 

In Figure 12(a), the average packet loss rate of 

ICA-YOLOv5-AdaBoost position information capturing 

platform is only 2.367% in football semi-automatic 

offside detection when the position information of 

athletes is captured. Moreover, the change curve of 

packet loss rate shows a small fluctuation, while the 

average occupancy rate of the platform is only 5.139%. It 

shows that the ICA-YOLOv5-AdaBoost capture platform 

is able to capture the position information of the athletes 

more accurately when it captures the position 
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information. In Figure 12(b), the average occupancy rate 

of CG-YOLOv4 capture platform reaches 11.659%, 

which is 6.520% higher than the 

ICA-YOLOv5-AdaBoost capture platform. Whereas the 

average packet loss rate of this capture platform reaches 

20.473%, which is 18.106% higher than that of the 

ICA-YOLOv5-AdaBoost capture platform. It shows that 

the CG-YOLOv4 capture platform is much less capable 

than the ICA-YOLOv5-AdaBoost capture platform in 

capturing the position information of the athletes. In 

Figure 12(c), the average packet loss and occupancy rates 

of the YOLOv5s position information capture platform 

are 37.427% and 24.892%, respectively. These rates are 

35.060% and 19.753% higher than those of the 

ICA-YOLOv5-AdaBoost capture platform. This 

indicates that the YOLOv5s capture platform is much 

less capable than the ICA capture platform in capturing 

the position information of the athletes. It can be 

concluded that among the three capture platforms, 

ICA-YOLOv5-AdaBoost has a lower packet loss rate and 

occupancy rate when capturing the position information 

of athletes, and its capture ability is significantly better 

than the other two capture platforms. Response time 

refers to the time required for the model to output the 

athlete's position information in a frame of input image. 

To accurately reflect the model's efficiency and real-time 

performance in processing individual image frames, this 

study uses a frame-by-frame calculation method to 

determine response time. The response time is equal to 

the total processing time divided by the number of 

frames processed. Afterwards, to verify that the 

ICA-YOLOv5 AdaBoost capture platform can quickly 

capture the position information of athletes in semi 

automatic off side detection of football, the response 

speed of three capture platforms, ICA-YOLOv5 

AdaBoost, CG-YOLOv4, and YOLOv5s, is analyzed. 

Figure 13 presents the comparison results. 

In Figure 13, the ICA-YOLOv5-AdaBoost capture 

platform exhibits significant advantages in capturing the 

position information of athletes, with an average 

response time of only 20.75ms. 
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Figure 13: Comparison of the response speed of the three 

capture platforms 
 

With an average response time of 26.94 ms, the 

CG-YOLOv4 capture platform is 6.19 ms slower than the 

ICA-YOLOv5-AdaBoost capture platform. The 

YOLOv5s capture platform has an average response time 

of 39.68 ms. This is 18.93 ms slower than the 

ICA-YOLOv5-AdaBoost capture platform. It shows that 

the ICA-YOLOv5-AdaBoost capture platform has a 

faster response speed than the other two capture 

platforms in capturing and recognizing the position 

information of the athletes. In addition, in football 

semi-automatic offside detection, to highlight that the 

ICA-YOLOv5-AdaBoost capture platform can capture 

the position information of the athletes more accurately 

than the other two capture platforms, the study compares 

and analyzes the capture accuracy of the three capture 

platforms. The “detection accuracy” in Section 3.1 is an 

overall performance evaluation based on mean accuracy. 

This study defines capture accuracy as the proportion of 

correct detections of a specific target category (e.g., foot, 

body, or soccer ball) by the model when the 

intersection-to-union ratio threshold is ≥0.5. In other 

words, it is the number of correct detection boxes divided 

by the number of real targets. The comparison results are 

shown in Figure 14. 
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Figure 14: Comparison of the capture accuracy of the three capture platforms 
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In Figure 14(a), when the position information of the 

athlete is captured using the ICA-YOLOv5-AdaBoost 

capture platform, the specific position information of the 

athlete can be captured more accurately, and the capture 

accuracy is high. Among them, the capture accuracy for 

the athlete's feet reaches 0.97, and the capture accuracy 

for the athlete's body and football are 0.98 and 0.96, 

respectively. In Figure 14(b), the CG-YOLOv4 capture 

platform is unable to capture the specific position 

information of the occluded athlete more accurately. 

Moreover, the overall capture accuracy is much lower 

than that of the ICA-YOLOv5-AdaBoost capture 

platform. Among them, the capture accuracy for football 

is only 0.79, which is 0.17 lower than that of 

ICA-YOLOv5-AdaBoost capture platform. In Figure 

14(c), the YOLOv5s capture platform is completely 

unable to capture the position information of the 

occluded athlete, and the capture accuracy of the 

unoccluded athlete is significantly lower than that of the 

other two captured platforms. It can be concluded that 

the ICA-YOLOv5-AdaBoost capture platform is able to 

accurately capture the position information of athletes in 

football semi-automatic offside detection. The capture 

accuracy is significantly higher than the other two 

capture platforms. In summary, the comparison table 

between the proposed ICA-YOLOv5-AdaBoost 

algorithm and the baseline algorithm is shown in Table 4. 

 

Table 4: Comparison summary table of baseline algorithms 

Algorithm Data set Accuracy/% MAE Advantage Disadvantage 

YOLOv4 

Campus 

Football 

Games 

76.84 0.297 
High detection 

accuracy 

High demand for 

computing 

resources and long 

training time 

YOLOX-Nano 

Campus 

Football 

Games 

90.25 0.107 
Low memory 

usage 

Weak ability to 

capture small 

targets 

YOLOv5s SoccerReplay 72.38 - 
Fast reasoning 

speed 

Low capture 

accuracy 

CG-YOLOv4 SoccerReplay 83.16 0.195 

Strong multi-scale 

feature fusion 

capability 

Slow training 

convergence and 

high hardware costs 

ICA-YOLOv5-AdaBoost 

Campus 

Football 

Games and 

SoccerReplay 

96.18 0.086 

High precision 

and low packet 

loss rate 

The hardware 

deployment 

complexity is 

slightly higher 

4  Discussion 
The study mentioned that YOLOv5 algorithm combined 

with AdaBoost algorithm exhibited a better algorithmic 

performance in the algorithm performance comparison 

experiments. From the accuracy-recall curve, RMSE, 

MAE, accuracy, F1 value, and loss value, it was observed 

that the YOLOv5-AdaBoost algorithm proposed by the 

study performed better compared to CG-YOLOv4 

algorithm, YOLOv5s algorithm, and YOLOX-Nano 

algorithm. In the experiments of capturing positional 

information of athletes, the YOLOv5-AdaBoost 

algorithm could carry out the capture of athletes' 

positional targets better, and the capture accuracy was 

higher. The average accuracy reached 95.67%, and the 

average MAE and average RMSE values for position 

information capture were 0.086 and 0.049, respectively. 

Its capture error was significantly lower than the 

remaining three algorithms. This result coincided with 

the outcomes obtained from the study done by Guo et al. 

in 2024 [26]. This is mainly due to the YOLOv5 

AdaBoost algorithm's ability to weight sample features 

through adaptive enhancement algorithms, making the 

model more focused on important features. YOLOv5 has 

a certain degree of noise resistance. When combined with 

the AdaBoost algorithm, the model's ability to resist 

noise is further enhanced, thereby improving the  

 

accuracy of object detection. In addition, in the practical 

effect experiment of the offside position information 

capture platform of football players designed by the 

research, it also showed more excellent capture effect. 

The capture accuracy of football player position and 

football position reached 0.98 and 0.96, respectively. The 

effectiveness and practicality of the proposed method 

were further verified. 

In the practical effect experiment of offside position 

information capture of football players, the proposed 

position information capture platform also exhibited 

better performance. In the process of capturing football 

players' offside position information, the 

ICA-YOLOv5-AdaBoost capture platform proposed by 

the study had a significantly lower occupancy rate and 

packet loss rate than the capture platforms constructed by 

using the CG-YOLOv4 algorithm and the YOLOv5s 

algorithm. This was primarily due to the study's use of 

the AdaBoost algorithm to increase platform stability and 

the YOLOv5 algorithm for multi-target detection. These 

algorithms improved the accuracy of capturing the 

athletes' position information. In addition, the ICA has a 

fast convergence speed and is not limited to local optimal 

solutions, which can search for the optimal sample 

distribution and weight allocation in a wider range. In 

capturing the position information of football players, the 



62 Informatica 49 (2025) 49–64 J. Li et al. 

 

ICA helps to more accurately locate the player's position. 

Moreover, it also ensures the stability of capturing the 

player's position information in different datasets and 

scenarios. The performance of the study's suggested 

strategy for gathering and identifying football players' 

offside positioning information was noticeably better 

than that of related studies. For example, it demonstrated 

higher capture accuracy compared to the localized image 

block for position information capture experiment 

proposed by Li et al [27]. In addition, compared to the 

coupled over-demand feature adaptive position capture 

model proposed by Lee et al., this study performed 

complex position localization by utilizing an adaptive 

target dataset and positional anomaly feature 

identification by convolutional neural network [28]. 

Furthermore, Li et al. proposed a position capture 

method based on pre-detection tracking theory. They 

studied this method by constructing a theoretical 

framework for determining and capturing the target's 

position. However, the method was impractical in 

scenarios with many parameters [29]. After that, Lai et al. 

proposed a position capture localization method for 

distributed multi-input-output radar systems. The study 

was carried out through the derivation of discrete-time 

signal model, although the computational complexity of 

positional capture could be reduced, but it lacked 

practicality in practical applications [30]. Conversely, the 

study's suggested approach was able to increase the 

efficiency of recording the athletes' positions and had a 

higher capture accuracy in doing so. 

The ICA-YOLOv5-AdaBoost capture platform, which 

was proposed by the research, offers flexibility in 

hardware deployment. It can run on standard computer 

hardware and has relatively moderate hardware 

requirements. During football games, cameras and other 

collection devices can be set up around the field. The 

data collected can then be transmitted to a backend server 

for processing and analysis. However, in practical 

applications, there may also be issues such as occlusion, 

insufficient lighting, or excessive lighting, which can 

affect image quality. When using the proposed method to 

capture athletes' locations during football matches, it is 

also necessary to consider privacy ethics issues to ensure 

the protection of athletes' and other relevant personnel's 

privacy, and to avoid data leakage or abuse. Additionally, 

due to the complexity and uncertainty of the competition 

environment, the proposed model may still be subject to 

errors in actual competitions. Potential biases in model 

training may also cause the model to more effectively 

capture position information for athletes with specific 

features, such as clothing color and body shape. 

Therefore, it is necessary to combine the judgment of 

professionals, such as referees, with a careful review and 

verification of the model's decision results. Additionally, 

the dataset must be expanded to ensure sample diversity. 

5  Conclusion 
In summary, the proposed ICA combined with the 

improved adaptive sample number method for football 

players' position information capture platform can solve 

the problems of low accuracy and low efficiency of 

traditional position information capture technology, and 

the practical effect is better. However, the method 

proposed by the research only focuses on capturing the 

location information of small soccer players. It is unclear 

whether this method is effective at capturing the location 

information of soccer players at large-scale events. In the 

scene of large sports venues, athletes who are far away 

from the camera have smaller targets, making action 

recognition more difficult. Additionally, the capture 

accuracy of the algorithm will be significantly affected 

when the camera angle deviates from the front by more 

than 45 degrees. Therefore, future work should further 

use transformer-based detectors to enhance data and 

optimize models for large sports venues. Another 

possibility is to integrate the perspectives of multiple 

cameras to improve the algorithm's ability to capture and 

recognize athlete position information. 
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