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Suad Alagić (Bosnia and Herzegovina)
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Special Issue on Computational Intelligence in Data mining

In our society the amount of data doubles almost every
year. Hence, there is an urgent need for a new generation
of computationally intelligent techniques and tools to assist
humans in extracting useful information (knowledge) from
the rapidly growing volume of data.

When we attempt to solve real-world problems, like
extracting knowledge from large amount of data, we re-
alize that they are typically ill-defined systems, difficult
to model and with large-scale solution spaces. In these
cases, precise models are impractical, too expensive, or
non-existent. Furthermore, the relevant available informa-
tion is usually in the form of empirical prior knowledge
and input–output data representing instances of the sys-
tem’s behavior. Therefore, we need an approximate reason-
ing system capable of handling such imperfect information.
While Bezdek [2] defines such approaches within a frame
called computational intelligence, Zadeh [3] explains the
same using the soft computing paradigm. According to
Zadeh ”... in contrast to traditional, hard computing, soft
computing is tolerant of imprecision, uncertainty, and par-
tial truth.” In this context Fuzzy Logic (FL), Probabilistic
Reasoning (PR), Neural Networks (NNs), and Evolution-
ary Algorithms (EAs) are considered as main components
of CI. Each of these technologies provide us with comple-
mentary reasoning and searching methods to solve com-
plex, real-world problems. What is important to note is
that soft computing is not a melange. Rather, it is a part-
nership in which each of the partners contributes a distinct
methodology for addressing problems in its domain. In this
perspective, the principal constituent methodologies in CI
are complementary rather than competitive [4].

This special issue deals with the importance of com-
putational intelligence (CI) paradigms in data mining and
knowledge discovery.

The first paper is aimed to give a comprehensive view
about the links between computational intelligence and
data mining. Further, a case study is also given in which the
extracted knowledge is represented by fuzzy rule-based ex-
pert systems obtained by soft computing based data mining
algorithms. It is recognized that both model performance
and interpretability are of major importance, and effort is
required to keep the resulting rule bases small and com-
prehensible. Therefore, CI technique based data mining
algorithms have been developed for feature selection, fea-
ture extraction, model optimization and model reduction
(rule base simplification). The results illustrate that that CI
based tools can be applied in a synergistic manner though
the nine steps of knowledge discovery.

The remaining papers were selected from the papers pre-
sented at the 4th International Conference on Intelligent
Systems Design and Application (ISDA’04 at August 26-
28, 2004) on the basis of fundamental ideas/concepts rather
than the thoroughness of techniques deployed.

The second paper of this special issue by Górriz, Se-

gura, Puntonet and Salmerón presents a survey of fore-
casting preprocessing techniques. Authors have illustrated
that these methods could play a major role in the final
model accuracy.

Many computational intelligence method can be used for
clustering purposes beside the classical techniques. Liu,
Özyer, Alhajj and Barker in the third paper propose a new
clustering algorithm integrating multi-objective genetic al-
gorithm and validity analysis.

In the fourth paper, Podgorelec, Kokol, Heričko and
Rozman present a method for data classification which is
based on constructing decision graphs with the help of sev-
eral agents. They present a two-leveled evolutionary algo-
rithm for the induction of decision graphs and describe the
principle of classification based on the decision graphs.

Kotsiantis and Pintelas in the fifth paper combine a
simple Bayesian classification method with Logitboost,
which is a bias reduction technique. Logitboost requires
a regression algorithm for base learner. For this reason,
they slightly modify simple Bayesian classifier in order to
be able to run as a regression method. They performed
a large-scale comparison with other state-of-the-art algo-
rithms and ensembles on 27 standard benchmark datasets
and the empirical results looks very interesting.

In the sixth paper, Wang and Garibaldi propose a
method useful in cancer diagnosis called Simulated An-
nealing Fuzzy Clustering. This technique can solve two
major problems that exist in simpler methods: it does not
need the number of clusters in advance and is able to avoid
sub-optimal solutions in some sense.

Ivancsy and Vajk in the seventh paper focus on mining
frequent patterns in large transactional databases. The con-
tribution of their new method is to count the short patterns
in a very fast way, using a specific index structure.

An important research field within pattern recognition is
the analysis of time series data. In the eighth paper, Tosh-
niwal and Joshi introduce a novel approach for perform-
ing similarity search in time series data. Their technique is
based on the intuition that similar time sequences will have
similar variations in their slopes.

Chong, Abraham and Paprzycki in the ninths paper
propose a hybrid model involving decision trees and neural
networks for classification of the type of injury severity of
various traffic accidents. They also consider neural net-
works trained using hybrid learning approaches, support
vector machines, and decision trees.

Ahvenlampi and Kortela in the last paper propose a
hybrid system for controllability of quality in continuous
digesters in which Self-Organizing Maps and Gustafson-
Kessel fuzzy clustering algorithm are used.

The editors wish to thank Professor Matjaz
Gams(Editor-in-Chief of Informatica)for providing
the opportunity to edit this special issue on Computational
Intelligence in Data Mining. We would also like to thank
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the referees who have critically evaluated the papers within
the short stipulated time. Finally we hope the reader will
share our joy and find this special issue very useful.

Janos Abonyi and Ajith Abraham
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This paper is aimed to give a comprehensive view about the links between computational intelligence and
data mining. Further, a case study is also given in which the extracted knowledge is represented by fuzzy
rule-based expert systems obtained by soft computing based data mining algorithms. It is recognized that
both model performance and interpretability are of major importance, and effort is required to keep the
resulting rule bases small and comprehensible. Therefore, CI technique based data mining algorithms have
been developed for feature selection, feature extraction, model optimization and model reduction (rule base
simplification). Application of these techniques is illustrated using the Wine data classification problem.
The results illustrate that that CI based tools can be applied in a synergistic manner though the nine steps
of knowledge discovery.

Povzetek: Rudarjenje podatkov je podano v povezavi z računsko inteligenco.

1 Introduction
In our society the amount of data doubles almost every
year. Hence, there is an urgent need for a new generation
of computationally intelligent techniques and tools to assist
humans in extracting useful information (knowledge) from
the rapidly growing volume of data.

Historically the notion of finding useful patterns in data
has been given a variety of names including data mining,
knowledge extraction, information discovery, and data pat-
tern processing. The term data mining has been mostly
used by statisticians, data analysts, and the management
information systems (MIS) communities.

The term knowledge discovery in databases (KDD)
refers to the overall process of discovering knowledge from
data, while data mining refers to a particular step of this
process. Data mining is the application of specific algo-
rithms for extracting patterns from data [1]. The addi-
tional steps in the KDD process, such as data selection,
data cleaning, incorporating appropriate prior knowledge,
and proper interpretation of the results are essential to en-
sure that useful knowledge is derived form the data.

KDD has evolved from the intersection of research fields
such as machine learning, pattern recognition, databases,
statistics, artificial intelligence, and more recently it gets
new inspiration from computational intelligence.

When we attempt to solve real-world problems, like

extracting knowledge from large amount of data, we re-
alize that they are typically ill-defined systems, difficult
to model and with large-scale solution spaces. In these
cases, precise models are impractical, too expensive, or
non-existent. Furthermore, the relevant available informa-
tion is usually in the form of empirical prior knowledge
and input–output data representing instances of the sys-
tem’s behavior. Therefore, we need an approximate reason-
ing system capable of handling such imperfect information.
While Bezdek [2] defines such approaches within a frame
called computational intelligence, Zadeh [3] explains the
same using the soft computing paradigm. According to
Zadeh ”... in contrast to traditional, hard computing, soft
computing is tolerant of imprecision, uncertainty, and par-
tial truth.” In this context Fuzzy Logic (FL), Probabilistic
Reasoning (PR), Neural Networks (NNs), and Evolution-
ary Algorithms (EAs) are considered as main components
of CI. Each of these technologies provide us with comple-
mentary reasoning and searching methods to solve com-
plex, real-world problems. What is important to note is
that soft computing is not a melange. Rather, it is a part-
nership in which each of the partners contributes a distinct
methodology for addressing problems in its domain. In this
perspective, the principal constituent methodologies in CI
are complementary rather than competitive [4].

The aim of this paper is to illustrate how these elements
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Figure 1: Steps of the knowledge discovery process.

of CI could be used in data mining. This special issue is
focused on some of the theoretical developments and ad-
vances in this field.

Steps of Knowledge Discovery
Brachman and Anand [5] give a practical view of the KDD
process emphasizing the interactive nature of the process.
Here we broadly outline some of its basic steps depicted in
Fig. 1 taken from [6], and we show the connections of these
steps to CI based models and algorithms.

1. Developing and understanding the application do-
main, the relevant prior knowledge, and identifying
the goal of the KDD process. The transparency of
fuzzy systems allows the user to effectively com-
bine different types of information, namely linguistic
knowledge, first-principle knowledge and information
from data. An example for the incorporation of prior
knowledge into data-driven identification of dynamic
fuzzy models of the Takagi-Sugeno type can be found
in [7] where the prior information enters to the model
through constraints defined on the model parameters.
In [8] and [9] a different approach has been developed
which uses block-oriented fuzzy models.

2. Creating target data set.

3. Data cleaning and preprocessing: basic operations
such as the removal of noise, handling missing data
fields.

4. Data reduction and projection: finding useful fea-
tures to represent the data depending the goal of the
task. Using dimensionality reduction or transforma-
tion methods to reduce the effective number of vari-
ables under consideration or to find invariant repre-
sentation of data. Neural networks [10], cluster analy-
sis [11], Markov blanket modeling [12], decision trees
[13], evolutionary computing [14] and neuro-fuzzy
systems are often used for this purpose.

5. Matching the goals of the KDD process to a partic-
ular data mining method: Although the boundaries
between prediction and description are not sharp, the
distinction is useful for understanding the overall dis-
covery goal. The goals of knowledge discovery are
achieved via the following data mining methods:

– Clustering: Identification of a finite set of cat-
egories or clusters to describe the data. Closely
related to clustering is the method of probabil-
ity density estimation. Clustering quantizes the
available input-output data to get a set of pro-
totypes and use the obtained prototypes (signa-
tures, templates, etc., and many writers refer to
as codebook) and use the prototypes as model
parameters.

– Summation: finding a compact description for
subset of data, e.g. the derivation of summary for
association of rules and the use of multivariate
visualization techniques.

– Dependency modeling: finding a model which
describes significant dependencies between vari-
ables (e.g. learning of belief networks).

– Regression: learning a function which maps a
data item to a real-valued prediction variable
and the discovery of functional relationships be-
tween variables.

– Classification: learning a function that maps
(classifies) a data item into one of several pre-
defined classes.

– Change and Deviation Detection: Discover-
ing the most significant changes in the data from
previously measured or normative values.

6. Choosing the data mining algorithm(s): selecting al-
gorithms for searching for patterns in the data. This
includes deciding which model and parameters may
be appropriate and matching a particular algorithm
with the overall criteria of the KDD process (e.g. the
end-user may be more interested in understanding the
model than its predictive capabilities.) One can iden-
tify three primary components in any data mining al-
gorithm: model representation, model evaluation, and
search.

– Model representation: the language is used to
describe the discoverable patterns. If the repre-
sentation is too limited, then no amount of train-
ing time or examples will produce an accurate
model for the data. Note that more powerful
representation of models increases the danger of
overfitting the training data resulting in reduced
prediction accuracy on unseen data. It is impor-
tant that data analysts fully comprehend the rep-
resentational assumptions which may be inher-
ent in a particular method.
For instance, rule-based expert systems are of-
ten applied to classification problems in fault
detection, biology, medicine etc. Among the
wide range of CI techniques, fuzzy logic im-
proves classification and decision support sys-
tems by allowing the use of overlapping class de-
finitions and improves the interpretability of the
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results by providing more insight into the classi-
fier structure and decision making process [15].
In Section 2 a detailed discussion about the use
of fuzzy techniques for knowledge representa-
tion in classifier systems will be given.

– Model evaluation criteria: qualitative state-
ments or fit functions of how well a particular
pattern (a model and its parameters) meet the
goals of the KDD process. For example, pre-
dictive models can often judged by the empirical
prediction accuracy on some test set. Descriptive
models can be evaluated evaluated along the di-
mensions of predictive accuracy, novelty, utility,
and understandability of the fitted model.
Traditionally, algorithms to obtain classifiers
have focused either on accuracy or interpretabil-
ity. Recently some approaches to combining
these properties have been reported; fuzzy clus-
tering is proposed to derive transparent models
in [16], linguistic constraints are applied to fuzzy
modeling in [15] and rule extraction from neural
networks is described in [17]. Hence, to ob-
tain compact and interpretable fuzzy models, re-
duction algorithms have to be used that will be
overviewed in Section 3.

– Search method: consists of two components:
parameter search and model search. Once the
model representation and the model evaluation
criteria are fixed, then the data mining problem
has been reduced to purely an optimization task:
find the parameters/models for the selected fam-
ily which optimize the evaluation criteria given
observed data and fixed model representation.
Model search occurs as a loop over the parame-
ter search method [18].
The automatic determination of fuzzy classifi-
cation rules from data has been approached by
several different techniques: neuro-fuzzy meth-
ods [19], genetic-algorithm based rule selec-
tion [20], hybrid combination of genetic algo-
rithm and neural learning [21] and fuzzy cluster-
ing in combination with GA-optimization [22]
[23]. For high-dimensional classification prob-
lems, the initialization step of the identification
procedure of the fuzzy model becomes very sig-
nificant. Several CI based tools developed for
this purpose will be presented in Section 4.

7. Data mining: searching for patterns of interest in a
particular representation form or a set of such rep-
resentations: classification rules or trees, regression.
Some of the CI models lend themselves to trans-
form into other model structure that allows informa-
tion transfer between different models. For example,
in [24] a decision tree was mapped into a feedforward
neural network. A variation of this method is given
in [25] where the decision tree was used for the in-

put domains discretization only. This approach was
extended with a model pruning method in [26]. An-
other example is that as radial basis functions (RBF)
are functionally equivalent to fuzzy inference sys-
tems [27, 28], tools developed for the identification
of RBFs can also be used to design fuzzy models.

8. Interpreting mined patterns, possibly return to any
of the steps 1-7 described above for further itera-
tion. This step can also involve the visualization of
the extracted patterns/models, or visualization of the
data given the extracted models. Self-Organizing Map
(SOM) as a special clustering tool that provides a
compact representation of the data distribution, hence
it has been widely applied in the visualization of high-
dimensional data [29]. In Section 5 the theory and in
Section 6 the application of SOM will be presented.

9. Consolidating discovered knowledge: incorporating
this knowledge into another system for further action,
or simply documenting and reporting it.

The remainder of this article is organized as follows.
In the remaining sections, tools for visualization, knowl-
edge representation, classifier identification and reduction
are discussed. The proposed approaches are experimentally
evaluated for the three-class Wine classification problem.
Finally, conclusions are given in Section 7.

2 Effective Model Representation by
Fuzzy Systems

2.1 Classifier Systems
The identification of a classifier system means the con-
struction of a model that predicts whether a given pattern,
xk = [x1,k, . . . , xn,k, ], in which yk = {c1, . . . , cC} class
should be classified. The classic approach for this problem
with C classes is based on Bayes’ rule. The probability of
making an error when classifying an example x is mini-
mized by Bayes’ decision rule of assigning it to the class
with the largest posterior probability:

x is assigned to ci ⇐⇒ p(ci|x) ≥ p(cj |x) ∀j 6= i (1)

The a posteriori probability of each class given a pattern
x can be calculated based on the p(x|ci) class conditional
distribution, which models the density of the data belong-
ing to the ci class, and the P (ci) class prior, which repre-
sents the probability that an arbitrary example out of data
belongs to class ci

p(ci|x) =
p(x|ci)P (ci)

p(x)
=

p(x|ci)P (ci)∑C
j=1 p(x|cj)P (cj)

(2)

As (1) can be rewritten using the numerator of (2) we would
have an optimal classifier if we would perfectly estimate
the class priors and the class conditional densities. Of
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course in practice one needs to find approximate estimates
of these quantities on a finite set of training data {xk, yk},
k = 1, . . . , N . Priors P (ci) are often estimated on the ba-
sis of the training set as the proportion of samples of class
ci or using prior knowledge. The p(ci|x) class conditional
densities can be modeled with non-parametric methods like
histograms, nearest-neighbors or parametric methods such
as mixture models.

2.2 Fuzzy Rules for Providing
Interpretability of Classifiers

The classical fuzzy rule-based classifier consists of fuzzy
rules that each describe one of the C classes. The rule
antecedent defines the operating region of the rule in the
n-dimensional feature space and the rule consequent is a
crisp (non-fuzzy) class label from the {c1, . . . , cC} set:

ri : If x1 is Ai,1(x1,k) and . . . xn is Ai,n(xn,k)
then ŷ = ci, [wi] (3)

where Ai,1, . . . , Ai,n are the antecedent fuzzy sets and wi

is a certainty factor that represents the desired impact of the
rule. The value of wi is usually chosen by the designer of
the fuzzy system according to his or her belief in the ac-
curacy of the rule. When such knowledge is not available,
wi = 1, ∀ i is used.

The and connective is modeled by the product opera-
tor allowing for interaction between the propositions in the
antecedent. Hence, the degree of activation of the ith rule
is calculated as:

βi(xk) = wi

n∏

j=1

Ai,j(xj,k) (4)

The output of the classical fuzzy classifier is determined
by the winner takes all strategy, i.e. the output is the class
related to the consequent of the rule that has the highest
degree of activation:

ŷk = c∗i , i∗ = arg max
1≤i≤C

βi(xk) (5)

The fuzzy classifier defined by the previous equations
is in fact a quadratic Bayes classifier when βi(xk) =
p(x|ci)P (ci).

As the number of the rules in the above representation
is equal to the number of the classes, the application of
this classical fuzzy classifier is restricted. In the [30], a
new rule-structure has been derived to avoid this problem,
where the p(ci|x) posteriori densities are modeled by R >
C mixture of models

p(ci|x) =
R∑

l=1

p(rl|x)P (ci|rl) (6)

This idea results in fuzzy rulebase where the consequent of
rule defines the probability of the given rule represents the
c1, . . . , cC classes:

ri : If x1 is Ai,1(x1,k) and . . . xn is Ai,n(xn,k)

then ŷk = c1 with P (c1|ri) . . . ,
ŷk = cC with P (cC |ri) [wi] (7)

The aim of the remaining part of the paper is to review
some techniques for the identification of the fuzzy classifier
presented above. In addition, methods for reduction of the
model will be described.

3 Model Evaluation Criteria and
Rule Base Reduction

Traditionally, algorithms to obtain best classifiers have
been based either on accuracy or interpretability. Recently
some approaches to combining these properties have been
reported; fuzzy clustering is proposed to derive transparent
models in [16], linguistic constraints are applied to fuzzy
modeling in [15] and rule extraction from neural networks
is described in [17].

3.1 Similarity-driven rule base
simplification

The similarity-driven rule base simplification method [31]
uses a similarity measure to quantify the redundancy
among the fuzzy sets in the rule base. A similarity mea-
sure based on the set-theoretic operations of intersection
and union is applied:

S(Ai,j , Al,j) =
|Ai,j ∩Al,j |
|Ai,j ∪Al,j | (8)

where |.| denotes the cardinality of a set, and the ∩ and
∪ operators represent the intersection and union of fuzzy
sets, respectively. S is a symmetric measure in [0,1]. If
S(Ai,j , Al,j) = 1, then the two membership functions
Ai,j and Al,j are equal. S(Ai,j , Al,j) becomes 0 when the
membership functions are non-overlapping. The complete
rule base simplification algorithm is given in [31].

Similar fuzzy sets are merged when their similarity ex-
ceeds a user defined threshold θ ∈ [0, 1] (θ=0.5 is applied).
Merging reduces the number of different fuzzy sets (lin-
guistic terms) used in the model and thereby increases the
transparency. The similarity measure is also used to detect
“don’t care" terms, i.e., fuzzy sets in which all elements of
a domain have a membership close to one. If all the fuzzy
sets for a feature are similar to the universal set, or if merg-
ing led to only one membership function for a feature, then
this feature is eliminated from the model. The method is
illustrated in Fig. 2

3.2 Multi-Objective Function for GA based
Identification

To improve the classification capability of the rule base,
genetic algorithm (GA) optimization method can be ap-
plied [32] where the cost function is based on the model
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Figure 2: Similarity-driven simplification.

accuracy measured in terms of the number of misclassifi-
cations. Also other model properties can be optimized by
applying multi-objective functions. For example in [33]
to reduce the model complexity, the misclassification rate
is combined with a similarity measure in the GA objec-
tive function. Similarity is rewarded during the iterative
process, that is, the GA tries to emphasize the redundancy
in the model. This redundancy is then used to remove un-
necessary fuzzy sets in the next iteration. In the final step,
fine tuning is combined with a penalized similarity among
fuzzy sets to obtain a distinguishable term set for linguistic
interpretation.

The GAs is subject to minimize the following multi-
objective function:

J = (1 + λS∗) · Error , (9)

where S∗ ∈ [0, 1] is the average of the maximum pairwise
similarity that is present in each input, i.e., S∗ is an aggre-
gated similarity measure for the total model. The weight-
ing function λ ∈ [−1, 1] determines whether similarity is
rewarded (λ < 0) or penalized (λ > 0).

3.3 Other Reduction Algorithms

The application of orthogonal transforms for reducing the
number of rules has received much attention in recent liter-
ature [34]. These methods evaluate the output contribution
of the rules to obtain an importance ordering. For modeling
purpose Orthogonal Least Squares (OLS) is the most ap-
propriate tool [35]. Evaluating only the approximation ca-
pabilities of the rules, the OLS method often assigns high
importance to a set of redundant or correlated rules. To
avoid this, in [36] some extension for the OLS method was
proposed.

Using too many input variables may result in difficul-
ties in the interpretability capabilities of the obtained clas-
sifier. Hence, selection of the relevant features is usually
necessary. Others have focused on reducing the antecedent
by similarity analysis of the fuzzy sets [33], however this
method is not very suitable for feature selection. Hence, for
this purpose, Fischer interclass separability method which
is based on statistical properties of the data [37] has been
modified in [38].

4 CI based Search Methods for the
Identification of Fuzzy Classifiers

Fixed membership functions are often used to partition the
feature space [20]. Membership functions derived from the
data, however, explain the data-patterns in a better way.
The automatic determination of fuzzy classification rules
from data has been approached by several different tech-
niques: neuro-fuzzy methods [19], genetic-algorithm based
rule selection [20] and fuzzy clustering in combination with
GA-optimization [22]. For high-dimensional classification
problems, the initialization step of the identification proce-
dure of the fuzzy model becomes very significant. Com-
mon initializations methods such as grid-type partitioning
[20] and rule generation on extrema initialization [39], re-
sult in complex and non-interpretable initial models and the
rule-base simplification and reduction step become compu-
tationally demanding.

4.1 Identification by Fuzzy Clustering

To obtain compact initial fuzzy models fuzzy clustering al-
gorithms [22] or similar but less complex covariance based
initialization techniques [38] were put forward, where the
data is partitioned by ellipsoidal regions (multivariable
membership functions). Normal fuzzy sets can then be
obtained by an orthogonal projection of the multivariable
membership functions onto the input-output domains. The
projection of the ellipsoids results in hyperboxes in the
product space. The information loss at this step makes the
model suboptimal resulting in a much worse performance
than the initial model defined by multivariable membership
functions. However, gaining linguistic interpretability is
the main advantage derived from this step. To avoid the er-
roneous projection step multivariate membership functions
[40] or clustering algorithms providing axis-parallel clus-
ters can be used [30]

4.2 Other Initialization Algorithms

For the effective initialization of fuzzy classifiers crisp de-
cision tree-based initialization technique is proposed in
[41]. DT-based classifiers perform a rectangular partition-
ing of the input space, while fuzzy models generate non-
axis parallel decision boundaries [42]. Hence, the main
advantage of rule-based fuzzy classifiers over crisp-DTs is
the greater flexibility of the decision boundaries. There-
fore fuzzy classifiers can be more parsimonious than DTs
and one may conclude that the fuzzy classifiers, based on
the transformation of DTs only [43], [44] will usually be
more complex than necessary. This suggests that the sim-
ple transformation of a DT into a fuzzy model may be
successfully followed by model reduction steps to reduce
the complexity and improve the interpretability. The next
section proposes rule-base optimization and simplification
steps for this purpose.
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5 Clustering by SOM for
Visualization

The Self-Organizing Map (SOM) algorithm performs a
topology preserving mapping from high dimensional space
onto map units so that relative distances between data
points are preserved. The map units, or neurons, form usu-
ally a two dimensional regular lattice. Each neuron i of the
SOM is represented by an l-dimensional weight, or model
vector mi = [mi,1, . . . , mi,l]T . These weight vectors of
the SOM form a codebook. The neurons of the map are
connected to adjacent neurons by a neighborhood relation,
which dictates the topology of the map. The number of the
neurons determines the granularity of the mapping, which
affects the accuracy and the generalization capability of the
SOM.

SOM is a vector quantizer, where the weights play the
role of the codebook vectors. This means, each weight
vector represents a local neighborhood of the space, also
called Voronoi cell. The response of a SOM to an input x
is determined by the reference vector (weight) m0

i which
produces the best match of the input

i0 = arg min
i

‖mi − x‖ (10)

where i0 represents the index of the Best Matching Unit
(BMU).

During the iterative training, the SOM forms an elastic
net that folds onto "cloud" formed by the data. The net
tends for approximate the probability density of the data:
the codebook vectors tend to drift there where the data are
dense, while there are only a few codebook vectors where
the data are sparse. The training of SOM can be accom-
plished generally with a competitive learning rule as

m
(k+1)
i = m

(k)
i + ηΛi0,i(x−m

(k)
i ) (11)

where Λi0,i is a spatial neighborhood function and η is the
learning rate. Usually, the neighborhood function is

Λi0,i = exp
(‖ri − r0

i ‖2
2σ2(k)

)
(12)

where ‖ri − r0
i ‖ represents the Euclidean distance in the

output space between the i-th vector and the winner.

6 Case study: Wine Classification by
CI techniques

6.1 Wine Data
The Wine data 1 contains the chemical analysis of 178
wines grown in the same region in Italy but derived from
three different cultivars. The problem is to distinguish the
three different types based on 13 continuous attributes de-
rived from chemical analysis. : Alcohol, Malic acid, Ash,
Alcalinity of ash, Magnesium, Total phenols, Flavanoids,
Non-flavanoid phenols, Proanthocyaninsm color intensity,
Hue, OD280/OD315 of diluted wines and Proline (Fig. 3).

6.2 Fuzzy Classifier Identified by GA
An initial classifier with three rules was constructed by the
covariance–based model initialization technique proposed
in [38] using all samples resulting in 90.5% correct, 1.7%
undecided and 7.9% misclassifications for the three wine
classes. Improved classifiers are developed based on the
GA based optimization technique discussed in Section 3.2.
Based on the similarity analysis of the optimized fuzzy sets,
some features have been removed from individual rules,
while the interclass separability method have been used to
omit some features in all the rules. The achieved member-
ship functions are shown in Fig. 4, while the obtained rules
are shown in Table 1.

6.3 Fuzzy Classifier Identified by Fuzzy
Clustering

A fuzzy classifier, that utilizes all the 13 information profile
data about the wine, has been identified by the clustering
algorithm proposed in [30], where the obtained classifier
is formulated by rules given by (7). Fuzzy models with
three and four rules were identified. The three rule-model
gave only 2 misclassification (98.9%). When a cluster was

1The Wine data is available from the University of California, Irvine,
via anonymous ftp ftp.ics.uci.edu/pub/machine-learning-databases.
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Figure 3: Wine data: 3 classes and 13 attributes.
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Figure 4: The fuzzy sets of the optimized three rule classi-
fier for the Wine data.

12 13 14
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Alcohol
100 150

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Magnesium
2 4

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Flavonoids
0.5 1 1.5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Hue
500 1000 1500

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Proline

Figure 5: Membership functions obtained by fuzzy cluster-
ing.

added to improve the performance of this model, the ob-
tained classifier gave only 1 misclassification (99.4%).

The classification power of the identified models is com-
pared with fuzzy models with the same number of rules
obtained by Gath-Geva clustering, as Gath-Geva cluster-
ing can be considered the unsupervised version of the
proposed clustering algorithm. The Gath-Geva identified
fuzzy model gives 8 (95.5%) misclassification when the
fuzzy model has three rules and 6 (96.6%) misclassification
with four rules. These results indicate that the proposed
clustering method effectively utilizes the class labels.

The interclass separability based model reduction tech-
nique is applied to remove redundancy and simplify the ob-
tained fuzzy models and five features were selected. The
clustering has been applied again to identify a model based
on the selected five attributes. This compact model with
three, four and five rules gives four, two and zero misclas-
sification, respectively. The resulted membership functions
and the selected features are shown in Fig. 5.

6.4 Visualization by SOM
The SOM presented in Section 5. has been utilized to vi-
sualize the Wine data. SOM can be effectively used for
correlation hunting, which procedure is useful for detect-
ing the redundant features. It is interesting to note that the
rules given in Table 1 can easily validated by the map of
the variables given in Fig. 6

Figure 6: Self-Organizing Map of the Wine data

6.5 Discussion
The Wine data is widely applied for comparing the capa-
bilities of different data mining tools. Corcoran and Sen
[45] applied all the 178 samples for learning 60 non-fuzzy
if-then rules in a real-coded genetic based-machine learn-
ing approach. They used a population of 1500 individ-
uals and applied 300 generations, with full replacement,
to come up with the following result for ten independent
trials: best classification rate 100%, average classification
rate 99.5% and worst classification rate 98.3% which is 3
misclassifications. Ishibuchi et al. [20] applied all the 178
samples designing a fuzzy classifier with 60 fuzzy rules
by means of an integer-coded genetic algorithm and grid
partitioning. Their population contained 100 individuals
and they applied 1000 generations, with full replacement,
to come up with the following result for ten independent
trials: best classification rate 99.4% (1 misclassifications),
average classification rate 98.5% and worst classification
rate 97.8% (4 misclassifications). In both approaches the
final rule base contains 60 rules. The main difference is the
number of model evaluations that was necessary to come
to the final result.

As can be seen from Table 2, because of the simplic-
ity of the proposed clustering algorithm, the proposed ap-
proach is attractive in comparison with other iterative and
optimization schemes that involves extensive intermediate
optimization to generate fuzzy classifiers.

The results are summarized in Table 2. As it is shown,
the performance of the obtained classifiers are comparable
to those in [45] and [20], but use far less rules (3-5 com-
pared to 60) and less features.

Comparing the fuzzy sets in Fig. 5 with the data in Fig. 3
shows that the obtained rules are highly interpretable. For
example, the Flavonoids are divided in Low, Medium and
High, which is clearly visible in the data. This knowledge
can be easily validated by analyzing the SOM of the data
given in Fig. 6.
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7 Conclusion
The design of rule base classifiers is approached by com-
bining a wide range of CI tools developed for knowledge
representation (fuzzy rules), feature selection (class sepa-
rability criterion), model initialization (clustering and deci-
sion tree), model reduction (orthogonal methods) and tun-
ing (genetic algorithm). It has been shown that these tools
can be applied in a synergistic manner though the nine steps
of knowledge discovery.
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Table 1: Three rule fuzzy classifier (L=low, M=medium , H=high).
1 2 3 4 5 6 7 8 9 10 11 12 13

Alc Mal Ash aAsh Mag Tot Fla nFlav Pro Col Hue OD2 Pro Class

R1 H - - - - - H - - M L - L 1
R2 L - - - - - - - - L L - H 2
R3 H - - - - - L - - H H - H 3

Table 2: Classification rates on the Wine data for ten independent runs.

Method Best result Aver result Worst result Rules Model eval

Corcoran and Sen [45] 100% 99.5% 98.3% 60 150000
Ishibuchi et al. [20] 99.4% 98.5% 97.8% 60 6000
Cluster + GA 99.4 % varying schemes 98.3% 3 4000-8000
Gath-Geva clustering 95.5 % 95.5 % 95.5 % 3 1
Sup. cluster (13 features) 98.9 % 98.9 % 98.9 % 3 1
Sup. cluster (5 features) 100 % 100 % 100 % 5 2
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In this paper we make a survey of various preprocessing techniques including the statistical method for
volatile time series forecasting using Regularization Networks (RNs). These methods improve the per-
formance of Regularization Networks i.e. using Independent Component Analysis (ICA) algorithms and
filtering as preprocessing tools. The preprocessed data is introduced into a Regularized Artificial Neural
Network (ANN) based on radial basis functions (RBFs) and the prediction results are compared with the
ones we get without these preprocessing tools, with the high computational effort method based on multi-
dimensional regularization networks (MRN) and with the Principal Component Analysis (PCA) technique.

Povzetek: Predstavljene so razne metode predprocesiranja podatkov za analizo časovnih vrst.

1 Introduction

In the history of research of the forecasting problem one
can extract various relevant periods such as the following
mentioned: a possible solution to this problem was de-
scribed by Box and Jenkins [1], who developed a time-
series forecasting analysis technique based on linear sys-
tems. Basically the procedure consisted of suppressing the
non-seasonality of the series, performing parameter analy-
sis, which measures time-series correlation, and selecting
the model that best fits the data set (a specific order ARIMA
model). But in real systems, non-linear and stochastic phe-
nomena crop up, and then time series dynamics cannot be
described exactly using classical models. ANNs have im-
proved results in forecasting by detecting the non-linear na-
ture of the data. ANNs based on RBFs allow a better fore-
casting adjustment; they implement local approximations
to non-linear functions, minimizing the mean square error
to achieve the adjustment of neural parameters. For ex-
ample, Platt’s algorithm [2], Resource Allocating Network
(RAN), consisted of neural network size control, reducing
the computational time cost associated with computing the
optimum weights in perceptron networks.

Matrix decomposition techniques have been used as an
improvement on Platt’s model [3]. For example, Singular
Value Decomposition (SVD) with pivoting QR decomposi-
tion selects the most relevant data in the input space avoid-
ing non-relevant information processing (NAPA-PRED
"Neural model with Automatic Parameter Adjustment for
PREDiction"). NAPA-PRED also includes neural pruning
[4]. An improved version of this algorithm can be found in

[5] based on Support Vector Machine philosophy.

The next step was to include exogenous information in
these models. There are some choices in order to do that;
we can use the forecasting model used in [6] which gives
good results but with computational time and complex-
ity cost; Principal Component Analysis (PCA) is a well-
established tool in Finance. It was already proved [3] that
prediction results can be improved using the PCA tech-
nique. This method linear transform the observed sig-
nal into principal components which are uncorrelated (fea-
tures), giving projections of the data in the direction of
the maximum variance [7]. PCA algorithms use only sec-
ond order statistical information; Finally, in [8] we can
discover interesting structure in finance using the new
signal-processing tool Independent Component Analysis
(ICA). ICA finds statistically independent components us-
ing higher order statistical information for blind source sep-
aration ([9], [10]). This new technique may use Entropy
(Bell and Sejnowski 1995, [11]), Contrast functions based
on Information Theory (Comon 1994, [12]), Mutual Infor-
mation (Amari, Cichocki y Yang 1996, [13]) or geometric
considerations in data distribution spaces (Carlos G. Pun-
tonet 1994 [14], [15]), etc. Forecasting and analyzing fi-
nancial time series using ICA can contributes to a better
understanding and prediction of financial markets ([6],[8]).

There exist numerous forecasting applications in time
series forecasting, as analyzed in [16]: signal statisti-
cal preprocessing and communications, industrial control
processing, econometrics, meteorology, physics, biology,
medicine, oceanography, seismology, astronomy and psy-
chology. We organize the essay as follows. In section 2 we
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describe the neural model used and the certain conditions
to achieve a good confidence interval in prediction. In sec-
tions 3,4 and 5 we describe in detail three methods for time
series preprocessing showing some results and finally in
section we describe a brand new experimental framework
comparing the previous discussed methods stating some
conclusions.

2 Regularization networks based on
RBFs

Because of their inherent non-linear processing and learn-
ing capabilities, ANNs (Artificial Neural Networks) have
been proposed to solve prediction problems. An excel-
lent survey of NN forecasting applications is to be found
in [17]. There it is claimed that neural nets often offer
better performance, especially for difficult time series than
are hard to deal with classical models such as ARIMA
models [1]. One of the simplest, but also most powerful,
ANN models is the Radial Basis Function (RBF) network
model. This consists of locally-receptive activation func-
tions (or neurons) implemented by means of gaussian func-
tions [18]. In mathematical terms, we have

o(x) =
N∑

i=1

oi(x) =
N∑

i=1

hi exp
{
−‖x− ci‖2

σ2
i

}
(1)

where N denotes the number of nodes (RBFs) used; oi(x)
gives the output computed by the i-th RBF for the input
vector x as an exponential transformation over the norm
that measures the distance between x and the RBF center
ci, whereas σi denotes the radius that controls the locality
degree of the corresponding i-th gaussian response. The
global output o(x) of the neural network is, as can be seen,
a linear aggregate or combination of the individual outputs,
weighted by the real coefficients hi.

In most RBF network applications, the coefficients hi

are determined after setting up the location and radius for
each of the N nodes. The locations can be set, as in [18], by
a clustering algorithm, such as the K-means algorithm [19],
and the radius is usually set after taking into account con-
siderations on RBFs close to the one being configured. The
adjustment of the linear expansion coefficients can be done
using recursive methods for linear least squares problems
[20, 21] or the new method based on Regularization-VC
Theory presented in [5] characterized by a suitable regu-
larization term which enforces flatness in the input space,
so that the actual risk functional over a training data set is
minimized, and determined by the previously set parame-
ter values [22]. Recursive specification allows for real-time
implementations, but the questions arises of whether or not
we are using a simplified-enough neural network, and this
is a question we will try to address using matrix techniques
over the data processed by the neural net.

In the particular context of the RBF networks, the map-
ping of a time series prediction problem to the network is

performed setting up the input as past values (consecutive
ones, in a first approximation) of the time series. The out-
put is viewed as a prediction for the future value that we
want to estimate, and the computed error between the de-
sired and network- estimated value is used to adjust para-
meters in the network.

2.1 Regularization Theory (RT)
RT appeared in the methods for solving ill posed problems
[23]. In RT we minimize a expression similar to the one
in Support Vector Machines scenario (SVM). However, the
search criterium is enforcing smoothness (instead of flat-
ness) for the function in input space (instead of feature
space). Thus we get:

Rreg[f ] = Remp[f ] +
λ

2
||P̂ f ||2. (2)

where P̂ denotes a regularization operator in the sense of
[23], mapping from the Hilbert Space H of functions to
a dot product Space D such as 〈f, g〉 ∀f, g ∈ H is well
defined. Applying Fréchett’s differential1 to equation 2 and
the concept of Greent’s function of P̂ ∗P̂ :

P̂ ∗P̂ ·G(xi, xj) = δ(xi − xj). (3)

(here δ denotes the Diract’s δ, that is 〈f, δ(xi)〉 = f(xi)),
we get [22]:

f(x) = λ
∑̀

i=1

[yi − f(xi)]ε ·G(x, xi). (4)

The correspondence between SVM and RN is proved if and
only if the Greent’s function G is an “admissible” kernel in
the terms of Mercert’s theorem [24],i.e. we can write G as:

G(xi, xj) = 〈Φ(xi),Φ(xj)〉 (5)

with Φ : xi → (P̂G)(xi, .). (6)

Prove: Minimizing ||Pf ||2 can be expressed as:

||Pf ||2 =
∫

dx(Pf)2 =
∫

dxf(x)P∗Pf(x) (7)

we can expand f in terms of green’s function associated to
P, thus we get:

||Pf ||2 =
∑N

i,j hihj

∫
dxG(x, xi)P∗PG(x, xj)

=
∑N

i,j hihj

∫
dxG(x, xi)δ(x− xj)

=
∑N

i,j hihjG(xj , xi)
(8)

then only if G is a Mercer Kernel it correspond to a dot
product in some feature space. Then minimizing 2 is equiv-
alent to SVM minimization†.

1Generalized differentiation of a function: dR[f ] =
h

d
dρ

R[f + ρh]
i

,
where h ∈ H .
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A similar prove of this connection can be found in [25].
Hence given a regularization operator, we can find an ad-
missible kernel such that SV machine using it will en-
force flatness in feature space and minimize the equation
2. Moreover, given a SV kernel we can find a regulariza-
tion operator such that the SVM can be seen as a RN.

2.2 On-line Endogenous Learning Machine
Using Regularization Operators

In this section we show on-line RN based on “Resource
Allocating Network” algorithms (RAN) 2 [2] which consist
of a network using RBFs, a strategy for allocating new units
(RBFs), using two part novelty condition [2]; input space
selection and neural pruning using matrix decompositions
such as SVD and QR with pivoting [4]; and a learning rule
based on SRM as discussed in the previous sections. The
pseudo-code of the new on-line algorithm is presented in
[26]. Our network has 1 layer as is stated in equation 1. In
terms of RBFs the latter equation can be expressed as:

f(x) =
N(t)∑

i=1

hi · exp
(
−||x(t)− xi(t)||2

2σ2
i (t)

)
+ b. (9)

where N(t) is the number of neurons, xi(t) is the center of
neurons and σi(t) the radius of neurons, at time “t”.

In order to minimize equation 2 we propose a regular-
ization operator based on SVM philosophy. We enforce
flatness in feature space, as described in [26], using the reg-
ularization operator ||P̂ f ||2 ≡ ||ω||2, thus we get:

Rreg[f ] = Remp[f ] +
λ

2

N(t)∑

i,j=1

hihjk(xi, xj). (10)

We assume that Remp = (y − f(x))2 we minimize equa-
tion 10 adjusting the centers and radius (gradient descend
method ∆χ = −η ∂R[f ]

∂χ , with simulated annealing [27]):

∆xi = −2 η
σi

(x− xi)hi(f(x)− y)k(x, xi)
+α

∑N(t)
i,j=1 hihjk(xi, xj)(xi − xj).

(11)

and

∆hi = α̃(t)f(xi)− η(f(x)− y)k(x, xi). (12)

where α(t), α̃(t) are scalar-valued “adaptation gain”, re-
lated to a similar gain used in the stochastic approxima-
tion processes, as in these methods, it should decrease in
time. The second summand in equation 11 can be evalu-
ated in several regions inspired by the so called “divide-
and-conquer” principle and used in unsupervised learning,
i.e. competitive learning in self organizing maps [28] or in
SVMs experts [29]. This is necessary because of volatile
nature of time series, i.e. stock returns, switch their dy-
namics among different regions, leading to gradual changes

2The principal feature of these algorithms is sequential adaptation of
neural resources.

in the dependency between the input and output variables
[26]. Thus the super-index in the latter equation is rede-
fined as:

Nc(t) = {si(t) : ||x(t)− xi(t)|| ≤ ρ}. (13)

that is the set of neurons close to the current input.

3 RNs and PCA

3.1 Introduction
PCA is probably the oldest and most popular technique in
multivariate data analysis. It transforms the data space into
a feature space, in such a way, that the new data space is
represented by a reduced number of "effective" features.
Its main advantages lie in the low computational effort and
the algebraic procedure.

Given a n × N data set x,where N is the sample size,
PCA tries to find a linear transformation x̃ = WT x into a
new orthogonal basis W = {w1, . . . ,wm} m ≤ n such
that:

Cov(x̃) = E{x̃x̃T } = WT Cov(x)W = Λ (14)

where Λ = diag(λ1, . . . , λn) is a diagonal matrix. Hence
PCA, decorrelates the vector x as all off-diagonal elements
in the covariance matrix of the transformed vector vanish.
In addition to the transformation presented in equation 14
(Karhunen-Loeve transformation when m = n) the vari-
ances of the transformed vectors x̃ can be normalized to
one using:

x̃ = WT
z x (15)

with the sphering matrix Wz =
[

w1√
λ1

, . . . , wm√
λm

]
It has

been shown that prediction results can be improved using
this technique in [4].

In this Section we give an overview of the basic ideas
underlying Principal Component Analysis (PCA) and its
application to improve forecasting results using the algo-
rithm presented in Section 2. The improvement consist on
including exogenous information as is shown [3] and ex-
tracting results from this technique to complete the differ-
ent methods of inclusion extra information.

The purpose of this Section is twofold. It should serve as
a self-contained introduction to PCA and its relation with
ANNs (Section 3.2). On the other hand, in Section 3.3, we
discuss the use of this tool with the algorithm presented in
Section 2 to get better results in prediction. To this end we
follow the method proposed in [3] and see the disadvan-
tages of using it.

3.2 Basis PCA and Applications
There are numerous forecasting applications in which in-
teresting relations between variables are studied. The na-
ture of this dependence among observations of a time series
is of considerable practical interest and researchers have
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to analyze this dependence to find out which variables are
most relevant in practical problems. Thus, our objective is
to obtain a forecast function of a time series from current
and past values of relevant exogenous variables.

Some tools have been developed in physics and engi-
neering areas which allow this kind of analysis. For exam-
ple, Factor Analysis (FA) [30] is useful to extract relevant
combinations (i.e factors) from the set of original variables.
The extracted factors, obtained from an input linear model,
are rotated to find out interesting structures in data. The
procedure is based on correlation matrix between variables
3.

FA has strong restrictions on the nature of data (linear
models), thus PCA is more useful to our application due to
the low computational effort and the algebraic procedure
as it is shown in the next Section. Reducing input space di-
mension (feature space) using PCA is of vital importance
when working with large data set or with “on line” appli-
cations (i.e time series forecasting). The key idea in PCA,
as we say latter, is transforming the set of correlated input
space variables into a lower dimension set of new uncor-
related features. This is an advantage in physics and en-
gineering fields where theret’s a high computational speed
demand in on-line systems (such as sequential time series
forecasting).

In addition to these traditional applications in physics
and engineering, this technique has been applied to econ-
omy, psychology, and social sciences in general. However,
owing to different reasons [31], PCA has not been estab-
lished in these fields as good as the others. In some fields
PCA became popular , i.e. statistics or data mining us-
ing intelligent computational techniques [32]. Obviously,
the new research in neural networks and statistical learning
theory will bring applications in which PCA will be applied
to reduce dimensionality or real-time series analysis.

3.2.1 PCA Operation

Let x ∈ Rn representing a stochastic process. The target
in PCA [33] is to find a unitary vector basis (norm equal to
1)

{uj : j = 1, 2, . . . , r} , (16)

where r < n, and with projections of this kind:

uT
j · x (17)

have maximum expected variance, w.r.t all possible config-
urations (16). In other words, the first vector belonging to
this basis, u1, must have the following property: u1 · x,

3Factor analysis is a statistical approach that can be used to analyze
interrelationships among a large number of variables and to explain these
variables in terms of their common underlying dimensions (“factors”).
The statistical approach involving finding a way of condensing the infor-
mation contained in a number of original variables into a smaller set of
dimensions (factors) with a minimum loss of information. It has been
used in disciplines as diverse as chemistry, sociology, economics or psy-
chology.

considered as a random variable (since x is a random vari-
able), has maximum variance between all possible linear
combinations of the components of x. At the same time,
u2 is such that u2 · x has maximum variance between all
possible orthogonal directions to u1, and so on. The next
unitary vectors are selected from the set of vector {w} sat-
isfying:

wT · uk = 0, k = 1, . . . , j − 1 and wT ·w = 1 , (18)

and then from this set {w}, we choose them using

uj = arg max
w

E
(
V ar[wT · x]

)
, (19)

where w verifies (18).
Let a vector x ∈ Rn, the set of orthogonal projections

with maximum variances uT
j · x are given by:

max
uj

E
(
V ar[uT

j · x]
)

= λj , (20)

where λj is the j-th eigenvalue of the covariance matrix

R ≡ E
[
(x− µx) · (x− µx)T

]
, (21)

that is a n× n square matrix. In the equation (21), µx rep-
resents the stationary stochastic process mean which can
be calculated using the set of samples x. the eigenvalues
λj can be calculated according the EIGD of matrix (21),
which definition and properties are shown in [34].

Furthermore, it can be proved that the “principal com-
ponents” from which we can get the maximum variances,
are the eigenvectors of the covariance matrix R. Note that
R is semi-definite positive matrix thus all eigenvalues are
positive real numbers including 0 [0,+∞) and their eigen-
vectors uj satisfying:

R · uj = λj · uj , (22)

where λj denotes the associated eigenvalue, can be merged
to compose an orthogonal matrix.

Hence we can estimate the covariance matrix R as:

R̂ ≡ 1/(N − 1) ·X ·XT , (23)

where
X = [x1 − x̄,x2 − x̄, . . . ,xN − x̄] (24)

is a n × N matrix including the set of N samples (or n-
dimensional vectors) xi, with mean equal to x̄. Once the
estimation of R̂ has been got, we can use EIGD, to obtain
the following matrix:

U = [u1u2 . . .un] (25)

including all eigenvectors in the columns, and the diagonal
matrix Λ with the corresponding eigenvalues in the main
diagonal.

Obviously if we choose the set of orthogonal and unitary
vectors given by the equation (25), then theret’s an unique
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correspondence between the input space matrix X in equa-
tion (24) and the n×N matrix X′ = UT ·X. This transfor-
mation is invertible since U−1 = U, i.e U is orthogonal.
All the process is based on a simple linear transformation
into a new orthogonal basis such that the covariance matrix
in the new system is diagonal.

3.3 Time Series prediction with PCA
In this Section we show how Principal Component Analy-
sis (PCA) technique can be hybridized with the algorithm
presented in section 2 to improve prediction results, includ-
ing exogenous information.

3.3.1 Data compression and reducing dimensionality

As we mentioned latter, PCA is a useful tool in the pre-
processing step in data analysis, i.e. those techniques based
on artificial neural networks considered in this work. In this
way, there can be a PCA layer that compresses raw data
from the sample set.

The basic idea is consider a large set of input variables
and transforms it to a new set of variables containing with-
out loss of much information [7]. This is possible due to
that very often, multivariate data contains redundant infor-
mation of 2nd order.

On the other hand, the more dimension reduction we
want to achieve the more fraction of original loss variance,
in other words, we can lose much relevant information.
Thus, under this conditions, the inclusion of exogenous
information would contaminate prediction capacity of any
system (neural or not). Hence, if PCA extract only the first
r factors (in terms of variance) such that:

r = min{k :
k∑

i=1

λi ≥ ρ · tr(R̂)} , (26)

only a fraction of ρ of the exogenous data overall variance
will be kept. In the equation (26), tr(R̂) denotes trace of
the estimated covariance matrix R̂ for the set of data (that
is, adding its diagonal elements or individual variance com-
ponents). Given that

∑n
i=1 λi is the overall variance and

PCA projection variances are given by the eigenvalues λi,
if we consider the complete set of eigenvalues we would
have the complete variance, so this way, if we select a sub-
set of eigenvalues r < n, we would hold a fraction ρ (at
least) of the overall variance of the exogenous data.

In this method of data compression using the maximum
variance principle, PCA is basically regarded as a standard
statistical technique. In neural networks research areas, the
term unsupervised Hebbian learning [35, 36, 37] is usually
used to refer this powerful tool in data analysis, such as
discriminant analysis is used as a theoretical foundation to
justify neural architectures (i.e. multilayer perceptrons or
linear architectures) for classification [38].

The previous discussion explains the concept of dimen-
sion reduction, projecting onto r more relevant unitary vec-

tors (that is, those ones that hold the bigger fraction of vari-
ance of data) is the way of develop this reduction since mul-
tiplying by U gives a r×N matrix. In addition, the column
vectors in U can be seen as feature vectors, containing the
principal characteristics of the data set; the projection onto
uj must be understood, in that case, such as a measure of
certain characteristic in data samples. The transformation
onto this new feature space is suitable way to analyse raw
data, thus, in this Section, we will use this technique in the
preprocessing step, before neural stages.

3.3.2 Improving neural input space

Moreover, PCA can be used to include exogenous infor-
mation [3], in other words, we can increase input space di-
mension using variables related to the original series. The
principal advantage of using PCA over straightforward in-
clusion is that PCA can reduce input space dimensionality
without loss of much information (in terms of variance) in-
cluded is such variables.

As we said latter, to reduce input space dimensionality
using PCA, a fraction of information, i.e variance, must be
rejected. In some cases, it can be a decision with unfore-
seeable consequences, thus, a conservative policy should
be followed, i.e. using PCA variables such as “extra” vari-
ables to improve the prediction results. This is the key idea
in this Section.

This rule based on “catalytic variables” is appropriate in
a practical point of view. In fact in [7], hybridized with
filtering techniques, is a success. In the following exam-
ple, we show how this technique is applied to stock series
obtaining noticeable improvements.

3.4 Results

In the following Section we show an example in which we
applied hybrid models based on PCA and ANN originally
discussed in [3]. We intend to forecast (with horizon equal
to 1) stock series (indexes) of different Spanish banks and
other companies during the same period.

3.4.1 Description and data set

We have specifically focussed on the IBEX35 index of
Spanish stock, which we consider the most representa-
tive sample of Spanish stock movements. We have chosen
seven relevant indexes such as Banesto, Bankinter, BBVA,
Pastor, Popular, SCH y Zaragozano, and we build a matrix
including 1672 consecutive observations (closing prices).
A representation of theses indexes can be found in the fig-
ure 1.

Itt’s clear, from the latter figure, that there is a wide range
of indexes closing prices. Thus, it means the need for a log-
arithmic transformation (to make variance steady) and later
suitable differentiation of the data (to remove the residual
non-stationary behavior). Once the proper transformations
are achieved we obtain the results shown in figure 2.
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Figure 1: Closing prices evolution for selected indexes.

Figure 2: Closing prices evolution for selected indexes, af-
ter logarithmic transformation (on the left) and differentia-
tion (on the right).

Table 1: Eigenvalues λi and variance percentages of PCs.

Index Eigenvalue Pct. variance Pct. overall
1 0.9302 33.03 33.03
2 0.6670 23.69 56.72
3 0.3303 11.73 68.45
4 0.2694 9.57 78.02
5 0.2198 7.80 85.82
6 0.2134 7.58 93.40
7 0.1858 6.60 100.00

Figure 3: 3D schematic representation of the three first
principal components.

After these basic transformations, the new set of series
can be processed using the algorithm introduced in Sec-
tion 2. The object of the method is to train our neural net-
work based on RBFs with the set of transformed series, to
predict (with horizon equal to 1) the first of the selected
stocks (strictly speaking, we predict the transformed value
that must be inverted in the final step) using its own en-
dogenous information (the number of lags were fixed to 2)
and the more relevant principal components (thus we don’t
use the other series directly).

Using a training set consisting of 1000 samples, we com-
puted the first 3 principal components. The matrix used
consist of the complete set of series (every stock). As we
mentioned in Section 3.3.2, we determinate the number of
inputs to improve the prediction result of interest using the
principal components as additional data input. We remark
that the 3 components represents about 70% of the overall
variance (table 1). In a three dimensional space we can plot
the components as is shown in figure 3.

Finally, the last 10 samples of the complete set (1000)
were used to compare prediction results with and without
exogenous inputs. In addition, in this example we included
the well-known sphering or y-score transformation [33](as
the variance along all principal components equals one):

wi =
√

λi

−1 · ui , (27)

instead of using the original eigenvector ui. This trans-
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Figure 4: Prediction results with and without exogenous
information using NAPA-PRED. The solid line is the real
time series, asterisks (*) are results using NAPA-PRED,
and crosses (+) are results using NAPA-PRED+PCA

Table 2: NRMSE for last 10 points (normalized round
mean square error).

Mode NRMSE Error
With PCA 0.7192

Without PCA 0.5189

formation is very common in the field of artificial neural
networks and in many ICA-algorithms (whitening) in a pre-
processing step as it completely removes all correlations up
to the 2nd order.

The reason for using just the last 10 sample points lies in
the fact that economic series extremely volatile and PCA
can only extract up to second order relations (in Section
4 we use a better tool to develop it). So the extra infor-
mation extracted using this technique forces redefining the
preprocessing step in a few iterations. This is related to
the fact that we choose the principal components instead
of the original series (5 variables); this choice would in-
crease even more the input space dimension reducing the
efficiency of the model.

3.4.2 Prediction Results

We compare prediction results obtained using the algorithm
in section 2, rejecting the regularization term with and
without the method proposed in this Section as is shown
in figure 4. Prediction results improve and it is due to frac-
tion of exogenous information included. In table 2 we show
that (after transformations are inverted) the results for these
10 point are improved in a percentage around 7%.

3.5 Conclusions

From the results in the previous Section, itt’s clear that the
originally proposed method in [3], improves algorithms ef-

ficiency. This increase is based on selecting a suitable input
space using a statistic method (PCA) and to date, it’s the
only way to develop it.

However the reader can notice the problems of this
method. These problems are mentioned in the introduction
of the chapter and are about the order of statistics used. In
addition the increasing dimensionality (“curse of dimen-
sionality”) can cause serious problems (we were using a 5
dimensional input space) damaging the quality of the re-
sult. Neural networks are very sensitive to this problem be-
cause of the number of neurons to ensure universal approx-
imation conditions [39] grows exponentially with the input
space dimension unlike multilayer perceptrons, i.e. they
are global approximations of nonlinear transformations, so
they have a natural capacity of generalization [22, Sec. 7.9]
with limited data set.

4 RNs and ICA
In this Section we describe a method for volatile time series
forecasting using Independent Component Analysis (ICA)
algorithms (see [40]) and Savitzky-Golay filtering as pre-
processing tools. The preprocessed data will be introduce
in a based radial basis functions (RBF) Artificial Neural
Network (ANN) and the prediction result will be compared
with the one we get without these preprocessing tools. This
method is a generalization of the classical Principal Com-
ponent Analysis (PCA) method for exogenous information
inclusion (see Section 3)

4.1 Basic ICA
ICA has been used as a solution of the blind source sepa-
ration problem [10] denoting the process of taking a set of
measured signal in a vector, x, and extracting from them a
new set of statistically independent components (ICs) in a
vector y. In the basic ICA each component of the vector x
is a linear instantaneous mixture of independent source sig-
nals in a vector s with some unknown deterministic mixing
coefficients:

xi =
N∑

i=1

aijsj (28)

Due to the nature of the mixing model we are able to es-
timate the original sources s̃i and the unmixing weights bij

applying i.e. ICA algorithms based on higher order statis-
tics such as cumulants.

s̃i =
N∑

i=1

bijxj (29)

Using vector-matrix notation and defining a time series
vector x = (x1, . . . , xn)T , s, s̃ and the matrix A = {aij}
and B = {bij} we can write the overall process as:

s̃ = Bx = BAs = Gs (30)
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where we define G as the overall transfer matrix. The es-
timated original sources will be, under some conditions in-
cluded in Darmois-Skitovich theorem (chapter 1 in [41]), a
permuted and scaled version of the original ones. Thus, in
general, it is only possible to find G such that G = PD
where P is a permutation matrix and D is a diagonal scal-
ing matrix.

This model (equation (28)) can be applied to the stock
series where there are some underlying factors like sea-
sonal variations or economic events that affect the stock
time series simultaneously and can be assumed to be quite
independent [42].

4.2 Preprocessing Time Series with
ICA+Filtering

The main goal, in the preprocessing step, is to find non-
volatile time series including exogenous information i.e. fi-
nancial time series, easier to predict using ANNs based on
RBFs. This is due to smoothed nature of the kernel func-
tions used in regression over multidimensional domains
[43]. We propose the following Preprocessing Steps

– After whitening the set of time series
{xi}n

i=1(subtracting the mean of each time se-
ries and removing the second order statistic effect
or covariance matrix diagonalization process—see
Section 3 for further details)

– We apply an ICA algorithm to estimate the original
sources si and the mixing matrix A in equation (28).
Each IC has information of the stock set weighted by
the components of the mixing matrix. In particular,
we use an equivariant robust ICA algorithm based in
cumulants (see [41] and [6]) however another choices
can be taken instead, i.e. in [40]. The unmixing matrix
is calculated according the following iteration:

B(n+1) = B(n) + µ(n)(C1,β
s,s Sβ

s − I)B(n) (31)

where I is the identity matrix, C1,β
s,s is the β + 1 order

cumulant of the sources (we chose β = 3 in simula-
tions) , Sβ

s = diag(sign(diag(C1,β
s,s ))) and µ(n) is the

step size.

Once convergence, which is related to cross-
cumulants 4 absolute value, is reached, we estimate
the mixing matrix inverting B.

Generally, the ICs obtained from the stock returns re-
veal the following aspects [8]:

1. Only a few ICs contribute to most of the move-
ments in the stock return.

4Fourth order cumulant between each pair of sources must equals zero.
This is the essential condition of statistical independence as is shown in
chapter 3 in [6].

2. Large amplitude transients in th dominant ICs
contribute to the major level changes. The non-
dominant components do not contribute signifi-
cantly to level changes.

3. Small amplitude ICs contribute to the change in
levels over short time scales, but over the whole
period, there is little change in levels.

– Filtering.

1. We neglect non-relevant components in the mix-
ing matrix A according to their absolute value.
We consider the rows Ai in matrix A as vec-
tors and calculate the mean Frobenius norm 5

of each one. Only the components bigger than
mean Frobenius norm will be considered. This is
the principal preprocessing step using PCA tool
but in this case this is not enough.

Ã = Z ·A (32)

where {Z}ij = [{A}ij > ||Ai||F r

n ]

2. We apply a low band pass filter to the ICs.
We choose the well-adapted for data smooth-
ing Savitsky-Golay smoothing filter [44] for two
reasons: a)ours is a real-time application for
which we must process a continuous data stream
and wish to output filtered values at the same
rate we receive raw data and b) the quantity of
data to be processed is so large that we just can
afford only a very small number of floating op-
erations on each data point thus computational
cost in frequency domain for high dimensional
data is avoided even the modest-sized FFT (see
in [40]). This filter is also called Least-Squares
[45] or DISPO [46]. These filters derive from
a particular formulation of the data smoothing
problem in the time domain and their goal is to
find filter coefficients cn in the expression:

s̄i =
nR∑

n=−nL

cnsi+n (33)

where {si+n} represent the values for the ICs in
a window of length nL + nR + 1 centered on
i and s̃i is the filter output (the smoothed ICs),
preserving higher moments [47].
For each point si we least-squares fit a m order
polynomial for all nL+nR+1 points in the mov-
ing window and then set s̃i to the value of that
polynomial at position i. As shown in [47] there
are a set of coefficients for which equation (33)
accomplishes the process of polynomial least-
squares fitting inside a moving window:

5Given x ∈ Rn, its Frobenius norm is ||x||Fr ≡
qPn

i=1 x2
i
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Figure 5: Schematic representation of prediction and filter-
ing process.

cn = {(MT ·M)−1(MT · en)}0 =
=

∑m
j=0{(MT ·M)−1}0j · nj

where {M}ij = ij , i = −nL, . . . , nR, j =
0, . . . , m, and en is the unit vector with −nL <
n < nR. Note that equation (34) implies that we
need only one row of the inverse matrix (numer-
ically we can get this by LU decomposition [47],
with only a single backsubstitution).

– Reconstructing the original series using the smoothed
ICs and filtered Ã matrix we obtain a less high fre-
quency variance version of the series including exoge-
nous influence of the exogenous ones. We can write
using equations 42 and 41.

x = Ã · s̄ (34)

4.3 Time Series Forecasting Model
We use an ANN based on RBFs to forecast a series xi from
the Stock Exchange building a forecasting function P with
the help of the algorithm presented in Section 2, for one of
the set of signals {x1, . . . , xn}. As shown in Section 2 the
individual forecasting function can be expressed in terms
of RBFs as [48]:

f(x) =
N∑

i=1

fi(x) =
N∑

i=1

hi exp{ ||x− ci||2
r2

i

} (35)

where x is a p-dimensional vector input at time t, N is the
number of neurons (RBFs) , fi is the output for each neu-
ron i-th , ci is the centers of i-th neuron which controls the
situation of local space of this cell and ri is the radius of
the i-th neuron. The overall output is a linear combination
of the individual output for each neuron with the weight
of hi. Thus we are using a method for moving beyond
the linearity where the core idea is to augment/replace the
vector input x with additional variables, which are trans-
formations of x, and then use linear models in this new
space of derived input features. RBFs are one of the most
popular kernel methods for regression over the domain Rn

Figure 6: Set of stock series.
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Figure 7: Set of ICs of the stock series.

and consist on fitting a different but simple model at each
query point ci using those observations close to this target
point in order to get a smoothed function. This localization
is achieved via a weighting function or kernel fi.

The preprocessing step suggested in Section 4.2 is nec-
essary due to the dynamics of the series (the algorithm pre-
sented Section 2 is sensitive to this preprocessed series) and
it will be shown that results improve noticeably [40]. Thus
we use as input series the smoothed ones obtained from
equation (45).

4.4 Simulations
In the current simulation we have worked with an index of
a Spanish bank (Bankinter) and other companies (such as
exogenous variables) during the same period to investigate
the effectiveness of ICA techniques for financial time series
(figure 6). We have specifically focussed on the dowjones
from american stock, which we consider the most repre-
sentative sample of the american stock movements, using
closing prices series.

We considered the closing prices of Bankinter for pre-
diction and 10 indexes of intenational companies (IBM, JP
Morgan, Matsushita, Oracle, Phillips, Sony, Microsoft, Vo-
daphone, Citigroup and Warner). Each time series includes
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Figure 8: Real Series(line),predicted Series with
ICA+SG(dash-dotted),predicted Series without pre-
processing (dotted). The stock selected was Bakinter from
IBEX35
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Figure 9: Zoom on figure 8.
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Figure 10: NRMSE evolution for ANN method and
ANN+ICA method for Bankinter Series; theret’s a notice-
able improvement even under volatile conditions.
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Figure 11: Real series from ICA reconstruction (scaled
old version)(line) and preprocessed real series (dotted line).
Selected Stock: Bankinter
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Figure 12: Zoom on figure 11.
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2000 points corresponding to selling days (quoting days).
We performed ICA on the Stock returns using the ICA

algorithm presented in Section 4.2 assuming that the num-
ber of stocks equals the number of sources supplied to the
mixing model. This algorithm whiten the raw data as the
first step. The ICs are shown in the figure 7. These ICs rep-
resents independent and different underlying factors like
seasonal variations or economic events that affect the stock
time series simultaneously. Via the rows of A we can re-
construct the original signals with the help of these ICs i.e.
Bankinter stock after we preprocess the raw data:

– Frobenius Filtering: the original mixing matrix6:

A =




. . .
...

...
...

...
. . . 0.33 −0.23 0.17 0.04
. . . −0.28 1.95 −0.33 4.70
. . . 0.33 −0.19 0.05 −0.23

. . .
...

...
...

...




(36)
is transformed to:

Ã =




. . .
...

...
...

...
. . . 0.33 −0.23 0.17 0.04
. . . 0 1.95 0 4.70
. . . 0.33 −0.19 0.05 −0.23

. . .
...

...
...

...




(37)

thus we neglect the influence of two ICs on the origi-
nal 5th stock. Thus only a few ICs contribute to most
of the movements in the stock returns and each IC
contributes to a level change depending its amplitude
transient [8].

– We compute a polynomial fit in the ICs using the li-
brary supported by MatLab and the reconstruction of
the selected stock (see figure 11) to supply the ANN.

In figures 8 and 9 we show the results (prediction for
150 samples) we obtained using our ANN with the latter
ICA method. We can say that prediction is better with the
preprocessing step avoiding the disturbing peaks or conver-
gence problems in prediction. As is shown in figure 10, the
NRMSE is always lower using the techniques we discussed
in Section 4.3.
Finally, with these models we avoid the “curse of dimen-
sionality” or difficulties associated with the feasibility of
density estimation in many dimensions presented in AR or
ANNs models (i.e RAN networks without input space con-
trol, see Section 2) with high number of inputs as shown in
figure 14 and the delay problem presented in non relevant

6We show and select the relevant part of the row corresponding to the
Bankinter Stock.

Figure 13: Delay problem in ANNs

Figure 14: curse of dimensionality

time periods of prediction (bad capacity of generalization
in figure 13). In addition, we improve the model presented
in Section 3 in two ways:

– This method includes more relevant information
(higher order statistics) in which PCA is the first step
in the process.

– The way of including extra information avoids “curse
of dimensionality” in any case.

4.5 Conclusions
In this Section we showed that prediction results can be im-
proved with the help of techniques like ICA. ICA decom-
pose a set of 11 returns from the stock into independent
components which fall in two categories[40]:

1. Large components responsible of the major changes
in level prices and
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2. Small fluctuations responsible of undesirable fluctua-
tions in time.

Smoothing this components and neglecting the non-
relevant ones we can reconstruct a new version of the Stock
easier to predict. Moreover we describe a new filtering
method to volatile time series that are supplied to ANNs
in real-time applications.

5 Multidimensional Regularization
Networks

In this Section we propose the simplest way of including
extra information(MRNs). We assume a linear model in
some feature space on which the set of transformed input
series will be fitted minimizing the empirical risk (“Fea-
ture Space Learning”). Various techniques can be applied
to minimize this functional, i.e. we propose a genetic al-
gorithm (GA) based on neighbor philosophy to speed up
the convergence. This model, using the capacity of gener-
alization of INAPA-PRED algorithm, is suitable for small
sample size improving forecasting results under this condi-
tion.

5.1 Forecasting Model
The new prediction model is shown in figure 15. We con-
sider a data set consisting of some correlated signals from
the Stock Exchange and seek to build a forecasting function
P, for one of the sets of signals {series1, . . . , seriesS},
which allows exogenous data from the other series to be
included. If we consider just one series (see Section 2) the
individual forecasting function can be expressed in terms
of RBFs as in [48]:

F(x) =
N∑

i=1

fi(x) =
N∑

i=1

hi · exp
{ ||x− ci||2

r2
i

}
(38)

where x is a p-dimensional vector input at time t, N is the
number of neurons (RBFs) , fi is the output for each i− th
neuron, ci is the centers of the i−th neuron which controls
the situation of local space of this cell and ri is the radius
of the i-th neuron. The overall output is a linear combina-
tion of the individual outputs for each neuron with a weight
of hi. Thus we are using a method for moving beyond lin-
earity in which the key idea is to augment/replace the vec-
tor input x with additional variables, which are transfor-
mations of x, and then use linear models in this new space
of derived input features. RBFs are one of the most popu-
lar kernel methods for regression over the domain Rn and
consist of fitting a different but simple model at each query
point ci using the observations close to this target point in
order to get a smoothed function (see previous Sections).
This localization is achieved via a weighting function or
kernel fi.

Figure 15: Schematic representation of MRN with adaptive
radius, centers and input space ANNs (CPM CrossOver
Prediction Model). [5]

We apply/extend this regularization concept (see Section
2, to extra series, see figure15, including a row of neurons
(equation (38)) for each series, and weight these values by
a factor bij . Finally, the overall smoothed function for the
stock j is defined as:

Pj(x) =
S∑

i=1

bijFi(xi, j) (39)

where Fi is the smoothed function of each series, S is the
number of input series and bij are the weights for j-stock
forecasting. Obviously one of these weight factors must be
relevant in this linear fit ( bjj ∼ 1 , or auto weight factor).

Matrix notation can be used to include the set of fore-
casts in an S-dimensional vector P (B in figure15):

P(x) = diag(B · F(x)) (40)

where F = (F1, . . . ,FS) is an S×S matrix with Fi ∈ RS

and B is an S × S weight matrix. The operator diag ex-
tracts the main diagonal. Because the number of neurons
and the input space dimension increases in prediction func-
tion (equation (40)), we must control them (parsimony) to
reduce curse of dimensionality effect and overfitting.

To check this model, we choose a set of values for the
weight factors as functions of correlation factors between
the series, and thus equation (39) can be expressed (replac-
ing Pj with P) as:

P(x) = (1−
S∑

i 6=j

ρi)Fj +
S∑

i 6=j

ρiFi (41)

where P is the forecasting function for the desired stock j
and ρi is the correlation factor with the exogenous series i.

We can include equation (41) in the Generalized Addi-
tive models for regression proposed in supervised learning
[43]:

E{Y |X1, . . . ,Xn} = α + f1(X1) + . . . + fn(Xn) (42)
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where Xis usually represent predictors and Y represents
the system output; fjs are unspecific smooth ("nonpara-
metric") functions. Thus we can fit this model by mini-
mizing the mean square error function or by other methods
presented in [43] (in the next Section we use a GA, a well
known optimization tool, to minimize the mean square er-
ror).

5.2 Forecasting Model and Genetic
Algorithms

MRN uses a GA for bi parameter fitting. A GA can be
modelled by means of a time inhomogeneous Markov chain
[49] obtaining interesting properties related to weak and
strong ergodicity, convergence and the distribution prob-
ability of the process (see [50]). In the latter reference,
a canonical GA is constituted by operations of parameter
encoding, population initialization, crossover , mutation,
mate selection, population replacement, fitness scaling, etc.
proving that with these simple operators a GA does not
converge to a population containing only optimal members.
However, there are GAs that converge to the optimum, The
Elitist GA [51] and those which introduce Reduction Oper-
ators [52].

We have borrowed the notation mainly from [53] where
the model for GAs is a inhomogeneous Markov chain
model on probability distributions (S) over the set of all
possible populations of a fixed finite size. Let C the set of
all possible creatures in a given world (vectors of dimen-
sion equal to the number of extra series) and a function
f : C → R+. The task of GAs is to find an element
c ∈ C for which f(c) is maximal. We encode creatures
into genes and chromosomes or individuals as strings of
length ` of binary digits (size of Alphabet A is a = 2) using
one-complement representation; other encoding methods,
also possible i.e [54], [55],[56] or [57], where the value of
each parameter is a gene and an individual is encoded by a
string of real numbers instead of binary ones.

In the Initial Population Generation step (choosing ran-
domly p ∈ ℘N , where ℘N is the set of populations, i.e the
set of N-tuples of creatures containing aL≡N ·` elements)
we assume that creatures lie in a bounded region [0, 1] (at
the edge of this region we can reconstruct the model with-
out exogenous data). After the initial population p has been
generated, the fitness of each chromosome ci is determined
via the function:

f(ci) =
1

e(ci)
(43)

where e is an error function (i.e square error sum in a set of
neural outputs, adjusting the convergence problem in the
optimal solution by adding a positive constant to the de-
nominator)

The next step in canonical GA is to define the Selection
Operator. New generations for mating are selected depend-
ing on their fitness function values using roulette wheel se-
lection. Let p = (c1, . . . , cN ) ∈ ℘N , n ∈ N and f the

Table 3: Pseudo-code of GA.

Initialize Population
i=0
while not stop do

do N/2 times
Select two mates from pi

Generate two offspring using
crossover operator

Mutate the two children
Include children in new generation

pnew

end do
Build population p̂i = pi ∪ pnew

Apply Reduction Operators
(Elitist Strategies) to get pi+1

i=i+1
end

fitness function acting in each component of p. Scaled fit-
ness selection of p is a lottery for every position 1 ≤ i ≤ N
in population p such that creature cj is selected with prob-
ability:

fn(p, j)∑N
i=1 fn(p, i)

(44)

thus proportional fitness selection can be described by
column stochastic matrices Fn, n ∈ N , with components:

〈q,Fnp〉 =
N∏

i=1

n(qi)fn(p, qi)∑N
j=1 fn(p, j)

(45)

where p, q ∈ ℘N so pi, qi ∈ C, 〈. . .〉 denotes the stan-
dard inner product, and n(di) the number of occurrences of
qi in p.

Once the two individuals have been selected, an elemen-
tary crossover operator C(K, Pc) is applied (setting the
crossover rate at a value, i.e. Pc → 0, which implies chil-
dren similar to parent individuals) that is given (assuming
N even) by:

C(K,Pc) =
N/2∏

i=1

((1− Pc)I + PcC(2i− 1, 2i, ki)) (46)

where C(2i − 1, 2i, ki) denotes elementary crossover op-
eration of ci, cj creatures at position 1 ≤ k ≤ ` and I
the identity matrix, to generate two offspring (see [50] for
details of the crossover operator).

The Mutation Operator MPm is applied (with probabil-
ity Pm) independently at each bit in a population p ∈ ℘N ,
to avoid premature convergence (see [54] for further dis-
cussion). The multi-bit mutation operator with change
probability following a simulated annealing law with re-
spect to the position 1 ≤ i ≤ L in p ∈ ℘N :
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Pm(i) = µ · exp

(
−mod{ i−1

N }
∅

)
(47)

where ∅ is a normalization constant and µ the change prob-
ability at the beginning of each creature pi in population p;
can be described as a positive stochastic matrix in the form:

〈q,MPmp〉 = µ∆(p,q) exp
(
−∑∆(p,q)

dif(i)

mod{ i−1
N }

∅
)

·∏L−∆(p,q)
equ(i)

[
1− µ · exp

(−mod{ i−1
N }

∅
)]

(48)
where ∆(p, q) is the Hamming distance between p and

q∈ ℘N , dif(i) resp. equ(i) is the set of indexes where p
and q are different resp. equal. Following from equation
(48) and checking how the matrices act on populations we
can write:

MPm =
N∏

λ=1

(
[1− Pm(λ)]1 + Pm(λ)m̂1(λ)

)
(49)

where m̂1(λ) = 1 ⊗ 1 . . . ⊗
λ︷︸︸︷

m̂1 ⊗ . . . ⊗ 1 is a linear
operator on V℘, the free vector space over AL and m̂1 is the
linear 1-bit mutation operator on V1, the free vector space
over A. The latter operator is defined acting on Alphabet
as:

〈â(τ ′), m̂1â(τ)〉 = (a−1)−1, 0 ≤ τ ′ 6= τ ≤ a−1 (50)

i.e. probability of change a letter in the Alphabet once mu-
tation occurs with probability equal to Lµ.

The spectrum of MPm can be evaluated according to the
following expression:

sp(MPm) =

{(
1− µ(λ)

a− 1

)λ

; λ ∈ [0, L]

}
(51)

where µ(λ) = exp
(−mod{λ−1

N }
∅

)
.

The operator presented in equation (49) has similar prop-
erties to the Constant Multiple-bit mutation operator Mµ.
Mµ is a contracting map in the sense presented in [53]. It
is easy to prove that MPm is a another contracting map,
using the Corollary B.1 in [6] and the eigenvalues of this
operator(equation (51)).

We can also compare the coefficients of ergodicity:

τr(MPm) < τr(Mµ) (52)

where τr(X) = max{‖Xv‖r : v ∈
Rn, v⊥e and ‖v‖r = 1}.

Mutation is more likely at the beginning of the string of
binary digits ("small neighborhood philosophy"). In order
to improve the speed convergence of the algorithm we have

Figure 16: Set of data series. Top: Real Series
ACS;Bottom: Real Series BBVA.

included mechanisms such as elitist strategy (reduction op-
erator [58]) in which the best individual in the current gen-
eration always survives into the next (a further discussion
about reduction operator, PR, can be found in [59]).

Finally the GA is modelled, at each step, as the stochas-
tic matrix product acting on probability distributions over
populations:

SPn
m,Pn

c
= Pn

R · Fn ·Ck
Pn

c
·MPn

m
(53)

The GA used in forecasting function (equation (39)) has
absolute error value start criterion (i.e error > uga =
1.5). Once it starts, it uses the values (or individual)
found to be optimal (elite) the last time, and applies lo-
cal search (using the selected mutation and crossover op-
erators) around this elite individual. Thus we perform an
efficient search around an individual (set of bis) in which
one parameter is more relevant than the others.

The computational time depends on the encoding length,
number of individuals and genes. Because of the prob-
abilistic nature of the GA- based method, the proposed
method almost converges to a global optimal solution on
average. In our simulation nonconvergent case was found.
Table 3 shows the GA-pseudocode and in [5] the iterative
procedure implemented for the overall prediction system
including GA is shown.

5.3 Simulations and Conclusions.

With the aim of assessing the performance of the MRN we
have worked with indexes of different Spanish banks and
other companies during the same period. We have specif-
ically focussed on the IBEX35 index of Spanish stock,
which we consider the most representative sample of Span-
ish stock movements. We used MatLab to implement MRN
on a Pentium III at 850MHz.

We started by considering the most simplest case, which
consists of two time series corresponding to the compa-
nies ACS (series1) and BBVA (series2). The first one
is the target of the forecasting process; the second one is
introduced as external information. The period under study
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Figure 17: Real Series and Predicted ACS Series with
MRN.

Figure 18: Absolute Error Value with MRN.

Figure 19: Real Series and Predicted ACS Series with
MRN+GA.

Figure 20: Absolute Error Value with MRN + GA.

Figure 21: Real Series and Predicted ACS Series without
exogenous data.

Figure 22: NRMSE evolution for MRN(dot) MRN +
GA(line).

covers the year 2000. Each time series includes 200 points
corresponding to selling days (quoting days).

We highlight two parameters in the simulation process.
The horizon of the forecasting process (hor) was set at 1;
the weight function of the forecasting function was a corre-
lation function between the two time series for the series2

(in particular we chose its square) and the difference to one
for the series 1. We took a forecasting window (W) of 10
lags, and the maximum lag number was set at double the
value of W, and thus we built a 10 × 20 Toeplitz matrix.
We started at time point to = 50. Figures 17,18 19 and 20
show the forecasting results from lag 50 to lag 200 corre-
sponding to series1.

Note the instability of the system in the very first itera-
tions until it reaches an acceptable convergence. The most
interesting feature of the result is shown in table 4; from
this table it is easy to deduce that if we move one of the
two series horizontally the correlation between them dra-
matically decreases. This proves that we avoid the delay
problem (trivial prediction) shown by certain networks (see
figure 21), in periods where the information introduced to
the system is non-relevant. This is due to the increase of in-
formation (series2) associated with an increase in neuron
resources. At the end of the process we used 20 neurons
for net 1 and 21 for net 2. Although forecasting function
is acceptable we would expect a better performance with
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Figure 23: Set of series for complete simulation.

Figure 24: NRMSE evolution for selected stock indexes.

Figure 25: NRMSE evolution using ICA method and
MRN.

Table 4: Correlation coefficients between real signal and
the predicted signal for different lags.

delay ρ delay ρ
0 0.89 0 0.89
+1 0.79 -1 0.88
+2 0.73 -2 0.88
+3 0.68 -3 0.82
+4 0.63 -4 0.76
+5 0.59 -5 0.71
+6 0.55 -6 0.66
+7 0.49 -7 0.63
+8 0.45 -8 0.61
+9 0.45 -9 0.58
+10 0.44 -10 0.51

Table 5: Dynamics and values of the weights for the GA.

bseries T1 T2 T3 T4

b1 0.8924 0.8846 0.8723 0.8760
b2 0.2770 0.2359 0.2860 0.2634

bigger data set.
The next step consists of using the complete algorithm

including the GA. A population of 40 individuals (Nind)
was used, with a 2× 1 dimension; we used this small num-
ber because we had a bounded searching space and we were
using a single PC. The genetic algorithm was run four times
before reaching the convergence (when the error increase
by 1.5 points, see error plot in figure 20 to see the effect
of GA) ; the individuals were codified with 34 bits (17 bits
for each parameter). In this case convergence is defined in
terms of the adjustment function; other authors use other
parameters of the GA, like the absence of change in the
individuals after a certain number of generations, etc. We
observed a considerable improvement in the forecasting re-
sults and noted disappearance of the delay problem, as is
shown in table 4. This table represents the correlation be-
tween the real function and the neural function for different
lags. The correlation function presents a maximum at lag
0.

The number of neurons at the end of the process is the
same as in the latter case, because we have only modified
the weight of each series during the forecasting process.
The dynamics and values of the weights are shown in table
5.

Error behaviour is shown in figures. Note:

– We can bound the error by means of a suitable selec-
tion of the parameters bi, when the dynamics of the
series is coherent (avoiding large fluctuations in the
stock).

– The algorithm converges faster, as is shown at the very
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beginning of the graph.

– The forecasting results are better using GA, as is
shown in figure 20, where the evolution of the nor-
malized round mean square error is plotted.

Finally we carried out a simulation with 9 indexes and
computed the prediction function for 5 series, obtaining
similar results, as presented in figure 24. In the complete
model we limited the input space dimension to 3 for extra
series and 5 for target series (figure 22). NRMSE depends
on each series (data set) and target series (evolution). In
figure 25 we also compare the ICA method versus MRN
for limited data set (70 iterations). NRMSE of indexes
increases at the beginning of the process using the ICA
method and converges to CPM NRMSE values when the
data set increases (estimators approach higher order statis-
tics). This effect is also observed when the dynamics of the
series change suddenly due to a new independent event.

Due to the symmetric character of our forecasting model,
it is sufficient to implement it in parallel programming soft-
ware (such as PVM —Parallel Virtual Machine—) or MPI
— Message-Passing Interface— [60]) to build a more gen-
eral forecasting model for the complete set of series. We
would spawn the same number for offspring processes and
banks; these process would run forecasting vectors, which
would be weighted by a square matrix with dimension
equal to the number of series B. The “master” process
would have the results of the forecasting process for the
calculus of the error vector, in order to update the neuron
resources. Thus we would take advantage of the computa-
tional cost of a forecasting function to calculate the rest of
the series (see [60]).

5.3.1 Conclusions

This new forecasting model for time-series is characterized
by:

– The enclosing of external information. We avoid pre-
processing and data contamination applying by ICA
and PCA for limited data sets or sudden new shocks.
These techniques can be included in MRN under bet-
ter conditions. Series are introduced into the net di-
rectly.

– The forecasting results are improved using hybrid
techniques like GA.

– The possibility of implementing in parallel program-
ming languages (i.e. PVM — see [60]); and the
improved performance and lower computational time
achieved using a parallel neural network.

6 Comparison among methods
Consider the set of series in Figure 6, using 1000 point
as training samples. We apply the latter models to fore-
cast Sony index in 70 future points using the other indexes

Table 6: Eigenvalues λi and variance percentages of PCs.

Index Eigenvalue Pct. variance Pct. overall
1 0.0031 35.1642 35.1642
2 0.0016 17.9489 53.1131
3 0.0010 11.7188 64.8319
4 0.0006 6.9857 71.8176
5 0.0005 5.7787 77.5963
6 0.0004 4.8978 82.4941
7 0.0004 4.4184 86.9125
8 0.0004 4.2492 91.1617
9 0.0003 3.7238 94.8855
10 0.0003 3.2031 98.0886
11 0.0002 1.9113 100.00
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Figure 26: Closing prices evolution for selected indexes
(Figure 6), after logarithmic transformation and differenti-
ation.

as endogenous variables. Following the methodology de-
scribed in the previous sections we get:

– PCA operation: in this case results using PCA are not
so good as we expected. The volatile nature of the
series and the lack of information from the 3 princi-
pal components used contributes to this failure. The 3
components only hold a fraction equal to 64% of vari-
ance as is shown in Table 6, however if we increase
the number of components used in prediction we get
worse results owing to “curse of dimensionality”.

– MRN operation: MRN get good prediction results
comparing with PCA method, however in the last
iterations PCA and MRN methods are of similar
NRMSE. The main disadvantages of MRN are com-
putational demand and the need for bounding input
space dimension.

– ICA operation: ICA is the best method using large
sample size as is shown in Figure 28. ICA reveals
some underlying structure in the data since we used
HOS to estimate ICs that usually fall into two cate-



30 Informatica 29 (2005) 13–32 J.M. Górriz et al.

0 100 200 300 400 500 600 700 800 900 1000
−5

0

5

10

15

20

25

30

Figure 27: ICA ICs for the set of indexes.
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Figure 28: NRMSE evolution of SONY index for the 70
forecasted points using exogenous methods.

gories as we mentioned in section 4(see Figure 27):
infrequent but large shocks (responsible for the major
changes in the stock prices) and frequent but rather
small fluctuations (contributing only little to the over-
all level of the stocks).
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Clustering algorithms in general need the number of clusters as a priori, which is mostly hard for 
domain experts to estimate. In this paper, we use Niched Pareto k-means Genetic Algorithm (GA) for 
clustering. After running the multi-objective GA, we get the pareto-optimal front that gives the optimal 
number of clusters as a solution set.  We analyze the clustering results using several cluster validity 
techniques proposed in the literature, namely Silhoutte, C index, Dunn’s index, DB index, SD index and 
S-Dbw index. This gives an idea about ranking the optimal number of clusters for each validity index. 
We demonstrate the applicability and effectiveness of the proposed clustering approach by conducting 
experiments using two datasets: Iris and the well-known Ruspini dataset. 
Povzetek: "[Click here and Enter short Abstract in Slovene language]"  

1 Introduction 
Data mining methods and techniques have been 

successfully applied to different areas including 
bioinformatics. They are designed for extracting 
previously unknown significant relationships and 
regularities out of huge heaps of details in large data 
collections [11].  

Classification is one of the well-known mining 
techniques. It has two main aspects: discrimination and 
clustering. In discrimination analysis, also known as 
supervised clustering, observations are known to belong 
to pre-specified classes. The task is to allocate predictors 
for the new coming instances to be able to classify them 
correctly. In contrast to classification, in clustering, also 
known as unsupervised clustering, classes are unknown a 
prior; the task is to determine classes from the data 
instances. Clustering is used to describe methods to 
group unlabeled data. By clustering, we aim to discover 
gene/samples groups that enable us to discover, for 
example, the functional role or the existence of a 
regulatory novel gene among the members in a group. 
The literature shows that increasing attention is 
devoted to the development of new clustering 
techniques [12]. Existing clustering techniques mostly 
used for gene expression data clustering can be classified 
into traditional clustering algorithms including 
hierarchical clustering [20], partitioning [22], and 
recently emerging clustering techniques such as graph-
based [19] and model-based [21, 23] approaches. 

As described in the literature, some of the existing 
clustering techniques have been successfully employed 
in analyzing gene expression data. These include 

hierarchical clustering, partitional clustering, graph-
based clustering, and model-based clustering. In general, 
existing clustering techniques require pre-specification of 
the number of clusters, which is not an easy task to 
predict a prior even for experts. Thus, the problem 
handled in this paper may be identified as follows: Given 
a set of data instances, we mainly concentrate on 
microarray data, it is required to develop an approach 
that produces different alternative solutions, and then 
conduct validity analysis on the resulting solutions to 
rank them. 

Different assumptions and terminologies were 
considered for the components of the clustering process 
and the context in which clustering is used. There exist 
fuzzy clustering techniques as well as hard clustering 
techniques. Hard clustering assigns a label li to each 
object xi, identifying its class label. The set of all labels 
for the object set is { l1 , l2 ,…, ln }, where li∈  { l1 , l2 
,…, lk }, and k is the number of clusters. In fuzzy 
clustering, an object may belong to more than one 
cluster, but with different degree of membership; an 
object xi is assigned to cluster j based on the value of the 
corresponding function fij. The membership of an object 
may not be precisely defined; there is likelihood that 
each object may or may not be member of some clusters. 
The presence of noise in the data set may be quite high. 

Our approach presented in this paper has been 
designed to smoothly handle the clustering of different 
data sets.  In the existing approaches, the number of 
clusters is mostly given a-priori. This motivated us to 
consider the idea of proposing multi-objective k-means 
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genetic algorithm (MOKGA) approach in order to 
present to the user several alternatives without taking the 
weight values into account. Otherwise, the user will have 
several trials weighting with different values until a 
satisfactory result is obtained. We evaluate the obtained 
candidate optimal number of clusters by applying the 
cluster validity techniques, namely Silhoutte, C index, 
Dunn’s index, DB index, SD index and S-Dbw index. 
Finally, the proposed approach has been tested using the 
Iris and Ruspini datasets. 

As K-Means clustering is concerned, it is a commonly 
used algorithm for partition clustering [22]. It is a widely 
used technique and has been utilized to analyze gene 
expression data. The purpose of K-Means clustering is 
the optimization of an objective function that is described 
by the equation:          

E =∑∑         (1)     
= ∈
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where mi is the center of cluster Ci, and d(x, mi) is the 
Euclidean distance between a point x and mi. It can be 
seen that the criterion function attempts to minimize the 
distance between each point and the center of its cluster. 
The algorithm begins by randomly initializing a set of C 
cluster centers, then assigns each object of the dataset to 
the cluster whose center is the nearest, and re-computes 
the centers. This process is repeated until the total error 
criterion converges.  

The rest of the paper is as follows. Section 2 is an 
overview of the multi-objective approach. Section 3 
describes the proposed system: namely, clustering and 
cluster validity analysis. Section 4 includes the 
experimental results. Section 5 is the conclusions. 

2 Multi-objective Genetic Algorithms 
A multi-objective optimization problem has n decision 

variables, k objective functions, and m constraints. 
Objective functions and constraints are functions of the 
decision variables. The optimization goal may be 
described as follows: 
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where x is the decision vector, y is the objective vector, 
X denotes the decision space, and Y is called the 
objective space. The constraints  determine the 
set of feasible solutions [14].  

0)( ≥xe

Solutions to a multi-objective optimization method are 
mathematically expressed in terms of non-dominated or 
superior points. In a minimization problem, a vector x(1) 
is partially less than another vector x(2), denoted 

, when no value of  x)2()1( xx p (2) is less than x(1) and at 
least one value of x(2) is strictly greater than x(1). If x(1) is 
partially less than  x(2), we say that x(1) dominates x(2) or 
the solution  x(2) is inferior to x(1). Any vector which is 
not dominated by any other vectors is said to be non-
dominated or non-inferior. The optimal solutions to a 

multi-objective optimization problem are non-dominated 
solutions [13].  

A common difficulty with the multi-objective 
optimization is the conflict between the objective 
functions. None of the feasible solutions allows optimal 
solutions for all the objectives. Pareto-optimal is the 
solution, which offers the least objective conflict. In 
traditional multi-objective optimization, multiple 
objectives are combined to form one objective function. 
One of the traditional methods being used is weighting 
each objective and scalarizing the result. At the end of 
each run, pareto-optimal front may be obtained, which 
actually represents one single point. 

3 The Proposed Approach 
In this paper, we propose a new clustering approach, 

namely Multi-Objective Genetic K-means algorithm 
(MOKGA), which is a general purpose approach for 
clustering other datasets after modifying the fitness 
functions and changing the proximity values as distance 
or non-decreasing similarity function according to the 
requirements of the dataset to be clustered.  

Concerning our approach, after running the multi-
objective k-means genetic algorithm, we get the pareto-
optimal front that gives the optimal number of clusters as 
a solution set.  Then, the system analyzes the clustering 
results found under six of the cluster validity techniques 
proposed in the literature, namely Silhoutte, C index, 
Dunn’s index, SD index, DB index and S_Dbw index. 

3.1 A. Multi-Objective Genetic K-Means 
Algorithm 

The Multi-Objective Genetic K-means Algorithm 
(MOKGA) is basically the combination of the Fast 
Genetic K-means Algorithm (FGKA) [1] and Niched 
Pareto Genetic Algorithm [2].  

As presented in the flowchart shown in Figure 1, 
MOKGA uses a list of parameters to drive the evaluation 
procedure as in the other genetic types of algorithms: 
including population size (number of chromosomes), 
t_dom (number of comparison set) representing the 
assumed non-dominated set, crossover, mutation 
probability and the number of iterations that the 
execution of the algorithm needs to obtain the result.  

Sub-goals can be defined as fitness functions; and 
instead of scalarizing them to find the goal as the overall 
fitness function with the user defined weight values, we 
expect the system to find the set of best solutions, i.e., the 
pareto-optimal front. By using the specified formulas, at 
each generation, each chromosome in the population is 
evaluated and assigned a value for each fitness function.  

The coding of our individual population is a 
chromosome of length n. Each allele in the chromosome 
takes a value from the set {1, 2, …, K},  and represents a 
pattern. The value indicates the cluster that the 
corresponding pattern belongs to.  Each chromosome 
exhibits a solution set in the population. If the 
chromosome has k clusters, then each gene an (n=1 to N) 
takes different values from [1..k].  
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Figure 1: Flow chart: the process of the Multi-Objective 
Genetic K-means Algorithm 
 

Initially, current generation is assigned to zero. Each 
chromosome takes number of clusters parameter within 
the range 1 to maximum number of clusters given by the 
user. A population with the specified number of 
chromosomes is created randomly by using the method 
described in [5]: Data points are randomly assigned to 
each cluster at the beginning; then the rest of the points 
are randomly assigned to clusters. By using this method, 
we can avoid generating illegal strings, which means 
some clusters do not have any pattern in the string.  

Using the current population, the next population is 
generated and generation number is incremented by 1. 
During the next generation, the current population 

performs the pareto domination tournament to get rid of 
the worst solutions from the population, crossover, 
mutation and k-means operator [1] to reorganize each 
object’s assigned cluster number. Finally, we will have 
twice the number of individuals after the pareto 
domination tournament. We apply the ranking 
mechanism used in [15] to satisfy the elitism and 
diversity preservation. By using this method the number 
of individuals is halved. 

The first step in the construction of the next generation 
is the selection using pareto domination tournaments: In 
this step, two candidate items picked among (population 
size- tdom) individuals participate in the pareto domination 
tournament against the tdom individuals for the survival of 
each  in the population. In the selection part, tdom 
individuals are randomly picked from the population. 
With two randomly selected chromosome candidates in 
(population size- tdom) individuals, each of the candidates 
is compared against each individual in the comparison 
set, tdom. If one candidate has a larger total within-cluster 
variation fitness value and a larger number of cluster 
values than of all of the chromosomes in the comparison 
set, this means it is dominated by the comparison set 
already and will be deleted from the population 
permanently. Otherwise, it resides in the population.  

After the pareto domination tournament, one-point 
crossover operator is applied on randomly chosen two 
chromosomes. The crossover operation is carried out on 
the population with the crossover pc. After the crossover, 
assigned cluster number for each gene is renumbered 
beginning from a1 to an. For example, if two 
chromosomes having 3 clusters and 5 clusters, 
respectively, need to have a crossover at the third 
location: 

Number of clusters=3:     1 2 3 3 3 
Number of clusters=5:     1 4 3 2 5 

We will get 1 2 3 2 5 and 1 4 3 3 3; and then they are 
renumbered to get the new number of clusters 
parameters: 

Number of clusters=4:    1 2 3 2 4  (for 1 2 3 2 5) 
Number of clusters=3:    1 2 3 3 3  (for 1 4 3 3 3) 

 The reason for choosing one-point crossover is 
because it produced better results compared to multi-
point after some initial experiments. 

The mutation operator on the current population is 
employed after the crossover. During the mutation, we 
replace each gene value an by an’ with respect to the 
probability distribution; for n=1, …, N simultaneously. 
an’ is a cluster number randomly selected from {1, …, 
K} with the probability distribution {p1, p2,…,pK} defined 
using the following formula: 

max
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1
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d X d X c
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where  and d(X[1.. ]i k∈ n,  Ck) denotes Euclidean 
distance between pattern Xn and the centroid Ck of the k-
th cluster. dmax(Xn) = maxk{d(Xn,  Ck)}, pi represents what 
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the probability interval of mutating gene is assigned to 
cluster i (e.g., Roulette Wheel). 

Finally, k-means operator is applied. It is used to 
reanalyze each chromosome gene’s assigned cluster 
value; it calculates the cluster centre for each cluster; and 
then it re-assigns each gene to the cluster that is the 
closest one to the instance in the gene. Hence, k-means 
operator is used to speed up the convergence process by 
replacing an by an’ for n=1, …, N simultaneously, where 
an’ is the closest to object Xn in Euclidean distance.  

After all the operators are applied, we have twice the 
number of individuals, after having the pareto dominated 
tournament. We can not give an exact number as equal to 
the number of initial population size because at each 
generation randomly picked candidates are picked for the 
survival test leading to deletion of one or both, in case 
dominated. To halve the number of individuals, having 
the number of individuals we had, the ranking 
mechanism proposed in [15] is employed. So, the 
individuals obtained after crossover, mutation and k-
means operator are ranked, and we pick the best 
individuals among them to place in the population for the 
next generation.  

Our approach picks the first l individuals considering 
the elitism and diversity among 2l individuals. Pareto 
fronts are ranked. Basically, we find the pareto-optimal 
front and remove the individuals of the pareto-optimal 
front from 2l set and place it in the population to be run 
in the next generation. In the remaining set, again we get 
the first pareto-optimal front and we put it in the 
population and so on. Since we try to get the first l 
individuals, the last pareto-optimal front may have more 
individuals required to complete the number of 
individuals to l, we handle the diversity automatically. 
We rank them and reduce the objective dimension into 
one. Then, we sum the normalized value of the objective 
functions of each individual. We sort them in increasing 
order and find each individual’s total difference from its 
individual pairs, the one with the closest smaller summed 
values and the one with the closest greater summed 
values. After sorting the individuals in terms of each 
one’s total difference in decreasing order, we keep 
placing from the top as many individuals as we need to 
complete the number of population to l. The reason for 
doing this is to take the crowding factor into account 
automatically, so that individuals occurring closer to 
others are unlikely to be picked. Solutions far apart from 
the others will be considered for the necessity of 
diversity. Further details are given in [15]. This method 
was also suggested as a solution for the elitism and 
diversity for improvement in NSGA-II. 

Finally, if the maximum number of generations is 
reached, or the prespecified threshold is satisfied then 
exit; otherwise the next generation is performed. 

During our clustering process, we defined two 
objective functions: minimizing the number of clusters 
and minimizing the partitioning error. To partition the N 
pattern points into K clusters one goal is to minimize the 
Total Within-Cluster Variation (TWCV), which is 
specified as:  

2 2

1 1 1 1

1N D K D

nd kd
n d k dk

TWCV X SF
Z= = = =

= −∑ ∑ ∑ ∑          (4)  

where X1, X2,.. , XN are the N objects, Xnd denotes feature 
d of pattern Xn (n = 1 to N). SFkd is the sum of the d-th 
features of all the patterns in cluster k (Gk) and Zk denote 
the number of patterns in cluster k (Gk) and SFkd is:  

, ( 1, 2,... ).
n k

ndkd
d Dx GSF X∈

= =∑ uuuur    (5) 

And the other objective function is to minimize the 
number of clusters parameter. Under the lights of these 
two objective functions, after running the algorithm, we 
aim at obtaining the first pareto optimal front having the 
best partition with the least number of clusters as optimal 
solution set. 

3.2 Cluster Validity Techniques 
Clustering is an unsupervised task and after clustering 

the data, partitioning into subgroups, we need to check its 
validity. The criteria widely accepted by the clustering 
algorithms are the compactness of the cluster and their 
well-separateness. Those criteria should be validated and 
optimal clusters should be found, so the correct input 
parameters must be given to the satisfaction of optimal 
clusters. Basically, the number of clusters is given as a 
priori. However, pareto-optimal solution set for the 
clustering results is obtained in our approach, MOKGA. 
We believe that these are the good clustering outcomes, 
and we use the cluster validity index to decide and see 
the overall picture of those validity index value changes 
for each number of clusters parameter value in the 
solution set. In our system, we considered six cluster 
validity techniques widely used for the validation task. 
These are Dunn index [4], Davies-Bouldin index [3], 
Silhouette index [5], C index [6], SD index [8] and 
S_Dbw index [9]. Based on the validated results, the 
optimal number of clusters can be determined. 

The SD validity index definition is based on the 
concepts of average scattering for clusters and total 
separation between clusters. The average scattering for 
clusters is defined as: 
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where ( )ivσ  is the average standard deviation (average of 
the Euclidian distance between all the points) of cluster 
centers; and ( )xσ  is the  average standard deviation of 
all the data points. The total separation between clusters 
is defined as: 
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where, Dmax = max(||vi - vj||)  ∀i, j ∈{1, 2,3,…, nc} is the 
maximum distance between cluster centers and Dmin= 
min(||vi - vj ||) ∀i, j ∈{1, 2,…, nc } is the minimum 
distance between cluster centers. 

The SD index is calculated using the following 
equation: 

)()()( ccc nDisnScatnSD +×=α        (9) 
where α is a weighting factor.  
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In the above equation, Scat(nc) indicates the average 
compactness of clusters. A small value for this term 
indicates compact clusters. Dis(nc) indicates the total 
separation between the n clusters. Since the two terms of 
SD have different ranges, a weighting factor is needed to 
incorporate both terms in a balanced way.  The number 
of clusters that minimizes the index is an optimal value.   

S_Dbw is formalized based on the clusters’ 
compactness (intra-cluster variance) and the density 
(Inter-cluster Density) between clusters. Inter-cluster 
density is defined as follows: 

∑ ∑
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where vi and vj are centers of clusters ci and cj; and uij is 
the middle point of the line segment defined by the 
clusters’ centers vi and vj. The term density(u) is given by 
following equation: 

1
( ) ( , )
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l
l

density u f x u
=

= ∑            (11) 

where nij is the number of tuples that belong to the 
cluster ci and cj, i.e., xl ∈ ci, and cj ∈ S. Function f(x,u) is 
defined as: 

0, ( , )
( , )

1,
if d x u stedev

f x u
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⎪⎩

             (12) 

where stedev  is the average standard deviation of 
clusters. 

Inter-cluster Density (ID) evaluates the average 
density in the region among clusters in relation to the 
density of the clusters. Intra-cluster variance measures 
the average scattering of clusters (Scat(nc)) and has 
already been defined in the SD index part. 

The S_Dbw is calculated using the following 
equation: 

_ ( ) ( ) _ ( )c cS Dbw n Scat n Dens bw n= + c         (13) 
the definition of S_Dbw considers both compactness and 
separation. The number of clusters that minimizes the 
index is an optimal value.  
The Dunn index is calculated using the following 
equation :  
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where ci represents the i-cluster of a certain partition, 
d(x,y) is the distance between data points x and y, where 
x belongs to cluster i and y belongs to cluster j , d(x, ck) is 
the distance of data point x to the cluster centre that it 
belongs to, |Ck| is the number of data points in cluster K.  

The main goal of the measure is to maximize the 
intercluster distances and minimize the intracluster 
distances. Therefore, the number of clusters that 
maximizes D is taken as the optimal number of clusters.   

The DB index is calculated using the following 
equation: 
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where n is the number of clusters,  is the average 
distance of all objects from the cluster to their cluster 
center,  denotes the distance between centres of 
clusters.  

nS

( , )i jS Q Q

The Davies-Bouldin index is a function of the ratio 
of the sum of within-cluster scatter to between cluster 
separation. When it has a small value it exhibits a good 
clustering.  
The following formula is used to calculate the Silhouette 
index: 

{ }
( ( ) ( ))( )

max ( ), ( )
b i a iS i

a i b i
−

=         (16)   

where a(i) is the average dissimilarity of i-object to all 
other objects in the same cluster, Euclidian distance is 
used to calculate the dissimilarity; and b(i) is the average 
dissimilarity of i-object to all objects in the closest 
cluster.    

The formula indicates that the silhouette value is in 
the interval [–1, 1]: 

 Silhouette value is close to 1:  means that the 
sample is assigned to a very appropriate cluster.  

 Silhouette value is about 0: means that that the 
sample lies equally far away from both clusters, it 
can be assigned to another closest cluster as well.  

 Silhouette value is close to –1: means that the 
sample is “misclassified”.  

The partition with the largest overall average silhouette 
means the best clustering. So, the number of clusters with 
the maximum overall average silhouette width is taken as 
the optimal number of clusters. This index is defined as 
follows:    

min

max min

S SC
S S

−
=

−
          (17) 

where S is the sum of distances over all pairs of patterns 
from the same cluster,  L is the number of pairs for 
calculating Smin and Smax, Smin  is the sum of the l smallest 
distances if all pairs of patterns are considered, and Smax  
is the sum of the l largest distances out of all pairs. It can 
be seen that a small value of C indicates a good 
clustering. 

4 Experiments 
We conducted our experiments on Intel® 4, 2.00 GHz 

CPU, 512 MB RAM running Windows XP Dell PC. The 
proposed MOKGA approach and the utilized cluster 
validity algorithms have been implemented using 
Microsoft Visual Studio 6.0 C++. We used two data sets 
in the evaluation process. The first data set is the Iris 
dataset [17]. It contains 150 instances each having 4 
attributes; it has three clusters each has 50 instances. The 
Iris dataset is a famous dataset widely used in pattern 
recognition and clustering. One cluster is linearly 
separable from the other two and the latter two are not 
exactly linearly separable from each other. The second 
data set is the Ruspini dataset with 75 instances with 2 
attributes and integer coordinates: 0 < X < 120, 0 < Y < 
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160, which might be naturally grouped into 4 sets [16]. 
The Ruspini dataset is popular for illustrating clustering 
techniques.  
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Figure 2: Pareto-fronts for IRIS dataset 
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Figure 3: Pareto-fronts for RUSPINI dataset. 

 

Table  1: IRIS DATASET TWCV FOR K=6 

Iteration TWCV 
1 72.60164 
50 40.4213 
100 39.9218 
150 39.6762 
250 39.5762 

 

Table 2: RUSPINI DATASET TWCV FOR K=12 

Iteration TWCV 
1 8331.376 
50 3555.116 
100 3524.366 
150 3513.254 

 
We have run the proposed genetic algorithm based 

approach ten times with the following parameters: 
population size=100, t_dom (number of comparison 
set=10) and crossover= 0.8 and mutation=0.01 and we 
used 250, and 150 as the maximum number of 
generations for the Iris and Ruspini datasets, 

respectively. Finally, we picked the range [2, 20] for 
finding the optimal number of clusters for both 
experiments. 

After running the algorithm for the Iris and Ruspini 
datasets, the changes in the pareto-optimal front are 
displayed in Figure 2, and Figure 3, respectively, for 
different generations; demonstrating how the system 
converges to an optimal pareto-optimal front. As the 
actual change in the value of TWVC is not reflected in 
the curves in Figure 2 and Figure 3, some key TWVC 
values are reported in Table 1 and Table 2, respectively.  

After we get the pareto optimal front, we tested and 
analyzed the obtained results for the two data sets using 
the six indexes: Dunn index, Davies-Bouldin index, 
Silhouette index, C index, SD index and S_Dbw index. 
The results are reported in Figures 4-7. Finally, we 
compared our results with the corresponding results 
reported in [16, 17].  

 
Iris dataset clustering validity results(1)
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Figure 4: Validity results of five indexes for the IRIS 
dataset 
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Figure 5: C-index validity results for the IRIS dataset 
 

According to [17], the optimal number of clusters 
found for the Iris data is 3, which ranked the second for 
all the indexes except S-Dbw (see Figure 4 and Figure 5).  

During the process, pareto-optimal front changes were 
given in Figure 2 and Figure 3. The reason for getting a 
stabilized front for both datasets is the k-means operator 
and the mutation which was also used in [1]. In the work 
described in [1], they used 517 instances with 19 
attributes and their study found the stabilization in 20 
generations. However, objective functions do not 
converge in the first 20 generations; the partitioning error 
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keeps reducing slightly because of the k-means and 
mutation. We make sure it converged by having 
objective functions without a change between the current 
and the previous one. In our multi-objective genetic 
algorithm based approach, we got the same outcome as 
in [1]. In other words, our method stabilizes in the first 
50 generations but it does not converge until around 200 
generations for Iris; and close to 150 generations for 
Ruspini. Because of the lack of space, we show the 
change for one cluster k (finally converging ones). 

 

Ruspini dataset clustering validity results(1)
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Figure 6: Validity results of five indexes for the 
RUSPINI dataset 
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Figure 7: C-index validity results for the RUSPINI 
dataset 
 

For the Ruspini dataset, it is naturally grouped into 4 
clusters as reported in [16]. Not only we have 4 in our 
pareto optimal front as it can be easily seen from the 
curves plotted in Figure 6 and Figure 7, but also we got 
this value as the best in all the cluster validity analysis 
indexes except C-index. However, 4 can be considered as 
the best for the C-index as well if it is deemed slight 
changes after 4 has converged. This finding is consistent 
with the results found before. Actually, C index is likely 
to be data dependent and the behavior of the index may 
change when different data structures were used. 

5 Conclusions 
In this paper, we proposed a multi-objective genetic 

algorithm called MOKGA to handle the clustering 
problem. It is the combination of the niched pareto 
optimal and fast k-means genetic algorithm. In other 
words, in MOKGA both crossover and mutation 
operators are used for the evolutionary process, in 
addition to the K-means operator used to make the 
evolutionary process faster. For the selection, Niched 
Pareto tournament selection method is used. 
Additionally, a multiple Pareto-optimal front layer 
ranking method is proposed to maintain relative 
consistence population size in the genetic process. In the 
experiments, it is also verified that this method can help 
in leading to the global optimal solution set. In the 
MOKGA process, the distance (Euclidean distance) 
between the current generation’s Pareto optimal front and 
the previous generation is calculated and counted 
compared with the threshold, which can be used to 
decide when to terminate the genetic process.   This way, 
we overcome the difficulty of determining the weight of 
each objective function taking part in the fitness. 
Otherwise, the user would have been expected to do 
many trials with different weighting of objectives as in 
traditional genetic algorithms. By using MOKGA, we 
aim at finding the pareto-optimal front to help the user to 
see many alternative solutions at once. Then, cluster 
validity index values are evaluated for each pareto-
optimal front value, which is considered the optimal 
number of clusters value.  
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In the paper we study the possibility of constructing decision graphs with the help of several meta 
agents. Decision graphs are an extension of the well known decision trees and introduce the possibility 
of program nodes and cycles in a classification model. A two-leveled evolutionary algorithm for the 
induction of decision graphs is presented and the principle of classification based on the decision 
graphs is described. Several agents are used to construct the decision graphs; they are constructed and 
evolved with the help of automatic programming and evaluated with a universal complexity measure. 
The developed model is applied to a medical dataset for the classification of patients with mitral valve 
prolapse syndrome. 
Povzetek: Obravnavana je konstrukcija odločitvenih grafov s pomočjo metaagentov in njihova uporaba 
za klasifikacijo medicinskih podatkov. 

1 Introduction 
Making the right decision is becoming the key factor for 
the successful achievement of our goals in all areas of 
our work. The ways of finding the right decision are as 
many as the number of people who have to make them. 
Nevertheless, the basic idea is the same for many of 
them: a decision is usually made as a combination of 
experiences from solving similar cases, the results of 
recent researches and personal judgment. The number of 
solved cases and new researches is increasing rapidly. It 
could be expected that newly made decisions will 
become better and more reliable but for the individuals 
and groups who have to make decisions it is actually 
becoming more and more complicated, because they 
simply can not process the huge amounts of data 
anymore. And there the need for a good decision support 
technique arises. It should be able to process those huge 
amounts of data and to help experts to make their 
decisions easier and more reliably. For this purpose it is 
equally or even more important as suggesting the 
possible decision, to provide also an explanation of how 
and why the suggested decision was chosen. In this 
manner an expert can decide whether the suggested 
solution is appropriate or not. 

As in many other areas, decisions play an important 
role also in medicine, especially in medical diagnostic 
processes. Decision support systems helping physicians 
are becoming a very important part in medical decision 
making, particularly in those situations where decision 
must be made effectively and reliably. Since conceptual 
simple decision making models with the possibility of 
automatic learning should be considered for performing 

such tasks, decision trees are a very suitable candidate. 
They have been already successfully used for many 
decision making purposes [Pod02]. 

1.1 Scope and contributions of the paper 
The paper will introduce the concept of complexity-
driven evolution of meta agents in classification. First the 
related research will be presented and the most important 
basic concepts defined. Then the paper will focus on 
agents learning with genetic programming. The concept 
of decision graphs will be introduced, which are an 
extension of decision trees. The process of agent 
evolution is presented with the emphasis on the 
complexity-based fitness function that is used to evaluate 
individual solutions. In the final section the application 
of our approach to the problem of mitral valve prolapse 
is shown. In the concluding section the advantages and 
the drawbacks of the method are presented and some 
future plans outlined. 

The main contributions of the paper are: 
- agent-based construction of decision graphs, and 
- complexity-driven evolution of meta agents. 

2 Related research 
In today’s world there is a pressing need to automate 
common administrative tasks in order to lower costs, 
minimize time spent and increase productivity. To help 
accommodate far-reaching lifestyle changes, new tools 
are needed to support imperatives of this rapidly 
changing environment - intelligent agents. Intelligent 



42 Informatica 29 (2005) 41–51  V. Podgorelec 

agents are software programs that have the ability to act 
autonomously on their user’s behalf, learn from 
experience and collaborate with other agents to achieve a 
common goal [Woo95]. They help their users with 
routine computer tasks, while still accommodating 
individual habits. 

2.1 Intelligent agents 
Intelligent agents are software programs that can 

identify repetitive patterns of behavior, similarities 
between events or things, and changes in patterns over 
time. 

A formal specification of agents must include the 
representation of the following aspects: 

- knowledge – the beliefs that an agent has (the 
information about the environment), 

- engine – the actions that an agent performs and the 
effects of these actions, 

- adapters – “ears, eyes and hands” of an agent that 
allow it to communicate with the environment and 
also with other agents over time and take the 
appropriate actions, and 

- the goals that an agent will try to achieve. 
 
The salient feature of agents is their adaptability and 

capacity for learning otherwise they are just ordinary 
programs. Therefore we can define an intelligent agent as 
an entity that owns the following properties [Woo95]: 

- autonomy: agents encapsulate some state, and make 
decisions on the basis of that state without the direct 
human intervention; 

- reactivity: agents are situated in certain 
environment, and are able to perceive changes in 
that environment (through the implemented 
sensors). They are also able to respond to changes 
in timely fashion; 

- pro-activity: agents do not simply act in response to 
their environment, they are able to exhibit goal-
directed behavior by taking the initiative; 

- social ability: agents interact with other agents (and 
possibly humans) via some kind of agent-
communication language, and typically have the 
ability to engage in social activities (such as 
cooperative problem solving or negotiation) in 
order to achieve their goals. 

 
Agents are usually developed to provide expertise in 

a specific area and can, through cooperative work, jointly 
accomplish larger and more complex tasks. Autonomous 
agents have the ability to handle user-defined tasks 
independent of the user and often without the user’s 
guidance or presence. Learning agents have the ability to 
learn user’s habits through observation, user feedback or 
training. Reasoning capability is very important for 
agents to operate in a decision-making capacity in 
complex, changing environment. 

2.2 Mobile agents 
Agents can be mobile by moving from machine to 

machine (form site to site). A mobile agent (MA) has a 

long-term memory (a suitcase) that includes all sites, 
which the MA visited, actions performed on each sites 
and the results of these actions. When it enters a new site 
a MA receives information about the site that might be 
useful for further decision-making (a briefing), such as 
local file system and databases. The suitcase and the 
briefing provide all the data needs of the agent [Bha96]. 
The agent server controls the migration of a MA to a new 
system by controlling a security and authentication of the 
MA, briefing the agent as it enters the system and 
executing the agent code [Bha96]. The MA uses hop 
instruction to move from one site to another. 

Agent based systems are becoming one of the most 
important computer technologies, holding out many 
promises for solving real-world problems. An agent-
based system may contain a single agent but the greatest 
potential lies in the application of multi-agent systems.  

2.3 Multi-agent systems 
While problems are often too complex to be solved 

by one intelligent agent the development is tending 
toward using multi-agent systems (MAS). MAS are 
agent groups where each component of intelligent 
behavior is delegated to a separate agent. Several agents 
that exist at the same time, share common resources and 
communicate with each other [Fer99]. MAS simplify 
problem solving by dividing the necessary knowledge 
into subunits to which an independent intelligent agent is 
associated and therefore every independent agent has the 
ability to solve a specific problem. The problem also has 
to bee discrete so that it can be divided into independent 
sub-problems. Individual agents are than assigned to 
solve a specific sub-problem. A partial global plan has to 
be created for tasks definitions. 

2.4 Meta agents 
Meta agents are a way to help agents observe the 

environment, evaluate alternatives and prescribe and 
schedule actions. In addition, strategies can be 
formulated and implemented not only within an agent but 
also among a group of agents. For any given problem, 
various strategies may be available. The main role of the 
meta agent is to sift through these strategies and make 
intelligent decisions. Eventually each agent will consult 
the meta agent prior to performing analyses; the agent 
will state the desired analyses and the utility of 
performing them. Subsequently, the meta agent will 
determine the feasibility of performing the actions by 
considering timing requirements and resource 
constraints. In addition, extra resources may be requested 
from the resource manager. 

There are numerous applications where an agent 
needs to reason about the beliefs of another agent, as well 
as about the actions that other agents may take. Eiter 
[Eit99a] presents the concept of an agent program, and a 
language within which the operating principles of an 
agent can be declaratively encoded on top of imperative 
data structures is defined. In [Dix00] a certain belief data 
structures that an agent needs to maintain are introduced. 
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That extends the framework [Eit99b] so as to allow 
agents to perform meta reasoning.  

In another work Stone discussed about the meta 
agent decisions on a strategy [Sto97]. It determines what 
behaviors of the agents would achieve this strategy and 
accordingly triggers those behaviors. By triggering only 
the behaviors appropriate to the current strategy, the meta 
agent also reduces behavior-behavior interactions. This is 
also in accordance with the layered architecture proposed 
in the paper. Higher level layers implement more abstract 
behaviors by selecting and activating the appropriate 
behaviors from the next level. The higher levels provide 
the strategic reasoning while the lower level provides 
reactivity to the system. This leads to the two most 
important questions the meta agent needs to answer: 

- How to choose an appropriate strategy? 
- How to characterize agent behaviors? 

 
To allow coexistence of multiple agents 

Lakshmikumar proposed framework of the development 
of a reusable meta agent that manages these agents 
[Lak01]. The goals of this meta agent are: 

- perform reasoning (to reason about agent 
autonomy): this is going to decide how much 
cooperation there needs to be between the agents; 

- planning: plan actions; 
- individual agent modeler: maintain individual agent 

state information; 
- other agent modeler: maintain information on other 

agents and attempt to predict future behavior; 
- conflict manager: classify conflicts and resolve 

them. 

2.5 Use of agent systems in medicine 
Agent systems and MAS are wide spread in all areas 

of user applications such as telecommunications, 
Internet, health care, tutoring systems, management 
systems, ecology, etc. They have also been useful in 
medicine [And00]. We will briefly highlight a few of 
these projects:  

G. Lanzura, L. et al. [Lan99] at the University of 
Pavia, illustrated a methodology facilitating the 
development of interoperable intelligent software agents 
for medical applications and proposed a generic 
computational model for implementing them. That model 
may be specialized in order to support all the different 
information and knowledge related requirements of a 
Hospital Information System. 

L.M. Camarinha-Matos and W. Vieira [Cam99] 
proposed an inexpensive support system for elderly 
people staying alone at home, allowing care and health 
centres to remotely observe and help them. It is based on 
the Internet and uses the multi-agent systems paradigm 
that includes both stationary and mobile agents. 

M. Gnoth and I. Münich [Gno99] described the 
ChariTime project for the distributed scheduling of 
diagnostic and therapeutic appointments, based on multi-
agent systems.  

A. Boucher et.al. [Bou98] presented a multi-agent 
model for the analysis of living cells. The system is used 

particularly to study cell migration, for example the 
migration of tumor cells in response to treatment with 
antineoplastic drugs. 

R. Freitas Jr. [Fre99] described medical nanorobots 
with tiny sensors and medical devices that will be 
capable of performing delicate, fine-grained operations 
within the human body. 

An agent-based tutoring system for students of 
medicine was evolved at University of Southern 
California by Ganeshan et.al.[Gan00] 

An agent-based approach to facilitate cooperative 
medical diagnosis was evolved at University College 
Galway in Ireland [Mul98]. It is achieved through 
monitoring patient record construction and by 
highlighting relevant diagnosis information. 

3 Learning and intelligent agents 
The machine learning community has paid increasing 
attention to problems of delayed reinforcement learning 
[Jaa94, Mca95]. These problems usually involve an agent 
that has to make a sequence of decisions, or actions, in an 
environment that provides feedback about those 
decisions. The basic loop followed in sequential decision 
making tasks such as these includes evaluating the 
current state, taking an action, and computing the new 
state. This loop is repeated until the system either reaches 
a goal state or recognizes that it will never terminate. 

Research in multiple agent planning and control has 
been limited largely to the area of distributed artificial 
intelligence [Sto96] and artificial life [Dor96]. In 
distributed AI (DAI), several agents cooperate to achieve 
some goal or accomplish some task. The task is usually 
one of sufficient complexity that no single agent can 
accomplish the task alone. Because the agents cooperate, 
research in distributed AI has focused primarily on 
developing efficient procedures for communicating 
between the agents to enable the agents to develop the 
cooperative plans. 

Although artificial life research does explore issues 
related to both cooperation and competition, its primary 
focus is on the emergence of intelligent behavior in a 
population of agents. For example, one area of 
application that has received considerable attention is the 
evolution of foraging behavior among artificial 
organisms (e.g., artificial ants) in the presence of 
predators. Also, migration patterns of artificial birds have 
been evolved. In none of these cases has behavior of 
individual agents been the focus of the research. 

Recently, work has begun to appear that focuses on 
learning in MAS. Stone and Veloso provide a taxonomy 
of MAS by focusing on attributes such as agent 
homogeneity, communication, deliberative versus 
reactive control, and number of agents [Sto96]. Problems 
in MAS are distinct from problems in DAI and 
distributed computing, from which the field was derived, 
in that DAI and distributed computing focus on 
information processing and MAS focus on behavior 
development and behavior management. In addition, 
problems in MAS are distinct from problems in artificial 
life in that MAS still focus on individual behaviors and 
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artificial life focuses on population dynamics. So far, 
most work in learning and MAS has focused on multiple 
agents' learning complementary behaviors in a 
coordinated environment to accomplish some task, such 
as team game playing [Tam96], combinatorial 
optimization [Dor96], and obstacle avoidance [Gre91]. 

3.1 Learning agents with GP 
Genetic programming (GP) and its variants have been 
applied to multi-agent learning. For instance, Koza used 
GP to evolve sets of seemingly simple rules that exhibit 
an emergent behavior. The goal was to genetically breed 
a common computer program, when simultaneously 
executed by all the individuals in a group of independent 
agent, i.e., the homogeneous breeding, that causes the 
emergence of beneficial and interesting higher-level 
collective behavior [Koz92]. 

Haynes proposed an approach to the construction of 
cooperation strategies based on GP for a group of agents 
[Hay95]. He experimented in the predator-prey domain, 
i.e., the pursuit game, and showed that the GP paradigm 
could be effectively used to generate apparently complex 
cooperation strategies without any deep domain 
knowledge. 

Iba has applied GP-based multi-agent learning to the 
Tile World and proposed a co-evolutionary breeding 
scheme [Iba96]. Experimental results have shown the 
superiority of the co-evolutionary breeding over the two 
strategies, i.e., the homogeneous strategy and the 
heterogeneous strategy. In the co-evolutionary strategy, 
some individuals were expected to perform specialized 
tasks for different agents with generations. 

4 Constructing decision graphs 
Decision graph is an extension of a very well known 
decision tree representation [Qui93, Bre84, Pod02]. 
Similar to decision trees a decision graph contains 
attribute and decision nodes, where attribute nodes 
contain some kind of test of attributes' values and 
decision nodes serves to predict the solution (Figure 1, 
Figure 2). However, the decision graph principle is more 
flexible and more general than a decision tree. Since it 
contains also cycles, additional internal variables 
(different from attributes) can be added that help to 
process a temporal information, i.e., input can be 
represented in a time-series manner, which makes the 
decision graphs especially appropriate to deal with 
signals and continuous data. Decision trees are of course 
not able to process those kind of data. 

A node in a decision graph contains a  kind of 
transition rule that tells what edge to follow in a decision 
making process, based on the test of attributes' values 
and/or the state of internal variables. Transition rules can 
be very simple (as in decision trees) or more complex 
(each node contains a program). Since we decided to 
construct a decision graph with the help of evolving 
agents, the rules can not be too complex in order to 
maintain a simplicity of each of the participating agents. 
Therefore the rules are simple if..then statements, 

where the condition is a single attribute test or a single 
internal variable test. When composing two nodes (as a 
consequence of the JOIN agent) those simple statements 
are combined in a composed if..then statement. An 
example of a composed transition rule is presented on 
Figure 2. 
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Figure 1. A simple decision graph. Every node contains 
a transition rule (Figure 2) that serves both as a test 

and/or as a decision class prediction. All edges from a 
single node are numbered, the numbers determine the 

next node based on the transition rule. 
 
 

if (A3 > split) then 
   if (INV2 < TRESHOLD2) then 
      moveTo(3) 
   else 
      decision(CLASS1) 
   endif 
else 
   moveTo(1) 
endif 
inc(INV2) 
moveTo(1) 

 
Figure 2. A composed transition rule. Ax is attribute x, 
split is a testing split, INVx is internal variable, 

THRESHOLDx is a testing value for an internal variable, 
moveTo(x) indicates the transition to node x, 

decision(CLASSx) indicates the prediction of the 
decision class x, and inc(INVx) indicates the increase 

of the internal variable x by 1. 
 

4.1 Two-leveled evolution process 
The outline of the decision graph construction algorithm 
can be best described as a two-leveled evolution process. 
At the lower level decision graphs are being evolved. 
The evolution at this level starts by constructing an initial 
population of random decision graphs. For this purpose a 
random amount of decision nodes is created (a transition 
rule is initialized) which are then randomly connected 
with edges. In the continuation of the evolution at this 
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lower level in each generation participating agents 
modify the decision graphs. The quality of a decision 
graph is evaluated based on the accuracy of classification 
of training objects. 

Naturally, because the construction of initial decision 
graphs is random, the classification accuracy in the early 
stages of evolution is low. Therefore, the quality of 
participating agents is essential in order to improve the 
predicting capabilities of the decision graphs. In this 
manner, the participating agents should improve to 
produce good results. To achieve the quality 
improvement in agents, they are also being evolved – and 
that is the second, the higher level of our global process. 
Each participating agent is evolved independently from 
the others by automatic programming approach with the 
proGenesys system. The quality of agents is not 
evaluated explicitly, but rather an universal complexity 
measure α is used that implicitly drives the agents to 
higher complexities.  

In the Figure 3 a pseudo-code procedure for the two-
leveled evolution process is presented. 

 
 

initialize_agents() 
repeat
   evolve_next_generations_of_agents() 
   initialize_decision_graph() 
   repeat
      apply_agents_to_modify_decision_graph() 
      evaluate_decision_graph() 
   until (num_generations > MAX_GENERATIONS) 
   remember_the_best_decision_graph() 
until (solution does not improve) 

 
Figure 3. A pseudo code of the two-leveled 

evolution process of decision graphs construction. The 
inner repeat..until loop represents the lower level 
of the evolution process that changes decision graphs and 
the outer repeat..until loop represents the higher 
level of the evolution process that changes the agents. 

 

4.2 Participating agents 
Seven different agents are used in the process of decision 
graph evolution. We named those agents as: ADD, 
DELETE, MUTATE, JOIN, DISJOIN, PROTECT, and 
UNPROTECT. Each agent has its own function and 
works on the evolving decision graph independently 
from the other agents, according to its own procedure, 
defined by the outcome of genetic programming process 
in the current generation. In this way the decision graph 
is modified by those agents in order to become as 
accurate in classifying the training objects as possible. 
The functions of the participating agents are the 
following: 
1. each ADD agent adds with certain probability: 1) a 

node (creates new transition rule for the new node), 
or 2) an edge (renumbering the existing 
connections); 

2. each DELETE agent deletes with certain 
probability: 1) an edge (renumbering the remaining 

connections), or 2) a node (renumbering the 
connections of the connected nodes); 

3. each MUTATE agent changes transition rule in a 
node with certain probability: 1) an attribute, 2) a 
split value, 3) an internal variable, 4) a threshold 
value for internal variables, 5) transition value, or 6) 
predicted decision; 

4. each JOIN agent merges two selected nodes with 
certain probability, adjusting the transition rule and 
renumbering the new connections; 

5. each DISJOIN agent separates a composed node 
into two connected nodes with certain probability, 
distributing the existing edges to either one new 
node or another; 

6. each PROTECT agent protects with certain 
probability: 1) a node, and/or 2) an edge either 
against deletion, mutation, joining and/or 
disjoining; 

7. each UNPROTECT agent unprotects with certain 
probability a protected: 1) node, and/or 2) edge; 

 

5 Evolution of agents 
All the agents are evolved with the use of automatic 

programming, a genetic programming technique for 
evolving programs in an arbitrary programming 
language, described with a context-free grammar. For 
this purpose we have used our evolutionary program 
generation tool called proGenesys [Pod99]. 

5.1 The kernel of proGenesys 
The aim of the proGenesys tool is automatic 

generation of program code. We used genetic 
programming as the underlying principle of program 
generation. Generation of initial programs and basic 
evolutionary processes are quite similar, the most 
important difference represents the evaluation function 
that we used to determine the fitness of each individual. 
Since our intentions are to generate optimal programs 
performing some very complex task, we don't exactly 
evaluate evolved programs but rather use an universal 
complexity measure, namely the software complexity 
metrics α that is described later in the paper. 

5.1.1 Generation of initial population 
The first phase of genetic process is the generation of an 
initial population. Enough individuals have to be 
constructed to fulfill the whole population. Since later 
evolution depends quite a lot on initial population 
(especially its diversity), a great care was taken to 
implement a method for the construction of an 
individual. 

For the construction of randomly generated 
programs, slightly modified Backus-Naur form (BNF) of 
programming language is used with some meta-symbols 
added, defining probabilities of transitions into specific 
branches of BNF structure, setting maximum recursion 
level of non-terminals extension, limiting the complexity 
of different program blocks, like expressions, etc. It is 
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important that the construction can start from within any 
BNF production, since it is also used later when mutation 
operator is applied. In this manner any BNF substructure 
can be generated when needed, like programming 
sentence, expression, etc. 

An individual is internally represented as a syntax or 
derivation tree of a generated program (Figure 4). The 
syntax tree contains not only a program code but also a 
complete information on how this code was constructed 
from the starting symbol of the programming language’s 
BNF. There are two types of nodes in a syntax tree. 
Internal nodes represent non-terminal symbols of BNF 
and show how each production was expanded to form the 
program. External or leaf nodes represent terminal 
symbols of BNF which actually construct the resulting 
program code. In this way program code can be extracted 
easily and syntax information is preserved throughout the 
evolution, which makes it easier to develop appropriate 
genetic operators. 
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Figure 4. An example of a generated individual – a 
syntax tree. 

 

5.1.2 Selection and fitness function 
For the selection scheme we used a slightly modified 
exponential ranking selection method. After the 
evaluation of all individuals, they are sorted accordingly 
to their fitness score. Then we replace existing 
individuals from the worst to the best by creating new 
ones with crossover from two selected individuals, that 
still exist from the old population. When all the 
individuals are replaced, the new population is generated 
(there is still mutation to be applied). 

For effective selection we have to define an adequate 
evaluation function, that determines the fitness score of 
each individual. This is the point where our approach 
differs the most from the other genetic programming 
applications. We don't try to exactly evaluate evolved 
programs, but rather use an universal complexity 
measure - our software complexity metric α. In this way 
individuals are evolved to very complex programs which 
are eventually evaluated through their performance upon 
decision graphs by measuring the effectiveness of the 
decision graphs in classifying the training objects. 

5.1.3 Crossover 
As the two individuals are selected from within the 
current population, a new solution is constructed by 
applying the genetic operator of crossover (Figure 5) and 
the constructed individual is placed in a growing new 
population. In order to perform a crossover operation, an 

appropriate crossover point has to be determined. For this 
purpose, a set of non-terminal symbols, contained in both 
selected individuals (parents), is computed and one of 
those symbols is chosen randomly. Then it is looked for 
such a node in both parent trees and offspring is created 
by concatenating a branch (a subtree) from the chosen 
node in second parent to the chosen node in first parent 
(see Figure 5). In this way the syntax correctness is 
preserved, since there is only a possible extension of 
BNF production replaced with another and the whole is 
still a correct program (considering that both parents 
were correct, what is actually the case, since the program 
generation algorithm guarantees only correct programs to 
be generated). 
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Figure 5. An example of a crossover. Circled parts of 
both syntax trees are combined into one offspring 

program. 
 

5.1.4 Mutation 
After a new individual is constructed by crossover, a 

genetic operator of mutation is applied (Figure 6) with 
certain probability. Mutation serves as a random change 
of an existing. 

First the mutation point is randomly chosen in a 
given syntax tree. According to the selected node there 
are two possible situations. First, if an internal node was 
selected, representing a non-terminal symbol of BNF. In 
this case the existing extension of BNF production is 
replaced with a newly generated derivation. That is why 
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we mentioned the importance of a program generation 
algorithm to start with any BNF production, since here 
we send the chosen non-terminal symbol (from mutation 
point) and expect the algorithm to generate an adequate 
portion of a program code that is concatenated to the 
selected tree node instead of the existing part. 

Second, if a special kind of external or leaf node was 
selected, representing a categorized terminal symbol of 
BNF. Such a categorized terminal is a number (category 
#Number) for example. In this case a new terminal is 
constructed so that it fits into specific category (for 
example, a new number is randomly chosen, replacing 
the existing one). 
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Figure 6. An example of a mutation. Circled part of first 
tree is mutated into the circled part of second tree. 
 

5.2 Software complexity measure α 
Many quantities have been proposed as measures of 

complexity. Gell-Man [Gel95] suggests there have to be 
many different measures to capture all our intuitive ideas 
about what is meant by complexity. Some of the 
quantities are computational complexity, information 
content, algorithmic information content, the length of a 
concise description of a set of the entity's regularities, 
logical depth, etc. (in contemplating various phenomena 
we frequently have to distinguish between effective 
complexity and logical depth - for example some very 
complex behavior patterns can be generated from very 
simple formula like Mandelbrot's fractal set, energy 
levels of atomic nuclei, the unified quantum theory, etc. - 
that means that they have little effective complexity and 
great logical depth). A more concrete measure of 
complexity, based on the generalization of the entropy, is 
correlation [Sch93], which can be relatively easy to 
calculate for a special kind of systems, namely the 
systems which can be represented as strings of symbols. 

Computer programs are conventionally analyzed 
using the computational complexity or measured using 
complexity metrics. Another way to asses complexity is 
to use fractal metrics [Kok96, Kok99] or entropy based 
measure [Har89]. However, we can regard computer 
programs from the viewpoint of "complexity as a 
discipline" and according to that apply various possible 
complexity measures presented above. The fact that a 
computer program is a string of symbols, introduces an 

elegant method to asses the complexity – namely to 
calculate long range correlations between symbols, an 
approach which has been successfully used in the DNA 
decoding [Bul94] and on human writings [Sch93]. 

Our fractal measure α is based on char method, 
which is an extension of the method originally proposed 
by Schenkel [Sch93] for human writings. Like a human 
writing, a computer program can be seen as a string of 
symbols: letters, digits and some delimiting symbols – 
empty spaces are ignored. Using code table, where each 
of these symbols is represented by a binary sequence, the 
program is transformed into Brownian motion model (0’s 
→ step down, 1’s → step up, see Figure 7), a base for the 
calculation of regression function F(l): 

 

[ ] 222 )()()( lylylF ∆−∆≡  

)()()( 0 lyllyly −+=∆  
 
where ∆y(l) is relative difference between two points 

in Brownian motion model (Figure 7). The coefficient α 
is then calculated with the least squares method as the 
linear representation of the points on a double 
logarithmic scale [ln (l), ln (F(l))] and represents the 
complexity of a computer program (Figure 8). 

According to above definition regression points [l0, 
F(l0)] are calculated from Brownian motion as follows: 
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where S is the number of points in Brownian motion plot. 

After the regression points are calculated, the 
coefficient α is then calculated with the least squares line 
as the linear representation of the points on a double 
logarithmic scale [ln (l), ln (F(l))]. As line crosses the 
axis at [0, 0] the line equation 
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becomes simpler 
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where b actually represents α. 
From the method of least squares, b (or α in our 

case) is calculated as 
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Regarding the regression points [ln (l), ln (F(l))] the 
α is thus calculated as 
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To better understand the process of calculating α the 
Figure 7 shows how the relative difference ∆y(l) between 
two points in a Brownian motion model is calculated, 
and the Figure 8 shows the graphical representation of α 
on a double logarithmic scale of regression points [ln (l), 
ln (F(l))]. 
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Figure 7. Calculation of regression curve points [l, F(l)] 
from a Brownian model plot. 
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Figure 8. Representation of α on the regression curve 
points [ln(l), ln(F(l))] plot. 

 

5.3 Programs for agents 
In order to evolve the agents in accordance with our goal 
– to improve the classification capabilities of a decision 
graph – agents should be run by appropriate programs. 
The more obvious way to achieve this goal would be to 
define the programs for all the agents and let them work 
on the decision graphs. In this manner no second (higher) 
level of evolution would be necessary and the system 
would work faster. But of course, defining the agents is 
not a trivial task, and also we do not know what are the 

optimal programs for all the agents. Therefore, we 
decided to evolve the agents from the scratch with the 
use of the described proGenesys system. 

For this purpose a language has to be defined first (a 
set of terminals, non-terminals and BNF productions) for 
each agent. We decided to keep the languages as simple 
as possible and therefore each language contains only 
few function calls to pre-defined functions (like join() 
for JOIN agent, deleteNode() or deleteEdge() 
for DELETE agent, etc.), simple condition statements 
(if..then..else, etc.) and simple expressions. A 
program for each agent is then interpreted to modify the 
decision graph in the lower level of evolution. An 
example of such a program for DELETE agent is 
presented in Figure 9. 

 
 
if (random_condition == true) then 
   node = selectNode() 
   deleteNode(node) 
else 
   edge = selectEdge() 
   deleteEdge(edge) 
endif 

 
Figure 9. An example of a simple program for the 

DELETE agent. 
 

6 Application of the method and 
results 

First we tested the performance of proposed 
classification method for training data and test data by 
the well-known iris data set [Fis36], which is not very 
complex. The iris data consists of 150 objects described 
by 4 continuous attributes and has three possible 
outcomes: Iris-setosa, Iris-versicolor, Iris-virginica. We 
selected 117 objects for training and the remaining 33 
objects for testing. The average results over 5 runs are 
presented in Table 1.  

 
 

Table 1. The results (accuracy) of iris data classification 
by evolved decision graphs (average over 5 runs). 
 
 training data test data 
accuracy 96.58 93.94 

 
 
An evolved decision graph for the classification of 

iris data is presented in Figure 10. It consists of 4 nodes, 
of which two contains classification of decision class. 
There is one cycle and two internal variables are used: 
one is a dummy and the other (INV1) actually plays an 
important role in classification process. It is interesting 
that there is only one decision statement for each class, 
what means that a classification for each class is made 
exactly once. 
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NODE_4:

inc(INV2)
if (petal_width < 0.5584) then
  decision(Setosa)
else
  dec(INV2)
  decision(Versicolor)
endif

NODE_4:

N1

N2 N3

N4

NODE_3:

inc(INV1)
if (petal_length >= 5.612) then
  moveTo(1)
endif
moveTo(2)

NODE_3:

NODE_1:

if (petal_width >= 1.7968) then
  inc(INV1)
endif
moveTo(1)

NODE_1:

NODE_2:

if (INV1 == 0) then
  moveTo(1)
else
  decision(Virginica)
endif

NODE_2:

1

1

1

2

 
 

Figure 10. Evolved decision graph for the classification 
of iris dataset. 

 

6.1 Mitral valve prolapse dataset 
Because of the good results obtained for the iris data set, 
we decided to test a real-world medical problem of 
classifying mitral valve prolapse syndrome. Prolapse is 
defined as the displacement of a bodily part from its 
normal position. The term mitral valve prolapse (MVP) 
[And91, Dev89, Mar76], therefore, implies that the 
mitral leaflets are displaced relative to some structure, 
generally taken to be the mitral annulus. The silent 
prolapse is the prolapse which can not be heard with the 
auscultation diagnosis and is especially hard to diagnose. 
The implications of the MVP are the following: disturbed 
normal laminar blood flow, turbulence of the blood flow, 
injury of the chordae tendinae, the possibility of 
thrombus’ composition, bacterial endocarditis and finally 
hemodynamic changes defined as mitral insufficiency 
and mitral regurgitation. 

MVP is one of the most prevalent cardiac conditions, 
which may affect up to five to ten percent of normal 
population and one of the most controversial one. The 
commonest cause is probably myxomatous change in the 
connective tissue of the valvar liflets that makes them 
excessively pliable and allows them to prolapse into the 
left atrium during ventricular systole. The clinical 
manifestations of the Syndrome are multiple. The great 
majority of patients are asymptomatic. Other patients, 
however may present atypical chest-pain or 
supraventricular tachyarrhythmyas. Rarely, patients 
develop significant mitral regurgitation and, as with any 
valvar lesions, bacterial andocarditis is a risk. 

Uncertainty persists about how it should be 
diagnosed and about its clinical importance. Historically, 
MVP was first recognized by auscultation of mid systolic 
“click” and late systolic murmur, and its presence is still 
usually suggested by auscultatory findings. However, the 
recognition of the variability of the auscultatory findings 
and of the high level of skill needed to perform such an 
examination has prompted a search for reliable 

laboratory methods of diagnosis. M-mod 
echocardiography and 2D echocardiography have played 
an important part in the diagnosis of mitral valve 
prolapse because of the comprehensive information they 
provide about the structure and function of the mitral 
valve. 

Medical experts propose [And91, Mar76] that 
echocardiography enables properly trained experts armed 
with proper criteria to evaluate MVP almost 100%. 
Unfortunately however, there are some problems 
concerned with the use of echocardiography. The first 
problem is that current MVP evaluation criteria are not 
strict enough [Kok94]. The second problem is the 
incidence of the MVP in the general population and the 
unavailability of the expensive ECHO - machines to 
general practitioners. According to above problems we 
have decided to develop a decision support system 
enabling the general practitioner to evaluate the MVP 
using conventional methods and to identify potential 
patients from the general population. 

6.2 Classification results and discussion 
Using the Monte Carlo sampling method 900 children 
and adolescents representing the whole population under 
eighteen years of life have been selected. All of them 
were born in Maribor region and all were white. 
Routinely they were called for an echocardiography no 
matter of prior findings. From 900 selected 631 
volunteers were successfully examined. 

They all passed an examination of their health state 
in a form of a carefully prepared protocol specially made 
for the Syndrome of MVP. The protocol consisted of 
general data, mothers health, fathers health, pregnancy, 
delivery, post-natal period, injuries of chest or any other 
kind, chronic diseases, sports, physical examination, 
subjective difficulties like headaches, chest-pain, 
palpitation, perspiring, dizziness etc., auscultation, 
phonocardiography, ECG and finally ECHO. In that 
manner, 103 parameters were gathered that can possibly 
indicate the presence of MVP. 

All 631 patient records were randomly divided into a 
training and a testing set. The average results over 10 
runs, as obtained with the described evolutionary 
method, are presented in Table 2.  

For the sake of comparison, we induced a traditional 
decision tree with C4.5 algorithm [Qui93]. It scored the 
following results for the test data set: accuracy 90.00%, 
sensitivity 63.64%, and specificity 91.60% (see Table 2). 
 

 
Table 2. The results of MVP classification by evolved 

decision graphs (average over 10 runs) and C4.5. 
 

 training data test data 
 graph C4.5 graph C4.5 
accuracy 92.21 94.21 86.92 90.00 
sensitivity 94.83 54.24 72.73 63.64 
specificity 91.87 96.3 88.24 91.60 
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Regarding the accuracy of classification our results 
are a bit worse than those obtained by classical decision 
tree induction method, both on the training and the test 
data. Also the specificity (percentage of correctly 
classified negatives, i.e. patients with no prolapse in our 
case) is better with C4.5 decision tree. On the other hand, 
the sensitivity (percentage of correctly classified 
positives, i.e. patients with prolapse our case) is better 
with our method. Because the number of positives is 
much smaller than negatives, it could be concluded that 
the decision graph produced by our method is more 
appropriate for classifying unbalanced data sets, which is 
very common in medicine. 

Furthermore, decision trees induction methods like 
C4.5 are able to generate tree-like structures with their 
limited capabilities. Contrary our approach generates 
graphs, which have in medical environment a lot of 
advantages, like: 

- classifying the cycle: diagnosis → treatment → 
outcome, 

- revealing the relations between diagnosis, treatment 
and outcome, 

- classification of temporal data like EEG, ECG, 
EMG, etc. 

 
On the other hand, the use of our system (at least in 

current stage) is not as easy to use as C4.5 for example. 
There is some “overhead” needed to set up the method 
for a new classification task (like adaptation of programs 
induction, evolution of agents). Furthermore, the amount 
of computational resources is much higher than in a 
classical decision tree induction method, several runs are 
needed to evolve the proper agents and decision graphs. 
Finally, one further drawback of our method is the 
interpretability of the mined knowledge; because the 
nodes in our decision graphs are more complex, it is 
more difficult to interpret the decision graph model than 
the decision tree. However, the results are not a black 
box (as in the case of neural networks for example) and 
still allow an expert to validate them. 

Regarding both the advantages and the drawbacks of 
our method, it can be concluded, that it is appropriate for 
difficult, unbalanced datasets, where even the smallest 
improvement in results is worth the higher effort in 
achieving this improvement. This is certainly the case in 
medicine, where human health and welfare is in question. 

7 Conclusion 
In the paper a new approach to the classification of 

medical data based on the meta agents system for the 
construction of decision graphs is presented. We applied 
it to the prediction of MVP, but being a general-purpose 
classification model it can be used for different kinds of 
classification tasks. Some reasons in favor of using a 
complexity-driven evolution of agents have been stated. 
The whole two-leveled evolution process of decision 
graphs construction is described and also the kernel of 
the proGenesys tool for automatic evolution of agent 
programs is described. Results of MVP classification by 

constructed decision graphs are compared with those 
obtained by traditionally constructed decision trees. 

There are two essential contributions of the paper. 
The first one is the flexible decision graph approach to 
the classification, that is an extension of the well-known 
decision tree classifier. The second one is the 
complexity-driven evolution of agents, that can replace 
the explicit evaluation of individuals in the process of 
programs evolution. In this manner, the need for the 
definition of an appropriate fitness function is avoided. 

An obvious drawback of our approach, when applied 
to a real-world problem, is somewhat lower classification 
accuracy (when compared to the decision trees), and 
especially the lower interpretability of the mined 
knowledge. Additionally, the proposed classification 
approach is more difficult to use than the majority of the 
known ones. On the other hand, there are important 
advantages, like good classification of unbalanced data 
sets, flexibility of the knowledge model, novelty of the 
complexity-driven approach to the evolution of agents, as 
stated in the application section of this paper. 

In future we plan to reduce the effort needed to set 
up the described method for a new classification task. 
Another aspect that we want to explore is to transfer the 
implementation onto a grid system; greater 
computational power of a grid would increase the 
possibilities of evolution process – in this manner we 
hope to further improve the overall effectiveness and 
quality of the obtained results. If resources allow, we 
want to further develop the proposed concept. 
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The ensembles of simple Bayesian classifiers have traditionally not been a focus of research. The reason 
is that simple Bayes is an extremely stable learning algorithm and most ensemble techniques such as 
bagging is mainly variance reduction techniques, thus not being able to benefit from its integration. 
However, simple Bayes can be effectively used in ensemble techniques, which perform also bias 
reduction, such as Logitboost. However, Logitboost requires a regression algorithm for base learner. 
For this reason, we slightly modify simple Bayesian classifier in order to be able to run as a regression 
method. Finally, we performed a large-scale comparison on 27 standard benchmark datasets with other 
state-of-the-art algorithms and ensembles using the simple Bayesian algorithm as base learner and the 
proposed technique was more accurate in most cases. 
Povzetek: Preprosti Bayesov klasifikator je uporabljen v varianti Logiboost algoritma.  

1 Introduction 
The assumption of independence of simple Bayesian 
classifier is clearly almost always wrong. However, a 
large-scale comparison of simple Bayesian classifier with 
state-of-the-art algorithms for decision tree induction and 
instance-based learning on standard benchmark datasets 
found that simple Bayesian classifier sometimes is 
superior to each of the other learning schemes even on 
datasets with substantial feature dependencies [5]. An 
explanation why simple Bayesian method remains 
competitive, even though it provides very poor estimates 
of the true underlying probabilities can be found in [9].  
Although simple Bayesian method remains competitive, 
the ensembles of simple Bayesian classifiers have not 
been a focus of research. The explanation is that simple 
Bayes is a very stable learning algorithm and most 
ensemble techniques such as bagging is mainly variance 
reduction techniques, thus not being able to benefit from 
its combination.  
In this study, we combine simple Bayesian method with 
Logitboost [10], which is a bias reduction technique. As 
it is well known, Logitboost requires a regression 
algorithm for base learner. For this reason, we slightly 
modify simple Bayesian classifier in order to be able to 
run as a regression method. Finally, we performed a 
large-scale comparison with other state-of-the-art 
algorithms and ensembles on 27 standard benchmark 
datasets and the proposed technique was more accurate 
in most cases. 
Description of some of the attempts that have been tried 
to improve the performance of simple Bayesian classifier 
using ensembles techniques is given in section 2. Section 
3 discusses the proposed method. Experiment results in a 
number of data sets are presented in section 4, while brief 

summary with further research topics are given in 
Section 5. 

2 Ensembles of simple Bayesian 
classifiers 

Lately in the area of ML the concept of combining 
classifiers is proposed as a new direction for the 
improvement of the performance of individual classifiers. 
In [1], the researchers built an ensemble of simple Bayes 
classifiers using bagging [3] and boosting procedures [7]. 
They concluded that bagging did not manage to improve 
the results of simple Bayes classifier. The researchers 
also reported that there was a problem with boosting 
which was the robustness to noise. This is expected 
because noisy examples tend to be misclassified, and the 
weight will be increased for these examples. 
In [20], the authors showed that boosting improves the 
accuracy of the simple Bayesian classifier in 9 out of the 
tested 14 data sets. However, they concluded that the 
mean relative error reduction of boosting over the simple 
Bayesian classifier in the 14 data sets was only 1%, 
indicating very marginal improvement due to boosting.  
Other authors [13] also made use of Adaboost, with the 
difference that they used a discretization method and 
they removed redundant features in each iteration of 
Adaboost using a filter feature selection method. That 
algorithm has more significant mean relative error 
reduction over the simple Bayesian classifier in the tested 
data sets. The main reason is that the embedding feature 
selection technique makes the simple Bayes slightly 
unstable and as a result more suitable for Adaboost. 
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Other researchers presented Naive Bayes tree learner, 
called NBTree [11] that combines Naive Bayesian 
classification and decision tree learning. It uses a tree 
structure to split the instance space into sub-spaces 
defined by the path of the tree. A Naive Bayesian 
classifier is then generated in each sub-space. Each leaf 
of the Naive Bayesian tree contains a local Naive 
Bayesian classifier. As in many other learning algorithms 
that are based on tree structure, NBTree suffers from the 
small disjunct problem. To tackle this problem, other 
researchers [24] applied lazy learning techniques to 
Bayesian tree in-duction and presented the resulting lazy 
Bayesian rule learning algorithm LBR. LBR constructs a 
Bayesian rule specifically for an input test example and 
uses this rule to predict the class label of the example. 
Another way that has been examined for generation of 
ensemble of simple Bayesian classifiers is by using 
different feature subsets randomly and taking a vote of 
the predictions of each classifier that uses different 
feature subset [21]. 
Melville and Mooney [14] present another meta-learner 
(DECORATE, Diverse En-semble Creation by 
Oppositional Relabeling of Artificial Training Examples) 
that uses a learner to build a diverse committee. This is 
accomplished by adding different randomly constructed 
examples to the training set when building new 
committee members. These artificially constructed 
examples are given category labels that disagree with the 
current decision of the committee, thereby directly 
increasing diversity when a new classifier is trained on 
the augmented data and added to the committee. 
Finally, AODE classification algorithm [22] averages all 
models from a restricted class of one-dependence 
classifiers, the class of all such classifiers that have all 
other attributes depend on a common attribute and the 
class. The authors’ experiments suggest that the resulting 
classifiers have substantially lower bias than Naive 
Bayes at the cost of a very small increase in variance. 

3 Presented Algorithm 
As we have also mentioned, Naive Bayes can be 
effectively used in ensemble techniques that perform bias 
reduction, such as Logitboost. However, Logitboost 
requires a regression algorithm for base learner. For this 
reason, we slightly modify simple Bayesian classifier so 
as to be able to run as a regression method. 
Naive Bayes classifier is the simplest form of Bayesian 
network [5] since it captures the assumption that every 
feature is independent from the rest of the features, given 
the state of the class feature. Naive Bayes classifiers 
operate on data sets where each example x consists of 
feature values <a1, a2 ... ai> and the target function f(x) 
can take on any value from a pre-defined finite set V=(v1, 
v2 ... vj). Classifying unseen examples involves 
calculating the most probable target value vmax and is 
defined as: 

( ).,...,,|max 21max ijVv
aaavPv

j∈
=  

Using Bayes theorem vmax can be rewritten as:  

( ) ( ).|,...,,max 21max jjiVv
vPvaaaPv

j∈
=  

Under the assumption that features values are 
conditionally independent given the target value. The 
formula used by the Naive Bayes classifier is: 

( ) ( )∏∈
=

i
jijVv

vaPvPv
j

|maxmax  

where V is the target output of the classifier and P(ai|vj) 
and P(vi) can be calculated based on their frequency in 
the training data. 
Thus, Naive Bayes assigns a probability to every possible 
value in the target range. The resulting distribution is 
then condensed into a single prediction. In categorical 
problems, the optimal prediction under zero-one loss is 
the most likely value—the mode of the underlying 
distribution. However, in numeric problems the optimal 
prediction is either the mean or the median, depending on 
the loss function. These two statistics are far more 
sensitive to the underlying distribution than the most 
likely value: they almost always change when the 
underlying distribution changes, even by a small amount. 
For this reason NB is not as stable in regression as in 
classification problems. Some researchers have 
previously applied Naive Bayes to regression problems 
[6]. 
Generally, mapping regression into classification is a 
kind of pre-processing technique that enables us to use 
classification algorithms on regression problems. The use 
of the algorithm involves two main steps. First there is 
the creation of a data set with discrete classes. This step 
involves looking at the original continuous class values 
and dividing them into a series of intervals. Each of these 
intervals will be a discrete class. Every example whose 
output variable value lies within an interval will be 
assigned the respective discrete class. The second step 
consists on reversing the discretisation process after the 
learning phase takes place. This will enable us to make 
numeric predictions from our learned model. 
One of the most well known techniques for discritization 
of numerical attributes is the Equal Width intervals 
(EW). This strategy creates a set of N intervals with the 
same number of elements. To better illustrate this 
strategy we show how they group the set of values 
{1,3,6,7,8,9.5,10,11} assuming that we want to partition 
them into three intervals (N=3). Using equal width we 
get [1 .. 4.33], {4.33 .. 7.66] and [7.66 .. 11] containing 
the values {1,3}, {6,7} and {8,9.5,10,11}. 
For the proposed algorithm, we discretized the target 
value into a set of 10 equal-width intervals, and applied 
Naive Bayes for classification to the discretized data. At 
test time, the predicted value is the weighted average of 
each bin’s value, using the classifiers probabilistic class 
memberships as weights. 
It must be mentioned that the Logitboost algorithm [10] 
is based on the observation that Adaboost [7] is in 
essence fitting an additive logistic regression model to 
the training data. An additive model is an approximation 
to a function F(x) of the form: 
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where the cm are constants to be determined and fm are 
basis functions.  
If we assume that F(x) is the mapping that we seek to fit 
as our strong aggregate hypothesis, and f(x) are our weak 
hypotheses, then it can be shown that the two-class 
Adaboost algorithm is fitting such a model by 
minimizing the criterion:  

)()( )( xyFeEFJ −=  
where y is the true class label in {-1,1}. Logitboost 
minimises this criterion by using Newton-like steps to fit 
an additive logistic regression model to directly optimise 
the binomial log-likelihood: 

)1log( )(2 xyFe−+−  
Finally, the proposed algorithm (LogitBoostNB) is 
summarized in (Figure 1), where pj are the class 
probabilities returned by NB, N is the number of the 
examples of the dataset and J is the number of classes of 
the dataset. 
 

Step 1: Initialization 
• Start with weights wi,j=1/N, i=1,…,N, j=1,…,J,      

Fj(x)=0 and pj=1/J  j∀
• Discretize the target value into a set of 10 equal-

width intervals 
Step 2: LogitBoost iterations:  
for m=1,2,...,10 repeat: 
A. Fitting the NB learner 
For j=1,...,J 
• Compute working responses and weights for the 

jth class 
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• Fit the function fmj(x) by a weighted least squares 
regression of zij to xi with weights wij 
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Step 3: Output the classifier argmaxjFj(x) 
 

Figure 1: The proposed algorithm 
 

In the following section, we present the experiments. It 
must be mentioned that the comparisons of the proposed 
algorithm are separated in three phases: a) with the other 
attempts that have tried to improve the accuracy of the 
simple Bayes algorithm, b) with other state-of-the-art 
algorithms and c) with other well-known ensembles. 

4 Comparisons and Results 
For the purpose of our study, we used 27 well-known 
datasets from many domains mainly from the UCI 
repository [2]. These data sets were hand selected so as 
to come from real-world problems and to vary in 
characteristics. Thus, we have used data sets from the 
domains of: pattern recognition (iris, zoo), image 
recognition (ionosphere, sonar), medical diagnosis 
(breast-cancer, breast-w, colic, diabetes, heart-c, heart-h, 
heart-statlog, hepatitis, lymphotherapy, primary-tumor) 
commodity trading (autos, credit-g) computer games 
(monk1, monk2, monk3),  various control applications 
(balance) and prediction of student dropout (student) 
[12]. 
In Table 1, there is a brief description of these data sets. 

 

Table 1: Description of the data sets 

Datasets Instances Categ. 
features 

Numer. 
features Classes 

autos 205 10 15 6 
badge 294 4 7 2 

balanceScale 625 0 4 3 
breast-cancer 286 9 0 2 

breast-w 699 0 9 2 
colic 368 15 7 2 

credit-g 1000 13 7 2 
diabetes 768 0 8 2 

haberman 306 0 3 2 
heart-c 303 7 6 5 
heart-h 294 7 6 5 

heart-statlog 270 0 13 2 
hepatitis 155 13 6 2 

ionosphere 351 34 0 2 
iris 150 0 4 3 

labor 57 8 8 2 
lymph/rapy 148 15 3 4 

monk1 124 6 0 2 
monk2 169 6 0 2 
monk3 122 6 0 2 
relation 2201 3 0 2 
sonar 208 0 60 2 

student 344 11 0 2 
vechicle 846 0 18 4 

vote 435 16 0 2 
wine 178 0 13 3 
zoo 101 16 1 7 
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In order to calculate the classifiers’ accuracy, the whole 
training set was divided into ten mutually exclusive and 
equal-sized subsets and for each subset the classifier was 
trained on the union of all of the other subsets.  Then, 
cross validation was run 10 times for each algorithm and 
the average value of the 10-cross validations was 
calculated. It must be mentioned that we used for the 
most of the algorithms the free available source code by 
the book [23]. 
In Table 2, we represent with “v” that the proposed 
LogitBoostNB algorithm looses from the specific 
algorithm. That is, the specific algorithm performed 
statistically better than LogitBoostNB according to t-test 
with p<0.05. Furthermore, in Table 2, “*” indicates that 
LogitBoostNB performed statistically better than the 
specific classifier according to t-test with p<0.05. In all 
the other cases, there is no significant statistical 
difference between the results (Draws). In the last rows 
of the Table 2 one can see the aggregated results in the 
form (a/b/c). In this notation “a” means that the proposed 
algorithm is significantly less accurate than the compared 
algorithm in a out of 27 datasets, “c” means that the 
proposed algorithm is significantly more accurate than 
the compared algorithm in c out of 27 datasets, while in 
the remaining cases (b), there is no significant statistical 
difference between the results. We also present the 
average accuracy of all the examined algorithms in all 
tested datasets. 
The proposed algorithm is significantly more accurate 
than simple Bayes (NB) in 6 out of the 27 datasets, while 
it has not significantly higher error rates than simple 
Bayes in none dataset (see Table 2). Moreover, the 
proposed algorithm is significantly more accurate than 
AODE [22] in 2 out of the 27 datasets, while it has 
significantly higher error rates than AODE in one 
dataset. 
We also compared the proposed algorithm with a 
Bayesian network classifier that is an extension of the 
simple Bayesian classifier. Several algorithms have been 
proposed in the last decade for inductive learning of 
Bayesian networks. Our experiments are based on the 
Bayesian scoring approach first used in K2 [4]. K2 
proceeds by initially assuming that a node has no parents, 
and then adding incrementally that parent whose addition 
most increases the probability of the resulting network. 
Parents are added greedily to a node until the addition of 
no one parent can increase the structure probability. The 
proposed algorithm is significantly more accurate than 
Bayesian Network (K2) in 6 out of the 27 datasets, while 
it has not significantly higher error rates than simple 
Bayes in none dataset. 
 

 

 

 

 

Table 2: Comparing the proposed algorithm with other 
Bayesian classifiers 

Datasets 
Logit-
boostNB NB 

Bayesian 
Network 
(K2) AODE 

Autos 75.40 57.41* 67.26* 74.76 
Badges 99.80 99.66 100.00 100.00 
balance-scale 91.19 90.53 71.56* 69.96* 
breast-cancer 66.67 72.7   72.59 73.05v 
breast-w 96.18 96.07 97.20 97.05 
Colic 80.74 78.7   80.98 82.45 
credit-g 72.73 75.16 74.97 75.83 
diabetes 74.11 75.75 75.25 75.70 
haberman 71.48 75.06 71.57 71.57 
heart-c 78.15 83.34 83.34 82.87 
Heart-h 79.55 83.95 84.57 84.33 
heart-statlog 79.93 83.59  82.56 82.70 
hepatitis 84.67 83.81 84.18 85.36 
ionosphere 92.71 82.17* 89.54 91.09 
iris 94.87 95.53 93.20 93.07 
labor 93.23 93.57 90.60 88.43 
lymphography 84.65 83.13 85.64 86.86 
monk1 85.33 73.38* 73.46* 82.32 
monk2 59.92 56.83 56.78 59.62 
monk3 91.87 93.45 93.45 93.21 
relation 77.99 77.85 77.86 78.21 
sonar 84.41 67.71* 76.71* 77.05* 
students 83.04 85.70 85.76 86.08 
vehicle 70.91 44.68* 61.05* 70.32 
vote 95.20 90.02* 90.23* 94.28 
wine 98.14 97.46 98.65 98.21 
zoo 96.91 94.97 94.37 94.66 
     
Average 
accuracy 83.70 81.19 81.98 83.30 
W/D/L  0/21/6 0/21/6 1/23/2 

 
In Table 3, one can see the comparisons of the proposed 
algorithm with other ensembles’ techniques that have 
tried to improve the classification accuracy of the simple 
Bayes algorithm. Three well-known ensemble techniques 
were used for the comparison: Adaboost NB [19], 
Bagging NB [1], Decorate NB [14] with 25 iterations. 
The proposed algorithm has significantly lower error 
rates in 6 out of the 27 datasets than Bagging NB, while 
it is significantly less accurate in one dataset. 
Furthermore, the proposed algorithm is significantly 
more accurate than Boosting NB in 3 out of the 27 
datasets. In none dataset, the proposed algorithm has 
significantly higher error rate. Moreover, the proposed 
algorithm is significantly more accurate than Decorate 
NB in 7 out of the 27 datasets while, the proposed 
algorithm has significantly higher error rates in 2 
datasets. 
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Table 3: Comparing the proposed algorithm with well known 
ensembles of NB 

Datasets 
Logit-
boostNB 

Adaboost 
NB 

Bagging 
NB 

DECORATE 
NB 

autos 75.40 57.12 * 57.12 * 57.82 * 
badges 99.80 99.66 99.69 96.73 * 
balance-scale 91.19 91.68 90.29 90.55 
breast-cancer 66.67 68.68 73.12v 72.97v 
breast-w 96.18 95.55 96.04 95.97 
colic 80.74 77.62 78.73 78.05 
credit-g 72.73 75.14 75.20 74.72 
diabetes 74.11 75.86 75.64 75.33 
haberman 71.48 73.91 74.90 74.83 
heart-c 78.15 82.97 83.37 83.51v 
Heart-h 79.55 84.81 84.13 83.98 
heart-statlog 79.93 82.59 83.59 83.74 
hepatitis 84.67 84.62 84.13 82.99 
ionosphere 92.71 91.06 82.00* 83.08* 
iris 94.87 94.80 95.53 94.87 
labor 93.23 89.60 93.73 92.87 
lymphography 84.65 83.76 81.27 82.98 
monk1 85.33 72.68* 73.22* 75.90* 
monk2 59.92 56.83 56.56 57.08 
monk3 91.87 90.90 93.37 93.29 
relation 77.99 77.86 77.88 78.31 
sonar 84.41 80.77 68.21* 67.65* 
students 83.04 85.18 85.73 85.09 
vehicle 70.91 44.68* 45.58* 46.77* 
vote 95.20 95.01 90.02* 89.93* 
wine 98.14 96.18 97.36 96.51 
zoo 96.91 97.23 95.07 94.68 
     
Average 
accuracy 83.70 81.73 81.17 81.12 
W/D/L  0/24/3 1/20/6 2/18/7 
 
In Table 4, one can see the comparisons of the proposed 
algorithm with other more sophisticated ensembles of the 
simple Bayes algorithm. The proposed algorithm is 
significantly more precise than BoostFSNB algorithm 
[13] in 4 datasets, whilst it has not significantly higher 
error rates in any dataset. In addition, the proposed 
algorithm is significantly more accurate than NBTree 
[11] algorithm in 1 out of the 27 datasets, whereas it has 
significantly higher error rates in none dataset. 
Furthermore, the proposed algorithm is significantly 
more precise than LBR [24] algorithm in 2 out of the 27 
datasets, while it has significantly higher error rates in 
one dataset. 
In brief, we managed to improve the performance of the 
simple Bayes Classifier obtaining better accuracy than 
other well known methods that have tried to improve the 
performance of the simple Bayes algorithm. 

 

 

Table 4: Comparing the proposed algorithm with other well 
known ensembles of NB 

Datasets 
Logit-
boostNB BoostFSNB NBTree LBR 

autos 75.40 76.33 77.18 74.04 
badges 99.80 100.00 100.00 100.00
balance-scale 91.19 81.98* 75.83* 72.17*
breast-cancer 66.67 72.07 70.99 72.35 
Breast-w 96.18 96.05 95.97 97.23 
colic 80.74 82.35 81.88 82.33 
credit-g 72.73 71.36 74.07 74.90 
Diabetes 74.11 75.10 75.18 75.38 
haberman 71.48 73.08 71.97 71.57 
heart-c 78.15 82.15 80.60 83.54 
heart-h 79.55 83.61 81.33 84.54 
heart-statlog 79.93 82.26 80.59 82.59 
Hepatitis 84.67 84.81 81.36 84.97 
ionosphere 92.71 91.86 89.49 89.92 
iris 94.87 93.47 93.53 93.20 
labor 93.23 88.03 91.70 87.50 
lymphography 84.65 82.99 80.89 85.45 
monk1 85.33 69.67* 91.78 94.91v
monk2 59.92 61.43 63.72 60.40 
monk3 91.87 92.88 92.94 93.45 
relation 77.99 77.23 78.00 78.31 
sonar 84.41 77.95* 77.16 76.47*
students 83.04 86.20 84.62 85.38 
vehicle 70.91 62.14* 71.03 69.43 
vote 95.20 95.26 95.03 94.11 
wine 98.14 96.84 96.57 98.71 
zoo 96.91 95.75 94.55 93.21 
     
Average 
accuracy 83.70 82.70 83.26 83.56 
W/D/L  0/23/4 0/26/1 1/26/2

 
Finally, we compare the performance of the proposed 
technique with bagging decision trees and boosting 
decision trees that have been proved to be very 
successful for many machine-learning problems [18]. 
Similarly with the proposed algorithm, Quinlan [18] used 
10 iterations for bagging and boosting C4.5 algorithm 
[17]. We also compare the proposed algorithm with 
Logitboost Decision Stump, which was the base learner 
used by the authors who proposed Logitboost [10]. In the 
last rows of the Table 5 one can see the aggregated 
results. 
The proposed algorithm is significantly more accurate 
than boosting C4.5 algorithm with 10 classifiers in 3 out 
of the 27 datasets. In only 2 datasets, the proposed 
algorithm has significantly higher error rates. In addition, 
the proposed algorithm is significantly more accurate 
than bagging C4.5 algorithm with 10 classifiers in 4 out 
of the 27 datasets, while in 3 datasets, the proposed 
algorithm has significantly higher error rates using in any 
case less time for training. Moreover, the proposed 
algorithm is significantly more accurate than Logitboost 
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DS algorithm (using 25 classifiers) in 3 out of the 27 
datasets, while in 1 dataset, the proposed algorithm has 
significantly higher error rate. 

 

Table 5: Comparing the proposed algorithm with well known 
ensembles 

Datasets 
Logit-
boostNB Boost C4.5 

Bagging 
C4.5 

Logit-
boost 
DS 

autos 75.40 85.46 82.24 v 79.22 
badges 99.80 100.00 100.00 100.00
balance-scale 91.19 78.35* 82.04* 87.34*
breast-cancer 66.67 66.89 72.71v 71.42 
Breast-w 96.18 95.55   95.17 95.63 
colic 80.74 81.63 85.34v 82.75 
credit-g 72.73 70.75 73.89 71.68 
Diabetes 74.11 71.69 75.65 74.54 
haberman 71.48 71.12 72.78 73.61 
heart-c 78.15 78.79 78.88 81.59 
heart-h 79.55 78.68 79.93 81.44 
heart-statlog 79.93 78.59 80.59 82.22 
Hepatitis 84.67 82.38 80.73* 81.58 
ionosphere 92.71 93.05 92.17 90.83 
iris 94.87 94.33 94.67 94.93 
labor 93.23 87.17 82.60 92.33 
lymphography 84.65 80.87* 77.25* 82.36 
monk1 85.33 94.10v 82.10 71.63*
monk2 59.92 60.82 59.80 55.60 
monk3 91.87 90.01 92.38 93.37 
relation 77.99 78.86 78.10 77.83 
sonar 84.41 79.13* 78.51* 77.17*
students 83.04 81.70 86.20 86.73v
vehicle 70.91 75.59v 74.48 70.73 
vote 95.20 95.51 96.27 95.49 
wine 98.14 96.45 95.16 97.86 
zoo 96.91 95.18 93.21 95.06 
     
Average 
accuracy 83.70 83.06 83.07 83.15 
W/D/L  2/22/3 3/20/4 1/23/3

 
To sum up, the proposed technique has better 
performance than all the tested algorithms. 

5 Conclusion 
Ideally, we would like to be able to identify or design the 
single best learning algorithm to be used in all situations. 
However, both experimental results [15] and theoretical 
work [16] indicate that this is not possible. The simple 
Bayes classifier has much broader applicability than 
previously thought. Besides its high classification 
accuracy, it also has advantages in terms of simplicity, 
learning speed, classification speed and storage space. 
In this work, we managed to improve the performance of 
the simple Bayesian Classifier. We combined simple 
Bayesian method with Logitboost [10]. However, as it is 

well known, Logitboost requires a regression algorithm 
for base learner. For this reason, we slightly modified 
simple Bayesian classifier in order to run as a regression 
method. We performed a large-scale comparison with 
other attempts that have tried to improve the accuracy of 
the simple Bayes algorithm as well as other state-of-the-
art algorithms and ensembles on 27 standard benchmark 
datasets and the proposed technique had better accuracy 
in most cases.  
In future research it would be interesting to find a more 
sophisticated algorithm for choosing the number of 
intervals, for the application of Naive Bayes to the 
discretized data. How many intervals should be 
generated? Depending on the application, the trend of the 
error of the class mean or median for a variable number 
of classes can be observed. Too few intervals would 
imply an easier classification problem, but put an 
unacceptable limit on the potential performance; too 
many intervals might make the classification problem too 
difficult. 
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Classification is an important research area in cancer diagnosis.  Fuzzy C-means (FCM) is one of the 
most widely used fuzzy clustering algorithms in real world applications.  However there are two major 
limitations that exist in this method.  The first is that a predefined number of clusters must be given in 
advance.  The second is that the FCM technique can get stuck in sub-optimal solutions.  In order to 
overcome these two limitations, Bandyopadhyay proposed a Variable String Length Simulated 
Annealing (VFC-SA) algorithm.  Nevertheless, when this algorithm was implemented, it was found that 
sub-optimal solutions were still obtained in certain circumstances.  In this paper, we propose an 
alternative fuzzy clustering algorithm, Simulated Annealing Fuzzy Clustering (SAFC), that improves and 
extends the ideas present in VFC-SA.  The data from seven oral cancer patients tissue samples, obtained 
through Fourier Transform Infrared Spectroscopy (FTIR), were clustered using FCM, VFC-SA and the 
proposed SAFC algorithm.  Experimental results are provided and comparisons are made to illustrate 
that the SAFC algorithm is able to find better clusters than the other two methods. 
Povzetek: Opisana je nova variacija algoritma FMC za klasifikacijo s pomočjo mehkega grupiranja. 

1 Introduction
Cancer has become one of the major causes of 

mortality around the world and research into its 
diagnosis and treatment has become an important issue 
for the scientific community.  In Britain, more than 
one in three people will be diagnosed with cancer 
during their lifetime and one in four will die from 
cancer.  Accurate diagnostic techniques could enable 
various cancers to be detected in their infancy and, 
consequently, the corresponding treatments could be 
undertaken earlier.  In recent years, FTIR has been 
increasingly applied to the study of biomedical 
conditions and could become a very powerful tool for 
determination and monitoring of chemical 
composition within biological systems [1].  It has also 
been used as a diagnostic tool for various human 
cancers and other diseases [2-5].  This technology 
works by measuring the wavelengths at which 
different functional groups of chemical samples 
absorb infrared radiation (IR) and the intensities of 
these absorptions.  The quantity of absorption depends 
on the chemical bonds and the structure of the 
molecule and, hence, small changes in molecular 
structure can significantly affect the absorption 
intensity.  Since chemical functional groups absorb 
light at specific wavelengths, the resultant FTIR 
spectrum can be likened to a molecular “fingerprint”.  
If the characteristic spectrum of an abnormal and 
normal tissue component is known (in a “fingerprint 

library”), it may be possible to compare each obtained 
spectrum to these reference spectra and, hence, 
accurate diagnosis may be achieved.  An instance of 
FTIR spectra from a non-biochemical application in 
which example spectra for standard and unknown 
paint samples are compared is shown in Figure 1 [6].  
In the context of cancer diagnosis, the FTIR technique 
detects molecular differences within the cell rather 
than morphological changes of the cell and hence may 
lead to earlier detection of cell abnormalities. 
 
 

  
Figure 1. FTIR spectra for paint analysis. 
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Some advantages of FTIR analysis compared to 
conventional cytological clinical analysis might be: 
1) It has the potential for fully automatic 

measurement and analysis. 
2) It is very sensitive; very small samples are 

adequate. 
3) It is potentially much quicker and so cheaper for 

large scale screening procedures. 
4) It has the potential to detect changes in cellular 

composition prior to such changes being 
detectable by other means. 

 
In previous clinical work [7], Chalmers et al. 

reported on the analysis of sets of FTIR spectra taken 
from oral cancer tissue samples.  In general, the 
experiments analyzed the tissue samples in two 
parallel processes.  In the first process, the samples 
were scanned by FTIR spectroscopy, various pre-
processing techniques (such as mean-centering, 
variance scaling and first derivative) were performed 
on the FTIR spectral data empirically.  The data was 
then classified by hierarchical cluster analysis after 
principal component analysis.  In the second process, 
the samples were stained with a chemical solution and 
then examined through conventional cytology to group 
the samples into different functional groups.  The 
results from these two processes were then compared.  
The clustering results showed that accurate clustering 
could only be achieved by manually applying pre-
processing techniques that varied according to the 
particular sample characteristics and clustering 
algorithms.  However, the pre-processing procedures 
needed extra time, software tools and significant 
human expertise.  If a clustering technique could be 
developed which could obtain clustering results as 
good or even better than conventional clinical analysis 
without the necessity for pre-processing procedures, it 
would make the diagnosis more efficient and enable 
automation.  

In previous research work, hierarchical clustering 
analysis (HCA) and the fuzzy c-means (FCM) 
algorithm have been used to classify non pre-
processed FTIR oral cancer data [8]. The results 
showed that the FCM method performed significantly 
better than HCA.  However, there are two major 
limitations of FCM which may affect the use of the 
technique as a practical diagnostic tool.  Firstly, before 
performing the algorithm, an assumption of the 
number of clusters has to be made in advance.  In real 
medical diagnosis, of course this number would not be 
known.  Secondly, it is a non-convex method [9] so 
may often lead to local minima solutions, and hence 
misdiagnosis could occur.  In order to avoid these 
limitations, a simulated annealing based FCM 
algorithm (SAFC) was introduced by the authors in 
[10].  It was developed by modifying and extending 
Bandyopadhyay’s Variable String Length Simulated 
Annealing (VFC-SA) algorithm which was used for 

the classification of remote sensing satellite images 
[11]. 

In this paper, we describe the SAFC algorithm in 
further detail and give additional analysis on the 
experimental results.  In Section 2, the background 
techniques and some related work are introduced.  The 
original VFC-SA and our extended SAFC algorithm 
are described in Section 3.  In Section 4, we provide 
the results of our experimentation in which the FCM, 
VFC-SA and SAFC algorithms were applied to seven 
sets of oral cancer FTIR data.  The classification 
results are discussed in Section 5 and conclusions are 
drawn.  

2 Background 

2.1 FCM algorithm 
The FCM algorithm, also known as Fuzzy 

ISODATA, is one of the most frequently used 
methods in pattern recognition. It is based on 
minimisation of the objective function (1) to achieve 
good classifications.  
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J(U,V) is a squared error clustering criterion, and 

solutions of minimisation of (1) are least-squared error 
stationary points of J(U,V).  The expression, 

},...,{ 21 nxxxX =  is a collection of data, where n is 

the number of data points.   is a set of 
corresponding cluster centres in the data set X, where 
c is the number of clusters.  

},...,{ 21 cvvvV =

ijµ is the membership 

degree of data to the cluster centre .  Meanwhile, ix jv

ijµ  has to satisfy the following conditions: 
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1
1

=∑
=

c

j
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Where cnijU *)(µ=  is a fuzzy partition matrix, 

|||| ji vx −  represents the Euclidean distance between 

and , parameter m is the “fuzziness index” and is 

used to control the fuzziness of membership of each 
datum in the range 

ix jv

],1[ ∞∈m .  In this experimentation 
the value of 0.2=m  was chosen.  Although there is no 
theoretical basis for the optimal selection of m, this 
has been chosen because the value has been 
commonly applied within the literature.  The FCM 
algorithm is described in, for example, [12] and can be 
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performed by the following steps: 
  
1) Initialize the cluster centres , or 

initialize the membership matrix 

},...,{ 21 cvvvV =

ijµ  with random 
value and make sure it satisfies conditions (2) and (3) 
and then calculate the centres.   
 
2) Calculate the fuzzy membership ijµ  using 

∑
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4) Repeat steps 2) and 3) until the minimum J value is 
achieved. 
 

5) Finally, defuzzification is necessary to assign each 
data point to a specific cluster (i.e. by setting a data 
point to a cluster for which the degree of the 
membership is maximal).  

 

2.2 Simulated Annealing algorithm and 
related works 

The first simulated annealing algorithm was 
proposed by Metropolis et al. in 1953 [13].  It was 
motivated by simulating the physical process of 
annealing solids.  The process can be described as 
follows.  Firstly, a solid is heated from a high 
temperature and then cooled slowly so that the system 
at any time is approximately in thermodynamic 
equilibrium.  At equilibrium, there may be many 
configurations with each one corresponding to a 
specific energy level. The chance of accepting a  
change from the current configuration to a new 
configuration is related to the difference in energy 
between the two states.  Kirkpatrick et al. were the 
first to introduce simulated annealing to optimisation 
problems in 1982 [14].  Since then, simulated 
annealing has been widely used in combinatorial 
optimisation problems and has achieved good results 
on a variety of problem instances. 

We use  and  represent the new energy and 

current energy respectively.  is always accepted if 
it satisfies , but if  the new energy 
level is only accepted with a probability as specified 

by 

nE cE

nE

cn EE < cn EE ≥

)/)(exp( TEE cn −− , where T  is the current 
temperature.  Hence, worse solutions are accepted 
based on the change in solution quality which allows 
the search to avoid becoming trapped at local minima.  
The temperature is then decreased gradually and the 
annealing process is repeated until no more 
improvement is reached or any termination criteria 
have been met.  

Al-Sultan [15,16] and Kein and Dubes [17] have 
developed algorithms based on simulated annealing to 
find the global minimum solution using Fuzzy C-
Means and other crisp (non-fuzzy) clustering methods.  
These were applied, for example, to determine the best 
clustering criterion for the multi-sensor fusion 
problem.  However, the number of clusters has to be 
declared in advance for both of these techniques.  

Although simulated annealing is used in the 
experimentation described here, other search 
algorithms have been used by other authors.  Tseng 
and Yang proposed a genetic algorithm based 
clustering algorithm, in which the genetic algorithm 
was used to group the small clusters into successively 
larger clusters.  A heuristic strategy [18] is then used 
to find a ‘good’ clustering (see below).  Maulik and 
Bandyopadhyay developed a fuzzy clustering method 
which combined a genetic algorithm and FCM 
clustering to automatically segment satellite images 
obtained by remote sensing [19].  

2.3 Xie-Beni validity index 
Clustering validity is a concept that is used to 

evaluate the quality of clustering results.  If the 
number of clusters is not known prior to commencing 
an algorithm, the clustering validity index may be used 
to find the optimal number of clusters [20].  This can 
be achieved by evaluating all of the possible clusters 
with the validity index and then the optimal number of 
clusters can be determined by selecting the minimum 
value of the index.   

Many clusters validation indices have been 
developed in the past.  In the context of fuzzy 
methods, some of them only use the membership 
values of a fuzzy cluster of the data, such as the 
partition coefficient [21] and partition entropy [22].  
The advantage of this type of index is that it is easy to 
compute but it is only useful for the small number of 
well-separated clusters.  Furthermore, it also lacks 
direct connection to the geometrical properties of the 
data.  In order to overcome this problem Xie and Beni 
defined a validity index which measures the 
compactness and separation of clusters [23].  In this 
paper, the Xie-Beni index has been chosen as the 
cluster validity measure because it has been shown to 
be able to detect the correct number of clusters in 
several experiments [24].  Xie-Beni validity is the 
combination of two functions.  The first calculates the 
compactness of data in the same cluster and the second 
computes the separateness of data in different clusters.   
Let  represent the overall validity index, S π  be the 
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compactness and s  be the separation of the fuzzy c-
partition of the data set.  The Xie-Beni validity can 
now be expressed as: 

 
s

S π
=    (6) 

where 
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mind  is the minimum distance between cluster 
centres, given by  . ||||minmin jiij vvd −=
 

Smaller values of π indicate that the clusters are 
more compact and larger values of s indicate the 
clusters are well separated.  Thus a smaller reflects 
that the clusters have greater separation from each 
other and are more compact.  

S

3 VFC-SA and SAFC  
Recently, Bandyopadhyay proposed a Variable 

String Length Simulated Annealing (VFC-SA) 
algorithm [11].  It has the advantage that, by using 
simulated annealing, the algorithm can escape local 
optima and, therefore, may be able to find globally 
optimal solutions.  The Xie-Beni index was used as 
the cluster validity index to evaluate the quality of the 
solutions.  Hence this VFC-SA algorithm can 
generally avoid the limitations which exist in the 
standard FCM algorithm.  However when we 
implemented this proposed algorithm, it was found 
that sub-optimal solutions could be obtained in certain 
circumstances.  In order to overcome this limitation, 
we extended the original VFC-SA algorithm to 
produce the Simulated Annealing Fuzzy Clustering 
(SAFC) algorithm.  In this section, we will describe 
the original VFC-SA and the extended SAFC 
algorithm in detail.  

3.1 VFC-SA algorithm 
In this algorithm, all of the cluster centres were 

encoded using a variable length string to which 
simulated annealing was applied.  At a given 
temperature, the new state (string encoding) was 
accepted with a probability: 

 
))/)(exp(1/(1 TEE cn −−+  

 
The Xie-Beni index was used to compute the 
evaluation of a cluster.  The initial state of the VFC-
SA was generated by randomly choosing c  points 
from the data sets where  is a integer within the 
range .  The values 

c
],[ maxmin cc 2min =c  and 

nc =max  (where is the number of data points) 
was used following the suggestion proposed by 
Bezkek in [25].  The initial temperature 

n

T was set to a 
high temperature , a neighbour of the solution 
was produced by randomly flipping one bit within the 
string (describing the cluster centres) and then the 
energy of the new solution was calculated.  The new 
solution was kept if it satisfied the simulated annealing 
acceptance requirement.  This process was repeated 
for a certain number of iterations, , at the given 
temperature.  A cooling rate, 

maxT

k
r , where 10 << r , 

decreased the current temperature T  and was 
repeated until the T reached the termination criteria 
temperature , at which point the current solution 
was returned.  The whole VFC-SA algorithm process 
is summarised in the following steps: 

rT=

minT

 

Set parametersT . rkcT ,,,, minmax
 

Initialised the string by randomly choosing  data 
points from the data set to be cluster centres. 

c
 

Compute the corresponding membership values using 
equation (4) 

 

Calculate the initial energy  using XB index from 
equation (6). 

cE

 

Set the current temperature . maxTT =
while  minTT ≥

 

     For 1=i to  k
 

Perturb a current centre in the string. 
 

Compute the corresponding membership 
values using equation (4). 
 

Compute the corresponding centres with 
the equation (5). 
 

Calculate the new energy from the new 
string. 

nE

 

If cn EE <  or  with accept 
probability > a random number between 
[0, 1], accept the new string and set it as 
current string.   

cn EE >

 

Else, reject it. 
 

           End for 
 

    rTT = . 
 

End while. 
 

Return the current string as the final solution.  
  

The process of perturbing a current cluster centre 
comprised three functions.  They are: perturbing an 
existing centre (Perturb Centre), splitting an existing 
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centre (Split Centre) and deleting an existing centre 
(Delete Centre).  At each iteration, one of the three 
functions was randomly chosen.  When splitting or 
deleting a centre, the cluster sizes were used to select a 
centre.    The size, , of a cluster, , can be 
expressed by (where is the number of clusters): 

jC j
c

 

∑
=

=
n

i
ijjC

1
|| µ ,   (7) cj ,...1=∀

 
The three functions are described below. 
 
a) Perturb Centre 
 

A random centre in the string is selected.  This 
centre position is then modified through addition of 
the change rate ][][ dvprrdcr ⋅⋅= , where v  is the 
current chosen centre and , where N is 
the number of dimensions. 

Nd ,...,1=
r is a random number 

between [-1, 1] and pr is the perturbation rate which 
was set through initial experimentation as 0.007 as this 
gave the best trade-off between the quality of the 
solutions produced and time taken to achieve them. 
Let  and  represent the current and 
new centre respectively, and Perturb Centre can then 
be expressed as: 

][dvcurrent ][dvnew

               . ][][][ dcrdvdv currentnew +=
 
b) Split Centre 
 

The centre of the biggest cluster is chosen by using 
equation (7).  This centre is then replaced by two new 
centres which are created by the following procedure.   
A reference point with a membership value less than 
but closest 0.5 to the selected centre is identified. Then 
the distance between this reference point and the 
current chosen centre is calculated using: 
 

|  ][][|][ dwdvddist referencecurrent −=
 
Finally, the two new centres are then obtained by: 
 

][][][ ddistdvdv currentnew ±=  
 
c) Delete Centre 
 
As opposed to Split Centre, the smallest cluster is 
identified and its centre deleted from the string 
encoding.  

3.2 SAFC algorithm 
When the original VFC-SA algorithm was 

implemented by the authors on a wider set of test 
cases than originally used by Bandyopadhyay [11], it 
was found to suffer from several difficulties.  In order 
to overcome these difficulties, four extensions to the 

algorithm were developed.  In addition, some details 
were not explicit in the original algorithm.  In this 
Section, the focus is placed on the extensions to VFC-
SA in order to describe the proposed SAFC algorithm. 

The first extension is in the initialisation of the 
string. Instead of the original initialisation in which 
random data points were chosen as initial cluster 
centres, the FCM clustering algorithm was applied 
using the random integer  as the 
number of clusters. The cluster centres obtained from 
the FCM clustering are then utilised as the initial 
cluster centres for SAFC. This is because re-
initialization is a source of computational inefficiency.  
Using the clustering results from previous results leads 
to a better initialization.  

],[ maxmin ccc∈

The second extension is in Perturb Centre.  The 
method of choosing a centre in the VFC-SA algorithm 
is to randomly select a centre from the current string.  
However, this means that even a ‘good’ centre can be 
altered.  In contrast, if the weakest (smallest) centre is 
chosen, the situation in which an already good (large) 
centre is destabilized is avoided.  Ultimately, this can 
lead to a quicker and more productive search as the 
poorer regions of a solution can be concentrated upon. 

The third extension is in Split Centre. If the 
boundary between the biggest cluster and the other 
clusters is not obvious (not very marked), then a 
suitable approach is to choose a reference point with a 
membership degree that is less than but closest to 0.5.  
That is to say there are some data points whose 
membership degree to the chosen centre is close to 
0.5.  There is another situation that can also occur in 
the process of splitting centre; the biggest cluster is 
separate and distinct from the other clusters.  For 
example, let there be two clusters in a set of data 
points which are separated, with a clear boundary 
between them. v1 and v2 are the corresponding cluster 
centres at a specific time in the search as shown in 
Figure 2 (shown in two-dimensions).  The biggest 
cluster is chosen, say v1.  Then a data point whose 
membership degree is closest to but less than 0.5 can 
only be chosen from the data points that belong to v2 
(where the data points have membership degrees less 
than 0.5 to v1).  So, for example, the data point w1 
(which is closest to v1) is chosen as the reference data 
point.  The new centres will then move to vnew1 and 
vnew2. Obviously these centres are far from the ideal 
solution.  Although the new centres would be changed 
by the Perturb Centre function afterwards, it will 
inevitably take a longer time to ‘repair’ the solutions.  
In the modified approach, two new centres are created 
within the biggest cluster.  The same dataset as in 
Figure 2 is used to illustrate this process.  A data point 
is chosen, w1, that is closest the mean value of the 
membership degree above 0.5.   Then two new centres 
vnew1 and vnew2 are created according the distance 
between v1 and w1.  This is shown in Figure 3. 
Obviously the new centres are better than the ones in 
Figure 2 and therefore better solutions are likely to be 
found in same time (number of iterations). 
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Figure 2. An illustration of Split Centre from the 
original algorithm with distinct clusters (where  
and 
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µ 1 to the 
centres v1 and v2 respectively) 
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Figure 3. The new Split Centre applied to the same 
data set as Figure 2, above, (where w1 is now the data 
point that is closest to the mean value of the 
membership degree above 0.5) 

 
 

The fourth extension is in the final step of the 
algorithm (return the current solution as the final 
solution).  In the SAFC algorithm, the best centre 
positions (with the best XB index value) that have 
been encountered are stored throughout the search.  At 
the end of the search, rather than returning the current 
solution, the best solution seen throughout the whole 
duration of the search is returned.  

Aside from these four extensions, we also ensure 
that the number of clusters never violates the criteria 
whereby the number of clusters C  should be within 
the range of [ .  Therefore when splitting a 

centre, if the number of clusters has reached  
then the operation is disallowed. Dually, when 
deleting a centre, the operation is not allowed if the 
number of clusters in the current solution is c . 

], maxmin cc

maxc

min

4 Experiments and Results 
In this section, the clinical data used are firstly 

introduced and then the FCM, VFC-SA and SAFC 
algorithms are applied to seven sets of oral cancer 
FTIR data in order to compare the results. 

4.1 Clinical data background 
In these experiments, all the algorithms are applied 

to FTIR spectral data sets obtained from oral cancer 
patients.  These data have been provided by Leeds 

Royal Infirmary, U.K. and Derby Royal Infirmary, 
U.K. and Derby City General Hospital, UK.  All of the 
FTIR spectra data have been produced by a Nicolet 
730 FTIR spectrometer (Nicolet Instruments, Inc., 
Madison, USA), which is interfaced to a NicPlan IR-
microscope fitted with a liquid-nitrogen cooled 
narrow-band mercury-cadmium-telluride (MCT) 
detector.  Transmission spectra were recorded either 
4cm-1 or 8cm-1 spectral resolution, typically co-adding 
512 or 1024 scans per spectrum.  The FTIR 
microscope was operated using an objective lens.  
Background single-beam spectra were recorded 
through a blank BaF2 window.  A Nicolet Nexus 
FTIR spectrometer interfaced to a Continuum IR 
microscope fitted with a narrow-band MCT detector, 
sited at the University of Nottingham, was used to 
record the conventional Globar-sourced spectra. 

×32

Multivariate data analysis on pre-processed spectra 
was undertaken using Infometrix Pirouette, version 3, 
multivariate analysis software (Infometrix, Inc., 
Woodinville, WA, USA).  In this study, the data 
analysis was limited to those that lie within the 
spectral range 900-1800 cm-1

The tissue samples, with nominal thickness mµ5 , 
were mounted on 0  thickness BaFmm5. 2 windows for 
FTIR investigations.  Parallel sections were stained 
conventionally to facilitate identifying regions for 
particular interest.  Some of the sections used for 
infrared examinations were also stained after they had 
been studied spectroscopically.  

 
In this study, the FCM, VFC-SA and SAFC 

algorithms were implemented in MATLAB (version 
6.5.0, release 13.0.1). 

All the FTIR spectra were taken from three oral 
cancer patients, which contain a mixture of tumour 
(neoplasm), stroma (connective tissue), ‘early 
keratinisation’ and ‘necrotic’.  The seven data sets 
have been taken from three different patients.  The 
number of data points within each of these data sets is: 
15, 18, 11, 31, 30, 15 and 42.  Figure 4 (a) shows a 
×4  magnification visual image from one of the 

hematoxylin and Eosin stained oral tissue sections, 
which has been taken from the first patient.  There are 
two types of cells (stroma and tumour) in this section 
with their regions clearly identifiable by their light and 
dark coloured stains respectively.  Figure 4(b) shows a 

×32  magnified visual image from a portion of a 
parallel, unstained section; the superimposed dashed 
white line separates the visually different 
morphologies.  Five single point spectra were recorded 
from each of the three distinct regions using an 
aperture of mm µµ 1010 × .  The locations of these are 
marked by ‘+’ on Figure 4.(b) and numbered as 1-5 for 
the upper tumour region, 6-10 for the central stroma 
layer, and 11-15 for the lower tumour region.  The 
fifteen FTIR transmission spectra from these positions 
are recorded as data set 1, and corresponding FTIR 
spectra are shown in Figure 5.  
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Figure 4. Tissue samples from data set 1 (a) stained 
(b) unstained  

 

 
 
Figure 5. FTIR spectra from data set 1 

 
 

4.2 Evaluation of FCM, VFC-SA and 
SAFC  
 

In these experiments, the number of different types 
of cells in each tissue section from clinical analysis 
was considered as the number of clusters to be 
referenced.  They were also used as the parameter for 
FCM.  The Xie-Beni index value has been utilised 
throughout to evaluate the quality of the classification 
for these three algorithms.  The parameters for VFC-
SA and SAFC are: 51min −= eT , , 40=k 9.0=r . 

was set as 3 in all cases.  That is because the 
maximum temperature has a direct impact on how 
much worse the XB index value of a solution can be 
accepted at the beginning.  If the value is set too 
high, this may result in the earlier stages of the search 
being less productive because simulated annealing will 
accept almost all of the solutions and, therefore, will 
behave like random search.  It was empirically 
determined that when the initial temperature was 3, the 
percentage of worse solutions that were accepted was 
around 60%.  In 1996, Rayward-Smith et al discussed 
starting temperatures for simulated annealing search 
procedures and concluded that a starting temperature 
that results in 60% of worse solutions being accepted 

yields a good balance between the usefulness of the 
initial search and overall search time (i.e. high enough 
to allow some worse solutions, but low enough to 
avoid conducting a random walk through the search 
space and wasting search time) [26].  Therefore, the 
initial temperature was chosen based on this 
observation. 

maxT

maxT

Solutions for the seven FTIR data sets were 
generated by using the FCM, VFC-SA and SAFC 
algorithms.  Each data set was allowed 10 runs on 
each method.  As mentioned at the beginning of this 
Section, the number of clusters was predetermined for 
FCM through clinical analysis.  The outputs of FCM 
(centres and membership degrees) were then used to 
compute the corresponding XB index value.  VFC-SA 
and SAFC automatically found the number of clusters 
by choosing the solution with the smallest XB index 
value.  Table 1 shows the average XB index values 
obtained after 10 runs of each algorithm (best average 
is shown in bold).  

 
Average XB Index Value Dataset 

FCM VFC-SA SAFC 
1 0.048036 0.047837 0.047729 
2 0.078896 0.078880 0.078076 
3 0.291699 0.282852 0.077935 
4 0.416011 0.046125 0.046108 
5 0.295937 0.251705 0.212153 
6 0.071460 0.070533 0.070512 
7 0.140328 0.149508 0.135858 

 
 

Table 1. Average of the XB index values obtained 
when using the FCM, VFC-SA and SAFC algorithms. 
 
 
In Table 1, it can be seen that in all of these seven data 
sets, the average XB values of the solutions found by 
SAFC are smaller than both VFC-SA and FCM.  This 
means that the clusters obtained by SAFC have, on 
average, better XB index values than the other two 
approaches.  Put another way, it may also indicate that 
SAFC is able to escape sub-optimal solutions better 
than the other two methods. 

In the data sets 1, 2, 4 and 6, the average of XB 
index values in SAFC is only slightly smaller than that 
obtained using VFC-SA. Nevertheless, when the 
Mann-Whitney test (with p<0.01) [27] was conducted 
on the results of these two algorithms, the XB index 
for SAFC was found to be statistically significantly 
lower than that for VFC-SA for all data sets 

The number of clusters obtained by VFC-SA and 
SAFC for each dataset is presented in Table 2.  The 
brackets indicate the number of runs for which that 
particular cluster number was returned.  For example 
on dataset 5, the VFC-SA algorithm found 2 clusters 
in 5 runs and 3 clusters in the other 5 runs.  The 
number of clusters identified by clinical analysis is 
also shown for comparative purposes. 
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Clinical VFC-SA SAFC
1 2 2(10) 2(10)
2 2 2(10) 2(10)
3 2 2(10) 3(10)
4 3 2(10) 2(10)
5 2 2(5), 3(5) 3(10)
6 2 2(10) 2(10)
7 3 3(9), 4(1) 3(10)

Dataset Number of Clusters in Solution

 
Table 2. Comparison of the number of clusters 

achieved by clinical analysis, VFC-SA and the SAFC 
methods. 

 
In Table 2, it can be observed that in data sets 3, 4, 

5 and 7, either one or both of the VFC-SA and SAFC 
obtain solutions with a differing number of clusters 
than provided by clinical analysis.  In fact, with data 
sets 5 and 7, VFC-SA even produced a variable 
number of clusters within the 10 runs.  Returning to 
the XB validity index values of Table 1, it was shown 
that all the average XB index values obtained by 
SAFC are better. 

It can be observed that the corresponding XB 
average index values for SAFC for data sets 3, 4 and 5 
produced much smaller values than FCM.  These three 
data sets are also the data sets which SAFC obtained a 
different number of clusters to clinical analysis. In 
data set 3, the average XB index value in SAFC is 
much smaller than in VFC-SA. This is because the 
number of clusters obtained from these two algorithms 
is different (see Table 2). Obviously a different 
number of clusters lead to a different cluster structure, 
and so there can be a big difference in the validity 
index. In data sets 5 and 7, the differences of XB index 
values are noticeable, though not as big as data set 3.  
This is because in these two data sets, some runs of 
VFC-SA obtained the same number of clusters as 
SAFC. 

In order to examine the results further, the data has 
been plotted using the first and second principal 
components in two dimensions.  These have been 
extracted using the principal component analysis 
(PCA) technique [28, 29].  The data has been plotted 
in this way because, although the FTIR spectra are 
limited to within , there are still 901 
absorbance values corresponding to each wavenumber 
for each datum.  The first and second principal 
components are the components that have the most 
variance in the original data.  Therefore, although the 
data is multidimensional, the principal components 
can be plotted to give an approximate visualization of 
the solutions that have been achieved.  Figures 6, 7, 8 
and 9 show the results for data sets 3, 4, 5 and 7 
respectively using SAFC (the data in each cluster is 
depicted using different markers and each cluster 
centre is presented by a star). The first and second 
principal components in data sets 3, 4, 5 and   7 

contain 89.76, 93.57, 79.28 and 82.64 percent of the 
variances in the original data, respectively.  

11 1800900 −− − cmcm

 
 

 
 
 

Figure 6. SAFC Cluster result in PCA for data set 3. 
 
 

 
 
 

Figure 7. SAFC Cluster result in PCA for data set 4. 
 
 

 
 
 

Figure 8.  SAFC Cluster result in PCA for data set 5. 
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Figure 9. SAFC Cluster result in PCA for data set 7. 

 
There are three possible explanations for this 

phenomenon.  Firstly, the clinical analysis may not be 
correct – this could potentially be caused by the 
different types of cells in the tissue sample not being 
noticed by the clinical observers or the cells within 
each sample could have been mixed with others.  
Secondly, it could be that although a smaller XB 
validity index value was obtained, indicating a ‘better’ 
solution in technical terms, the Xie Beni validity index 
is not accurately capturing the real validity of the 
clusters.  Put another way, although the SAFC finds 
the better solution in terms of Xie-Beni validity index, 
this is not actually the best set of clusters in practice.  
A third possibility is that the FTIR spectroscopic data 
has not extracted the required information necessary in 
order to permit a correct determination of cluster 
numbers – i.e. there is a methodological problem with 
the technique itself.  None of these explanations of the 
difference between SAFC and VFC-SA algorithms 
detracts from the fact that the SAFC produces better 
solutions in that it consistently finds better 
(statistically lower) values of the objective function 
(Xie-Beni validity index). 

 

5 Conclusion 
In this paper, a new SAFC method has been 

proposed which has been extended from the original 
VFC-SA algorithm in four ways.  The newly proposed 
algorithm’s performance has been evaluated on seven 
oral cancer FTIR data and compared to clinical 
analysis, FCM and VFC-SA.  The XB validity index 
was used as the evaluation method to measure the 
quality of the clusters produced.  The experimental 
results have shown that the SAFC algorithm can 
escape the sub-optimal solutions obtained in the other 
two approaches and hence produce better clusters.  On 
the other hand, the number of clusters obtained by 
SAFC in some data sets are not in agreement with 
those provided through clinical analysis.  This can be 
explained in three ways.  Firstly, the number of cluster 
from clinical analysis may not correct; secondly, the 
XB validity index may not suitable to apply on these 

clinical data; and thirdly, the FTIR technique has not 
(for these data sets) captured sufficient information to 
permit correct classification.  However, more results 
and information are needed before any definitive 
conclusion can be made in this case.  Nevertheless, 
this SAFC algorithm is a further step towards the 
automatic classification of data for real medical 
applications.  The further development of this 
algorithm is ongoing research area. 

In the future, we are also trying to obtain a wider 
source of sample data for which the number of 
classifications is known from a number of clinical 
domains such as cervical cancer smear test screening 
and lymphnodes disease.  Establishing the techniques 
necessary to develop clinically useful automated 
diagnosis tools across a range of medical domains is 
the ultimate goal of this research.  
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Mining frequent patterns in large transactional databases is a highly researched area in the field of data
mining. The different existing frequent pattern discovering algorithms suffer from various problems re-
garding the computational and I/O cost, and memory requirements when mining large amount of data. In
this paper a novel approach is introduced for solving the aforementioned issues. The contribution of the
new method is to count the short patterns in a very fast way, using a specific index structure. The suggested
algorithm is partially based on the apriori hypothesis and exploits the benefit of a new index table-based
cubic structure to count the occurrences of the candidates. Experimental results show the advantageous ex-
ecution time behavior of the proposed algorithm, especially when mining datasets having huge number of
short patterns. Its memory requirement, which is independent from the number of processed transactions,
is another benefit of the new method.

Povzetek: Predstavljena je nova, hitrejša metoda iskanja krajših vzorcev v velikih transakcijskih bazah.

1 Introduction

The task of association rule mining is to find hidden, previ-
ously unknown and potentially useful information in large
amount of data. Since it was first introduced by Agrawal
et al [1] the problem of discovering frequent patterns has
received a great deal of attention. The problem is widely
known as market basket analysis, however, several other
applications exist which are searching for frequent recur-
ring itemsets.

In general the process of association rule mining consists
of two main steps. The first one is to discover the frequent
itemsets in the dataset. The second one is to create rules
from the itemsets found during the first step. Most of the
existing algorithm’s aim is to find the frequent itemsets,
i.e. the frequent patterns in the transactions because of two
reasons. The first reason is the much higher computational
complexity of the frequent pattern discovery task than that
of the rule generation. The frequent itemsets are discov-
ered from the original database, which can be terabytes in
size; meanwhile the rules are generated from the relatively
small number of itemsets found by the first step. The sec-
ond reason is that the approach of discovering frequent pat-
terns is utilized in wide range of applications, for example
for mining sequential patterns, episodes, partial periodicity
and many other important data mining tasks.

The different types of frequent itemset mining algo-
rithms suit to datasets having different characteristics.
However all of them has problems either with the compu-

tational cost or the I/O activity or the memory requirement.
The "candidate generate and test" algorithms, such as the
Apriori algorithm [2], suffer from the problem spending
much of their time to discard the infrequent candidates on
each level. Another problem can be the high I/O cost which
is inseparable from the level-wise approach. In case of the
Apriori algorithm the database is accessed as many times
as the size of the maximal frequent itemset is. Several al-
gorithms were developed based on the Apriori method in
order to enhance its performance. One of them is the DHP
(Dynamic Hash and Prune) [3] algorithm which uses hash
tables to collect support information about the potentially
(i + 1)-itemsets when discovering the i-itemsets. In this
way the cost of generating and testing the candidates on
the (i + 1)th level is reduced. Another enhancement of the
Apriori algorithm is the DIC (Dynamic Itemset Counting)
[4] algorithm. It defines checkpoints in the database and
scans it continuously. When a checkpoint is reached, new
candidates are generated from those itemsets which are
proved frequent and those are discarded which are proved
infrequent since the last pass of the same checkpoint. In
this way the number of the database scans can be reduced.
There are several algorithms contributed [5, 6, 7, 8] to im-
prove the performance of the Apriori algorithm that use dif-
ferent type of approaches. An analysis of the best known
algorithms can be found in [9].

The FP-growth (Frequent Pattern-growth) [10] algo-
rithm differs basically from the level-wise algorithms, that
use a "candidate generate and test" approach. It does not
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use candidates at all, but it compresses the database into the
memory in a form of a so-called FP-tree using a pruning
technique. The patterns are discovered using a recursive
pattern growth method by creating and processing condi-
tional FP-trees. The drawback of the algorithm is its huge
memory requirement which is dependent on the minimum
support threshold and on the number and length of the
transactions. [11] suggest a variant of the FP-growth al-
gorithm, such that the memory cost of building conditional
FP-trees are minimized due to building a so-called COFI-
tree for each frequent item. Another memory resident al-
gorithm is the H-mine algorithm [12] which represents the
transactions as a list of elements in the memory. The tra-
versal of the lists is helped with some header tables. A
further memory-based frequent itemset counting algorithm
was introduced in [13]. One advantage of the memory resi-
dent algorithms is that the number of the database accesses
is independent from the size of the maximal frequent item-
set. Unfortunately, the size of the memory is a function of
the number of transactions.

The method proposed in this paper belongs to the
Apriori-like algorithms, thus it uses candidates, but it has
the advantage counting and testing them quickly using an
index structure. Its other advantage is the relatively small
memory requirement that is dependent on the minimum
support threshold and on the item number.

The organization of the paper is as follows. 1 Sec-
tion 2 defines the association rule mining problem. In Sec-
tion 3 two of the most common association rule mining
algorithms are described in detail, a level-wise "candidate
generate and test" method, and a memory-based algorithm.
The execution behavior of the presented algorithms is an-
alyzed in Section 4. After drawing the conclusion of the
experiments a new method is suggested and described in
detail in Section 5. Some experimental results are shown
in this section as well. Conclusion can be found in Sec-
tion 6.

2 Problem statement

Frequent pattern mining is one of the most fundamental
data mining tasks. It is used besides several applications
mainly in association rule mining algorithms. This section
formally introduces the problem of association rule mining
and defines the most important terms in this field.

The association rule mining problem is defined as fol-
lows. Let I = {i1, i2, . . . , in} be the complete set of items
appearing in the transactions, where n denotes the maxi-
mum number of items. An itemset is a non-empty subset
of I , and if the length of the itemset is k, then it is called k-
itemset. A transaction T is a set of items such that T ⊆ I .
Each transaction in the database has an identifier, called
TID. A transaction T contains an itemset X if and only if
X ⊆ T . The support of the itemset X , denoted as σ(X), is

1Short version of this paper is presented in [14].

defined as the percentage of the transactions in the database
which contain X .

An association rule is an implication of the form X →
Y where both X and Y are itemsets, and there exists no
item which appears both in X and in Y , formally, X ⊂ I ,
Y ⊂ I and X ∩ Y = ∅. An association rule has two
properties: the support and the confidence. The support of
the rule X → Y equals to the support of the itemset XY .
The confidence, denoted with c, is the percentage of the
transactions in the database containing X that also contain
Y . This is taken as a conditional probability, P (Y |X).

In order to reduce the search space and to discover
only those rules which can be interesting for the user, two
thresholds are introduced, the minimum support and the
minimum confidence thresholds. An itemset is frequent if
its support exceeds a user-defined minimum support thresh-
old, σmin. However the support and the minimum support
threshold are defined as percentage, the algorithms convert
them to an integer value (sup) using the number of transac-
tions N . In this way calculating the support of the itemset
is only counting its occurrences in the transactions, and it
can be easily compared to the integer minimum occurrence
threshold (minsup). The rules are created only from fre-
quent itemsets. The rule is only a valid rule if its confidence
exceeds the minimum confidenc threshold (minconf ).

3 Basic Algorithms
The frequent itemset mining algorithms can be classified
regarding several aspects. One of the most distinctive fea-
tures of the methods is whether they use candidates. An-
other aspect of the classification can be the number of the
database scans because of the high cost of the I/O activity.
Regarding these aspects two basic algorithms are explained
in this paper whose approaches are fundamentally differ-
ent. The first algorithm, introduced in Subsection 3.1, is
the Apriori algorithm that is a basic level-wise method and
uses candidates to discover the frequent itemsets. The other
algorithm, presented in Subsection 3.2, is the FP-growth al-
gorithm which is a two-phase method and does not use any
candidates to generate the patterns. The two algorithms
are selected for presentation because their importance in
the data mining field. Before introducing the algorithms in
detail some assumptions are needed to explain. These as-
sumptions without loss of generality make easier to handle
the problem. Firstly it is assumed that the items are pre-
sented with continuous integers. The other supposition is
that the items are in lexicographic order both in the trans-
actions and in the candidates. If it is not the case the con-
versions can be done during a preprocessing step.

3.1 Apriori algorithm
The most commonly known, and the first presented associ-
ation rule mining algorithm is the Apriori algorithm intro-
duced by Agrawal et al in [2]. Since its introduction several
other algorithms were presented which are based on it.
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The main idea of the algorithm is based on the a priori
hypothesis, namely, an itemset can only be frequent if all
its subsets are also frequent. In other words, if an itemset is
not frequent, no superset of it can be frequent. Exploiting
this knowledge makes possible to reduce the search space
efficiently when discovering the frequent itemsets, because
using this knowledge the number of the candidates can be
reduced. The Apriori algorithm is a level-wise method,
which means that it discovers the k-itemsets during the kth

database scan.
The algorithm works as follows. During the first data-

base scan the items in the transactions are counted and the
infrequent ones are discarded. In this way the frequent 1-
itemsets are found. From these frequent items two candi-
dates are generated by creating all the combination of them
by keeping the lexicographic order. Formally, the items x
and y form a candidate (x, y) when x ≤ y. During the
second database scan the support of the 2-candidates are
counted. After a database reading the counters of the candi-
dates are checked whether they are over the minimum sup-
port threshold. If a value of a counter exceeds the threshold,
the candidate belonging to it becomes frequent, otherwise
it is filtered out. The 3-candidates are generated from the
frequent 2-itemsets regarding the following rule. Let be
given two itemsets (i1, i2) and (i3, i4) where i1 < i2 and
i3 < i4 as mentioned earlier. The two itemsets can form a
3-candidate if i1 = i3 and (i2, i4) is also frequent. Fulfill-
ing the second condition means that the a priori hypothe-
sis is fulfilled. The resulting 3-candidate is the following:
(i1, i2, i4). In general two k-itemsets are joined by keeping
the lexicographic order to form a (k +1)-itemset if the first
k − 1 items of them are in common and all the (k − 1)-
subsets of the resulting candidate are frequent as well. The
algorithm terminates if no candidates can be generated or
no frequent itemsets are found. The pseudo code of the
algorithm is depicted in Table 1 and Table 2.

procedure Apriori(minsup)
L1 = find frequent 1-itemsets
for (k = 2;Lk−1 ! = null;k++)

Ck = AprioriGen(Lk−1)
for each transaction t do

Ct = subset(Ck,t)
for each candidate c in Ct do

c.counter++
for each c in Ck do

if c.counter >= minsup then
Lk.Add(c)

return Ck

Table 1: Pseudo code of the Apriori algorithm

3.2 FP-growth algorithm
One of the algorithms which do not use any candidates to
discover the frequent patterns is the FP-growth (Frequent

procedure Apriori(minsup)
for each itemset l1 in Lk−1do

for each itemset l2 in Lk−1 do
if l1[1] = l2[1]

and l1[2] = l2[2]
and . . . and l1[k − 2] = l2[k − 2]
and l1[k − 1] < l2[k − 1]

then
c = l1 join l2
if c has infrequent subset
then DELETE c
else Ck.Add(c)

return Ck

Table 2: Pseudo code of the AprioriGen procedure

Pattern Growth) algorithm proposed in [10]. The other
main difference to the Apriori algorithm is the number of
the database readings. While the Apriori is a level-wise al-
gorithm the FP-growth is a two-phase method. It reads the
database only twice and stores the database in a form of a
tree in the main memory.

The algorithm works as follows. During the first data-
base scan the number of occurrences of each item is de-
termined and the infrequent ones are discarded. Then the
frequent items are ordered descending their support. Dur-
ing the second database scan the transactions are read and
the frequent items of them are inserted into a so-called FP-
tree structure. In this way the database is pruned and is
compressed into the memory. The aim of using the FP-tree
is to store the transactions in such a way that discovering
the patterns can be achieved efficiently.

Each node in the tree contains an item, a counter to count
the support, and links to the child nodes, to the parent nodes
and to the siblings of the node. The rule for constructing
the FP-tree is as follows. When reading a transaction its
infrequent items are omitted and the frequent ones are or-
dered regarding their support. The transaction is then in-
serted into the tree. If the tree is empty the transaction is
inserted as the only branch in the tree. If it is not empty,
while the first k items of the transaction fit the prefix of one
of the branches of the tree, a counter is incremented in each
referred node in the tree. From the (k + 1)th item, a new
branch is created as a child of the node, which corresponds
to the kth item in the transaction, and the further items in
the transactions are inserted as this new branch with a sup-
port counter set to one. A header belongs to the FP-tree
which contains the sorted 1-frequent items, their supports
and a pointer to the first occurrence of the given item in the
tree. The other occurrences of the given item in the tree are
linked together sequentially as a list.

The FP-tree is processed recursively by creating several
so-called conditional FP-trees. This is the recursive pattern
growth method of the algorithm. When a conditional FP-
tree contains exactly one branch the frequent itemsets are
generated from it by creating all the combinations of each
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items. When traversing the whole FP-tree, all the frequent
itemsets are discovered. The pseudo code of the FP-growth
algorithm is depicted in Table 3.

procedure FPGrowth(Tree, α)
if Tree contains a sigle path P then

for each β = comb. of nodes in P do
pattern = β ∪ α
sup = min(sup of the nodes in β)

else
for each ai in the header of Tree do

generatepattern = β ∪ α
sup = ai.support
construct β’s conditional pattern base
FPTree = construct β’s

conditional FP-tree
if FPTree != 0 then

FPGrowth(FPTree,β)

Table 3: Pseudo code of the FP-growth algorithm

4 Comparison of the Algorithms
The experimental results presented in this paper are per-
formed on semantic datasets generated by the dataset gen-
erator downloaded from the IBM website. The datasets
generated with this program accomplish the conditions in-
troduced in [2]. The algorithms were implemented in C#.
The simulations were executed on a Pentium 4 CPU, 2.40
GHz, and 1GB of RAM computer on .NET Framework
v1.1. The naming conventions of the datasets are shown
in Table 4. The number of the items that can occur in the
transactions is 1000.

Parameter Meaning
T Average length of the transactions
I Average size of maximal

frequent itemsets
D Number of transactions
K Thousand

Table 4: Meaning of the parameters in the names of the
datasets

In order to find a more effective algorithm to solve the
frequent itemset mining problem in a given range of the
parameters the behavior of the most representatives algo-
rithms should be investigated. After detecting their draw-
backs a novel method can be developed which aim is to
avoid the disadvantages found by the algorithms examined.
The objectives of the investigation are the execution time
behavior and the memory requirements of each methods.

A major aspect of the examination is which parameters
of the dataset affect the behavior of the algorithms signif-
icantly. The two main parameters of the datasets are the

number of items that can appear in the transactions, de-
noted with n, and the number of transactions, denoted with
T .

Fig. 1 shows the execution times of the two algorithms
as a function of the number of transactions. It can be eas-
ily concluded that the execution time dependency of the
Apriori algorithm on the number of transactions is linear,
and that of the FP-growth algorithm is rather a polynomial
of two degree. The memory requirement of the two algo-
rithms is depicted in Fig. 2 as a function of the number of
transactions. It is obvious, that the memory requirement
of the Apriori algorithm does not depend on the number
of transactions. The reason for that can be found in the
"candidate generate and test" approach. The number of the
candidates does not depend on the number of transactions;
it depends only on the item number and on the minimum
support threshold.

The memory requirement of the FP-growth algorithm
increases significantly with the growth of the number of
transactions. The reason for this can be found when exam-
ining the sizes of the trees which are generated by the al-
gorithm. If the algorithm mines two datasets with the same
statistical properties but the one contains an order of magni-
tude more transactions than the other, the first FP-tree built
by the FP-growth algorithm contains an order of magnitude
more nodes in the former case than in the latter. However
the rules that have been found are nearly the same. From
this fact we can draw the conclusion that several redundant
nodes are in the FP-tree when increasing the number of the
transactions. The claim is laid to modify the algorithm so
that the created tree does not contain as redundant nodes
as in the original case. The function between the number
of transactions and the size of the first generated tree is lin-
ear, which is shown in Fig. 3 by different minimum support
thresholds.

The advantage of the FP-growth algorithm is the quick
mining process which does not use candidates. Its draw-
back is, however, that the memory requirement of the al-
gorithm is huge, especially by lower minimum support
threshold. The main problem of the "candidate generate
and test" methods is the computational cost when filter-
ing out the infrequent itemsets. Fig. 4 shows the execu-
tion time of the Apriori algorithm by itemset levels when
using T20I7D200K dataset. When investigating the exe-
cution times by itemset levels the fact is proved that the
algorithm uses most of its time to discover the small fre-
quent itemsets. In general it uses more than 70% of its ex-
ecution time to discover the 4-frequent itemsets, and more
than 50% of this time is used to find the 2-frequent item-
sets. Its reason is the huge number of candidates in the first
four levels. The candidate numbers in each single level are
depicted in Fig. 5. It can be seen well that the number of
the candidates in the second level is two orders of magni-
tude higher than in the further levels, however the number
of the frequent itemsets, depicted in Fig. 6, are about the
same.

The Apriori algorithm stores the candidates in a hash tree
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in order to quick find those candidates, which are to be
checked whether they are contained by a certain transac-
tion. The benefit of using a hash-tree is to reduce the num-
ber of candidates to be checked when processing a transac-
tion. During a database scan each transaction is processed
and its subsets are checked whether a counter belongs to it
in the hash tree or not. This method is faster than finding
the candidates by linear search, but in case of huge candi-
date number, using a hash tree is inefficient. The number of
the database accesses of the Apriori algorithm equals to the
size of the maximal frequent itemset. It accesses the data-
base k times even than when only one k-frequent itemset
exists. If the dataset is huge, the multiple database scans
can be one of the drawbacks of the Apriori algorithm.

Figure 1: Execution time of the two algorithms as a func-
tion of the number of transactions by 0.9% minimum sup-
port threshold

Figure 2: Peak memory of the two algorithms as a function
of the number of transactions by 0.9% minimum support
threshold

5 Cubic algorithm
The previous section describes the advantages and the dis-
advantages of the Apriori and the FP-growth algorithms.
The main motivation of the novel method, called Cubic, is
to enhance the aforementioned algorithms both regarding
the execution time behavior and the memory requirement.

Figure 3: Sizes of the first generated FP-tree as a func-
tion of the number of transactions by 0.8%, 1.3% and 1.5%
minimum support thresholds

Figure 4: 7 Execution time on each level of the Apriori
algorithm when using T20I7D200K dataset

The aim was to develop an algorithm whose memory usage
is significantly lower than that of the FP-growth algorithm,
and its execution time is smaller than the execution times of
both of the algorithms described earlier. The new method
is based on the Apriori algorithm, its aim is to enhance the
discovering of the small patterns. Thus the novel method
is faster than the introduced algorithms especially in those
cases when the characteristics of the dataset shows much
more small patterns than long ones.

5.1 Description of the algorithm
The Cubic algorithm is a novel method to find the frequent
4-itemsets quickly. It discovers the 4-itemsets in only two
database scans. During the first disk access the support
of the one and two itemsets are counted using an upper
triangular matrix M . If n stands for the cardinality of the
items in the database, then the size of M equals to n(n+1)

2 .
The diagonal elements of the matrix contains counters for
the items, and the other cells are counters for the item pairs.
The support counting can be achieved by a direct indexing
method using the matrix and in this manner it is the fastest
way.

The three and four frequent itemsets are counted during
a further database scan. For efficient counting the support
of the candidates their counters are stored in an index table-
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Figure 5: Sizes of the candidates in each level when using
T20I7D200K dataset

Figure 6: Sizes of the frequent itemsets in each level when
using T20I7D200K dataset

based cubic structure. This is built when traversing the ma-
trix M . A cube is created for those rows of the matrix
whose value of the diagonal element is over the minimum
support threshold. It means, that one cube is created in
order to store the 3 and 4-candidates which belong to the
frequent 2-itemsets beginning with the same item. In this
manner the first item of a candidate selects the appropriate
cube and the further items addresses the cells in the cube.

The matrix M is processed by rows. The ith row is only
processed, if the value of the ith diagonal element in M is
greater than the minimum support threshold. In this case
a new index table is created with size of n, and the val-
ues in the ith row are checked whether they are over the
threshold or not. If M [i, j] > minsup, (i < j), the jth el-
ement in the index structure is set to the number which will
later index the cube. If all the elements of the ith row are
checked, a cube is created. The size of the cube is the num-
ber of the frequent item pairs in the ith row. A reverse in-
dex is created as well, in order to easy converting the index
value, which addresses the cells in the cube, to the original
item when traversing the cubes. This is used by the counter
checking process. During the second database scan every
3 and 4-subsets of the transactions are created, which has
at least one 2-frequent subset, and the appropriate element
in the cube is incremented. The cube is selected by the first
item of the subset. The other items address the counters in
the cube using the index structure belonging to the selected

cube.
The Apriori hypothesis is used only partially because of

the following reason. The Apriori assumption is exploited
when the algorithm creates different cubes for the itemsets
having different first item. However it is not used when
the edges of the cube are created. If the value of M [i, j] is
greater than the minimum support threshold, the item j is
added to the index table of the cube independently whether
the elements M [j, s], (i < s < n) are greater than the min-
imum support or not, where s denotes those items which
satisfy the M [i, s] > minsup condition. The reason for
this is that the storage space for the cube is rather compact,
and there would not be any benefit discarding these items.
In addition it would take more time to discard the item than
to count its support. The main parts of the algorithm are
depicted in Table 5 and Table 6.

The Cubic algorithm discovers the 4-frequent itemsets.
The further itemsets can be found in different ways. One
of the possibilities is a level-wise approach, which simply
invokes the Apriori algorithm. This is the easiest way and
often a very quick solution because the Apriori algorithm
finds the itemsets with cardinality greater than five rela-
tively quick. This algorithm is called Cubic-Apriori.

Another way is to call the FP-growth algorithm after
discovering the frequent 4-itemsets. The FP-tree should
be created by leaving out those transactions, which do not
contain frequent 4-itemsets. So the basic idea of the sug-
gested Cubic FP-growth algorithm is that there is no need
to build a much larger tree, if the rules are contained also
in a smaller. In this case the FP-tree must be generated
only from those transactions, which contains at least one
4-frequent itemset. In this way the profit is the smaller tree
generated by the FP-growth algorithm, thus, in general, the
execution time is enhanced as well. In addition only one
additional database scan is needed in this case than in case
of using the original FP-growth algorithm.

5.2 Simulation results

In Fig. 7 the execution time of the four algorithms is ana-
lyzed when using T20I7D200K dataset. It is clear, that the
Cubic method continued by the Apriori algorithm, called
Cubic Apriori algorithm, is the fastest of all the four meth-
ods. The execution time of the Cubic FP-growth method
is always smaller than that of the Apriori algorithm but
it is not always smaller, than the execution time of the
FP-growth algorithm. The reason for that is illustrated in
Fig. 8. The sizes of the first generated FP-trees are depicted
in it in cases of the FP-growth and of the Cubic FP-growth
algorithms when using T20I7D200K dataset as a function
of the minimum support threshold. Apparently the sizes of
the tree in case of small minimum support thresholds are
near to each other, moreover by minimum support thresh-
old of 0.5% they are about the same. It means that the
Cubic FP-growth algorithm has to accomplish about the
same recursive pattern growth process as the FP-growth
algorithm does, but before this, the Cubic FP-growth al-
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procedure FillCubes()
for each transaction t do

for (i=0; i < t.count; i++)
if ixStruct[t[i]] = null then

continue
for (j=i + 1; j < t.count; j++)

if M [t[i], t[j]] < minsup then
continue

ix1 = IxStruct[t[i]][t[j]]
for (k = j + 1; k < t.count; k++)

ix2 = IxStruct[t[i]][t[k]]
if ix2! = −1 then

CubeL[t[i]][ix1, ix2, 0]++
for (l = k + 1; l < t.count; l++)

ix3 = IxStruct[t[i]][t[l]] + 1
if ix3! = 0 then

CubeL[t[i]][ix1, ix2, ix3]++

Table 5: Pseudo code of the candidate counting procedure
of the Cubic algorithm

gorithm has also to mine the 4-frequent itemsets using the
Cubic method. In this case filtering the transactions by us-
ing the results of the Cubic algorithm causes no significant
profit regarding the number of nodes in the tree. The saving
in the node number is rather by minimum support threshold
higher than 0.7%. In Fig. 9 the peak memory sizes are illus-
trated as a function of the number of transactions when the
average size of the maximal frequent items is 7 and the av-
erage size of the transactions is 20. The minimum support
threshold is set to 0.9%. It is shown, that the memory re-
quirement of the Cubic Apriori algorithm does not depend
on the number of transactions.

Figure 7: Execution time of the four algorithms when using
T20I7D200K

6 Conclusion
This paper is concerned with the problem of efficiently dis-
covering frequent itemsets in transactional databases. The
algorithms dealing with this type of data mining problem
can be divided into several classes regarding their behavior.

procedure CheckCubes()
rI=reverseIndexTable.Clone()
for (i=0;i < cubeL.count;i++)

if cubeL[i]!=null then
for (j=0;j < rI[i].count;j++)

for (k=j + 1;k < rI[i].count;k++)
if cubeL[i][j; k; 0] >= minSup
then

item2 = rI[i][j]
item3 = rI[i][k]
L3.Add(i, item2, item3)
for (l=k + 1;l < rI[i].count;l++)

if cubeL[i][j, k, l] > minSup
then

item2 = rI[i][j]
item3 = rI[i][k]
item4 = rI[i][l − 1]
L4.Add(i, item2, item3, item4)

Table 6: Pseudo code of the candidate checking procedure
of the Cubic algorithm

Figure 8: Sizes of the first generated tree of the FP-
growth and of the Cubic FP-growth algorithm when using
T20I7D200K

The two most representative classes are the one which con-
tains the level-wise methods and the class that contains the
two-phase methods. Two basic algorithms of these classes
were explained in detail. After investigating the execution
time behavior and the memory requirement of the Apri-
ori and the FP-growth algorithm the advantages and disad-
vantages of them were illustrated. The main drawback of
the Apriori algorithm is its relatively slow candidate test-
ing method using the hash-tree data structure in case of
small candidates, when the number of these candidates is
high. The memory requirement dependency on the num-
ber of transactions is proved as the major problem of the
FP-growth algorithm.

A novel method, the Cubic algorithm is presented in or-
der to enhance the Apriori algorithm by finding the short
frequent patterns quickly, using an index table-based cubic
structure. The algorithm exploits the benefits of direct in-
dexing over the hash tree-based searching. Experimental
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Figure 9: Peak memory of the algorithms as a function
of the number of transactions by 0.9% minimum support
threshold

results show the time saving when replacing the first four
steps of the Apriori algorithm with the novel method. In
this way, the Cubic Apriori algorithm is even faster than
the FP-growth algorithm, and the memory requirement of
the novel method does not depend on the number of trans-
actions.

Using the Cubic algorithm the performance of the FP-
growth algorithm can be enhanced as well. When a pre-
processing step is inserted before the FP-growth algorithm,
namely discovering the frequent 4-itemsets using the Cu-
bic algorithm, the size of the FP-tree can be reduced. In
this case the memory requirement is reduced.
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Similarity search in time series data is an area of active interest in the data mining community. In this 
paper we introduce a novel approach for performing similarity search in time series data. This 
technique is based on the intuition that similar time sequences will have similar variations in their 
slopes and consequently in their time weighted slopes. The proposed technique is capable of handling 
variable length queries and also works irrespective of different baselines and scaling factors. 
Povzetek: Opisana je nova metoda rudarjenja podatkov časovnih vrst z iskanjem podobnosti. 

1 Introduction 
A large portion of scientific and business data stored on 
computers is comprised of time series data. Some typical 
examples include stock indices, biomedical data, retail 
data and atmospheric data. During the past few years, 
there has been an explosion of research in the area of 
time series data mining. This includes attempts to model 
time series data, to design languages to query such data, 
and to develop access structures to efficiently process 
queries on such data. The problem of similarity search in 
time series data is important and non-trivial.  
 
To perform similarity search on time series data, 
indexing methods that are capable of supporting efficient 
retrieval and matching of time series data are required. 
Most of the indexing methods available today for multi-
dimensional data such as the R-tree [1] and the R*-tree 
[2] degrade performance at dimensionalities greater than 
8-10 [3] and eventually perform almost like sequential 
scanning algorithms at high dimensionalities. Thus, to 
utilize multi-dimensional indexing techniques, it is 
essential to first perform dimension reduction on time 
series data. This helps to map the high-dimensional data 
to a lower dimension space. Then some distance measure 
such as the Euclidean Distance may be used to calculate 
the distance and hence the similarity between any two 
time sequences. 
 
Most of the approaches developed so far for performing 
similarity search in time series data are based on 
dimension reduction. Dimension reduction can be 
performed by several ways.  Some commonly used 
methods for performing dimension reduction include 
Discrete Fourier Transform (DFT) [4, 5, 6, 7], Discrete 
Wavelet Transform (DWT) [8, 9, 10, 11, 12], Singular 
Value Decomposition (SVD) [13] and Piecewise 
Aggregate Approximation (PAA) [14].  
 

The most frequently used method for dimension 
reduction is based on the DFT. The DFT is quite suited 
for naturally occurring sinusoidal signals but it is ill-
suited for representing signals having discontinuities.  
 
The Haar wavelet transform is the most commonly used 
wavelet transform for dimension reduction. But the basis 
function for Haar is not smooth. Thus the Haar wavelet 
transform approximates any signal by a ladder like 
structure. Hence the Haar wavelet transform is not likely 
to approximate a smooth function using only a few 
coefficients. So the number of coefficients to be added 
must be high. Finding wavelets having more continuous 
derivatives is still an active area of research.  
 
The SVD technique is a data dependent dimension 
reduction technique. It uses the KL transform for 
performing dimension reduction. The given data is used 
to compute basis vectors. So whenever the database is 
updated, the basis vectors need to be recomputed. The 
recomputation time may become infeasible for practical 
purposes especially when the database is very large.  
 
The PAA performs dimension reduction by dividing the 
time sequences into equal length segments. The 
corresponding feature sequence comprises of mean 
values of each segment.  But the means representing each 
segment give only a rough approximation of each time 
sequence. 
 
In this paper, we introduce a new approach for similarity 
search in time series databases. We assume that a time 
series comprises of samples of a single measured 
variable against time. The proposed approach is based on 
the observation that similar time sequences will have 
similar variations in their slopes and hence time weighted 
slopes. By time weighted slopes we mean that the slope 
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is assigned a weight depending upon its location along 
the time axis. The technique being proposed involves 
some data pre-processing that enables it to handle 
variable length queries. It is also capable of handling 
global scaling and shrinking of the data and works 
irrespective of vertical shifts that may exist between the 
given time sequences. Further, it does not rely on any 
kind of dimension reduction.   

The rest of the paper is organized as follows. Section 2 
gives related work. Section 3 describes the proposed 
approach. In Section 4, we give experimental results to 
demonstrate the proposed approach by using test data 
and a case study is included in Section 5. Finally, 
conclusions and directions for future work are covered in 
Section 6. 

2 Related Work 
In this section we discuss some key approaches for 
performing similarity search in time series data. 

 
Agrawal et al. [4] used the Discrete Fourier Transform to 
perform dimension reduction. The DFT was used to map 
the time sequences to the frequency domain and the 
index so built was called the F-index. For most 
sequences of practical interest, the low frequency 
coefficients are strong. Thus the first few Fourier 
coefficients are used to represent the time sequence in 
frequency domain. These coefficients were indexed using 
the R*-tree [2] for fast retrieval. The basis for this 
indexing technique is Parseval’s theorem. The Parseval’s 
theorem guarantees that the distance between two 
sequences in the frequency domain is the same as the 
distance between them in the time domain. For a range 
query the F-index returns a set of sequences that are at a 
Euclidean Distance ∈ from the query sequence. 
 
The F-index may raise false alarms but does not 
introduce false dismissals. The actual matches are 
obtained in a post-processing step wherein the distance 
between the sequences are calculated in the time domain 
and those sequences which are within ∈ distance are 
retained and the others are dismissed. The F-index 
typically handles ‘whole matching’ queries. 
 
Faloutsos et al. generalized the F-index method in [15] 
and called it the ST-index. In this technique, subsequence 
queries are handled by mapping data sequences into a 
small set of multidimensional rectangles in feature space. 
These rectangles are indexed using spatial access 
methods like the R*-tree [2].  
 
A sliding window is used to extract features from the 
data sequence resulting in a trail in the feature space. 
These trails are divided into sub-trails which can be 
represented by their Minimum Bounding Rectangles 
(MBR). Thus, in place of storing all the points in a trail, 
only a few MBRs are stored. When a query is presented 
to the database, all the MBRs intersecting the query 
region are retrieved. This guarantees no false dismissals 
but also raises some false alarms as sub-trails that do not 
intersect the query region but their MBRs are also 
retrieved.  
 
Chan et al. [8] have proposed to use the DWT in place of 
DFT for performing dimension reduction in time series 
data.  Unlike the DFT which misses the time localization 
of sequences, the DWT allows time as well as frequency 

localization concurrently. The DWT thus bears more 
information of signals in contrast to DFT in which only 
frequencies are considered. The approach in [8] 
employed the Haar Wavelet Transform for mapping 
high-dimensional time series data to lower dimensions. 
 
A data dependent indexing scheme was proposed in [13] 
and is known as the SVD method for dimension 
reduction. The database consists of n-dimensional points. 
We map them on a k-dimensional subspace, where k < n, 
maximizing the variations in the chosen dimensions. An 
important drawback of this approach is the deterioration 
of performance upon incremental update of the index. 
Therefore the new projection matrix should be calculated 
and the index tree has to be reorganized periodically to 
keep up the search performance. 
 
In PAA [14], each time sequence say of length k is 
segmented into m equal length segments such that m is a 
multiple of k. If that is not the case, then the sequence is 
padded with zeros in order to perform the segmentation. 
The averages of segments together form the new feature 
vector for the sequence. The correct selection of m is 
very important because if m is very large, the 
approximation becomes very rough but if m is very 
small, the performance deteriorates. 

 
Mostly similarity search methods utilize the Euclidean 
distance model for calculating the similarity between the 
query and candidate sequence. According to this model, 
if the Euclidean Distance D (X, Y) between two time 
sequences X and Y of length n is less than a threshold ∈, 
then the two sequences are said to be similar. The 
Euclidean Distance is given as: 

 

D (X, Y) = ∑
=

−
n

i
ii yx

1

2)(                                   (1)                   

 
A major shortcoming in the Euclidean distance model is 
that it is not able to handle vertical shifts existing 
between the time sequences under comparison. 

 
Toshniwal et al. [16] have used the cumulative variation 
of slopes for computing the similarity in the given time 
series data. In this technique the data is first pre- 
processed. Next, each of the time sequence is divided 
into same number of small, equi-width strips as shown in 
Figure 1. The cumulative variation in slopes is then 
computed as the parameter S (Q, C) where Q and C are 
the two time sequences under comparison. 
Mathematically: 
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S (Q, C)   =  ( )2
cjqj SS −∑                               (2)  

 
Scj and Sqj  are the slopes for the jth  strip in the candidate 
time sequence C and the query time sequence Q 
respectively.  

 
Ideally, for exactly similar time sequences, the parameter 
S (Q, C) would be zero. Practically, the smaller the value 
of S (Q, C), the more is the similarity between the time 
sequences under comparison. For range queries and 
nearest-neighbour queries we may choose to have S (Q, 
C) ≤ / where / specifies some degree of tolerance 
allowed while performing similarity search in the time-
series database. 

 
In this paper, we present an approach for similarity 
search in time series data which is an improvement over 
[16]. The technique proposed in this paper is also based 
on the concept that similar sequences will have similar 
variations in their slopes. In [16], the cumulative 
difference between the slopes of the query and the 
candidate time sequences has been computed as given by 
(2). In the present study, weights have been given to the 
locations of the slopes along the time axis. In [16] the 
square of the differences in the slopes has been used for 
computing the parameter for similarity S (Q, C). 
However, in this paper, the sign of the slopes have also 
been accounted for while computing the cumulative 
variation in slopes by using a cubic function as in (4).  

3 Proposed Approach 
The cumulative variation in time weighted slopes has 
been used in this paper for performing similarity search 
in time series data. Here, we assume that a time series 
consists of a sequence of real numbers which represent 
the values of a measured parameter at equal intervals of 
time. Let the time series database consist of p time 
sequences designated by X1, X2… Xp. Each time sequence 
Xi in turn can be represented as < (ti1, yi1), (ti2, yi2)… (tin, 
yin) > where n is the number of samples in the time 
sequence. 

 

 
 

Figure 1: Query and candidate time sequences 
divided into strips. 

 
In the proposed approach, each of the candidates Xi in the 
time series database is first scaled along the time axis so 
that their time axes become equal to some desired time td. 
The selection of td is done by the user and may depend on 

the domain of application of the data. In our technique, 
scaling along the time axis is done to equalize the time 
durations of candidates and query. This helps to compare 
variable length time sequences. For example, a 5-year 
sales pattern of a Product A can be compared to a 10-
year sales pattern of Product B. Another example where 
scaling can play a crucial role is the comparison of the 
growth of a tumour for the past 10-months versus the 
growth of the tumour for past 10-days. In order to avoid 
any distortions that may arise due to time scaling, the 
values along the y-axis for each Xi are also scaled 
proportionately. Thus each transformed Xi denoted by Xi

‘ 

may be represented as < (ti1
’, yi1

’), (ti2
’, yi2

’)… (tin
’, yin

’) > 
where: 

 
tij

’ =  tij  *  ( td / tin ) 
and  yij

’ = yij * ( td / tin )                                                  (3) 
 
This is followed by dividing each of the candidate time 
sequences in the database into same number of small, 
equi-width strips along the time-axis as shown in Figure 
1. Thus each candidate time sequence is divided into say 
m number of strips. 

 
The same procedure is repeated for any query Q for 
similarity search. Or in other words, the query is first 
time scaled to td and then scaled proportionately along 
the y-axis. The resulting sequence is divided into m 
number of small, equi-width strips. The strips have 
different heights but same widths along the time-axis as 
shown in Figure 1. 
 
Finally, we compute the cumulative variation in time 
weighted slopes between any two sequences Q and C as: 
 

WS (Q, C) = 3 jcjqj
 3m

1i

d   /    ttS S  )   (    
 

    *   ∑ −
=

    (4) 

            
where Scj and Sqj  are the slopes for the jth  strip (Fig. 1) in 
the candidate time sequence C and the query time 
sequence Q respectively : 
 
Scj   =  { yic

”
(j +1)  -  yicj

 “} / ∆ t                         (5)             
and  Sqj  =  { yq

”
(j +1)  -  yqj

 “} /  ∆ t                                  (6) 
 
We assume in (5) and (6) that the starting and ending 
coordinates for the jth strip of the candidate are given by     
(  t ’icj, yicj

 ”)and  ( t’ic(j +1), yic
”

(j +1)).  Similarly, the starting 
and ending coordinates for the jth strip of the query time 
sequence are given by (  t’qj, yqj

 ”)   and  ( t’q(j +1) , yq
”

(j+1)). 
And ∆t is the width of each of the strips and is a constant. 
The choice of ∆t may be user specified or domain 
specific. 
 
The important thing to note about the selection of ∆t is 
that its value should be optimally selected so that it is 
neither too small (because that may lead to excessive 
computations) nor too large (loss of details). The number 
of equi width strips in the query as well as the candidate 

Q 
Sqj Query (Qi) 

Candidate(C) 

Time  t 

C 

Scj 
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time sequences is equal (Fig. 1). As the width of the 
strips in the query as well as the candidate time 
sequences are equal, ∆t is given as: 

 
∆ t =  t’ic(j +1)   -   t ’icj   

Or   ∆ t =  t’q(j +1)  -  t’qj                                                    (7) 
 

The weight associated with the location of the strip along 
the time axis is given by the factor tj / td . As the number 
of the strips in the query as well as the candidate 
sequences is equal, tj is given as: 

 
tj  = t’ic(j +1)  = t’q(j +1)                                                   (8) 

 
Ideally for two exactly similar time sequences, the value 
of the parameter WS (Q, C) must be zero. Practically, the 
smaller the value of WS (Q, C), the more is the similarity 
between the time sequences under comparison. For range 
queries and nearest-neighbour queries we may choose to 
have WS (Q, C) ≤ / where / specifies some degree of 
tolerance allowed while performing similarity search in 
the time-series database.  

 
The cube root of time weighted variations in slopes has 
been specially chosen to account for the positive or 
negative sign of the differences between the slopes of the 
query as well as the candidate time sequences at 
corresponding time locations while calculating the 
cumulative variation in slopes. We feel that the inclusion 
of the sign plays a key role while computing the 
cumulative variation in slopes between the query as well 
the candidate time sequences. 

 
The overall strategy thus involves the following steps: 
Step 1: Scaling of data along the time-axis to allow 
variable length queries. 
Step 2: Scaling the values of y-ordinates proportionately 
to avoid any possibility of data distortions arising from 
step 1. 
Step 3: Dividing each time sequences into same number 
of small, equi-width strips. 
Step 4: Computing the parameter WS (Q, C) for 
cumulative variations in time weighted slopes of the two 
time sequences under comparison. Ideally, it should be 
zero. 

4 Experimental Results 
We have evaluated the performance of the proposed 
technique by considering synthetically generated sample 
time sequences as the test data. The test data has been 
designed specially for this purpose so as to include a 
variety of curves and reverse curves to demonstrate the 
effectiveness of the proposed approach.  
 
The first set of sample data considered are shown in 
Figure 2. It comprises of A1, A2, A3 and A4. The dataset 
has been scaled both along the x-axis and 
correspondingly along the y-axis taking td  =  5 and ∆ t =  
0.385 (taken randomly) and the results are shown in 
Figure 3. Table 1 summarizes the results obtained by 

computing the parameter WS (Q, C), S (Q, C) and D (Q, 
C) taking A1t as the query and the others as the 
candidates. To graphically illustrate the similarity 
between A1t, A2t, A3t and A4t, we have shifted A1t, A2t 
and A4t vertically so that all of the time sequences have 
the same initial y-values. This is shown in Figure 4. It is 
clear from Figure 4 and also from the parameter WS (Q, 
C) computed in Table 1 that A1t is most similar to A2t 
and is most dissimilar to A4t. Or in other words, A1 is 
most similar to A2 and is very dissimilar to A4. In this 
case, the results of the Euclidean Distance computations 
and S (Q, C) also give the same results as can be seen 
from Table 1. 
 
Next we have considered a set of reverse curves - A1R, 
A2R, A3R and A4R as the sample data as shown in Figure 
5. The dataset has been scaled both along the x-axis and 
correspondingly along the y-axis taking td  =  5 and the 
results are shown in Figure 6. Table 2 shows the results 
obtained by computing the parameter WS (Q, C) and D 
(Q, C) taking A1Rt as the query and the others as the 
candidates. To bring out the similarity between A1Rt, 
A2Rt, A3Rt and A4Rt, we have shifted A1Rt, A3Rt and 
A4Rt vertically so that all of the time sequences have the 
same initial y-values. This is shown in Figure 7. It is 
clear from Figure 7 and also from the parameter WS (Q, 
C) computed in Table 2 that A1Rt is most similar to A3Rt 
and is most dissimilar to A4Rt. Or in other words, A1R is 
most similar to A3R and is very dissimilar to A4R. As 
seen from Table 2, the results of the parameter S (Q, C) 
also indicate the same order of similarity for this dataset. 
But the Euclidean Distance computations do not give 
correct results. 
 
The dataset considered next comprises of B1, B2, B3 and 
B4 as shown in Figure 8. The dataset has been scaled 
taking td  =  5 and the results are shown in Figure 9. 
Table 3 shows the results obtained by taking B1t as the 
query and the others as the candidates. To show 
graphically the similarity between B1t, B2t, B3t and B4t, 
we have shifted B2t, B3t and B4t vertically so that all of 
time sequences have the same initial y-values. This is 
shown in Figure 10. It can be clearly seen from Figure 10 
and also from the parameter WS (Q, C) computed in 
Table 3 that B1t is most similar to B2t and is most 
dissimilar to B4t. Or in other words, B1 and B2 are very 
similar to each other whereas B1 is most dissimilar to B4. 
As seen from Table 3, in this case the results of the 
Euclidean Distance computations as well as the 
parameter S (Q, C) do not provide appropriate similarity 
comparisions. 
 
The next dataset for similarity search comprises of 
reverse time sequences B1R, B2R, B3R and B4R as 
shown in Figure 11. After scaling, the resulting time 
sequences are shown in Figure 12 and are denoted by 
B1Rt, B2Rt, B3Rt and B4Rt. To graphically show the 
similarity, we have shifted vertically, B1Rt, B2Rt and 
B3Rt so that all of them lie at the same initial y-value as 
that of B4Rt and shown it in Figure 13. The WS (Q, C), S 
(Q, C) and D (Q, C) computations are shown in Table 4 
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taking B1R as the query and all others as the candidates. 
It can be seen clearly from Table 4 and Figure 13 that 
both the WS as well as the S parameters indicate that 
B1Rt is most similar to B3Rt and is very dissimilar to 
B4Rt. Or in other words, B1R is very similar to B3R and 
is dissimilar to B4R. The Euclidean Distance is not able 
to assess the similarity correctly in this case. 

 
The dataset studied next consists of the time sequences 
C1, C2, C3 and C4 and is shown in Figure 14. The pre-
processed data C1t, C2t, C3t and C4t are shown in Figure 
15. The results of the computations of WS (Q, C), S (Q, 
C) and D (Q, C) are summarized in Table 5. To 
graphically show the similarity, we have shifted 
vertically, C1t, C2t and C3t so that all of them lie at the 
same initial y-value as that of C4t and shown it in Figure 
16. 
 

 
Figure 2: Time series dataset A. 
 

 
Figure 3: Scaled sequences designated by A1t, A2t, 

A3t and A4t. 
 

TABLE 1 
PARAMETER  WS (Q, C), S (Q, C) VERSUS EUCLIDEAN 

DISTANCE D (Q, C) 
 

Sequence 
Pairs 

Parameter 
WS 

Euclidean  
Distance D 

Parameter 
S 

A1t, A2t 0.274 1.60 0.809 

A1t, A3t 0.611 5.53 1.241 
A1t, A4t 2.058 7.66 4.853 

 
Figure 4: The sequences A1t, A2t and A4t shifted 

vertically. 
 

 

 
Figure 5: Time series dataset AR. 
 
 

 
Figure 6: Scaled sequences designated by A1Rt, 

A2Rt, A3Rt and A4Rt. 
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TABLE 2 
PARAMETER  WS (Q, C),  S (Q, C) VERSUS EUCLIDEAN 

DISTANCE D (Q, C) 
 

Sequence  
Pairs 

Parameter  
WS 

Euclidean  
Distance D 

Parameter  
S 

A1Rt, A2Rt 0.566 9.59 0.813 
A1Rt, A3Rt 0.151 3.30 0.432 
A1Rt, A4Rt 1.359 3.87 1.830 

. 
 

 
Figure 7: The sequences A1Rt, A3Rt and A4Rt 

shifted vertically. 
 
 

 
Figure 8: Time series dataset B. 

 
 
It can be concluded from Table 5 and Figure 16 that the 
query C1t is similar to the candidates C3t, C2t and C4t in 
that order.  While the parameter S (Q, C) also indicate the 
same results, but the Euclidean Distance model gives 
results which are incorrect. Thus the sequence C1 is most 
similar to C2 and least similar to C4. 

 
 
 
 

 
Finally, we have considered the reverse dataset CR as 
shown in Figure 17. The pre-processed dataset is shown 
in Figure 18. The results have been computed in Table 6. 
To graphically show the similarity, we have shifted 
vertically, C1Rt, C2Rt and C3Rt so that all of them lie at 
the same initial y-value as that of C4Rt and shown it in 
Figure 19. It is clear from the parameters WS (Q, C) and 
S (Q, C) that C1R is most similar to C3R and least similar 
to C4R. 

 

 
. Figure 9: Scaled sequences designated by B1t, B2t, B3t 
and B4t. 

 
TABLE 3 

PARAMETER  WS (Q, C),  S (Q, C) VERSUS EUCLIDEAN 
DISTANCE D (Q, C) 

 
Sequence 

Pairs 
Parameter   

WS 
Euclidean  
Distance D 

Parameter  
S 

B1t, B2t 0.398 2.06 1.017 
B1t, B3t 0.466 14.51 0.886 
B1t, B4t 1.243 3.03 2.531 

 

 
Figure 10: The sequences B2t, B3t and B4t shifted 

vertically. 
 



SIMILARITY SEARCH IN TIME...  Informatica 29 (2005) 79–88 85 

 
Figure 11: Time series dataset BR. 
 
 

 
Figure 12: Scaled sequences designated by B1Rt, 

B2Rt, B3Rt and B4Rt. 
 
 

TABLE 4 
PARAMETER  WS (Q, C),  S (Q, C) VERSUS EUCLIDEAN 

DISTANCE D (Q, C) 
 

Sequence  
Pairs 

Parameter  
WS 

Euclidean  
Distance D 

Parameter  
S 

B1Rt, B2Rt 0.535 1.00 1.132 
B1Rt, B3Rt 0.445 9.43 1.027 
B1Rt, B4Rt 1.009 6.65 3.027 

 

 
Figure 13: The sequences B1Rt, B2Rt and B3Rt 

shifted vertically. 
 

 
Figure 14: Time series dataset C. 
 

 
Figure 15: Scaled sequences designated by C1t, C2t, 

C3t and C4t. 
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TABLE 5 
PARAMETER  WS (Q, C),  S (Q, C) VERSUS EUCLIDEAN 

DISTANCE D (Q, C) 
 

Sequence  
Pairs 

Parameter  
WS 

Euclidean  
Distance D 

Parameter  
S 

C1t, C2t 1.346 7.22 2.046 
C1t, C3t 0.354 1.17 0.876 
C1t, C4t 2.571 4.07 4.784 

 
 

 
Figure 16: The sequences C1R, C2R and C3R shifted 

vertically. 
 
  

 
Figure 17: Time series dataset CR. 
 

 
Figure 18: Scaled sequences designated by C1Rt, 

C2Rt, C3Rt and C4Rt. 
 

TABLE 6 
PARAMETER  WS (Q, C),  S (Q, C) VERSUS EUCLIDEAN 

DISTANCE D (Q, C) 
 

Sequence  
Pairs 

Parameter   
WS 

Euclidean  
Distance D 

Parameter  
S 

C1Rt, C2Rt 0.816 4.04 1.231 
C1Rt, C3Rt 0.372 2.46 0.977 
C1Rt, C4Rt 1.544 3.99 4.812 

 

 
Figure 19: The sequences C1Rt, C2Rt and C3Rt 

shifted vertically. 

5 Case Study 
The case study undertaken in this paper consists of 
similarity analysis of retail sales data (in millions of 
dollars) collected on a monthly basis over a period of 11 
years (from 01/1992 to 12/2002) for chain retail stores in 
USA [17]. The length of each time sequence in the retail 
sales time series database thus consists of 132 datapoints 
(for each item under sales). We considered sales data of 
several types of retail businesses as listed in Table 7.  
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The results of computing the parameter for cumulative 
variation in time weighted slopes denoted by WS (Q, C) 
given by (4) as compared to the Euclidean Distance 
given by (1) are shown in Table 8. The Sales at Health 
and Personal Care Stores has been taken as the query and 
all others have been taken as the candidate time 
sequences.  
 
Some of the most similar sequences as evaluated using 
(4) are shown in Figure 20. It can be concluded from 
Table 8 that the sales at Health and Personal Care Stores 
recorded on a monthly basis for a period of 11 years is 
found to be most similar to the sales at Pharmacies and 
Drug stores recorded during the same period of time and 
is found to be the most dissimilar to the sales at New Car 
Dealers collected during the same period of time. 

 
The results of computing the parameter for cumulative 
variation in time weighted slopes denoted by S (Q, C) 
given by (2) as compared to the Euclidean Distance 
given by (1) are shown in Table 9.  
 

TABLE 7 
BUSINESSES FOR WHICH RETAIL TIME SERIES DATA HAS 

BEEN CONSIDERED 
 

S. No. Description 
1 Health and Personal Care Stores (Query) 
2 Pharmacies and Drug stores 
3 Furniture Stores 
4 Jewellery stores 
5 Sporting goods, Hobby and Music Stores 
6 Household Appliances Stores 
7 Men’s Clothing Stores 
8 Women’s Clothing Stores 
9 Shoe Stores 
10 New Car Dealers 
11 Used Car Dealers 

 
TABLE 8 

PARAMETER  WS (Q, C) VERSUS D (Q, C) 
 

S. No. Description Parameter   
WS 

Euclidean 
Distance D    

( * 10 3 ) 
1 Health and Personal 

Care Stores (Query) 
0 0 

2 Pharmacies and Drug 
stores 

362.27 19.86 

3 Used Car Dealers 1947.97 79.48 
4 Women’s Clothing 

Stores 
2409.69 95.92 

5 Shoe Stores 3086.38 105.35 
6 Men’s Clothing Stores 3090.50 115.27 
7 Furniture Stores 3185.23 52.05 
8 Household Appliances 

Stores 
3226.95 114.76 

9 Jewellery Stores 3264.25 104.55 
10 Sporting goods, Hobby 

and Music Stores 
5341.22 61.52 

11 New Car Dealers 7938.09 390.38 
 
 

 
 
 
 

The Sales at Health and Personal Care Stores has again 
been taken as the query and all others have been taken as 
the candidate time sequences. Some of the most similar 
sequences evaluated using (2) are shown in Figure 21. 
 
It can be concluded from Table 9 that the sales at Health 
and Personal Care Stores recorded on a monthly basis for 
a period of 11 years is found to be most similar to the 
sales at Pharmacies and Drug stores and the least similar 
to the sales at New Car Dealers collected during the same 
period of time. From Table 9 it can be seen that the order 
of some of the candidate time sequences has changed. 

 

 
 
Figure 20:  The most similar sequences as indicated 

by Table 8. 
 

TABLE 9 
PARAMETER  S (Q, C) VERSUS D (Q, C) 

 
S. No. Description Parameter   

S 
( * 10 2 ) 

Euclidean 
Distance D    

( * 10 3 ) 
1 Health and Personal 

Care Stores (Query) 
0 0 

2 Pharmacies and Drug 
stores 

17.42 19.86 

3 Women’s Clothing 
Stores 

57.53 95.92 

4 Furniture Stores 71.27 52.05 
5 Jewellery Stores 79.03 104.55 
6 Shoe Stores 83.32 105.35 
7 Men’s Clothing Stores 88.49 115.27 
8 Household Appliances 

Stores 
106.22 114.76 

9 Used Cars Dealers 126.40 79.48 
10 Sporting goods, Hobby 

and Music Stores 
144.22 61.52 

11 New Car Dealers 426.39 390.38 
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Figure 21:  The most similar sequences as indicated 

by Table 9. 

6 Conclusions and Future Work 
In this paper, a simple approach for performing similarity 
search in time series data has been proposed. The given 
time sequences are pre-processed and brought to the 
same time range. The y-values are also proportionately 
scaled to avoid any data distortions that may arise due to 
scaling along the time axis. The computation of the 
parameter for cumulative variations in time weighted 
slopes is done on the pre-processed data. It has been 
verified by the help of test data that the proposed 
technique can handle vertical shifts in the time sequence 
data, global scaling or shrinking of the data as well as 
variable length queries. No dimension reduction is 
required in this technique. Euclidean distance model has 
also been used to compare the test data considered. A 
case study on retail sales data from stores in USA has 
been undertaken. 

 
In this approach we have assumed that a time series 
comprises of samples of a single measured variable 
against time. In future work, we intend to broaden its 
scope so that it can handle multivariable time sequences. 
We also intend to develop alternate parameters using the 
concept of slopes and time weights for assessing 
similarity in time series data which may be used 
individually or in conjunction with each other. 
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Engineers and researchers in the automobile industry have tried to design and build safer automobiles, 
but traffic accidents are unavoidable. Patterns involved in dangerous crashes could be detected if we 
develop accurate prediction models capable of automatic classification of type of injury severity of 
various traffic accidents. These behavioral and roadway accident patterns can be useful to develop 
traffic safety control policies. We believe that to obtain the greatest possible accident reduction effects 
with limited budgetary resources, it is important that measures be based on scientific and objective 
surveys of the causes of accidents and severity of injuries. This paper summarizes the performance of 
four machine learning paradigms applied to modeling the severity of injury that occurred during traffic 
accidents. We considered neural networks trained using hybrid learning approaches, support vector 
machines, decision trees and a concurrent hybrid model involving decision trees and neural networks. 
Experiment results reveal that among the machine learning paradigms considered the hybrid decision 
tree-neural network approach outperformed the individual approaches. 
Povzetek: Štirje pristopi strojnega učenja so uporabljeni za preiskovanje zakonitosti poškodb v 
prometnih nesrečah. 

1 Introduction 

The costs of fatalities and injuries due to traffic 
accidents have a great impact on the society. In recent 
years, researchers have paid increasing attention to 
determining factors that significantly affect severity of 
driver injuries caused by traffic accidents [29][30]. There 
are several approaches that researchers have employed to 
study this problem. These include neural network, 
nesting logic formulation, log-linear model, fuzzy ART 
maps and so on.  

Applying data mining techniques to model 
traffic accident data records can help to understand the 
characteristics of drivers’ behaviour, roadway condition 
and weather condition that were causally connected with 
different injury severity. This can help decision makers 
to formulate better traffic safety control policies. Roh et 
al. [22] illustrated how statistical methods based on 
directed graphs, constructed over data for the recent 
period, may be useful in modelling traffic fatalities by 
comparing models specified using directed graphs to a 
model, based on out-of-sample forecasts, originally 
developed by Peltzman [23]. The directed graphs model 
outperformed Peltzman’s model in root mean squared 
forecast error.  

Ossenbruggen et al. [24] used a logistic 
regression model to identify statistically significant 
factors that predict the probabilities of crashes and injury 
crashes aiming at using these models to perform a risk 
assessment of a given region. These models were 
functions of factors that describe a site by its land use 
activity, roadside design, use of traffic control devices 

and traffic exposure. Their study illustrated that village 
sites are less hazardous than residential and shopping 
sites. Abdalla et al. [25] studied the relationship between 
casualty frequencies and the distance of the accidents 
from the zones of residence. As might have been 
anticipated, the casualty frequencies were higher nearer 
to the zones of residence, possibly due to higher 
exposure. The study revealed that the casualty rates 
amongst residents from areas classified as relatively 
deprived were significantly higher than those from 
relatively affluent areas.  

Miaou et al. [26] studied the statistical 
properties of four regression models: two conventional 
linear regression models and two Poisson regression 
models in terms of their ability to model vehicle 
accidents and highway geometric design relationships. 
Roadway and truck accident data from the Highway 
Safety Information System (HSIS) have been employed 
to illustrate the use and the limitations of these models. It 
was demonstrated that the conventional linear regression 
models lack the distributional property to describe 
adequately random, discrete, nonnegative, and typically 
sporadic vehicle accident events on the road. The Poisson 
regression models, on the other hand, possess most of the 
desirable statistical properties in developing the 
relationships.  

Abdelwahab et al. studied the 1997 accident 
data for the Central Florida area [2]. The analysis 
focused on vehicle accidents that occurred at signalized 
intersections. The injury severity was divided into three 
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classes: no injury, possible injury and disabling injury. 
They compared the performance of Multi-layered 
Perceptron (MLP) and Fuzzy ARTMAP, and found that 
the MLP classification accuracy is higher than the Fuzzy 
ARTMAP. Levenberg-Marquardt algorithm was used for 
the MLP training and achieved 65.6 and 60.4 percent 
classification accuracy for the training and testing 
phases, respectively. The Fuzzy ARTMAP achieved a 
classification accuracy of 56.1 percent.  

Yang et al. used neural network approach to 
detect safer driving patterns that have less chances of 
causing death and injury when a car crash occurs [17]. 
They performed the Cramer’s V Coefficient test [18] to 
identify significant variables that cause injury to reduce 
the dimensions of the data. Then, they applied data 
transformation method with a frequency-based scheme to 
transform categorical codes into numerical values. They 
used the Critical Analysis Reporting Environment 
(CARE) system, which was developed at the University 
of Alabama, using a Backpropagation (BP) neural 
network. They used the 1997 Alabama interstate alcohol-
related data, and further studied the weights on the 
trained network to obtain a set of controllable cause 
variables that are likely causing the injury during a crash. 
The target variable in their study had two classes: injury 
and non-injury, in which injury class included fatalities. 
They found that by controlling a single variable (such as 
the driving speed, or the light conditions) they potentially 
could reduce fatalities and injuries by up to 40%.  

Sohn et al. applied data fusion, ensemble and 
clustering to improve the accuracy of individual 
classifiers for two categories of severity (bodily injury 
and property damage) of road traffic accidents [15]. The 
individual classifiers used were neural network and 
decision tree. They applied a clustering algorithm to the 
dataset to divide it into subsets, and then used each 
subset of data to train the classifiers. They found that 
classification based on clustering works better if the 
variation in observations is relatively large as in Korean 
road traffic accident data.  

Mussone et al. used neural networks to analyze 
vehicle accident that occurred at intersections in Milan, 
Italy [12]. They chose feed-forward MLP using BP 
learning. The model had 10 input nodes for eight 
variables (day or night, traffic flows circulating in the 
intersection, number of virtual conflict points, number of 
real conflict points, type of intersection, accident type, 
road surface condition, and weather conditions). The 
output node was called an accident index and was 
calculated as the ratio between the number of accidents 
for a given intersection and the number of accidents at 
the most dangerous intersection. Results showed that the 
highest accident index for running over of pedestrian 
occurs at non-signalized intersections at nighttime.  

Dia et al. used real-world data for developing a 
multi-layered MLP neural network freeway incident 
detection model [5]. They compared the performance of 
the neural network model and the incident detection 
model in operation on Melbourne’s freeways. Results 
showed that neural network model could provide faster 
and more reliable incident detection over the model that 

was in operation. They also found that failure to provide 
speed data at a station could significantly deteriorate 
model performance within that section of the freeway.  

Shankar et al. applied a nested logic formulation 
for estimating accident severity likelihood conditioned 
on the occurrence of an accident [14]. They found that 
there is a greater probability of evident injury or 
disabling injury/fatality relative to no evident injury if at 
least one driver did not use a restraint system at the time 
of the accident.  

Kim et al. developed a log-linear model to 
clarify the role of driver characteristics and behaviors in 
the causal sequence leading to more severe injuries. They 
found that alcohol or drug use and lack of seat belt use 
greatly increase the odds of more severe crashes and 
injuries [8].  

Abdel-Aty et al. used the Fatality Analysis 
Reporting System (FARS) crash databases covering the 
period of 1975-2000 to analyze the effect of the 
increasing number of Light Truck Vehicle (LTV) 
registrations on fatal angle collision trends in the US [1]. 
They investigated the number of annual fatalities that 
resulted from angle collisions as well as collision 
configuration (car-car, car-LTV, LTV-car, and LTV-
LTV). Time series modeling results showed that fatalities 
in angle collisions will increase in the next 10 years, and 
that they are affected by the expected overall increase of 
the percentage of LTVs in traffic.  

Bedard et al. applied a multivariate logistic 
regression to determine the independent contribution of 
driver, crash, and vehicle characteristics to drivers’ 
fatality risk [3]. They found that increasing seatbelt use, 
reducing speed, and reducing the number and severity of 
driver-side impacts might prevent fatalities. Evanco 
conducted a multivariate population-based statistical 
analysis to determine the relationship between fatalities 
and accident notification times [6]. The analysis 
demonstrated that accident notification time is an 
important determinant of the number of fatalities for 
accidents on rural roadways.  

Ossiander et al. used Poisson regression to 
analyze the association between the fatal crash rate (fatal 
crashes per vehicle mile traveled) and the speed limit 
increase [13]. They found that the speed limit increase 
was associated with a higher fatal crash rate and more 
deaths on freeways in Washington State. 

Finally, researchers studied the relationship 
between drivers’ age, gender, vehicle mass, impact speed 
or driving speed measure with fatalities and the results of 
their work can be found in [4, 9, 10, 11, 16].  

This paper investigates application of neural 
networks, decision trees and a hybrid combination of 
decision tree and neural network to build models that 
could predict injury severity. The remaining parts of the 
paper are organized as follows. In Section 2, more details 
about the problem and the pre-processing of data to be 
used are presented, followed, in Section 3, by a short 
description the different machine learning paradigms 
used. Performance analysis is presented in Section 4 and 
finally some discussions and conclusions are given 
towards the end. 
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2 Accident Data Set 
A. Description of the Dataset 

This study used data from the National Automotive 
Sampling System (NASS) General Estimates System 
(GES) [21]. The GES datasets are intended to be a 
nationally representative probability samples from the 
annual estimated 6.4 million accident reports in the 
United States. The initial dataset for the study contained 
traffic accident records from 1995 to 2000, a total 
number of 417,670 cases. According to the variable 
definitions for the GES dataset, this dataset has drivers’ 
records only and does not include passengers’ 
information. The total set includes labels of year, month, 
region, primary sampling unit, the number describing the 
police jurisdiction, case number, person number, vehicle 
number, vehicle make and model; inputs of drivers’ age, 
gender, alcohol usage, restraint system, eject, vehicle 
body type, vehicle age, vehicle role, initial point of 
impact, manner of collision, rollover, roadway surface 
condition, light condition, travel speed, speed limit and 
the output injury severity. The injury severity has five 
classes: no injury, possible injury, non-incapacitating 
injury, incapacitating injury, and fatal injury. In the 
original dataset, 70.18% of the cases have output of no 
injury, 16.07% of the cases have output of possible 
injury, 9.48% of the cases have output of non-
incapacitating injury, 4.02% of the cases have output of 
incapacitating injury, and 0.25% of the cases have fatal 
injury.  

Our task was to develop machine learning based 
intelligent models that could accurately classify the 
severity of injuries (5 categories). This can in turn lead to 
greater understanding of the relationship between the 
factors of driver, vehicle, roadway, and environment and 
driver injury severity. Accurate results of such data 
analysis could provide crucial information for the road 
accident prevention policy. The records in the dataset are 
input/output pairs with each record have an associated 
output. The output variable, the injury severity, is 
categorical and (as described above) has five classes. A 
supervised learning algorithm will try to map an input 
vector to the desired output class. 

B. Data Preparation 

When the input and output variables are considered there 
are no conflicts between the attributes since each variable 
represents its own characteristics. Variables are already 
categorized and represented by numbers. The manner in 
which the collision occurred has 7 categories: non-
collision, rear-end, head-on, rear-to-rear, angle, 
sideswipe same direction, and sideswipe opposite 
direction. For these 7 categories the distribution of the 
fatal injury is as follows: 0.56% for non collision, 0.08% 
for rear-end collision, 1.54% for head-on collision, 
0.00% for rear-to-rear collision, 0.20% for angle 
collision, 0.08% for sideswipe same direction collision, 
0.49% for sideswipe opposite direction collision. Since 
head-on collision has the highest percent of fatal injury; 
therefore, the dataset was narrowed down to head-on 

collision only. Head-on collision has a total of 10,386 
records, where 160 records show the result as a fatal 
injury; all of these 160 records have the initial point of 
impact categorized as front. 

The initial point of impact has 9 categories: no 
damage/non-collision, front, right side, left side, back, 
front right corner, front left corner, back right corner, 
back left corner. The head-on collision with front impact 
has 10,251 records; this is 98.70% of the 10,386 head-on 
collision records. We have therefore decided to focus on 
front impact only and removed the remaining 135 
records. Travel speed and speed limit were not used in 
the model because in the dataset there are too many 
records with unknown value. Specifically, for 67.68% of 
records the travel speed during accident and local speed 
limit were unknown. This means that the remaining input 
variables were: drivers’ age, gender, alcohol usage, 
restraint system, eject, vehicle body type, vehicle role, 
vehicle age, rollover, road surface condition, light 
condition. Table 1 summarizes the driver injury severity 
distribution for head-on collision and front impact point 
dataset. From Table 1, it is immediately evident that the 
alcohol usage and not using seat belt, ejection of driver, 
driver’s age (>65), vehicle rollover, and lighting 
condition can be associated with higher percentages of 
fatal injury, incapacitating injury and non-incapacitating 
injury. 

There are only single vehicles with ages 37, 41, 
46 and 56 years reported in the dataset and therefore 
these four records were deleted from the dataset (since 
they were clear outliers). After the preprocessing was 
completed, the final dataset used for modeling had 
10,247 records. There were 5,171 (50.46%) records with 
no injury, 2138 (20.86%) records with possible injury, 
1721 (16.80%) records with non-incapacitating injury, 
1057 (10.32%) records with incapacitating injury, and 
160 (1.56%) records with fatal injury. We have separated 
each output class and used one-against-all approach. This 
approach selects one output class to be the positive class, 
and all the other classes are combined to be the negative 
class. We set the output value of the positive class to 1, 
and the (combined) negative classes to 0. We divided the 
datasets randomly into 60%, 20%, and 20% for training, 
cross-validation, and testing respectively.  

To make sure that our data preparation is valid, 
we have checked the correctness of attribute selection. 
There are several attribute selection techniques to find a 
minimum set of attributes so that the resulting probability 
distribution of the data classes is as close as possible to 
the original distribution of all attributes. To determine the 
best and worst attributes, we used the chi-squared (χ2) 
test to determine the dependence of input and output 
variables. The χ2 test indicated that all the variables are 
significant (p-value < 0.05). 

 
3. Machine Learning Paradigms 
A. Artificial Neural Networks Using Hybrid Learning 

A Multilayer Perceptron (MLP) is a feed forward neural 
network with one or more hidden layers. 
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Table 1: Driver injury severity distribution 

Factor No Injury Pos injury 
Non- 

incapacitating Incapacitating Fatal Total 
Age 

0 (24&under) 1629(52.80%) 608(19.71%) 505(16.37%) 307(9.95%) 36(1.17%) 3085 
1 (25-64) 3171(49.88%) 1362(21.43%) 1075(16.91%) 654(10.29%) 95(1.49%) 6357 
2 (65+) 373(46.11%) 168(20.77%) 143(17.68%) 96(11.87%) 29(3.58%) 809 

Gender 
0 (Female) 1749(41.95%) 1072(25.71%) 778(18.66%) 507(12.16%) 63(1.51%) 4169 
1 (Male) 3424(56.30%) 1066(17.53%) 945(15.54%) 550(9.04%) 97(1.59%) 6082 

Eject 
0 (No Eject) 5171(50.55%) 2137(20.89%) 1719(16.80%) 1047(10.23%) 156(1.52%) 10230 

1 (Eject) 2(9.52%) 1(4.76%) 4(19.05%) 10(47.62%) 4(19.05%) 21 
Alcohol 

0 (No Alcohol) 4997(51.35%) 2067(21.24%) 1600(16.44%) 935(9.61%) 133(1.37%) 9732 
1 (Alcohol) 176(33.91%) 71(13.68%) 123(23.70%) 122(23.51%) 27(5.20%) 519 

Restraining System 
0 (Not Used) 337(27.44%) 193(15.72%) 336(27.36%) 283(23.05%) 79(6.43%) 1228 

1 (Used) 4836(53.60%) 1945(21.56%) 1387(15.37%) 774(8.58%) 81(0.90%) 9023 
Body Type 

0 (cars) 3408(47.49%) 1600(22.30%) 1272(17.73%) 780(10.87%) 116(1.62%) 7176 
1 (SUV &Van) 747(56.59%) 259(19.62%) 189(14.32%) 111(8.41%) 14(1.06%) 1320 

2 (Truck) 1018(58.01%) 279(15.90%) 262(14.93%) 166(9.46%) 30(1.71%) 1755 
Vehicle Role 

1 (Striking) 4742(49.86%) 2011(21.15%) 1636(17.20%) 970(10.20%) 151(1.59%) 9510 
2 (Struck) 261(72.70%) 54(15.04%) 29(8.08%) 15(4.18%) 0(0%) 359 
3 (Both) 170(44.50%) 73(19.11%) 58(15.18%) 72(18.85%) 9(2.36%) 382 

Rollover 
0 (No-rollover) 5069(50.78%) 2123(20.85%) 1699(16.69%) 1037(10.19%) 152(1.49%) 10180 

1 (Rollover) 4(5.63%) 15(21.13%) 24(33.80%) 20(28.17%) 8(11.27%) 71 
Road Surface Condition 

0 (Dry) 3467(49.97%) 1404(20.24%) 1190(17.15%) 750(10.81%) 127(1.83%) 6938 
1 (Slippery) 1706(51.49%) 734(22.16%) 533 (16.09%) 307(9.27%) 33(1.00%) 3313 

Light Condition 
0 (Daylight) 3613(51.18%) 1487(21.06%) 1174(16.63%) 688(9.75%) 98(1.39%) 7060 

1(Partial dark) 1139(52.71%) 465(21.52%) 348(16.10%) 186(8.61%) 23(1.06%) 2161 
2 (Dark) 421(40.87%) 186(18.06%) 201(19.51%) 183(17.77%) 39(3.79%) 1030 

 

The network consists of an input layer of source neurons, 
at least one hidden layer of computational neurons, and 
an output layer of computational neurons. The input layer 
accepts input signals and redistributes these signals to all 
neurons in the hidden layer. The output layer accepts a 
stimulus pattern from the hidden layer and establishes the 
output pattern of the entire network. The MLP neural 
networks training phase works as follows: given a 
collection of training data {x1(p), d1(p)}, …, {xi(p), 
di(p)}, …, {xn(p), dn(p)}, the objective is to obtain a set 
of weights that makes almost all the tuples in the training 

data classified correctly, or in other words, is to map 
{x1(p) to d1(p)}, …, {xi(p) to di(p)}, and eventually {xn(p) 
to dn(p)}. The algorithm starts with initializing all the 
weights (w) and threshold (θ) levels of the network to 
small random numbers. Then calculate the actual output 
of the neurons in the hidden layer as:  

yi(p) = f [∑(i=1 to n) xi(p) * wij(p) - θj],  
where n is the number of inputs of neuron j in the hidden 
layer. Next calculate the actual outputs of the neurons in 
the output layer as:  

yk(p) = f [∑(j=1 to m)xjk(p) * wjk(p) - θk],  
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where m is the number of inputs of neuron k in the 
output layer. The weight training is to update the weights 
using the Backpropagation (BP) learning method with 
the error function: 

E (w) = ∑ (p= 1 to PT) ∑ (i= 1 to l) [di(p) – yi(p)]2 , 
where 

E (w) = error function to be minimized,  
 w = weight vector, 
PT = number of training patterns, 
l = number of output neurons, 
di(p) = desired output of neuron I when pattern p 

is introduced to the MLP, and  
yi(p) = actual output of the neuron I when 

pattern p is introduced to the MLP. The objective of 
weight training is to change the weight vector w so that 
the error function is minimized. By minimizing the error 
function, the actual output is driven closer to the desired 
output.  

Empirical research [19] has shown that the BP 
used for training neural networks has the following 
problems: 

• BP often gets trapped in a local minimum mainly 
because of the random initialization of weights. 

• BP usually generalizes quite well to detect the global 
features of the input but after prolonged training the 
network will start to recognize individual 
input/output pair rather than settling for weights that 
generally describe the mapping for the whole training 
set. 

The second popular training algorithm for 
neural networks is Scaled Conjugate Gradient Algorithm 
(SCGA). Moller [20] introduced it as a way of avoiding 
the complicated line search procedure of conventional 
conjugate gradient algorithm (CGA). According to the 
SCGA, the Hessian matrix is approximated by 
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where E' and E" are the first and second derivative 
information of global error function E (wk). The other 
terms pk, σk and λk represent the weights, search direction, 
parameter controlling the change in weight for the 
second derivative approximation and parameter for 
regulating the indefiniteness of the Hessian. In order to 
obtain a good, quadratic, approximation of E, a 
mechanism to raise and lower λk is needed when the 
Hessian is positive definite. Detailed step-by-step 
description can be found in [20]. 

In order to minimize the above-mentioned 
problems resulting from the BP training, we used a 
combination of BP and SCG for training. 

B. Decision Trees 

Decision trees are well-known algorithm for 
classification problems. The Classification and 
Regression Trees (CART) model consists of a hierarchy 
of univariate binary decisions. Each internal node in the 
tree specifies a binary test on a single variable, branch 
represents an outcome of the test, each leaf node 

represent class labels or class distribution. CART 
operates by choosing the best variable for splitting the 
data into two groups at the root node, partitioning the 
data into two disjoint branches in such a way that the 
class labels in each branch are as homogeneous as 
possible, and then splitting is recursively applied to each 
branch, and so forth.  

If a dataset T contains examples from n classes, 
gini index, gini(T) is defined as: gini (T) = 1 - ∑j=1 to n 
pj^2, where pj is the relative frequency of class j in T 
[31]. If dataset T is split into two subsets T1 and T2 with 
sizes N1 and N2, the gini index of the split data contains 
examples from n classes, the gini index gini(T) is defined 
as: 

gini split (T) = N1/N gini(T1) + N2/N gini(T2).  
CART exhaustively searches for univariate 

splits. The attribute provides the smallest gini split (T) is 
chosen to split the node. CART recursively expands the 
tree from a root node, and then gradually prunes back the 
large tree. The advantage of a decision tree is the 
extraction of classification rules from trees that is very 
straightforward. More precisely, a decision tree can 
represent the knowledge in the form of if-then rules; one 
rule is created for each path from the root to a leaf node. 

C. Support Vector Machines 

Support Vector Machine (SVM) is based on statistical 
learning theory [28] . SVMs have been successfully 
applied to a number of applications ranging from 
handwriting recognition, intrusion detection in computer 
networks, and text categorization to image classification, 
breast cancer diagnosis and prognosis and 
bioinformatics. SVM involves two key techniques, one is 
the mathematical programming and the other is kernel 
functions. Here, parameters are found by solving a 
quadratic programming problem with linear equality and 
inequality constraints; rather than by solving a non-
convex, unconstrained optimization problem. SVMs are 
kernel-based learning algorithms in which only a fraction 
of the training examples are used in the solution (these 
are called the support vectors), and where the objective 
of learning is to maximize a margin around the decision 
surface. The flexibility of kernel functions allows the 
SVM to search a wide variety of hypothesis spaces. The 
basic idea of applying SVMs to pattern classification can 
be stated briefly as: first map the input vectors into one 
feature space (possible with a higher dimension), either 
linearly or nonlinearly, whichever is relevant to the 
selection of the kernel function; then within the feature 
space, seek an optimized linear division, i.e. construct a 
hyperplane which separates two classes.  

For a set of n training examples (xi, yi), where xi 
∈ Rd and yi ∈{-1, +1}, suppose there is a hyperplane, 
which separates the positive from the negative examples. 
The points x which lie on the hyperplane (H0) satisfy w · 
x + b = 0, the algorithm finds this hyperplane (H0) and 
other two hyperplanes (H1, H2) parallel and equidistant to 
H0, 

H1: w · xi + b = 1, H2: w · xi + b = -1,  
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H1 and H2 are parallel and no training points fall between 
them. Support vector algorithm looks for the separating 
hyperplane and maximizes the distance between H1 and 
H2. So there will be some positive examples on H1 and 
some negative examples on H2. These examples are 
called support vectors. The distance between H1 and H2 
is 2/||w||, in order to maximize the distance, we should 
minimize ||w|| = wTw, subject to constraints yi (w · xi + b) 
>= 1, ∀i 

Introducing Lagrangian multipliers α1, α2, …, αn>=0, 
the learning task becomes  
L (w, b, α) = ½ wTw - ∑i=1 to n αI[yi(w · xi + b) – 1] 
The above equation is for two classes that are linearly 
separable. When the two classes are non-linearly 
separable, SVM can transform the data points to another 
high dimensional space. Detailed description to the 
theory of SVMs for pattern recognition can be found in 
[32]. 

 
Fig. 1. Hybrid concurrent decision tree-ANN model for 
accident data 

 

Fig. 2. Decision tree structure 

D. Hybrid Decision Tree-ANN (DTANN) 

A hybrid intelligent system uses the approach of 
integrating different learning or decision-making models. 
Each learning model works in a different manner and 
exploits different set of features. Integrating different 
learning models gives better performance than the 
individual learning or decision-making models by 
reducing their individual limitations and exploiting their 
different mechanisms. In a hierarchical hybrid intelligent 
system each layer provides some new information to the 

higher level [33]. The overall functioning of the 
system depends on the correct functionality of all the 
layers. Figure 1 illustrates the hybrid decision tree-ANN 
(DTANN) model for predicting drivers’ injury severity. 
We used a concurrent hybrid model where traffic 
accidents data are fed to the decision tree to generate the 
node information. Terminal nodes were numbered left to 
right starting with 1. All the data set records were 
assigned to one of the terminal nodes, which represented 
the particular class or subset. The training data together 
with the node information were supplied for training the 
ANN. Figure 2 illustrates a decision tree structure with 
the node numbering. For the hybrid decision tree–ANN, 
we used the same hybrid learning algorithms and 
parameters setting as we used for ANN (except for the 
number of hidden neurons). Experiments were performed 
with different number of hidden neurons and models 
were selected with the highest classification accuracy for 
the output class.  

4. Performance Analysis 

A. Neural Networks 

In the case of neural network based modeling, the 
hyperbolic activation function was used in the hidden 
layer and the logistic activation function in the output 
layer. Models were trained with BP (100 epochs, 
learning rate 0.01) and SCGA (500 epochs) to minimize 
the Mean Squared Error (MSE). For each output class, 
we experimented with different number of hidden 
neurons, and report the model with highest classification 
accuracy for the class. From the experiment results, for 
the no injury class the best model had 65 hidden neurons, 
and achieved training and testing performance of 63.86% 
and 60.45% respectively. For the possible injury class, 
the best model had 65 hidden neurons achieving it’s 
training and testing performance of 59.34% and 57.58% 
respectively. For the non-incapacitating injury class, the 
best model had 75 hidden neurons achieving training and 
testing performance of 58.71% and 56.8% respectively. 
For the incapacitating injury class, the best model had 60 
hidden neurons achieving training and testing 
performance of 63.40% and 63.36% respectively. 
Finally, for the fatal injury class, the best model had 45 
hidden neurons achieving training and testing 
performance of 78.61% and 78.17% respectively. These 
results are the summary of multiple experiments (for 
variable no of hidden neurons and for a number of 
attempts with random initial weight distributions 
resulting in almost exact performance of the trained 
network) and are presented in Table 2. 

B. Decision Trees 

We have experimented with a number of setups of 
decision tree parameters and report the best results 
obtained for our dataset. We trained each class with Gini 
goodness of fit measure, the prior class probabilities 
parameter was set to equal, the stopping option for 
pruning was misclassification error, the minimum n per 
node was set to 5, the fraction of objects was 0.05, the 
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maximum number of nodes was 1000, the maximum 
number of levels in the tree was 32, the number of 
surrogates was 5, we used 10 fold cross-validation, and 
generated comprehensive results. The cross-validation 

testing ensured that the patterns found will hold up when 
applied to new data. 

 
 

Table 2. Neural network performance 

Table 2. Neural 
network performance 

No Injury 
Possible Injury Non-incapacitating Incapacitating Fatal Injury 

Accuracy % Accuracy % Accuracy % Accuracy % Accuracy % # 
neuron

s Train Test 

# 
neuron

s Train Test 

# 
neuron

s Train Test 

# 
neuron

s Train Test 

# 
neuron

s Train Test 

60 63.57 59.67 65 59.34 57.58 60 57.88 55.25 60 63.4 63.36 45 77.26 75.17

65 63.86 60.45 70 59.56 55.15 65 57.69 54.66 65 62.23 61.32 57 74.78 70.65

70 63.93 60.25 75 58.88 57.29 75 58.71 56.80 75 61.06 61.52 65 69.81 69.73

75 64.38 57.43 80 58.39 56.22 80 57.78 54.13 84 63.23 58.41 75 60.19 59.62

80 63.64 58.89 95 60.07 55.93 85 57.83 55.59 90 59.32 59.08 80 74.33 71.77

Table 3: Performance of SVM using radial basis function kernel 

 g=0.0001 
c=42.8758 

g=0.001 
c=4.6594 

g=0.5
c=0.5 

g=1.2
c=0.5 

g=1.5 
c=2 

g=2 
c=10 

g=0.00001 
c=100 

g=0.0001 
c=100 

g=0.001
c=100 

No injury  

Class 0 59.76 59.80 57.95 57.65 53.62 54.12 57.34 59.76 60.46 

Class 1 60.14 60.14 60.82 55.63 55.73 55.53 62.88 60.14 60.14 

Possible injury 

Class 0 100.00 100.00 100.00 99.88 95.33 95.58 100.00 100.00 100.00 

Class 1 0.00 0.00 0.00 0.00 3.67 3.42 0.00 0.00 0.00 

Non-incapacitating 

Class 0 100.00 100.00 100.00 100.00 97.43 97.49 100.00 100.00 100.00 

Class 1 0.00 0.00 0.00 0.00 3.21 2.92 0.00 0.00 0.00 

Incapacitating 

Class 0 100.00 100.00 100.00 99.89 98.06 98.11 100.00 100.00 100.00 

Class 1 0.00 0.00 0.00 0.00 2.83 2.83 0.00 0.00 0.00 

Fatal Injury 

Class 0 100.00 100.00 100.00 100.00 99.95 99.95 100.00 100.00 100.00 

Class 1 0.00 0.00 0.00 0.00 3.33 3.33 0.00 0.00 0.00 
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Table 4. Decision tree performance 

Injury Class Accuracy (%) 

No Injury 67.54 

Possible Injury 64.40 

Non-incapacitating Injury 60.37 

Incapacitating Injury 71.38 

Fatal Injury 89.46 
 

The performance for no injury, possible injury, non-
incapacitating injury, incapacitating injury and fatal 
injury models was 67.54%, 64.39%, 60.37%, 71.38%, 
and 89.46% respectively. Empirical results including 
classification matrix are illustrated in Table 4. The 
developed decision trees are depicted in Figures 3-7. 
Each of these trees has a completely different structure 
and number of nodes and leaves. Note, that information 
stored in leaves of exactly these decision trees has been 
used in developing the hybrid decision tree – neural 
network model. 

 

 
Fig. 3: No injury tree structure 

 
Fig. 4: Possible injury tree structure 

 
Fig. 5: Non-incapacitating injury tree structure 

 
Fig. 6: Incapacitating injury tree structure 

 
Fig. 7: Fatal injury tree structure 

C. Support Vector Machines 

In our experiments we used the SVMlight [27] and 
selected the polynomial and radial basis function kernels. 
For an unknown reason, the polynomial kernel was not 
successful and hence we only focused on the radial basis 
function (RBF) kernels. Table 3 illustrates the SVM 
performance for the different parameter settings and the 
obtained accuracies for each class. 

D. Hybrid DT-ANN Approach 

In the case of the hybrid approach, for the no injury class 
the best model had 70 hidden neurons, with training and 
testing performance of 83.02% and 65.12% respectively. 
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For the possible injury class, the best model had 98 
hidden neurons with training and testing performance of 
74.93% and 63.10% respectively. For the non-
incapacitating injury class, the best model had 109 
hidden neurons with training and testing performance of 
71.88% and 62.24% respectively. For the incapacitating 
injury class, the best model had 102 hidden neurons, with 
training and testing performance of 77.95% and 72.63% 
respectively. Finally, for the fatal injury class, the best 
model had 76 hidden neurons with training and testing 
performance of 91.53% and 90.00% respectively. These 
are the best models out of multiple experiments varying 
various parameters of the ANN and the decision tree. 
Empirical results are presented in Table 5 and the final 
comparison between ANN, DT and DTANN is 
graphically illustrated in Figure 8. For all the output 
classes, the hybrid DTANN outperformed the ANN. For 
non-incapacitating injury, incapacitating injury, and fatal 
injury classes, the hybrid DTANN outperformed both 
ANN and DT. 

 
 
Fig. 8. Performance comparison of the different learning 
paradigms 

Table 5. Test performance of DTANN 

Injury type % Accuracy 

No injury 65.12 
Possible injury 63.10 

Non-incapacitating injury 62.24 
Incapacitating injury 72.63 

Fatal injury 90.00 
 

5. Concluding Remarks 

In this paper, we analyzed the GES automobile accident 
data from 1995 to 2000 and investigated the performance 
of neural network, decision tree, support vector machines 
and a hybrid decision tree – neural network based 
approaches to predicting drivers’ injury severity in head-
on front impact point collisions. The classification 
accuracy obtained in our experiments reveals that, for the 
non-incapacitating injury, the incapacitating injury, and 
the fatal injury classes, the hybrid approach performed 
better than neural network, decision trees and support 
vector machines. For the no injury and the possible 
injury classes, the hybrid approach performed better than 

neural network. The no injury and the possible injury 
classes could be best modeled directly by decision trees. 

Past research focused mainly on distinguishing 
between no-injury and injury (including fatality) classes. 
We extended the research to possible injury, non-
incapacitating injury, incapacitating injury, and fatal 
injury classes. Our experiments showed that the model 
for fatal and non-fatal injury performed better than other 
classes. The ability of predicting fatal and non-fatal 
injury is very important since drivers’ fatality has the 
highest cost to society economically and socially.  

It is well known that one of the very important 
factors causing different injury level is the actual speed 
that the vehicle was going when the accident happened. 
Unfortunately, our dataset doesn’t provide enough 
information on the actual speed since speed for 67.68% 
of the data records’ was unknown. If the speed was 
available, it is extremely likely that it could have helped 
to improve the performance of models studied in this 
paper. 
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In this study, the controlability of the Kappa number in two cooking applications is investigated. The
Kappa number is one of the quality measures in the pulp cooking process and usually the only on-line
measurement. It is a measure of the residual lignin content in the pulp. The cooking of the pulp mainly
takes place in the digester, where the significant part of the lignin is removed from the chips. The control
of the Kappa number is mainly carried out by temperature before the cooking zone, therefore it is impor-
tant to get some indication of the quality (Kappa number) beforehand. The Kappa number is predicted
before the cooking zone in two different cooking applications with the main variables affecting the Kappa
number using a clustering and fault diagnosis system (SOM and fuzzy clustering). The clustering and fault
diagnosis system is used also for a monitoring of the input variables. The data is collected from industrial
conventional and Downflow Lo-Solids continuous cooking digesters. Good results were achieved using
the clustering and fault diagnosis system.

Povzetek: Grupiranje je uporabljeno na dveh kuharskih problemih za nadzorno aplikacijo.

1 Introduction

Industrial processes generate a lot of information for op-
erators. The operators have many measurements to ob-
serve and control at the same time. This can be helped
by combining the knowledge. Clustering (see e.g. [1] and
[2]) is one of the methods for combination, because the
information is saved in databases and it is available. In-
dustrial processes are usually highly non-linear and it is
very difficult or impossible to make accurate models with
conventional modeling techniques. These kinds of systems
can be called complex systems. Pulp and paper processes
are examples of this kind of systems. Due to the non-
linearities and insufficient measurements for physical mod-
eling, neural networks ([3] and [4]) and fuzzy methods ([5],
[6], [7],[8], [9], [10], [11], [12] and [13]) have been applied
for the modeling and clustering purposes of the industrial
systems.

The processes studied are continuous cooking applica-
tions. Most of the kraft pulp is produced in the continu-
ous digesters [14]. In a typical chemical pulping process,
the pre-treated and penetrated wood chips are fed into the
impregnation vessel and pulp digester where lignin is re-
moved from the chips with the aid of chemical reactions.
Thus the wood fibres are separated from each other. The
kraft pulping process has been widely investigated during
recent years (see e.g. [15], [16] and [17]) and the optimal
cooking conditions at the single chip scale are well known.

The usual problem, however, is that the optimal conditions
at the digester scale cannot be ensured. Reasons for this are
the large dimensions of the process equipment, inadequate
measurements and a residence time of several hours.

The quality of the pulping is characterized e.g. by the
pulp’s strength, viscosity, yield and Kappa number. The
Kappa number indicates the residual lignin content of the
pulp in the blow line. The control of the Kappa number
is a very important part of the continuous cooking process.
A steady blow line Kappa number enables an optimized
chemical consumption in the subsequent parts of the fibre
line. The quality of the pulp has a major effect on the final
paper quality. [18]

The Kappa number is one of the most important quality
indicators in the cooking process. Therefore, the control of
the Kappa number is important. In conventional cooking,
the main control actions are performed in the top of the di-
gester, but the on-line measurement of the Kappa number is
in the bottom of the digester. The residence time between
these points is about four hours. It is obvious that with a
prediction of the Kappa number in the top of the digester,
more information is achieved and control actions can be
executed earlier than without any prediction. The predic-
tion can give new information of the change in the process
state and the direction of a change earlier. In the Downflow
Lo-Solids cooking process, the cooking zone begins at the
middle of the digester and the cooking temperature is the
main variable for Kappa number control.
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The main active variables for the Kappa number are
temperature, alkali concentration, cooking (residence) time
and the wood species. The temperature is controlled prior
to the cooking zone. The alkali (white liquor) is added into
the several parts of the process, depending on the applica-
tion. The alkali is impregnated into the chips in the im-
pregnation vessel, before the cooking operation occurs in
the digester. The air is removed from the chips before the
impregnation vessel in order to ensure the impregnation of
the chips with the alkali. The lignin is partly removed in the
impregnation vessel, due to the high temperature and alkali
addition in the feed of the impregnation vessel. The main
lignin removal takes place in the cooking zone, where the
temperature is significantly higher than in the impregnation
vessel. The pulp is washed in the counter-current washing
zone.

The Kappa number is modeled or predicted in several
studies, e.g. [19],[20],[21],[22] and [23]. A neural network
trained with a back propagation learning rule was used in
Dayal [19]. In Musavi et al. [20] a radial basis function
neural network model was constructed. In Musavi et al.
[21] a neuro-fuzzy system is utilized in the Kappa num-
ber prediction. Gustafson’s Kappa number model [23] is
used in the real-time Kappa number modeling in the con-
ventional cooking process in [24] and in the Downflow Lo-
Solids cooking process in [25].

In this study, the Kappa number is predicted in the two
cooking applications before the cooking zone using the
main variables affecting the Kappa number. The inputs
before the cooking zone (BCZ) and the output (blow line
Kappa number) of the model are presented in the Table I.

Table I. Variables of the system.

.

Variable Unit
Alkali concentration BCZ g/l (Na2O, EA)
Temperature BCZ K
Production rate BCZ adt/d
Kappa number BCZ
Blow line Kappa number

The prediction model for the Kappa number is con-
structed by a combination of the SOM [4] and fuzzy clus-
tering [10]. The system is used for prediction and moni-
toring purposes. SOM is the first clustering tool and also a
fault diagnosis system. SOM has been used for monitoring
and prediction purposes in [26]. The quantization error is
calculated, and if the error is notable, information is given
that the prediction can be faulty. This signal is given with
color codes. The colors of the traffic light are used as in
Ahvenlampi et al. [27]. If the system is in a good process
state, the signal is green. A slight deviation from the nor-
mal process state is indicated using a yellow color, and very
significant changes are colored with red. This color code
is a very useful tool for the operators. The final predic-
tion model is done with a fuzzy clustering model. In this
study, the Gustafson-Kessel [28] fuzzy clustering model,
which is a modification of the fuzzy c-means [29] algo-
rithm, is used. The inputs are the main active variables of
the Kappa number: the effective alkali, the temperature and

the residence time of the chips in the cooking, which is, in
our case, the production rate. Also, the Kappa number be-
fore the cooking zone was used as an input to the system.
The Kappa number was modeled using Gustafson’s [23]
Kappa number model. The input variables are the same
as in Gustafson’s Kappa number model. The results for
the conventional cooking process are presented for the first
time in [30]. In this study, the results for the Downflow Lo-
Solids cooking process are also presented. Good results
were achieved in both processes using the clustering and
fault diagnosis system.

The structure of the paper is an following. The methods
used are presented in chapter 2. Results are considered in
chapter 3 and discussion and conclusions are displayed in
chapters 4 and 5.

2 Methods used
In this chapter, methods used are presented. Empirical
and experimental methods were applied. Gustafson’s [23]
Kappa number model is an empirical model for delignifi-
cation. Clustering methods, such as fuzzy clustering (see
e.g. [9] and [10]) and SOM [4] are also presented. The
clustering and fault diagnosis system is formulated using
the combination of SOM and the fuzzy clustering model.

2.1 Gustafson’s Kappa number model
Gustafson et al. [23] have derived a mathematical model
consisting of a series of differential equations describing
the combined diffusion and kinetics within a wood chip
during the kraft pulping process. The model development
has been based on the studies of several researchers (see,
e.g. [23], [31] and [15]). The results are compared with
data from cooks, in which the pulping rates were kineti-
cally controlled, and in which the pulping rates were par-
tially mass transfer controlled.

The lignin removal in the impregnation vessel can be cal-
culated using Gustafson’s Kappa number model for the ini-
tial phase. The rate equation for the initial phase delignifi-
cation. is:

dL

dt
= kile

(17.5−8760/T )L (1)

where L is the lignin content at time t,
kil is a species specific constant and
T is temperature.
The species specific parameter kil in the rate equation in

the initial phase is 1. The initial phase seems to be indepen-
dent of the OH− concentration. This does not mean one
can proceed through this phase without alkali, but only in-
dicates that alkali concentration does not influence the rate.

2.2 Clustering methods
Fuzzy clustering methods can be used in modeling, identi-
fication and pattern recognition [29]. In this chapter, sev-
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eral objective functions used for Takagi-Sugeno[6] model
identification, usually minimized by fuzzy clustering meth-
ods, are presented. SOM [4] is also presented in this chap-
ter. Classified data in c clusters is arranged in a vector
Z = {z1, z2, ..., zN}. In this study, the consequent pa-
rameters for Sugeno models are estimated using weighted
least squares.

2.2.1 Fuzzy c-means

Fuzzy c-means is a widely used algorithm for fuzzy iden-
tification. The FCM cost function is usually formulated as
[29]:

J(Z;U,C) =
c∑

i=1

N∑
(µik)m

D2
ik

k=1

(2)

where C = {c1, ..., cc}. {c1, ..., cc} are the cluster cen-
ters (prototypes) to be determined, U = [µik] is a fuzzy
partition matrix [29] and

D2
ik = (zk − ci)

T
B (zk − ci) (3)

is a distance (norm) defined by matrix B (usually the
identity matrix), and m is a weighting exponent which de-
termines the fuzziness of the resulting clusters.

2.2.2 Gustafson-Kessel algorithm

Gustafson-Kessel algorithm [28] (Appendix A) is the ex-
tension most used by the FCM for identification [9]. In this
method, norm can be different with every cluster, and the
method has the advantage of looking for variable size hyper
ellipsoids. The new distance to be used in (2) becomes:

D2
ikBi = (zk − ci)

T
Bi (zk − ci) (4)

In this way, quasi-linear behaviors of the existing operat-
ing regimes are detected quite correctly. Improved covari-
ance estimation for Gustafson-Kessel algorithm has been
introduced in [32].

2.2.3 Number of the clusters

The decision of the number of the clusters is perhaps the
most critical point in fuzzy clustering. Many methods have
been introduced for the selection of the clusters, see e.g.
[9] and [10].

In this study, fuzzy hypervolume [33] is used in decid-
ing of the clusters. Fuzzy hypervolume is calculated using
equation (5)

Fhv =
c∑

i=1

[det (Fi)]
1/2 (5)

where Fi is a fuzzy covariance matrix.

2.2.4 SOM

The SOM [4] (Appendix B) is an unsupervised artifi-
cial neural network. The network is normally a two-
dimensional mapping / projection of the data group. The
visualization of the map is easier with a two-dimensional
map. In the training of the SOM network, data points are
sequentially introduced to the SOM. In each iteration, the
SOM neuron which is closest to the input unit is selected
by the equation (6). This unit is the Best Matching Unit
(BMU) or winner.

‖z − cc‖ = min
i
{‖z − ci‖} (6)

The weight vectors are updated using the following for-
mula. Only the weight vectors which are inside the neigh-
borhood radius, are updated.

ci (t + 1) = ci (t) + hci (t) [z (t)− ci (t)] (7)

2.3 Clustering and fault diagnosis system
The clustering and fault diagnosis system is formulated
with the combination of SOM and the fuzzy clustering al-
gorithm. The SOM is used as a first clustering method [34]
and a fault diagnosis tool in the system. The SOM is trained
with the normal operation data which is normalized. The
inputs to the system are the temperature, alkali concentra-
tion, production rate and Kappa number before the cooking
zone. The output is the Kappa number at the blow line of
the digester. The SOM codebook matrix (50 times 40 ma-
trix) is used as input data for fuzzy clustering identification.
When the clustering and fault diagnosis system is formu-
lated, the validation data is put through the SOM network
and the best matching unit is found. The best matching
units are used with the fuzzy clustering model. The quan-
tization errors are used in the coloring of the trends of the
measured inputs and the predicted output. The value of
the error is used in the color-coding. In the normal process
state, the color code is green. Yellow color is used for slight
deviations from the normal operation and major changes
are colored with a red color code. The structure of the clus-
tering and fault diagnosis system is illustrated in the Fig.
1.

3 Case studies
In this study, clustering and fault diagnosis system is used
for monitoring and prediction purposes in conventional and
Downflow Lo-Solids continuous cooking digesters. The in-
puts to the system are monitored and the Kappa number in
the blow line is predicted. The clustering and fault diagno-
sis system is a combination of SOM and fuzzy clustering
methods. The modeling data (about 30 000 data points for
both applications) was normal operation data from the in-
dustrial continuous digesters. The outliers and faulty mea-
surements are filtered out from the data. The inputs are



102 Informatica 29 (2005) 99–107 T. Ahvenlampi et al.

Model
(Fuzzy
clustering
model)

SOM-
network

Colored
trends of
inputs and
predicted
Kappa number

Quantization
error

Color
codes

Temperature before
cooking zone

Inputs SOM
Visualization
of the results

Fault diagnosis
and colourcodes

Modelling
Kappa number before
cooking zone

Production rate
before cooking zone

Alkali before
cooking zone

Figure 1: Clustering and fault diagnosis system
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Figure 2: Impregnation vessel and continuous Kamyr di-
gester in conventional cooking process

temperature, alkali, Kappa number and production rate be-
fore the cooking zone. The output is the predicted Kappa
number at the bottom of the digester. The system is vali-
dated with the data from the same industrial digester, but
from the different time periods.

3.1 Case 1

Case one is a conventional Kamyr process consisting of an
impregnation vessel and a steam/liquor phase digester (Fig.
2). The process has been simplified by removing almost
all of the original liquor circulations, thus only the upper
and lower extraction screens in the end part of the cook-
ing zone are used. A characteristic of this process is the
grade changes between softwood and hardwood performed
almost every other day. The active alkali concentrations
of the white liquor, the digester feed circulation liquor and
the two black liquor circulations from the end of the cook-
ing zone are measured. The sulphide concentration of the
white liquor is also measured and it is assumed to stay con-
stant during the cooking. Before the latest simplifications

Figure 3: The coloring of the grade changes in the valida-
tion period 1.

Figure 4: The coloring of the grade changes and shutdown
in the validation period 2.

of the process, alkali measurements were taken from the
extraction screens in the upper part of the digester’s cook-
ing zone. These measurements have been utilized in the
alkali profile. Temperatures are measured from the various
parts of the digester.

The size of the SOM network structure was 50 times
40. The SOM codebook vector (2000 neurons) was an in-
put data for the fuzzy clustering model. The fuzzy clus-
tering method used was the Gustafson-Kessel algorithm.
The fuzzy clustering model was divided into 4 local mod-
els (clusters) according to the fuzzy hypervolume [33]. The
premise membership functions (bell-typed) are projected
from the clusters and the local models are obtained using
weighted least squares. The fine tuning of the parameters
is performed by gradient descent algorithm, see e.g. [8].

The fault diagnosis phase uses different size quantization
errors to indicate the deviations from the normal operation
points. Thus, this information is used in the coloring of
the Kappa number prediction trend with the colors (green,
yellow, red). In the Figs. 3 and 4, the situations where
the errors deviate and the trends have changing colors are
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Figure 5: Predicted Kappa number and the quantization er-
ror in the validation period 3.

shown. In these process states, the deviations are caused
by the grade changes and shutdown. In Fig. 3, there are
grade changes at the points of 700 and 3500. In Fig. 4, the
grade changes are at the points of about 600 and 2900. The
shutdown can be seen in Fig. 4 at the point of 3800.

In Figs. 5 and 6, a faulty process state where the system
is not normal can be observed. There are grade changes at
the points of about 450 and 3250. A slight deviation can
be seen at the point of about 2750, and it can be observed
from both Figs. 5 and 6 as a yellow and red trend color. The
same kind of example is illustrated in Figs. 7 and 8, where
the grade changes are at the points of about 500 and 3750.
The operational failure is at the point of 2450, which has
been identified by the clustering and fault diagnosis system.
In these figures the only significant deviations are colored.
Thus, the system is not too sensitive to small deviations.
The error size can be used as a tuning factor to the system.
The color changing value can be small, if every deviation
is desired to be shown, and if only notable disturbances are
needed to be shown, the tuning factor can be big.

In Figs. 3-8, the validation results of the clustering and
fault diagnosis system in the conventional cooking process
are shown. The time period in the figures is one minute.
It is the same time period as for the history database in
this industrial plant. As it can be seen from the figures,
the combined clustering model is accurate and it is able
to observe the changes in the process. The clustering and
fault diagnosis system can be used in fault diagnosis and
for Kappa number prediction purposes.

3.2 Case 2
Case two is a Downflow Lo-Solids [35] cooking process
(Fig. 9). The chips are impregnated in the impregnation
vessel (I1-I2) and in the first zone (D1) of the digester. Be-
tween upper extraction and cooking circulation there is a
counter-current washing zone (D2). In this zone, black
liquor is displaced with cooking circulation liquor which

Figure 6: Inputs to the system in validation period 3

Figure 7: Prediction in validation period 4.
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Figure 8: Inputs in the validation period 4.

temperature and alkali concentration are high. The lignin is
mainly removed in the comparatively long co-current cook-
ing zone (D3). At the bottom of the digester there is a short
washing zone. Softwood chips mainly consist of pine chips
with a small amount of spruce chips. Hardwood chips con-
sist mainly of birch chips with a small addition of aspen
chips.

The effective alkali concentrations of the white liquor,
digester feed circulation liquor, two black liquor extrac-
tions and cooking circulation are measured. The white
liquor is added to the impregnation vessel’s feed circula-
tion, to the digester’s feed circulation and to the cooking
circulation. The sulphide concentration of the white liquor
is measured, and it is assumed to stay constant during the
cooking. Temperatures are measured from the liquor cir-
culations and from the heating steam at the top of the di-
gester. A temperature profile from the top of the digester
to the cooking circulation is constructed emphasizing the
measured temperatures suitably. The temperature profile
from the cooking circulation to the blow line is based on
the temperature of cooking circulation.

In Downflow Lo-Solids cooking, the Kappa number con-
trol is mainly performed by the cooking zone temperature
in the middle of the digester (before D3).

The Kappa number prediction is shown in Fig. 10 and
the inputs to the system in Fig. 11. The prediction is
quite accurate in both species (hardwood at 0-1750 and
softwood at 1750-3500). A grade change has occurred at
1750, where the system indicates a disturbance. Another
faulty period is between 1850-2100, where the system has
turned to a yellow signal.

In Figs. 12 and 13, the results from validation period 2

I1

I2

D1

D2

D3

D4

Upper extraction

Cooking circulation

Lower extraction

Blow-line

Chips

Liquor

Washing liquor

Washing liquor

Feed circulation

Feed circulation

Figure 9: Main flows and flow directions of chips and
liquor in impregnation vessel and digester in Downflow Lo-
Solids cooking

Figure 10: Kappa number prediction in the Downflow Lo-
Solids cooking process. (Validation period 1)
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Figure 11: The input variables to the system in the Down-
flow Lo-Solids cooking process. (Validation period 1).

are presented. There are grades changes at the points of
about 400 and 2700. Shutdown has occurred at the point
5700. There is a faulty process state in both species. In the
hardwood, the faulty state is at the period 1300-1600 and
in the softwood case, the period is 4700-5100 and after the
shutdown at 5700-6000.

4 Discussion
The sampling interval of the on-line Kappa number mea-
surements is about half an hour. Hence, it is useful to also
get continuous information about quality properties. The
control of the Kappa number is mainly carried out with the
cooking temperature, therefore it is important to get an in-
dication of the quality (Kappa number) before the cook-
ing zone in order to execute necessary control actions soon
enough.

In this study, a clustering and fault diagnosis system for
the monitoring of the process and prediction of the Kappa
number in the blow line of the digester is constructed and
validated. The system is implemented with a combination
of SOM and the fuzzy clustering model.

As shown in Figs. 3-13, the results of the fault diagno-
sis and clustering system are very accurate. The proposed
method is suitable for the optimization and fault diagnosis
of the kraft cooking process. In the case of major process
changes, the adjustment and verification of the model para-
meters into the optimal form is quite easy.

Fault diagnosis is carried out using the quantization er-
rors in a coloring of the trends of the input measurements
and predicted Kappa numbers. In Figs. 3-13, only sig-
nificant deviations are colored. Thus, the system is not too
sensitive to small deviations. The error size can be used as a
tuning factor for the system. The color changing value can
be small, if every deviation is desired to be shown, and if
only major disturbances are needed to be shown, the tuning
factor can be bigger. Color can be used to observe failures
in the input measurements or deviation from good opera-
tion points. Yellow and red colors indicate also that the

Figure 12: Kappa number prediction in the Downflow Lo-
Solids cooking process. (Validation period 2)

Figure 13: The input variables to the system in Downflow
Lo-Solids cooking process. (Validation period 2).

prediction may be inaccurate.
The method has been tested with the conventional and

Downflow Lo-Solids continuous cooking digesters and the
possibility to implement the system into an automation sys-
tem is considered. The clustering and fault diagnosis sys-
tem will be used also as a fault diagnosis and redundant
system for Gustafson’s Kappa number model.

5 Conclusions
The applicability of SOM and fuzzy clustering approach
for the controlability of the Kappa number was consid-
ered. The results of the usability of the combined clus-
tering and fault diagnosis system in the monitoring of the
conventional and Downflow Lo-Solids continuous cooking
processes and the prediction of the Kappa number with the
system are shown.
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Appendix A
Process of Gustafson-Kessel algorithm:

Step 1: Compute the cluster centres:

c
(l)
i =

∑ (
µ

(l−1)
ik

)m

zk

∑(
µ

(l−1)
ik

)m , 1 ≤ i ≤ C

Step 2: Compute fuzzy covariance matrix:

Fi =

N∑
k=1
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1 ≤ i ≤ C

Step 3: Compute the distances:

Bi = ρi det (Fi)
1/n

F−1
i , 1 ≤ i ≤ C

D2
ikBi = (zk − ci)

T
Bi (zk − ci) , 1 ≤ i ≤ C, 1 ≤ k ≤ N

Step 4: Update the partition matrix:

µ
(l)
ik =

1
C∑

j=1

(DikBi/DjkBi)
2/(m−1)

iterate until
∥∥U (l) − U (l−1)

∥∥ < ε.

Appendix B
The training of the SOM network is as following:

Step 1: Give initial values for neighborhood radius
hci (t) and learning rate α(t)

Step 2: Choose the steps K
Step 3: Choose one vector z from the learning data Z
Step 4: Find c, BMU (best matching unit) from the ini-

tialized network, which distance is closest to the input vec-
tor z. Euclidian distance is used.

‖z − cc‖ = min {‖z − ci‖}
Step 5: The updating of the weight vectors. Only the

weight vectors which are inside the neighborhood radius
are updated.

ci (t + 1) = ci (t) + α(t)hci (t) [z (t)− ci (t)]

Step 6: Set t = t + 1. If t = K, stop. Otherwise go to
step 3.
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In this paper we present an approach to construct and evolve a network of mobile agent servers. It can
be seen as a service that is indispensable for mobile agents to move through the network automatically.
Without such a service the programmer of a mobile agent must code the agent’s itinerary into its business
logic. Our approach has a two-level structure, where agent servers within a subnetwork are combined into
a domain, and domains can be connected to each other using a client/server or peer-to-peer technique. Our
approach is multi-agent based, that is several stationary and mobile agents communicate to each other to
build and evolve the logical network. Main characteristics of our approach are its robustness in failure
situations and its high performance, which is shown by results of a first evaluation.

Povzetek: Predstavljena je dvonivojska mreža mobilnih agentov s povečano trdoživostjo.

1 Introduction

Mobile agents are small software entities that can roam the
Internet in order to fulfill a user-given task. They allow for
task processing that is dynamically distributed over the net-
work by searching for agent servers which offer appropri-
ate services in a network of interconnected platforms [8].
In the last years mobile agents have been a very fast grow-
ing area of research and development. While most research
was done in the area of code security [22], control algo-
rithms [1], and mobile agent coordination [20], we consider
mobile agents to be foremost a promising design paradigm
for the architecture of distributed systems.

Many mobile agent toolkits have been developed, for ex-
ample Aglets [15] by IBM, Concordia [17] by Mitsubishi,
and Grasshopper [2] by IKV++. All these toolkits can be
considered to have almost product status. Nevertheless,
with regard to specific basic system services most mobile
agent toolkits are still in their infancy. As an example,
many standard services found in middleware components
for distributed applications, as for example CORBA [12],
are missing even in the above mentioned toolkits. Our
aim is to introduce standardized services for distributed
agent server networks and to evaluate these services in the
Tracy [8] mobile agent toolkit.

1.1 Logical Agent Server Networks

The basic concept we employ is that of a logical agent
server network. An agent server is the environment on a
single computer system that allows the receipt and execu-
tion of mobile agents. We define a logical network as an
undirected graph in which vertices represent agent servers
and an edge exists between a pair of vertices if there is
the possibility to transmit mobile agents between the cor-
responding servers. Not all agent servers must be able to
exchange mobile agents due to different transmission pro-
tocols, firewalls or private subnetworks that are only reach-
able via a gateway server. A logical network is a neces-
sary prerequisite for a mobile agent to move through the
network automatically. On each server it can ask through
a stationary agent, or a service, for the neighboring agent
servers and decide to which it will migrate to next.

Without such a network service the agent’s programmer
has the obligation to code the agent’s itinerary into its busi-
ness logic. While this is sufficient in some applications and
in small networks, it is not reasonable to define an agent’s
route in a world wide network, for example. In such an en-
vironment mobile agents must be able to find their itinerary
on their own. They must be in a position to react on unreli-
able network connections and unreliable agent servers and,
therefore, modify their itinerary on the fly.

In its minimal variant, a logical network is equal to the
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minimal spanning tree guaranteeing that each agent server
can be reached. The drawback of this solution is the on
average higher number of edges on a path between two
nodes, which results in a higher number of migration steps
and therefore in a higher execution time of the agent. A
smaller number of edges on a path between two nodes re-
sults from redundant edges. In a network where all agent
servers are connected with each other, called a clique, the
maximal number of edges on each path equals one. Both
solutions lack any structure that could support the agent in
optimizing its itinerary while traversing.

A logical agent server network is the foundation for more
sophisticated services of this kind. They all need informa-
tion about neighboring agent servers or possibly all agent
servers currently reachable. One of the research topics is to
develop algorithms to plan (semi-)optimal routes for mo-
bile agents with regard to application capabilities (data,
user-level services) offered on agent servers and network
quality information.Currently we are developing a network
performance measuring component for the Tracy toolkit.
This component is to measure transmission time to other
agent servers periodically and providing this information
to mobile agents for planning their optimal route through
the network. It uses information of the logical agent server
network to find agent servers to which the network quality
should be tested. On an even higher level of abstraction the
logical agent server network is used to propagate informa-
tion about applications offered on one agent server to other
servers in the network. A mobile agent can use this infor-
mation to plan its route according to the task that it should
fulfill.

Currently, in all of the above mentioned mobile agent
toolkits, it is only possible to manage a single stand-alone
agent server by using some kind of console or graphical
user interface. In a logical agent server network, the admin-
istrator can obtain an immediate view of all agent servers.
In the Tracy toolkit there is already an approach to use this
information in combination with its graphical user interface
which can be dynamically connected to other running agent
servers to administrate them, e.g. to start and stop agents
or for checking the status of the server.

1.2 Similar Approaches

As far as we are aware, there is only one agent toolkit,
Grasshopper, that offers a service that is distantly related to
a logical agent server network. The region registry is a cen-
tral component within a single domain to hold a list of all
agent servers. It is not only used to store information about
other agent servers, but also information about all agents
that are currently residing on all agent servers within a re-
gion. Thus, the region registry can be described as a kind
of agent tracking service which is also a good approach to
find other agents to communicate to. However, multiple re-
gion registries cannot be connected, with the consequence
that mobile agents cannot find agent servers beyond their
region (local domain).

The Grasshopper approach is a good solution either for
local area networks or for a small number of agent servers
spread over a large region. It offers more than a logical
agent server network insofar as it also provides information
about the agents in the local domain.

Other agent toolkits, for example Jade [3], provide an-
other approach. A Jade platform contains of several so-
called containers. One agent server, named the main con-
tainer, maintains a directory of all containers, agents, and
services that are provided within a platform. When a new
Jade container is started, the administrator has to decide,
whether this agent server shall work as main container.
Otherwise, the address of the main container has to be de-
fined to let the new agent server register with it afterwards.

1.3 Our Solution

In this paper we present our approach to constructing log-
ical agent server networks. The basic architecture of our
approach to mobile agent networks consists of domains,
which are limited to subnetworks. All agent servers within
a single domain enlist at a central server, which is called
domain manager. Domains can be connected to each other
so that mobile agents can also reach agent servers in other
domains. Connecting and disconnecting of agent servers to
the network works fully automatic and dynamic.

One characteristic of our approach is its robustness in
failure situations. For example we can guarantee that at
any time there exists a domain manager for each domain.
If a domain manager crashes (because its host agent server
crashes) all remaining agent servers vote for becoming the
new domain manager. If the original domain manager is
relaunched, it can reclaim this role.

Our approach is multi-agent based. The domain man-
agement service is completely implemented using station-
ary and mobile agents. Is does not depend on any specific
mobile agent toolkit. Although we have implemented our
approach on top of the mobile agent toolkit Tracy it is de-
signed to be portable to any other toolkit with minimal ef-
fort. For the rest of this paper, to ground our argumentation
and our examples, we will use Tracy as a reference system.

Tracy is a general-purpose mobile agent toolkit. It was
designed as an extendable toolkit that consists of a ker-
nel and optional plugins. The kernel only provides those
services that are similar in all agent toolkits, for example
to execute agents and control agents’ life-cycle. All high-
level services like agent communication, agent migration,
partial solutions of the agent security problem, etc. are im-
plemented as additional plugins. We refer to [7] for more
information about Tracy’s architecture. A detailed intro-
duction to use and program Tracy is given in [8].

1.4 Related Work

A logical agent server network can be seen as an over-
lay network and the inceptions of creating and maintaining
overlay networks go back to the beginnings of the Inter-
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net. The Internet was originally conceived as a peer-to-peer
system, in which every network node was a peer and the
overall number of nodes was very small. In the following,
the Internet has grown enormously, making it impossible
to maintain the huge number of nodes as in a peer-to-peer
system. Overlay structures were conceived as indispens-
able means to keep the number of nodes manageable.

A well known example for a overlay structure of a peer-
to-peer system is the Domain Name System (DNS) [18,
19], which divides the domain name space in a hierarchical
manner and forms a distributed database system. The DNS
as a whole works and scales very well, but it was designed
for a static network with only few dynamics and only with
immobile nodes.

In the late 1990s the upcoming file-sharing systems re-
vive the use of the peer-to-peer paradigm. Napster [21]
is a peer-to-peer system with a centralized search facility.
This solution scales well in practice because of centralizing
search while distributing download. However, centralized
solutions lead to a single point of failure and cannot scale
completely.

Gnutella [11], another peer-to-peer file-sharing protocol,
came originally without any network structure and was a
robust, fully decentralized approach. The search algorithm
was a simple broadcast with hop limit mechanism (horizon)
and led to high network load, so it scales not with the possi-
ble number of requests. A second drawback of this solution
was the lack of known entrance points into the network at
the first time of join Gnutella.

Present Gnutella clones and successors uses additional
mechanisms to prevent the drawbacks of the original so-
lution. eDonkey [9] and KaZaA [14] for example use high
potential nodes as super-nodes which are connected to each
other and thus form a backbone network. A super-node
manages a couple of clients, their connections and search
requests and forwards the requests to other super-nodes
eventually. This approach joins central and decentral fea-
tures to a hybrid network structure which may scale well, if
the number of peers and super-nodes retains well balanced.

The Tracy domain service provides likewise a hybrid
overlay structure. It consists of local centralized, quick-
reacting domains, that can intercept high network dynam-
ics. Domains can be loosely coupled to each other and
are combined in a global hierarchical structure. Agent mi-
gration happens fully decentral as in a common peer-to-
peer manner. This structure guarantees robustness against
breakdowns and scalability in a wide range.

1.5 Structure of this Paper

The rest of this paper is structured as follows: In the fol-
lowing section we will present basic concepts of our ap-
proach. Sec. 3 contains a detailed description of our sta-
tionary agent which is used to build up the network man-
agement service. Sec. 4 focuses on the concept of prior-
ities by which we model different types of agent servers
within the network. In Sec. 5 we describe possible failure

situations and their solution within our approach. Sec. 6
contains a concise description on how mobile agents can
employ the network management service. Sec. 7 provides
first results of performance measurements. Finally, the last
section gives a summary and an outlook to further develop-
ment.

2 Basic Concepts
In this section we introduce the basic concepts of our ap-
proach. We start by describing the topology of our logical
network. Then we argue the usage of stationary and mobile
agents for our approach.

2.1 Topology
The topology or architecture of the created logical network
can be best described as an interconnection of several do-
mains, see Fig. 1. One domain consists of several agent
servers that are connected in one subnetwork and that are
able to exchange mobile agents. This restriction derives
from a feature of the Tracy mobile agent toolkit that allows
mobile agents to be sent using several transmission proto-
cols, like TCP, UDP, or SSL. Agent servers in one domain
must, therefore, at least share one transmission protocol to
communicate successfully.

Note, that in Tracy each computer system can host more
than one agent server. Thus, the number of agent servers
per domain is not limited to the number of computers per
subnetwork (which equals 255). Usually, there is only one
domain per subnetwork. However, several domains can
be used, for example if there are agent servers without a
common transmission protocol. Another way to split agent
servers within a subnetwork into two domains is described
later in Sec. 3.2.

In each domain there exists the so-called domain man-
ager node which is an agent server, that is responsible to
manage all other agent servers in this domain, which are
called domain nodes. Every domain node has its unique
domain manager node, and vice-versa the domain manager
node knows all domain nodes that are currently active in its
domain. If an agent server starts or stops, it has to register
and deregister with the domain manager node. Compare
Sec. 3 for more details.

A logical agent server network finally consists of several
domains which are connected with each other via their do-
main manager nodes. Thus, no domain node has a direct
connection to any agent server in another domain. There
are several ways to connect domain manager nodes to each
other. One is to use a central unique so-called master node
to receive names of other domain manager nodes. We de-
scribe this and other techniques later in Sec. 3.2. As in-
dicated in Fig. 1 there is a hierarchy of nodes in our net-
work model: At the lowest level there are domain nodes
that represent usual agent servers. A more specialized type
of node is a domain manager, which is responsible to man-
age all nodes in a single domain. At the highest level there
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is the master node which is responsible to manage domain
managers. In the notion of object-oriented analysis we can
state, that a master node is a domain manager node, and a
domain manager node is a domain node.

2.2 Multi-Agent based

Our approach to constructing agent server networks is
implemented as a multi-agent solution, where one corre-
sponding agent–the domain information agent–exists on
each agent server. This domain information agent can play
the role of domain node, domain manager, and even master,
as is necessary.

It is quite obvious to use agents for this task, as the whole
solution is provided as a service in a mobile agent system.
Another solution would have been to implement a new pro-
tocol on top of TCP or to use Java RMI. By utilizing agents
we preserved the independence of the agent toolkit and of-
fer a clear communication interface for other agents that
want to utilize the provided information.

The domain information agent is a single stationary
agent on each agent server. In the Tracy toolkit only sta-
tionary agents are permitted to access the local file system,
open network connections, etc. in contrast to mobile agents
which will usually not have these rights. This domain in-
formation agent employs mobile agents to connect and dis-
connect agent servers, to inspect network connections, and
to inform agent servers in failure situations. The only ex-
ception is that we do not use mobile agents in the very first
step, that is to find the domain manager node within the
subnetwork. This is done by a multicast, see Sec. 3.2.

The reasons to employ mobile agents are the follow-
ing: In Tracy, being a purely mobile agent toolkit, we
are forced to use mobile agents to send messages between
agent servers. Tracy does not offer the ability for agents to
communicate to remote agents by sending messages (mes-
sages being different from agents). On the other hand, ex-
changing information between remote agents can be ob-
tained by a very small mobile agent. Fortunately, there is no
penalty for using mobile agents for those tasks in the Tracy
system, because migration is performed very fast [6, 4].
Remote communication using Java Remote Method Invo-
cation would not be faster. In addition, it would have lead
to a complete new communication channel in addition to
the core agent server, introducing more dependencies and
basically redundant services.

There is one scenario that illustrates nicely the main ad-
vantage of mobile agents, that is moving code close to the
data instead of moving the data to the code. When a do-
main manager node is in need of other domain manager
nodes to be connected to, the master node can be searched
for. It holds a list of other domain manager nodes which
can be filtered according to some neighbor relation. As
this data base can be very large in size, it is obviously a
better strategy to choose suitable neighboring agent servers
directly at the master node. The standard solution to offer
a specific interface lacks the flexibility to define the term

neighbor. Furthermore, to transmit the whole data base to
the domain manager node would cause unnecessary net-
work traffic. We decided to utilize mobile agents to find
neighbors implementing the notion of a neighbor inside the
agent’s decision capability. This decision algorithm can be
modified by the user and is therefore adaptable to different
requirements.

3 The Domain Information Agent

This section gives a detailed description of the main com-
ponent of our domain manager service, which is the station-
ary domain information agent (DIA). The DIA functions
according to the roles assigned to it. Here, we will explain
how a DIA determines its role during launching and present
different techniques to connect domain information agents
to each other.

3.1 Constructing Domains

As described in the last section each agent server holds a
specific role in the logical agent server network: domain
node, domain manager node, and master node. In our so-
lution we provide only one type of agent, the domain in-
formation agent, which has to take care of each of the-
ses roles. This method is obvious due to the necessity of
changing roles dynamically in failure situations between a
domain node and a domain manager node. For the sake of
simplicity, we do not introduce new names for the DIA’s
roles. Thus, if an agent server is currently a domain man-
ager node, the respective domain information agent has to
provide the functionality of this higher level role, too.

The determination of the DIA’s role is done semi-
automatically when launching the agent. First, the agent
is in the role of a domain node, assuming that there is a
DIA on another remote agent server which holds already
the role of the domain manager node. To find this domain
manager node and later register with it, the new agent sends
out a UDP multicast message to all computer systems in
the same subnetwork. If there is a domain manager node in
this subnetwork, it receives the multicast message and an-
swers with a single UDP package containing its URL. This
URL can be used to address migrations to. In the second
step, the new agent now checks if both agent servers can
exchange mobile agents by using the same transmission
protocol. In the third step, the new agent sends a mobile
agent to the domain manager node to register the new do-
main node over there. The mobile agent returns to indicate
that the registration process was successful. This process
works fully automatic and due to the usage of UDP mes-
sages and very small mobile agents, the whole registration
process concludes in less than 40 ms on average in a 100
Mbit/s network (see Sec. 7 for more performance results).

If no domain manager agent has answered the UDP mul-
ticast message or both agent servers do not offer at least
one equal transmission protocol, the new agent passes into
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Figure 1: Topology of our logical agent server network. An edge between a pair of vertices indicates that the corresponding
agent servers know each other.

the role of a domain manager node itself. As we men-
tioned briefly in the last section, it can occur that two do-
mains exist in one subnetwork at the same time for the
following three reasons: First, if the new agent sends out
the UDP multicast message to another UDP port than the
domain manager agent receives messages on, the registra-
tion process will not start. Second, both agent servers do
not speak at least one equal transmission protocol. Third,
UDP is an unreliable communication channel. The multi-
cast message as well as the answer package may get lost
with the effect that the registration process will fail. Ac-
tually, in our implementation, the UDP multicast is resent
three times to compensate UDP’s unreliability.

As a consequence of a failure in the registration process,
a new domain is created within a subnetwork. Agent
servers within this subnetwork could now be registered at
two separate domain manager nodes. In the current imple-
mentation the choice of domain manager nodes is driven
by the first-come-first-serves principle, that is the domain
manager node that answers the UDP multicast first, is cho-
sen. When the new agent is in the role of the domain
manager node it has to connect to other domain manager
nodes, see Sec. 3.2 for more information. The only draw-
back of having two domains in one subnetwork results from
slightly increased migration times to agent servers in the
other domain inside the same subnetwork. The agent must
search for the agent server it wants to visit by first migrat-
ing via two domain manager nodes instead of reading the
information locally at its current agent server.

The highest level role a domain manager agent may as-
sume is that of the master node. Whereas the above de-
scribed process works fully automatic, the decision on the
master node is done manually by the administrator of the
agent server that should become master node. A master
keeps its role over its whole life-time. No other domain

node or domain manager node may become master node.
The master node is one specific node whose name is known
to some/all domain manager nodes. From this master they
can obtain information about other domain manager nodes
to connect to. A master nodes skips the search for a domain
manager node and accepts its role immediately. After that,
it behaves identically to a domain manager node within its
domain.

When shutting down an agent server, we have to distin-
guish two cases. If the agent server was in the role of a
domain node, the domain information agent has to dereg-
ister from the domain manager node. If the agent server
was in the role of a domain manager node (but not in the
role of a master node), it has to hand over this role to an-
other agent server in this domain. The simplest idea is that
the current domain manager node randomly selects from
the list of all registered domain nodes one agent server that
will become the next domain manager node. With one mo-
bile agent that visits all registered agent server within this
domain, the resignation of the old and the taking over of
the new domain manager node is reported to all domain in-
formation agents. In the current implementation the whole
selection process is not implemented this way, but is driven
by the priorities concept that we explain in Sec. 4. If the
master node is shut down, no other domain manager will
take over this role. Thus, if the master node is used by
domain managers to connect to other domain managers, a
master node failure will cause severe problems to maintain
the inter-domain structure of the network.

3.2 Connecting Domain Managers

We are now going to present our approach to connect sep-
arated domains to one single network. This process is also
designed to work fully automatic and allows for dynamic
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adaptation of connections. Therefore, our solution does
not enforce the construction of a specific network topology
at this level of connection. It depends on the connection
strategy which topology is going to emerge, for example to
either build up a fully connected graph out of all domain
manager nodes or to connect only neighboring nodes ac-
cording to some kind of distance metric.

In the first approach we use the master node to obtain in-
formation about other domain manager nodes. After the
domain information agent starts in the role of a domain
manager it sends a mobile agent to the master node to fil-
ter the remote data base of known domain manager nodes.
As we mentioned above, the usage of the mobile code ap-
proach in this context allows for effective and very flexible
remote filtering. The definition of the notion neighbor is
encapsulated within the mobile agent and thus can easily
be adopted to local requirements at the domain manager
node. The selection process also influences the degree of
connectivity of the resulting graph.

If the mobile agent can obtain at least one neighboring
domain manager node it is guaranteed that no islands will
exist. The drawback of this approach is the client/server
like architecture which contradicts the mobile agent phi-
losophy to some extent. The master node is a bottleneck
and single point of failure that should usually not exist in a
mobile agent network.

We also support another approach to connect domain
manager nodes, one which is comparable to the connec-
tion strategies implemented in peer-to-peer systems, like
Gnutella [13] or FreeNet [16]. A fresh domain manager
node must connect at least to one other domain manager
node. This address can be defined by the administrator,
or, including our master-approach, obtained by the master
node.

During life-time, a domain manager node searches for
other domain managers using mobile agents traversing the
network. It selects other domain managers according to its
distance metric. When shutting down, it saves the current
list of neighbor in the local file system to reconnect to them
at the next time being launched.

4 The Concept of Priorities

With the simple concepts introduced so far, some problems
arise in realistic application situations. As can be deduced
from the definition of roles within the logical network, the
life-time and the quality of each type is different. We as-
sume that a domain manager node has a longer life-time
and a higher reliability than a domain node, which can be
a mobile device using a wireless connection. The master’s
life-time and reliability is assumed to be even higher than
that of a domain manager node. However, this idea cannot
be found in the approach presented so far.

One shortcoming would result from the selection process
which starts when a domain manager node is shutting
down. Instead of choosing an arbitrary node this selec-

tion process should prevent that a short-living node or un-
reliable (e.g. on a mobile host) becomes domain manager
for a foreseeable short time only. The other drawback is
strongly related to this. If the domain manager node is
restarted again, it should be able to take over the role of
a domain manager node from the present one. Two agent
servers starting accidentally at the same time would thus
cause a collision problem that should be prevented.

We introduce now a concept of priorities to influence the
role of an agent server within the logical network. The pri-
ority of a domain information agent is modeled as a value
between -128 and +127. This priority is defined by the ad-
ministrator before the domain information agent is started.
It cannot be changed during the agent’s life-time, at the ear-
liest when the agent is restarted. The priority value should
result from the reliability and long-liveness of this agent
server. The higher the value is the more important is the
role that this agent server may assume within the network
(see also Fig. 1). The default value of an agent server equals
0.

With the concept of priorities, the launching process of
a domain information agent changes slightly. When a new
domain information agent receives the UDP packages con-
taining the URL and priority information of found domain
manager nodes (remember that several domain managers
might exist in a single subnetwork), it now compares the
priorities of theses nodes with its own. If its own prior-
ity is higher, the new node becomes domain manager. In
the other case, it tries to register with one of these nodes
starting with the one with highest priority.

If a new node becomes domain manager, a process of
changing roles is started: A mobile agent is started to visit
all domain manager nodes and notifies each to release its
role and to fall back to the role of a domain node. Each
node is informed about the new domain manager node, so
that no new registration process is necessary.

When a domain manager node is shutting down, it se-
lects the next domain manager from the list of all known
domain nodes according to their priority. To inform the
new domain manager and all connected domain nodes
about the new situation, the same process starts as men-
tioned above.

To prevent that two agent servers starting at the same
time become domain manager nodes, the priorities and the
agent servers’ names can be used. When receiving the UDP
package containing URL and priority of another domain
manager node, the new node can determine which node is
going to take the role of a domain manager node by com-
paring the priorities of both nodes. If both priorities are
equal, the first node according to lexical sorting of their
URLs is selected.

5 Recovery from Failure Situations

The handling of failure situations is a very important issue
in distributed systems. Typical challenges of mobile agent
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systems are especially a consequence of the wide area net-
work character of agent networks. In a mobile agent net-
work it might happen very often that servers go down or are
unavailable. As a consequence, agents must search for an
other host offering the same services. For the management
of a logical agent server network it is, therefore, very im-
portant to handle those situations appropriately. The tech-
nique to find out that neighboring servers are not available
anymore is implemented by the use of mobile agents that
are sent to the other server. Those so-called ping agents are
sent from nodes to managers and from managers to other
managers. Currently we do not distinguish between server
and network failures and handle both situations identically
as a server failure. The following failure situations are de-
tected:

1. Failure of a domain manager. Each domain node
periodically sends out ping agents to its domain man-
ager. If the migration process fails for any reason, it is
assumed that the domain manager is not available any
more and that a new domain manager must be defined.
The first node that has noticed this situation becomes
a domain manager for a limited time, not consider-
ing any priority information. All other nodes within
this domain will notice this failure situation within a
pre-defined period of time and will find this tempo-
rary manager node to register with. This period of
time equals the maximal time between sending two
ping agents (see below). The temporary manager node
collects all priority information and can be certain to
select the node with the highest priority as the next
domain manager. The exchange of roles is performed
in the same way as described above in Sec. 3.1. With-
out the temporary manager node it might happen that
exchanging roles between nodes takes place as often
as nodes are in the domain.

2. Failure of a neighboring domain manager. If a do-
main manager detects that a neighboring domain man-
ager is not alive anymore, it removes it from the list of
known managers. Depending on the the strategy of
finding other neighbors it might immediately request
new neighboring managers from the master node. If
the failed manager has been the only connection be-
tween two separate subnetworks it is possible that they
become disconnected. Therefore it is important to
specify a good minimal degree of connection for the
network.

3. Failure of a node. If a domain manager detects that a
node is not alive anymore, it is removed from the list
of known domain nodes. If the node is restarted, it can
register with the manager again.

If any of these failure situations can be attributed to a
network failure instead of a node failure, it might happen
that the alleged crashed node will be available again after a
short period of time. With our approach we can achieve the

expected behavior, that is to restore the old state automat-
ically. For example, if the connection between all nodes
and the manager node is broken (but the manager node is
still alive), a new domain manager will be elected as de-
scribed above. The disconnected manager notices stepwise
that each node is not available any more and removes it
from the list of known domain nodes. After the last node
has been removed, the domain manager checks if there is
another domain manager reachable by using an UDP mul-
ticast. If it finds another domain manager the process of
comparing priorities and possibly exchanging roles starts.
Otherwise, it stays as a domain manager, but tries to find
another domain manager until a new domain node has reg-
istered.

A very important parameter which influences the qual-
ity of service of the logical agent network is the time be-
tween two ping agents (ping interval). If it is too long, the
network will react sluggish and might hand out outdated
information about the network. If the ping interval is too
short, network traffic will increase.

If the master node concept is used to connect to other do-
main managers, a master node failure would cause severe
problems to maintain the inter-domain structure of the net-
work. Currently, we have not implemented any approach
to handle this failure situation.

6 Usage

After we have illustrated how the network structure is
constructed, we will now explain how the information is
provided to mobile agents. It is again the domain in-
formation agent (DIA) that provides information about
known domain nodes and domain managers. A mo-
bile agent can gain this information either by exchang-
ing messages with the DIA, or by observing the black-
board. A description of all types of messages, includ-
ing the content of the reply message can be found in
Tab. 1. All capitalized words are String constants defined
in class DomainInformationAgent. The following
example (Fig. 2) shows an agent that sends a message to
the DIA to retrieve all domain nodes. The answer mes-
sage contains a list of URLs in the message body, where
entries are separated using three ” % ” characters. To
parse this list of URLs, class StringArray in package
de.unijena.tracy.util can be used. See the Tracy
JavaDoc documentation for more information.

The second way to obtain information about the
network structure it to observe specific entries on the
blackboard. The blackboard is a hierarchically struc-
tured container for information to provide information
that should be seen by all agents on a single agent
server. The DIA publishes information about known
domain managers and domain nodes on the blackboard
in directories System/domainmanager/managers
resp. System/domainmanager/nodes. Both
directories contain sub-directories for each host.
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import de.unijena.tracy.util.*;
import de.unijena.tracy.agent.*;
import de.unijena.tracy.agentsystem.*;
import de.unijena.tracy.comm.*;
import de.unijena.tracy.domainservice.*;

public class MessageExampleAgent extends MobileAgent{
public void startAgent() {
try{
sendMessage(DomainInformationAgent.DOMAIN_AGENT_NAME,

DomainInformationAgent.GET_NODES,
null);

} catch (MessageQueueException e){
// DomainInformationAgent does not exist

}
}
public void handleMessage(Message msg){
if (msg.getTyp().equals(DomainInformationAgent.GET_ANSWER)){
if (msg.getContent() != null){

String[] servers =
StringArray.stringToStringArray(msg.getContent());

}
}

}
public void systemFailure(){
}

}

Figure 2: An example of an agent that asks the domain information agent for the names of all domain nodes.
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Request subject Reply subject Reply parameter Description
GET_NODES GET_ANSWER List of URLs Get a list of all nodes.
GET_MANAGERS GET_ANSWER List of URLs Get a list of all managers.
IS_DM IS_DM_ANSWER DM_TRUE/DM_FALSE Ask for the role.

Table 1: Messages to obtain information from the domain information agent.

Each host directory contains entries with the agent
server name. For example, if agent server with name
swiss.uni-jena.de/piz-gloria is a domain
node, the blackboard contains an entry with name
System/domainmanager/nodes/swiss.uni-
jena.de/piz-gloria. Using the blackboard has
the advantage to be able to observe single directories
or entries and become immediately informed in case of
any modification. Doing this, it is for example very easy
to notice that new nodes have enrolled on this domain
manager. See [5] for more information on how to access
and observe the blackboard.

7 Quality of our Approach

The quality of an approach for managing logical agent
server networks is influenced by the quality of the result-
ing network and the performance of the whole service in
failure situations. The first issue will be a topic of fur-
ther work, where we want to evaluate the resulting network
quality with regard to different connection strategies and
distance metrics. This research is mostly done on an appli-
cation level, for example to evaluate the time for an agent
to route its way through the network considering the infor-
mation provided by the logical network.

For the moment, we have evaluated our approach with
regard to the performance of the pure management ser-
vices. Our results show on the one hand that our approach
causes no measurable overhead for the whole network traf-
fic and on the other hand that the network can react very fast
in failure situations and can achieve a stable state within a
very short period of time.

All our experiments were conducted in a cluster of 8
computer systems running Linux on a processor with 800
MHz and in a network with 100 MBit/s bandwidth. The
UDP time-out is set to 100 ms. The ping interval is set to
1000 ms.

Our results are summarized in Tab. 2. Each experiment
was repeated 10 times and given results are mean values.
Times do not include start-up times of the agent servers.
In experiment 1 a new agent server registers at an existing
domain manager. The time consists of sending the UDP
multicast message to find the domain manager, checking
transmission protocols, and register with the domain man-
ager by using a mobile agent. In experiment 2 a new agent
server is started and there is no other domain manager in
the subnetwork. Thus, it becomes a new domain manager
after it has waited for three UDP time-out periods (which

in sum are 300 ms). No mobile agent is used in this exper-
iment. In experiment 3 the current domain manager is shut
down and delegates the role of the domain manager to a
known agent server. The mobile agent is used to inform all
nodes of the new domain manager and to delegate the role
to the new domain manager. In experiment 4 the current
domain manager is manually stopped to indicate a failure
situation. The measured time is needed for the other seven
agent servers to notice this situation (after at last 1000 ms)
and to vote for becoming new domain manager, including
the whole process of changing roles using a mobile agent.
During this process 24 migrations are performed in paral-
lel to connect nodes to the temporarily domain manager,
followed by 8 migrations to change roles. Finally, in ex-
periment 5 a new domain manager registers at two other
domain managers, located in other LANs in Jena, using the
master approach. The master is located at Weimar univer-
sity (network bandwidth 34 Mbit/s). The mobile agent is
used to search for the neighboring domain managers and to
register over there.

8 Using Domain Manager
Functionalities to Propagate
Services

A possible application of the domain manager concept is to
use it as a basis to design an information service for agents.
Information service in this context means to support agents
to search actively for those services they need to fulfill their
user-defined task. It is the agent that locates available ser-
vices, maps them to its needs, and autonomously charts a
best possible route through the network to reach them.

In general, services are provided in the network by an
agency or an agent within an agency. They are distributed
over the nodes in the available network. The idea is to im-
prove the autonomy of agents in a way that is transparent
to the end user. The proposed information service would
make it possible for the end user to simply state what he
or she wants the agent to do, instead of how. This means
that the end user could avoid to program a dedicated route
into the agent’s code, a route that is based on a most likely
incomplete and possibly outdated human perception of the
network. The human owner of a mobile agent could leave
it open where fitting information and processing capabil-
ity is collected and utilized. The agent and its supporting
infrastructure will take care of the rest.

Of course this means that each agent, and the network
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Experiment Description Time [ms]
1 Register a single node with an existing domain manager 40
2 Start a new domain manager 442
3 Shut-down a domain manager 558
4 7 server vote to become new domain manager 1542
5 Register a new domain manager at two neighboring managers 655

Table 2: Inspected scenarios for the performance evaluation. Given times are mean value of 10 experiments each.

of agencies they use, must provide a couple of new capa-
bilities: Advertise and describe available services; match
services to the user’s orders; locate the nodes where those
services are available; find a possibly optimal route through
the network to travel to all indicated nodes/agencies and ac-
tually trigger service execution before returning home with
the desired result. We are currently designing and imple-
menting support for the tasks that tackle advertising of ser-
vices and location of the respective nodes. Matching is sim-
ply based on a fixed set of keywords and, thus, kept very
simple. Routing is open to a variety of solutions, including
graph-based algorithms or methods from artificial intelli-
gence. In this short overview we will focus on the most
basic problems, that is to advertise and locate services in a
most likely dynamic network of inter-linked domains.

Domain nodes already offer various services to mobile
agents, either themselves or through agents they currently
host. These services are well known to all agents that cur-
rently reside at the domain node. However, to make these
services known to all agents in the domain, each domain
node has to publish a service list. This can in our envi-
ronment be done by a relatively simple extension of the
domain manager concept: Each node’s service list is trans-
mitted to the domain manager node using the already nec-
essary exchange of mobile agents during the registration
process. Additional information about services available
on the domain node is simply attached to the registration
agent. Ping agents are used to hold this information up
to date. (Remember: Ping agents are used to check if
neighboring servers are still reachable. Such agents are
exchanged between the domain manager and the domain
nodes on a regular basis - see section 5).

The set of transmitted service lists can be seen as a ser-
vice map of the local domain that is placed at the respective
domain manager node. Agents are now able to use this map
to match services, chart a route, etc. To avoid the migration
to the service map, that is the domain manager node, this
map can be mirrored at every domain node, again by simply
using ping agents. If there are connections to other domains
available - this is already possible on the basis of links be-
tween domain manager nodes - a summary of a domain
specific service map can be propagated to other domains.

We improve the service map a little bit more by collect-
ing additional technical information, e. g. characteristics
like bandwidth, latency etc., and adding them to the ser-
vice map. This would help the agent to plan the trip more
exactly by taking into account also quality and reliability of

available connections between nodes. To achieve this task
a net sensing module quantifies the line characteristics in
certain intervals by performing measurement experiments.
The extracted data is collected and stored on the local do-
main node as well as sent to other domain nodes. This can
be done very effectively during such an experiment by us-
ing the packages that have to be sent over the network for
measurement purposes anyway. The actuality of the line
characteristics depends on the frequency of the measure-
ment experiments. The more dynamic the network is, the
higher the frequency should be. In addition, forecast mod-
ules may be used to calculate the next expected value for
extracted characteristics.

At this point a complete map with services and line char-
acteristics of the local domain is available. This map is pro-
vided to mobile agents on every node in the domain that
hosts an agency. By now such an agent is not only able to
chart a service-oriented route that allows it to support its
task, but is also able to estimate migration times and deter-
mine an optimized migration strategy.

As a possible alternative to the specified map-building
mechanism the whole process of creating the enhanced ser-
vice map could be based solely on the infrastructure of net
sensing modules. This would avoid the (mis-)use of reg-
ister or ping agents, as proposed so far. As already done
with line data, the service map could be transmitted to
other domain nodes using the bandwidth experiment pack-
ages. This would minimize any coupling between the do-
main manager and the service propagation subsystems and
provide a quick and reliable basic infrastructure for service
propagation. Therefore, currently the implementation of
net sensing modules is our highest priority. For more de-
tailed information regarding the use of the Tracy domain
service in this context we refer to [10].

9 Conclusions and Further Work

In this paper we introduced the concept of a logical agent
server network, which is a necessary service for mobile
agents to roam a network automatically. We have presented
our approach which is multi-agent based. On each agent
server a stationary domain information agent is responsi-
ble to provide information about neighboring agent servers
to mobile agents. The stationary agent uses several kinds
of mobile agents to communicate to other domain infor-
mation agents on remote agent servers. We introduced the
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priorities concept to model different kinds of agent server
nodes and to influence to process of finding domain man-
agers. We have implemented our approach successfully in
the Tracy toolkit and we presented results of first perfor-
mance measurements.

Currently, we are developing a network performance
measurement tool which uses our logical agent server net-
work to locate agent servers to test latency and bandwidth.
This information is provided to mobile agents, which use
them to determine a fast route through the network.

In a next step we will evaluate the quality of the evolved
network. Therefore, we will take an application level view
and compare different connection strategies for domain
managers and their influence on the performance of mobile
agents traversing the network.
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