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Andrej Jerman-Blažič, Jožko Čuk,
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Tomaž Pisanski, Stanko Strmčnik



  Informatica 30 (2006) 279–279 279 

Dear reader, 
 
in front of you is the final act of a very successful 
conference Theoretical Computer Science 04 (TCS) 
which took place as a sub-conference of the 
multiconference Information Society 04 on October 9th – 
15th 2004. The program committee of TCS received 23 
contributions from 8 countries. After a thorough 
reviewing process it selected 12 papers to be presented at 
the conference. However, since the program committee 
wanted to bring the TCS conference closer to a general 
public, it decided to invite 10 contributions to a special, 
poster session. Besides these talks was at the conference 
also presented an invited talk by Prof. Ian Munro from 
University of Waterloo, Canada, with a title Succinct 
Data Structures. 

 
Members of the program committee were: 
- Andrej Brodnik, University of Primorska, Chairman 
- Stefano Crespi-Reghizzi, Technical University 

Milano 
- Roberto Grossi, University of Pisa 
- Marjan Mernik, University of Maribor 
- Bojan Mohar, University of Ljubljana 
- Peter Paule, Research Institute for Symbolic 

Computation (RISC), Linz 
- Marko Petkovšek, University of Ljubljana 
- Tomaž Pisanski, University of Ljubljana 
- Borut Robič, University of Ljubljana 
- John Shawe-Taylor, University of Southampton 
- Boštjan Vilfan, University of Ljubljana 
- Gerhard J. Woeginger, University of Twente 
- Janez Žerovnik, University of Maribor 

 
The program committee also received an invitation to 
publish the best papers from the conference as a special 
part of Informatica journal. The committee decided to 
invite authors of four contributions: 
- Miklós Bartha and Miklós Krész, Deterministic 

soliton graphs, 
- Sergio Cabello, Matt DeVos and Bojan Mohar, 

Expected case for projecting points, 
- Hovhannes A. Harutyunyan and Calin D. Morosan, 

The spectra of Knödel graphs, and 
- Bojan Mohar, On the crossing number of almost 

planar graphs. 
 

The authors were asked to thoroughly review their papers 
and extend them for journal publication. The rewritten 
papers were reviewed once more and now they are in 
front of you. 
 
All four papers are on graphs and their use in solving 
various problems. In the first paper Bartha and Krész 
study soliton graphs. The soliton graphs are related to 
deterministic automata and the authors show how and 
when they can be reduced to simpler and more normal 
structures (chestnut graphs, generalized trees, and graphs 
having a unique perfect matching) not affecting their 
properties. 
 

Cabello et al. in the second paper consider a set of n 
points in a plane where a distance between any pair of 
points is at least one. They project these points on a 
random line which they split into segments (cells) of 
length one – such a line is called a graduated line. In the 
paper they show an upper bound of O(n2/3) for the 
expected concentration of projections on a graduated 
line. Their result is relevant in Computational Geometry 
for sweepline algorithms when the sweeping direction is 
chosen at random. 
 
In the third paper Harutyunyan and Morosan study 
Knödel graphs. The Knödel graphs are applicable in 
distributed computing as they can be used for data 
broadcasting. The important property of Knödel graphs is 
their spectrum and authors in the paper show how to 
compute the spectra of Knödel graphs using results of 
Fourier analysis, circulant matrices and PD-matrices. 
From these results they derive the formula to compute 
the number of spanning trees each of which can be used 
to broadcast data in the graph. 
 
In the last paper Bojan Mohar answers on a question 
posed by Riskin whether a crossing number of a graph 
G0+xy is equal to d, where G0 is a 3-connected cubic 
planar graph, and x, y ∈ V(G) at a dual distance d. The 
answer is negative and holds also for 5-connected graphs 
planar graphs. 

 
 

Andrej Brodnik
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Soliton graphs are studied in the context of a reduction procedure that simplifies the structure of graphs
without affecting the deterministic property of the corresponding automata. It is shown that an elementary
soliton graph defines a deterministic automaton iff it reduces to a graph not containing even-length cycles.
Based on this result, a general characterization is given for deterministic soliton graphs using chestnut
graphs, generalized trees, and graphs having a unique perfect matching.

Povzetek: Članek obravnava grafe brez lihih ciklov.

1 Introduction

One of the most ambitious goals of research1 in modern
bioelectronics is to develop a molecular computer. The in-
troduction of the concept “soliton automaton” in [5] has
been inspired by this research, with the intention to cap-
ture the phenomenon called soliton waves [4] through an
appropriate graph model.

Soliton graphs and automata have been systematically
studied by the authors on the grounds of matching theory
in a number of papers. Perhaps the most significant contri-
bution among these is [2], where soliton graphs have been
decomposed into elementary components, and these com-
ponents have been grouped into pairwise disjoint families
based on how they can be reached by alternating paths start-
ing from external vertices. This paper can also serve as a
source of further references on soliton automata for the in-
terested reader.

Since soliton automata are proposed as switching de-
vices, deterministic automata are in the center of investi-
gations. The results reported in this paper are aimed at pro-
viding a complete characterization of deterministic soliton
automata. The two major aspects of this characterization
are:

1. Describing elementary deterministic soliton graphs.
2. Recognizing that deterministic soliton graphs hav-

ing an alternating cycle follow a simple hierarchical pattern
called a chestnut.

1Partially supported by Natural Science and Engineering Research
Council of Canada, Discovery Grant #170493-03

An important tool in the study of both aspects is a
reduction procedure, which might be of interest by itself.
It allows elementary deterministic soliton graphs to be
reduced to generalized trees, and it can also be used to
reduce chestnut graphs to really straightforward ones,
called baby chestnuts.

2 Soliton graphs and automata

By a graph G = (V (G), E(G)) we mean an undirected
graph with multiple edges and loops allowed. A vertex v ∈
V (G) is called external if its degree is one, and internal if
the degree of v is at least two. An internal vertex is base if
it is adjacent to an external one. External edges are those of
E(G) that are incident with at least one external vertex, and
internal edges are those connecting two internal vertices.
Graph G is called open if it has at least one external vertex.

A walk in a graph is an alternating sequence of ver-
tices and edges, which starts and ends with a vertex, and
in which each edge is incident with the vertex immediately
preceding it and the vertex immediately following it. The
length of a walk is the number of occurrences of edges in
it. A trail is a walk in which all edges are distinct and a
path is a walk in which all vertices are distinct. A cycle is
a trail which can be decomposed into a path and an edge
connecting the endpoints of the path. If α = ve1 . . . enw is
a walk from v to w and β = wf1 . . . fkz is a walk from
w to z, then the concatenation of α and β is the walk
α ‖ β = ve1 . . . enwf1 . . . fkz from v to z.

A matching M of graph G is a subset of E(G) such that
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no vertex of G occurs more than once as an endpoint of
some edge in M . It is understood by this definition that
loops cannot participate in any matching. The endpoints
of the edges contained in M are said to be covered by
M . A perfect internal matching is a matching that cov-
ers all of the internal vertices. An edge e ∈ E(G) is al-
lowed (mandatory) if e is contained in some (respectively,
all) perfect internal matching(s) of G. Forbidden edges are
those that are not allowed. We shall also use the term con-
stant edge to identify an edge that is either forbidden or
mandatory. An open graph having a perfect internal match-
ing is called a soliton graph. A soliton graph G is elemen-
tary if its allowed edges form a connected subgraph cover-
ing all the external vertices. Observe that if G is elemen-
tary, then it cannot contain a mandatory edge, unless G is
a mandatory edge by itself with a number of loops incident
with one of its endpoints.

Let G be an elementary soliton graph, and define the re-
lation ∼ on Int(G) as follows: v1 ∼ v2 if an extra edge
e connecting v1 with v2 becomes forbidden in G + e. It is
known, cf. [6, 2], that ∼ is an equivalence relation, which
determines the so called canonical partition of (the internal
vertices of) G. The reader is referred to [6] for more infor-
mation on canonical equivalence, and on matching theory
in general.

Let G be a graph and M be a matching of G. An edge
e ∈ E(G) is said to be M -positive (M -negative) if e ∈ M
(respectively, e 6∈ M ). An M -alternating path (cycle) in
G is a path (respectively, even-length cycle) stepping on
M -positive and M -negative edges in an alternating fash-
ion. An M -alternating loop is an odd-length cycle having
the same alternating pattern of edges, except that exactly
one vertex has two negative edges incident with it. Let us
agree that, if the matching M is understood or irrelevant in
a particular context, then it will not be explicitly indicated
in these terms. An external alternating path is one that has
an external endpoint. If both endpoints of the path are ex-
ternal, then it is called a crossing. An alternating path is
positive if it is such at its internal endpoints, meaning that
the edges incident with those endpoints are positive.

Let G be a soliton graph, fixed for the rest of this sec-
tion, and let M be a perfect internal matching of G. An
M -alternating unit is either a crossing or an alternating cy-
cle with respect to M . Switching on an alternating unit
amounts to changing the sign of each edge along the unit.
It is easy to see that the operation of switching on an M -
alternating unit α creates a new perfect internal matching
S(M, α) for G. Moreover, as it was proved in [1], every
perfect internal matching M of G can be transformed into
any other perfect internal matching M ′ by switching on
a collection of pairwise disjoint alternating units. Conse-
quently, an edge e of G is constant iff there is no alternat-
ing unit passing through e with respect to any perfect in-
ternal matching of G. A collection of pairwise disjoint M -
alternating units will be called an M -alternating network,
and the network transforming one perfect internal matching
M into another M ′ will be denoted by N(M, M ′). Clearly,

a) c-trail b) l-trail

Figure 1: Soliton trails.

N(M, M ′) is unique.
Now we generalize the alternating property to trails and

walks. An alternating trail is a trail α stepping on positive
and negative edges in such a way that α is either a path, or
it returns to itself only in the last step, traversing a negative
edge. The trail α is a c-trail (l-trail) if it does return to
itself, closing up an even-length (respectively, odd-length)
cycle. That is, α = α1 ‖ α2, where α1 is a path and α2 is
a cycle. These two components of α are called the handle
and circuit, in notation, h(α) and c(α). The joint vertex
on h(α) and c(α) is called the center of α. An external
alternating trail is one starting out from an external vertex,
and a soliton trail is a proper external alternating trail, that
is, either a c-trail or an l-trail. See Fig. 1.

The collection of external alternating walks in G with
respect to some perfect internal matching M , and the con-
cept of switching on such walks are defined recursively as
follows.

(i) The walk α = v0ev1, where e = (v0, v1) with v0 being
external, is an external M -alternating walk, and switching
on α results in the set S(M,α) = M∆{e}. (The operation
∆ is symmetric difference of sets.)

(ii) If α = v0e1 . . . envn is an external M -alternating walk
ending at an internal vertex vn, and en+1 = (vn, vn+1)
is such that en+1 ∈ S(M, α) iff en ∈ S(M, α), then
α′ = αen+1vn+1 is an external M -alternating walk and

S(M, α′) = S(M,α)∆{en+1}.

It is required, however, that en+1 6= en, unless en ∈
S(M,α) is a loop.

It is clear by the above definition that S(M, α) is a perfect
internal matching iff the endpoint vn of α is external, too.
In this case we say that α is a soliton walk.

EXAMPLE Consider the graph G of Fig. 2, and let
M = {e, h1, h2}. A possible soliton walk from u to v
with respect to M is α = uewgz1h1z2l2z3h2z4l1z1gwfv.
Switching on α then results in S(M, α) = {f, l1, l2}.

Graph G gives rise to a soliton automatonAG, the states
of which are the perfect internal matchings of G. The input
alphabet for AG is the set of all (ordered) pairs of external
vertices in G, and the state transition function δ is defined
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h

Figure 2: Example soliton graph G

by

δ(M, (v, w)) = {S(M, α)|α is a soliton walk, v to w}.

Graph G is called deterministic if AG is such in the usual
sense, that is, if for every state M and input (v, w),

|δ(M, (v, w))| ≤ 1.

EXAMPLE (Continued) Observe that the soliton au-
tomaton defined by the graph of Fig. 2 is non-deterministic,
as α′ = uewfv is also a soliton walk from u to v with re-
spect to state M such that S(M, α) 6= S(M,α′).

Let α be a soliton c-trail with respect to M . It is easy to see
that the walk

s(α) = h(α) ‖ c(α) ‖ h(α)R

is a soliton walk, and the effect of switching on s(α) is the
same as switching on the cycle c(α) alone. (For any walk
β, βR denotes the reverse of β.) If α is a soliton l-trail, then
s(α) is defined as the soliton walk

s(α) = h(α) ‖ c(α) ‖ c(α) ‖ h(α)R.

Clearly, this walk induces a self-transition ofAG, that is, no
state change is observed. In the sequel, all perfect internal
matchings of G will simply be called states for obvious
reasons.

Recall from [5] that an edge e of G is impervious if there
is no soliton walk passing through e in any state of G. Edge
e is viable if it is not impervious. See Fig. 2, edge h for an
example of an impervious edge.

We are going to give a simpler characterization of imper-
vious edges in terms of alternating paths, rather than walks.
To this end, we need the following lemma.

Lemma 2.1. If α is an external M -alternating walk from
v to u, then there exists an M -alternating network Γ and
an external M -alternating trail β from v to u such that
1. Γ consists of cycles only, and it is disjoint from β;
2. S(M, α) = S(S(M, Γ), β).

Proof. Easy induction on the length of α, left to the
reader. 2

An internal vertex v ∈ V (G) is called accessible with

respect to state M if there exists a positive external M -
alternating path leading to v. It is easy to see, cf. [2], that
vertex v is accessible with respect to some state M iff v is
accessible with respect to all states of G.

Proposition 2.2. For every edge e ∈ E(G), e is impervious
iff both endpoints of e are inaccessible.

Proof. If either endpoint of e is accessible, then e is
clearly viable. Assume therefore that both endpoints u1

and u2 of e are inaccessible, and let α be an arbitrary
external M -alternating walk from v ∈ Ext(G) to either
u1 or u2, say u1. By Lemma 2.1, there exists a suitable
external M -alternating trail β from v to u1. Each internal
edge lying on β has an accessible endpoint, so that e is not
among them. Moreover, the edge of h(β) incident with u1

must be positive with respect to S(M, α), otherwise h(β)
would be a positive external alternating path with respect
to state S(M, Γ). (Recall that h(β) is the handle of β, and
take h(β) = β if β is just a path.) But then e must be
negative with respect to S(M, α), or else h(β)eu2 would
be a positive external alternating path leading to u2 (with
respect to S(M, Γ), or even M , since Γ is disjoint from
β). We conclude that the walk α cannot continue on e,
because it must take the two positive edges incident with
u1 before and after hitting that vertex. Thus, every time an
external alternating walk reaches either endpoint of e, it
will miss e as a possible continuation. In other words, e is
impervious. 2

3 Elementary decomposition of
soliton graphs

Again, let us fix a soliton graph G for the entire section.
In general, the subgraph of G determined by its allowed
edges has several connected components, which are called
the elementary components of G. Notice that an elemen-
tary component can be as small as a single external ver-
tex of G. Such elementary components are called degener-
ate, and they are the only exception from the general rule
that each elementary component is an elementary graph.
A mandatory elementary component is a single mandatory
edge e ∈ E(G), which might have a loop around one or
both of its endpoints.

The structure of elementary components in a soliton
graph G has been analysed in [2]. To summarize the main
results of this analysis, we first need to review some of the
key concepts introduced in that paper. Elementary compo-
nents are classified as external or internal, depending on
whether or not they contain an external vertex. An ele-
mentary component of G is viable if it does not contain
impervious allowed edges. A viable internal elementary
component C is one-way if all external alternating paths
(with respect to any state M ) enter C in vertices belonging
to the same canonical class of C. This unique class, as well
as the vertices belonging to this class, are called principal.
Furthermore, every external elementary component is con-
sidered a priori one-way (with no principal canonical class,
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D

Figure 3: Elementary components in a soliton graph

of course). A viable elementary component is two-way if
it is not one-way. An impervious elementary component is
one that is not viable.

EXAMPLE The graph of Fig. 3 has five elementary
components, among which C1 and D are external, while
C2, C3 and C4 are internal. Component C3 is one-way
with the canonical class {u, v} being principal, while C2 is
two-way and C4 is impervious.

Let C be an elementary component of G, and M be a
state. An M -alternating C-ear is a negative M -alternating
path or loop having its two endpoints, but no other vertices,
in C. The endpoints of the ear will necessarily be in the
same canonical class of C. We say that elementary com-
ponent C ′ is two-way accessible from component C with
respect to any (or all) state(s) M , in notation CρC ′, if C ′ is
covered by an M -alternating C-ear. It is required, though,
that if C is one-way and internal, then the endpoints of this
ear not be in the principal canonical class of C. As it was
shown in [2], the two-way accessible relationship is match-
ing invariant. A family of elementary components in G is a
block of the partition induced by the smallest equivalence
relation containing ρ. A family F is called external if it
contains an external elementary component, otherwise F
is internal. A degenerate family is one that consists of a
single degenerate external elementary component. Family
F is viable if every elementary component in F is such,
and F is impervious if it is not viable. As it turns out eas-
ily, the elementary components of an impervious family are
all impervious. Soliton graph G is viable if all of its fami-
lies are such.

EXAMPLE (CONTINUED) Our example graph in Fig.
3 has four families: F1 = {C1, C2},F2 = {D},F3 =
{C3},F4 = {C4}. FamilyF1 is external,F2 is degenerate,
and F3 is internal. These families are all viable, whereas
family F4 is impervious.

The first group of results obtained in [2] on the structure of
elementary components of G can now be stated as follows.

Theorem 3.1. Each viable family of G contains a unique

one-way elementary component, called the root of the fam-
ily. Each vertex in every member of the family, except for
the principal vertices of the root, is accessible. The princi-
pal vertices themselves are inaccessible, but all other ver-
tices are only accessible through them.

A family F is called near-external if each forbidden vi-
able edge incident with any principal vertex of its root is
external. For two distinct viable families F1 and F2, F2 is
said to follow F1, in notation F1 7→ F2, if there exists an
edge in G connecting any non-principal vertex in F1 with
a principal vertex of the root of F2. The reflexive and tran-
sitive closure of 7→ is denoted by ∗7→. The second group of
results in [2] characterizes the edge connections between
members inside one viable family, and those between two
different families.

Theorem 3.2. The following four statements hold for the
families of G.

1. An edge e inside a viable family F is impervious
iff both endpoints of e are in the principal canonical
class of the root. Every forbidden edge e connecting
two different elementary components in F is part of
an ear to some member C ∈ F .

2. For every edge e connecting a viable family F1 to
any other family (viable or not) F2, at least one end-
point of e is principal in F1 or F2. If the endpoint of e
in F1 is not principal, then F2 is viable and it follows
F1.

3 The relation ∗7→ is a partial order between viable fam-
ilies, by which the external families are minimal ele-
ments.

4 If F and G are families such that F ∗7→ G, then
each non-principal vertex u of G is accessible from F ,
meaning that for every state M there exists a positive
M -alternating path to u either from a suitable exter-
nal vertex of F , if F is external, or from an arbitrary
principal vertex ofF , ifF is internal. The path α runs
entirely in the families between F and G according to
∗7→.

For convenience, the inverse of the partial order ∗7→ will
be referred to as ≤G. Theorems 3.1 and 3.2 are funda-
mental regarding the structural decomposition of soliton
graphs, and they will be applied liberally throughout the
forthcoming sections (especially in Section 4). There will
be no explicit reference made, however, to these theorems
whenever they apply.

4 Chestnuts
Chestnuts have been introduced in [5] as a group of de-
terministic soliton graphs having a very simple and easily
recognizable structure.

Definition 1. A connected graph G is called a chestnut if it
has a representation in the form G = γ + α1 + . . . + αk

with k ≥ 1, where γ is a cycle of even length and each αi

(i ∈ [k]) is a tree subject to the following conditions:
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Figure 4: A chestnut.

(i) V (αi) ∩ V (αj) = ∅ for 1 ≤ i 6= j ≤ k;
(ii) V (αi) ∩ V (γ) consists of a unique vertex – denoted

by vi – for each i ∈ [k];
(iii) vi and vj are at even distance on γ for any distinct

i, j ∈ [k];
(iv) any vertex wi ∈ V (αi) with d(wi) > 2 is at even

distance from vi in αi for each i ∈ [k].
See Fig. 4 for an example chestnut.
Our first observation regarding chestnuts is that they are

bipartite graphs. Let us call a vertex of a chestnut G outer
if its distance from any of the vi’s is even, and inner if this
distance is odd. Then the inner and outer vertices indeed
define a bipartition of G. Moreover, the degree of each
inner vertex is at most 2. It is easy to come up with a per-
fect internal matching for G: just mark the cycle γ in an
alternating fashion, then the continuation is uniquely deter-
mined by the structure of the trees αi. Thus, G has exactly
two states. It is also easy to see that the inner internal ver-
tices are accessible, while the outer ones are inaccessible.
Thus, the cycle γ forms an internal elementary component
with its outer vertices constituting the principal canonical
class of this component. Moreover, γ forms a stand-alone
internal family in G. The rest of G’s families are all single
mandatory edges along the trees αi, or they are degener-
ate ones consisting of a single inner external vertex. Their
rank in the partial order ≤G is consistent with their posi-
tion in the respective trees αi, following a decreasing order
from the leafs to the root. The family {γ} is the minimum
element of ≤G, and G has no impervious edges.

By the description above, every chestnut G is a deter-
ministic soliton graph. Moreover, G is strongly determin-
istic [5] in the sense that, for each pair (v1, v2) of external
vertices, there exists at most one soliton walk from v1 to
v2 in each state of G. We are going to show that for ev-
ery connected soliton graph G having no impervious edges,
but possessing a non-mandatory internal elementary com-
ponent, G is deterministic iff G is a chestnut.

Lemma 4.1. Let α be an external M -alternating path of
a soliton graph G leading to a principal vertex v in some
internal family F . Then α can be extended to a soliton
trail, the center of which lies in a family H ≤G F .

Proof. Every possible continuation β of α as an M -
alternating path can only leave the family F by entering
another family G <G F . It is therefore inevitable that,
when β finally returns to itself, this will happen in a family
H ≤G F . The path β must eventually return to itself, since
G is finite. 2

Lemma 4.2. Let β be a soliton c-trail of a deterministic
soliton graph G starting from v ∈ Ext(G) with respect to
state M . Then, starting from v, there exists no soliton trail
with respect to M that is different from β.

Proof. Assume, by contradiction, that an unwanted δ 6=
β exists. Clearly, c(δ) = c(β), otherwise the soliton walks
s(β) and s(δ) would define two different transitions ofAG

in state M on input (v, v). Therefore we have h(β) 6= h(δ).
Starting from v, let z be the first vertex on both h(β) and
h(δ) where these paths split into two different directions (or
just use a pair of parallel edges to reach the same vertex).
Thus, β = γ ‖ β′ and δ = γ ‖ δ′, where γ is a suitable path
from v to z, and β′, δ′ are M -alternating c-trails starting
out from z on different edges. Clearly, the last edge of γ
incident with z is positive, and the first edges of β′ and δ′

incident with z are negative. Therefore the walk

χ = γ ‖ β′ ‖ h(β′)R ‖ δ′ ‖ h(δ′)R ‖ γR

is a soliton walk from v to v, which defines a self-transition
of AG. This transition, however, is different from the one
defined by the walks s(β) and s(γ); a contradiction. 2

Theorem 4.3. Let G be a deterministic soliton graph
with no impervious edges, and assume that G has a non-
mandatory elementary component C lying in an internal
family F . Then C consists of a single even-length cycle,
F = {C} and F is a minimal element with respect to to
the partial order ≤G.

Proof. Let M be an arbitrary state of G, and α be a neg-
ative external M -alternating path from some v ∈ Ext(G)
to a principal vertex z of the root R of F . Furthermore, let
γ be an M -alternating cycle in C. Since C is accessible
through z, we can fix a soliton c-trail β with respect to M
such that β starts out from v and c(β) = γ. We can as-
sume, without loss of generality, that R = C. For, we need
to rule out the only possible scenario that is incompatible
with this assumption, namely when R is a single mandatory
edge e = (z, w). Since in this case there are two-way mem-
bers of the family F (e.g. C), there exists an M -alternating
R-ear (loop) ε around w. The loop ε gives rise to a soliton
l-trail δ = αeε, which, by Lemma 4.2, cannot co-exist with
β.

Now let us assume that R = C has an allowed edge
different from the ones along γ. Clearly, C then has another
M -alternating cycle γ′ 6= γ. As above, it is possible to
extend α to a soliton c-trail β′ with respect to M such that
c(β′) = γ′. Again, this contradicts Lemma 4.2, knowing
that β 6= β′.

We have seen so far that R = C, and C is spanned by
γ. Moreover, the principal and non-principal vertices de-
termine the two classes of C’s canonical partition. No two
principal vertices can be connected in C by an edge, since
such an edge would be impervious in G. Suppose that there
exists an edge e connecting two non-principal vertices u1

and u2 of γ. The edge e divides γ into two M -alternating
loops χ1 and χ2 originating from u1 and u2, respectively.
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Also notice that vertex z on γ lies outside one of χ1 and χ2.
Consequently, α can again be extended to a soliton l-trail δ
such that c(δ) = χ1 or c(δ) = χ2. (Remember that z and
u1(2) are in different canonical classes.) A contradiction
with Lemma 4.2 is reached, showing that C = γ.

It remains to be seen that F = {C}, and F is minimal
with respect to ≤G. Any M -alternating C-ear ε originat-
ing from two different non-principal vertices u1 and u2 is
equivalent to an edge connecting u1 directly with u2, and
so need not be considered separately. On the other hand,
if the ear ε was an M -alternating loop, then α could again
be trivially extended to a soliton l-trail δ with c(δ) = ε,
which is impossible. Now assume that there exists a fam-
ily G <G F , and continue α to obtain a negative external
M -alternating path α′ leading to a principal vertex of the
root of G. By Lemma 4.1, α′ can further be extended to a
soliton trail δ having its center in a familyH ≤ G. The trail
δ is therefore different from β, which contradicts Lemma
4.2. The proof is now complete. 2

Theorem 4.4. Let G be a connected deterministic soli-
ton graph having no impervious edges. If G has a non-
mandatory internal elementary component, then G is a
chestnut.

Proof. Induction on the number of non-degenerate ele-
mentary components of G. Assume that a non-mandatory
internal elementary component C exists in G. If C is the
only non-degenerate elementary component in G, then C
is an internal family by itself, and the statement of the the-
orem follows directly from Theorem 4.3. Now let G have
more than one non-degenerate elementary component, and
suppose that the statement is true for all appropriate soli-
ton graphs having fewer non-degenerate elementary com-
ponents than G. Let F denote the family of C. By Theo-
rem 4.3, if F is internal, then F = {C} and F is minimal
with respect to ≤G. Let G be a non-degenerate family such
that F ≤G G, and G is either external or near-external.
Clearly, if F is external, then G = F . Otherwise G can
be found by stepping upwards in the partial order≤G start-
ing from family F , which is a minimal element by The-
orem 4.3. Notice that this search must reject F itself, as
F being near-external would imply that its sole member
C is the only non-degenerate elementary component in G.
Thus, in this case, G 6= F .

Let R be the root of G. We are going to prove that
1. R is mandatory,
2. G = {R}, and
3. there is exactly one forbidden edge incident with R’s

unique non-principal (or non-external) vertex.
Fix a state M for G, and choose an M -alternating cycle

γ in C. Since C is accessible from G, γ can be extended to
a soliton c-trail β from v ∈ Ext(G), where v is either in
R, or it is adjacent to a principal vertex in R.

Proof of Statement 1. Assume, by contradiction, that R
is non-mandatory, and distinguish the following two cases.

Case 1: R is external. Let u be the vertex in R where
the path h(β) finally leaves this elementary component. By

[1], there exists a crossing δ in R from v to another external
vertex z via u with respect to some state M̄R of R. Modify
M , so that its restriction to R is replaced by M̄R, and let
M ′ denote the resulting state. Clearly, the straight crossing
δ between v and z in either direction is a possible transition
ofAG in state M ′. On the other hand, this crossing can also
make a detour to include γ through the appropriate section
of β that starts at u. Notice, however, that this detour is
only available from one direction, depending on whether
the M ′-positive edge incident with u on δ points toward v
or z. Nevertheless, the co-existence of these two different
transitions violates the deterministic property.

Case 2: R is internal. Trivially, there exists a soliton
c-trail δ with respect to M starting from v such that c(δ)
runs entirely in R; a contradiction with Lemma 4.2.

Proof of Statement 2. As in the proof of Theorem 4.3,
the existence of an R-ear as an M -alternating loop would
immediately contradict Lemma 4.2.

Proof of Statement 3. Assume that there is more than
one forbidden edge going out from the non-principal (or
non-external) vertex of G to different internal families of
G. By Lemma 4.1, each of these edges can be made part
of a suitable soliton trail in G with respect to M , starting
from vertex v. Since β is also such a trail, a contradiction
with Lemma 4.2 is inevitable.

Now we are ready to synthesize statements 1, 2, 3, and
finish the proof of Theorem 4.4. It has turned out that the
case F = G is not possible. Detach the mandatory family
G from G, keeping the unique forbidden edge specified in
statement 3 as an external edge in the remainder graph G′.
Notice that, if R is internal, then its principal vertex can
only be adjacent to external vertices, or else G would have
impervious edges. Observe that G′ is also deterministic,
connected, has no impervious edges, and still has the
non-mandatory internal elementary component C in
it. Apply the induction hypothesis to establish G′ as a
chestnut. Finally, conclude that G is also a chestnut by
sticking back the mandatory family G onto G′. The proof
is complete. 2

5 Reducing soliton graphs
A redex r in graph G consists of two adjacent edges e =
(u, z) and f = (z, v) such that u 6= v are both internal
and the degree of z is 2. The vertex z is called the center
of r, while u and v (e and f ) are the two focal vertices
(respectively, focal edges) of r.

Let r be a redex in G. Contracting r in G means cre-
ating a new graph Gr from G by deleting the center of r
and merging the two focal vertices of r into one vertex s.
Now suppose that G is a soliton graph. For a state M of G,
let Mr denote the restriction of M to edges in Gr. Clearly,
Mr is a state of Gr. Notice that the state M can be re-
constructed from Mr in a unique way. In other words, the
connection M 7→ Mr is a one-to-one correspondence be-
tween the states of G and those of Gr.

For any walk α in G, let tracer(α) denote the restriction
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of α to edges in Gr. It is easy to see that if α is a soli-
ton walk in G with respect to M , then so is tracer(α)
in Gr with respect to Mr. Moreover, the soliton walk α
can again be uniquely recovered from tracer(α). Conse-
quently, the connection α 7→ tracer(α) is also a one-to-
one correspondence between soliton walks in G and soli-
ton walks in Gr. Furthermore, M ′ = S(M,α) holds in G
iff (M ′)r = S(Mr, tracer(α)) holds in Gr. We thus have
proved the following statement.

Proposition 5.1. The soliton automata AG and AGr are
isomorphic.

Notice, furthermore, that if an alternating unit goes
through both focal vertices of r, then it must do so along
the center of r. As a consequence we have:

Proposition 5.2. The function tracer establishes a one-to-
one correspondence between the alternating units of G and
those of Gr.

It follows from the previous two propositions that every
edge e of Gr is allowed in Gr iff e is allowed in G. As to
the two focal edges of r, they can either be allowed or not
in G, even when Gr is elementary. This issue is addressed
by Proposition 5.3 below.

Proposition 5.3. Let r be a redex in soliton graph G, and
assume that Gr is elementary. Then G is elementary iff
both focal edges of r are allowed in G, or, equivalently,
each focal vertex of r has at least one allowed edge of Gr

incident with it.

Proof. It is sufficient to note that either focal edge of
r is forbidden in G iff the other focal edge is mandatory.
Moreover, an arbitrary internal edge e of G is mandatory
iff all edges adjacent to e are forbidden. 2

Another natural simplifying operation on graphs is the
removal of a loop from around a vertex v if, after the re-
moval, v still remains internal. Such loops will be called
secondary. Let Gv denote the graph obtained from G by
removing a secondary loop e at vertex v. Clearly, if G is
a soliton graph, then so is Gv , and the states of Gv are ex-
actly the same as those of G. The automata AG and AGv ,
however, need not be isomorphic. This follows from the
fact that any external alternating walk reaching v on a pos-
itive edge can turn back in G after having made the loop
e twice, while this may not be possible for the same walk
without the presence of e. Nevertheless, it is still true that
for every elementary soliton graph G, G is deterministic iff
Gv is such.

There are loops, however, the removal of which pre-
serves isomorphism of soliton automata. These loops are
exactly the ones around the inaccessible vertices of G.
Each such loop is impervious, so that its removal does not
affect the automaton behavior of G.

6 General characterization of
deterministic soliton graphs

Graph G is said to be reduced if it is free from redexes and
secondary loops. A generalized tree is a connected graph
not containing any even-length cycles. By this definition,
the odd-length cycles possibly present in a generalized tree
must be pairwise edge-disjoint, which explains the termi-
nology.

The proof of the following statement is left to the reader
as a simple exercise.

Lemma 6.1. Let α be an alternating cycle with respect to
state M of an elementary soliton graph G. Then G has an
M -alternating cycle α′ and a crossing β that intersects α′.

Proposition 6.2. If G is nondeterministic, then G has an
alternating cycle with respect to some state M . Conversely,
if G is elementary and has an alternating cycle with respect
to some state M , then G is nondeterministic.

Proof. Assume that G is nondeterministic. Then there
exists a state M and soliton walks α, β connecting the same
pair of external vertices in such a way that S(M,α) 6=
S(M,β). Consider the network N(S(M, α), S(M,β)).
This network is not empty, and it consists of alternating
cycles only.

Now let G be elementary, having an M -alternating cycle
α. By Lemma 6.1 we can assume that G also has a crossing
β with respect to the same state M that intersects α. Con-
sider the network N(S(M,β), S(M, α)). This network
will contain a crossing β′ different from β, yet connecting
the same two external vertices v1, v2. Thus, for the state
M ′ = S(M, β), AG has two different transitions on input
(v1, v2) resulting in states S(M ′, β′) and S(M ′, β) = M ,
respectively. 2

The key step to our results in this section is Theorem 6.3 be-
low. The proof of this theorem is rather complex, therefore
we do not present it here. The interested reader is referred
to [3] for a complete proof.

Theorem 6.3. Let G be a reduced elementary soliton
graph. If G contains an even-length cycle, then it also has
an alternating cycle with respect to some state of G.

For an arbitrary graph G, contract all redexes and re-
move all secondary loops in an iterative manner to obtain
a reduced graph r(G). Observe that this reduction proce-
dure has the so called Church-Rosser property, that is, if
G admits two different one-step reductions to graphs G1

and G2, then either G1 is isomorphic to G2, or G1 and G2

can further be reduced to a common graph G1,2. In this
context, one reduction step means contracting a redex or
removing a single secondary loop. As an immediate con-
sequence of the Church-Rosser property, the graph r(G)
above is unique up to graph isomorphism. In a similar fash-
ion, the process of contracting all redexes and removing
all impervious secondary loops is called i-reduction, and
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the graph obtained from G after i-reduction is denoted by
ri(G).

Theorem 6.4. For any graph G, if r(G) is a generalized
tree, then G is a deterministic soliton graph. Conversely, if
G is a deterministic elementary soliton graph, then r(G) is
a generalized tree.

Proof. Clearly, G is a soliton graph iff r(G) is such.
By Proposition 5.2, if r(G) is a generalized tree, then G
does not contain alternating cycles with respect to any of
its states. Proposition 6.2 then implies that G is determin-
istic. Conversely, if G is a deterministic elementary soli-
ton graph, then so is r(G), containing no alternating cycles
with respect to any of its states. (See again Propositions 5.2
and 6.2.) Thus, by Theorem 6.3, r(G) is a generalized tree.
2

Corollary 6.5. An elementary soliton graph is determinis-
tic iff it reduces to a generalized tree.

Definition 2. A baby chestnut is a chestnut γ+α1+. . .+
αk such that γ is a pair of parallel edges and each tree αi

(1 ≤ i ≤ k) consists of one edge or two adjacent edges.

Theorem 6.6. let G be a viable connected soliton graph
possessing a non-mandatory internal elementary compo-
nent. Then G is deterministic iff ri(G) is a baby chestnut.

Proof. ‘Only if’ By Theorem 4.4, G is a chestnut aug-
mented by some impervious edges connecting the outer in-
ternal vertices with each other. Since each internal inner
vertex, different from the base ones, is the center of a re-
dex, we can eliminate all of these vertices using reduction,
except of course the last inner vertex in γ, which will no
longer identify a redex. After removing the secondary im-
pervious loops generated during redex elimination, ri(G)
becomes a baby chestnut.

‘If’ Blowing up γ by inverse redex elimination, or
stretching the trees αi in this manner preserves the property
of being a chestnut, and any impervious loops added dur-
ing this procedure may only stretch into impervious edges.
Thus, the graph resulting from a baby chestnut after any
number of blow-ups and stretches is still a chestnut with
some additional impervious edges. 2

Now we are ready to state the main result of this paper.

Theorem 6.7. Let G be a connected viable soliton graph.
Then G is deterministic iff it satisfies one of the following
two conditions.
1. G i-reduces to a baby chestnut.
2. Each external component of G reduces to a general-
ized tree, and the subgraph of G determined by its internal
components has a unique perfect matching.

Proof. Immediate by Theorems 4.4, 6.6, and Corol-
lary 6.5. 2

7 Conclusion
We have presented a detailed analysis of deterministic
soliton graphs. First we proved that every connected
deterministic soliton graph having no impervious edges,
but possessing a non-mandatory internal elementary
component is a chestnut. Then we introduced a simple
reduction procedure on graphs, and showed that an
elementary soliton graph is deterministic iff it reduces to
a generalized tree. Using i-reduction, we could provide
a yet simpler description of chestnut graphs, and gave a
characterization of deterministic soliton graphs in general.
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Consider a set of n points in the plane with the property that any pair of points is at least at distance one.
We study the expected concentration of the point set after projecting it onto a random graduated line. There
is a lower bound of Ω(

√
n log n) given by Matoušek in [4], and we provide an upper bound of O(n2/3).

Povzetek: Analizirana je gostota točk v ravnini z razdaljo najmanj ena.

1 Introduction
Let P be a set of n points in the plane. For a line L ⊂ R2,
we can project the points P orthogonally onto L, which
we denote by πL(P ). Imagine that the line L is a grad-
uated line, that is, a line decomposed into line segments
(cells) of length one. For a cell c ⊂ L, let Pop(P, c)
be the population of the cell c after the projection, that is
Pop(P, c) = |{p ∈ P |πL(p) ∈ c}|. For a graduated line
L, we say that its concentration Conc(P,L) is the number
of points that its most populated cell gets; that is,

Conc(P, L) = max
c a cell of L

{Pop(P, c)}.

In a recent paper, Díaz et al. [3] consider the algorithmic
problem of computing a graduated line that minimizes the
concentration, that is, they are interested in Conc(P ) =
minL Conc(P, L). However, an asymptotically equivalent
problem was considered by Kučera et al. [4] when studying
a map labelling problem.

Here we are interested in the expected concentration that
a point set has when projecting onto a random graduated
line. Let L(α) be a graduated line through the origin with
angle α with respect to the x-axis, and such that the origin
is the boundary of a cell. We are interested in the expected
concentration EConc(P ) over all lines L(α)

EConc(P ) = Eα [Conc(P, L(α))] ,

where α is chosen uniformly at random. Let us observe
that, for an asymptotic bound on EConc(P ), it is equiva-
lent to consider that the lines L(α) pass through some other
point of R2 instead of the origin.

If the point set P is arbitrarily dense, then it may be that
Conc(P, L) ≥ n/2 for any line L, and so EConc(P ) =
Ω(n). However, the problem becomes non-trivial if we put
restrictions to the density of the point set.

Definition 1. A point set P ⊂ R2 is 1-separated if its clos-
est pair is at least at distance 1.

Our objective1,2 is to bound the value EConc(P ) for
any 1-separated point set. Kučera et al. [4] have shown
that Conc(P ) = O(

√
n log n) for any 1-separated point set

P . More interestingly, they use Besicovitch’s sets [1] for
constructing 1-separated point sets P having Conc(P ) =
Ω(
√

n log n), which implies EConc(P ) = Ω(
√

n log n).
We will show that for any 1-separated point set P we

have EConc(P ) = O(n2/3). Therefore, it remains open
to find tight bounds for EConc(P ).

The rationale behind considering projections onto ran-
dom lines is the efficiency of randomized algorithms whose
running time depends on the expected concentration. As
an example, consider a set of disjoint unit disks and any
sweep-line algorithm [2, Chapter 2] whose running time
depends on the maximum number of disks that are inter-
sected by the sweep line. Choosing the direction in which
the line sweeps affects the running time, but computing the
best direction, or an approximation, is expensive: Kučera
et al. [4] claim that it can be done in polynomial time, and
Díaz et al. [3] give a constant-factor approximation algo-
rithm with O(nt log nt) running time, where t is the di-
ameter of P . By choosing a random projection we avoid
having to compute a good direction for projecting, and we
get a randomized algorithm. The results in this paper be-
come helpful for analyzing the expected running time of
such randomized algorithms.

The rest of the paper is organized as follows. In Sec-
tion 2 we introduce some relevant random variables and
give some basic facts. In Sections 3 and 4 we bound

1Supported by the European Community Sixth Framework Pro-
gramme under a Marie Curie Intra-European Fellowship.

2Supported in part by the Ministry of Education, Science and Sport of
Slovenia, Research Program P1–0507–0101.
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EConc(P ) using the first and second moments, respec-
tively.

2 Preliminaries
Let P = {p1, . . . , pn} be a 1-separated point set, and let
di,j = d(pi, pj). We use the notation [n] = {1, . . . , n}.
Without loss of generality, we can restrict ourselves to
graduated lines passing through the origin. Let L(α) be the
line passing through the origin that has angle α with the x-
axis, and let p∗(α) be the orthogonal projection of a point
p onto L(α). Consider the following random variables for
the angle α

Xi,j(α) =

{
1 if d

(
p∗i (α), p∗j (α)

) ≤ 1,
0 otherwise;

Xi(α) =
n∑

j=1

Xi,j(α);

Xmax(α) = max{X1(α), . . . , Xn(α)};

X(α) =
n∑

i=1

Xi(α) =
n∑

i=1

n∑

j=1

Xi,j(α),

where α is chosen uniformly at random from the values
[0, π). In words: Xi,j is the indicator variable for the event
that p∗i (α) and p∗j (α) are at distance at most one in the pro-
jection; Xi is the number of points (including pi itself)
whose projection is at distance at most one from p∗i (α);
Xmax is the maximum among X1, . . . , Xn; and X counts
twice the number of pairs of points at distance at most one
in the projection. It is clear that P[Xi,i = 1] = 1 for any
i ∈ [n]. Otherwise we have the following result.

Lemma 1. If i 6= j, then

P[Xi,j = 1] =
2 arcsin 1/di,j

π
.

Proof. Assume without loss of generality that pi is placed
at the origin and pj is vertically above it, on the y-axis. See
Figure 1. We may also assume that the line L(α) passes
through pi. Because di,j ≥ 1, there are values α such
that Xi,j(α) 6= 1. The angles that make Xi,j(α) = 1
are indicated in the figure. In particular, if β is the angle
indicated in the figure, and we choose α uniformly at ran-
dom, then P[Xi,j = 1] = 2β

π . The angle β is such that
sin β = 1

di,j
, and so β = arcsin 1

di,j
. We conclude that

P[Xi,j = 1] = 2β
π = 2 arcsin 1/di,j

π .

The first observation, which is already used for the ap-
proximation algorithms described by Díaz et al. [3], is that,
asymptotically, we do not need to care for the graduation,
but only for the orientation of the line. In particular, the
random variables Xi contain all the information that we
need asymptotically.

Lemma 2. We have
EConc(P ))

2
≤ E [Xmax(α)] ≤ 2 EConc(P ).

3 Using the first moment
Using that the closest pair of P is at least one apart, we get
the following result.

Lemma 3. For every i ∈ [n], we have

∑

j∈[n]\{i}

1
di,j

= O(
√

n).

Proof. Without loss of generality, assume that i = n. Let
nd be the number of points in P whose distance from pn is
in the interval [d, d + 1). We have

∑

j∈[n−1]

1
di,j

=
∞∑

d=1


 ∑

di,j∈[d,d+1)

1
di,j


 (1)

≤
∞∑

d=1


 ∑

di,j∈[d,d+1)

1
d


 (2)

=
∞∑

d=1

nd

d
. (3)

Observe that if we have two sequences (ai)i∈N and (bi)i∈N
of nonnegative numbers such that

∑j
i=1 ai ≤

∑j
i=1 bi for

all j ∈ N, then
∑∞

i=1
ai

i ≤ ∑∞
i=1

bi

i . That is, the sum
is maximized when the values concentrate on the smallest
possible indexes. Let Nd be the maximum number of 1-
separated points that you can have in an annulus of inner
radius d and exterior radius d+1, and let D be the smallest
value such that n <

∑D
d=1 Nd. We have n =

∑
nd and∑j

i=1 ni ≤
∑j

i=1 Ni for all j ∈ [D], and from (1) we
conclude

∑

j∈[n−1]

1
di,j

≤
∞∑

d=1

nd

d
≤

D∑

d=1

Nd

d
. (4)

We need to estimate the values Nd. For the lower bound,
placing points at distance one in the circle of radius d, we
get Nd = Ω(d). For the upper bound, we can use a pack-
ing argument to show that any 1-separated point set inside
the annulus has O(d) points. Indeed, if we place a disk
of radius 1/2 centered in each point of a 1-separated point
set inside the annulus, they must have disjoint interiors and
cover an area of Θ(Nd). Moreover, all these disks are con-
tained in an annulus of inner radius d − 1 and exterior ra-
dius d + 2, which has an area of Θ(d). We conclude that
Nd = Θ(d), and therefore D = O(

√
n). Using (4) we get

∑

j∈[n−1]

1
di,j

≤
D∑

d=1

Nd

d
≤

O(
√

n)∑

d=1

O(d)
d

= O(
√

n).

Lemma 4. For every i ∈ [n] we have E[Xi] = O(
√

n).
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pi = (0, 0)

pj

1

angles making
Xi,j = 1

angles making
Xi,j = 1

β

β

Figure 1: For Lemma 4. We consider what random lines L(α) through pi that give Xij = 1

Proof. Because Xi =
∑n

j=1 Xi,j and the linearity of the
expectation, we have

E[Xi] =
n∑

j=1

E[Xi,j ] =
n∑

j=1

P[Xi,j = 1]

= 1 +
∑

j∈[n]\{i}
P[Xi,j = 1]

= 1 +
∑

j∈[n]\{i}

2 arcsin(1/di,j)
π

.

Observe that the function arcsin(x) is convex for x ∈
[0, 1], and therefore we have arcsin(x) ≤ (π/2)x for all
x ∈ [0, 1]. We then have

E[Xi] = 1 +
∑

j∈[n]\{i}

2 arcsin(1/di,j)
π

≤ 1 +
∑

j∈[n]\{i}

1
di,j

,

and using Lemma 3 we conclude that E[Xi] = O(
√

n).

Using the first moment method, we can show that for
any 1-separated point set P it holds that EConc(P ) =
O(n3/4). For this, consider a 1-separated point set P and
its associated random variable X . We have X =

∑
Xi,

and because of Lemma 4 we conclude E[X] = O(n
√

n).
We claim that, for any value t > 0, if we have

Xmax(α) ≥ t, then X(α) ≥ t2/4. Intuitively, if some
Xi = t, then there are Θ(t2) pairs of points at distance at
most one from each other, and so contributing to X . The
formal proof of the claim is as follows. Let i be an index
such that Xi(α) ≥ t. Then, either to the right or to the
left of p∗i (α), the projection of pi onto L(α), there are at
least t/2 points p∗j (α) at distance at most one from p∗i (α).
Assume that those points are to the left and let P̃ ⊂ P
be the set of those points. We have |P̃ | ≥ t/2. For any
pj , pj′ ∈ P̃ we have Xj,j′(α) = 1, and therefore we have

Xj(α) ≥ t/2 for all pj ∈ P̃ . We conclude that

X(α) ≥
∑

pj∈P̃

Xj(α) ≥
∑

pj∈P̃

t/2 ≥ t/2 · |P̃ | ≥ t2/4,

and the claim is proved.
We have shown that for any value t > 0 we have

[Xmax ≥ t] ⊆ [X ≥ t2/4],

and using Markov’s inequality we conclude

P[Xmax ≥ t] ≤ P[X ≥ t2/4] ≤ 4E[X]
t2

≤ O(n
√

n)
t2

.

Let r = bn3/4c. Since Xmax only takes natural num-
bers, we have

E[Xmax] =
n∑

t=1

P[Xmax ≥ t]

=
r∑

t=1

P[Xmax ≥ t] +
n∑

t=r+1

P[Xmax ≥ t]

≤
r∑

t=1

1 +
n∑

t=r+1

O(n
√

n)
t2

≤ r + O(n
√

n)
∫ n

r

1
t2

dt

≤ n3/4 + O(n
√

n)
(

1
r
− 1

n

)

= O(n3/4).

Using Lemma 2 it follows that EConc(P ) = O(n3/4).
However, observe that this bound will be improved in next
section.

We would like to point out that the random variables
Xi do not have a strong concentration around their ex-
pectation. Therefore, we cannot use many of the results
based on concentration of the measure that would reduce
the bound on EConc(P ). To see this, consider the ex-
ample in Figure 2. The point pi is the center of a disc of
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n3/4

n1/4

pi

Figure 2: Example showing that Xi is not concentrated around its expectation.

radius n3/4, and we consider a circular sector with arc-
length n1/4. This region is grey in the picture. Imag-
ine that we place a densest 1-separated point set P in-
side the grey region. Asymptotically, since the region has
area Θ(n), such a point set P has Θ(n) points. Consider
the lines L(α + π/2) passing through pi. If α is chosen
uniformly at random, the line L(α) intersects the grey re-
gion with probability n1/4/(2πn3/4) = Θ(1/

√
n), and

in that case Xi(α + π/2) = Θ(n3/4). We conclude that
E[Xi] = Θ(n1/4), but P[Xi = Ω(n4/3)] = Θ(1/

√
n), and

so Xi does not concentrate around its expectation.

4 Second moments
Lemma 5. For every i ∈ [n] we have E[X2

i ] = O(n).

Proof. Assume without loss of generality that di,j ≥ di,k

whenever j > k; that is, the points are indexed according
to their distance from pi. Like above, we assume that the
line L(α) passes through pi. We have

E[X2
i ] = E


 ∑

j,k∈[n]

Xi,jXi,k




≤ E

2

∑

j

∑

k≤j

Xi,jXi,k




= 2
∑

j

E


Xi,j

∑

k≤j

Xi,k




We claim that E
[
Xi,j

∑
k≤j Xi,k

]
= O(1), and so the

result follows.
To prove the claim, observe that if Xi,j(α) = 1, then

all the points pk that have Xi,k(α) = 1 need to be in the
strip (or slab) of width two having L(α + π/2) as axis;
see Figure 3, where this strip is in grey. Because of a
packing argument, in this strip there are O(di,j) points pk

that satisfy di,j ≥ di,k. Therefore, by the way we in-
dexed the points, we conclude that, if Xi,j(α) = 1, then(∑

k≤j Xi,k

)
(α) = O(di,j). In any case, we always have

(
Xi,j

∑
k≤j Xi,k

)
(α) = O(di,j). Therefore

E [ Xi,j

∑

k≤j

Xi,k ] =
n∑

t=1

t · P

Xi,j

∑

k≤j

Xi,k = t




≤
n∑

t=1

O(di,j) · P

Xi,j

∑

k≤j

Xi,k = t




= O(di,j)
n∑

t=1

P


Xi,j

∑

k≤j

Xi,k = t




≤ O(di,j) · P [Xi,j = 1]

= O(di,j)
2 arcsin 1/di,j

π
= O(1).

This finishes the proof of the claim and of the lemma.

Theorem 1. For any 1-separated point set P we have
EConc(P ) = O(n2/3).

Proof. Let P be a 1-separated point set and consider the
random variable T (α) =

(∑
i X2

i

)
(α). By Lemma 5 we

have E[T ] =
∑

i E[X2
i ] = O(n2). The rest of the proof

resembles the argument in the previous section.
We claim that, for any value t > 0, if we have

Xmax(α) ≥ t, then T (α) ≥ t3/8. The proof is as follows.
Let i be an index such that Xi(α) ≥ t. Then, either to the
right or to the left of p∗i (α), the projection of pi onto L(α),
there are at least t/2 points p∗j (α) at distance at most one
from p∗i (α). Assume that those points are to the left and let
P̃ ⊆ P be the set of those points. We have |P̃ | ≥ t/2. For
any pj , pj′ ∈ P̃ we have Xj,j′(α) = 1. Therefore for all
pj ∈ P̃ we have Xj(α) ≥ t/2, and X2

j (α) ≥ t2/4. We
conclude that

T (α) ≥
∑

pj∈P̃

X2
j (α)

≥
∑

pj∈P̃

t2/4 ≥ t2/4 · |P̃ |

≥ t3/8,

and the claim is proved.
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pi

pj

L(α)

11

Figure 3: For the proof of Lemma 5. For any angle α we
have

(
Xi,j

∑
k≤j Xi,k

)
(α) = O(di,j).

We have shown that for any value t > 0 we have

[Xmax ≥ t] ⊆ [T ≥ t3/8],

and using Markov’s inequality we conclude

P[Xmax ≥ t] ≤ P[T ≥ t3/8] ≤ 8E[T ]
t3

≤ O(n2)
t3

.

Let r = bn2/3c. Since Xmax only takes natural num-
bers, we have

E[Xmax] =
n∑

t=1

P[Xmax ≥ t]

=
r∑

t=1

P[Xmax ≥ t] +
n∑

t=r+1

P[Xmax ≥ t]

≤
r∑

t=1

1 +
n∑

t=r+1

O(n2)
t3

≤ r + O(n2)
∫ n

r

1
t3

dt

≤ n2/3 + O(n2)
(

2
r2
− 2

n2

)

= O(n2/3).

Using Lemma 2 it follows that EConc(P ) = O(n2/3).

Trying to use the same ideas with higher moments of
Xi does not help. Consider for example the 1-separated
point set P consisting of all n points in a horizontal row
of length n, and let p1 be the leftmost point. We have

E[X3
1 ] = Θ(n2), and in general E[Xp

1 ] = Θ(np−1) for
all naturals p > 2. From this we can only conclude weaker
results of the type EConc(P ) = O(np/(p+1)).

Conclusions
We have studied the expected concentration of project-
ing 1-separated point sets onto random lines, a parameter
that is relevant for sweep-line algorithms when the direc-
tion for sweeping is chosen at random. We have shown
that, if P consists of n points, the expected concentration
EConc(P ) is O(n2/3), while the best known lower bound
is Ω(

√
n log n). Therefore, it remains to close this gap.
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Knödel graphs Wd,n are regular graphs on n vertices and degree d. They have been introduced by
W. Knödel and have been proved to be minimum gossip graphs and minimum broadcast graphs for
d = blog nc. They became even more interesting in the light of recent results regarding the diameter,
which is, up to now, the smallest known diameter among all minimum broadcast graphs on 2d vertices.
Also, the logarithmic time routing algorithm that we have found, the bipancyclicity property, embedding
properties and, nevertheless, Cayley graph structure, impel these graphs as good candidates for regular
network constructions, especially in supercomputing. In this paper we describe an efficient way to com-
pute the spectra of Knödel graphs using results from Fourier analysis, circulant matrices and PD-matrices.
Based on this result we give a formula for the number of spanning trees in Knödel graphs.

Povzetek: Narejena je analiza Knödelovih grafov.

1 Introduction

Knödel graphs Wd,n, are regular graphs on even number
of vertices n and degree d. They have been introduced
by W. Knödel [10] and have been proved to be minimum
gossip graphs and minimum broadcast graphs for degree
d = blog2 nc.

Recently, it has been proved in [7] that the Knödel
graph Wd,2d on 2d vertices and degree d have diameter
dd/2 + 1e, which is the minimum known diameter among
all minimum broadcast graphs on 2d vertices. We believe
that this is also a lower bound on diameter for all regular
graphs on 2d vertices and degree d. Also, the logarithmic
time routing algorithm that we have found [9], the bipan-
cyclicity property, embedding properties and, nevertheless,
Cayley graph structure [6], impel these graphs as good can-
didates for regular network constructions, especially in su-
percomputing.

The goal of this study is to compute efficiently the spec-
tra of Knödel graphs, first for Wd,2d , and then for arbi-
trary degree g and number of vertices n. We use results
from Fourier analysis, circulant matrices and PD-matrices.
Based on this result we give a formula for the number of
spanning trees in Knödel graphs.

The paper is organized as follows: section 2 gives some
definitions, section 3 extracts the general properties of the
spectra, section 4 explains the method of computation, sec-
tion 5 makes some remarks regarding the obtained spectra
and section 6 establishes the number of spanning trees.

2 Definitions and notations

If we denote by A the adjacency matrix of a simple graph
G, the set of eigenvalues of A, together with their multi-
plicities, is said to be the spectrum of G. If we denote by
I the identity matrix, then the characteristic polynomial of
G is defined as P (λ) = det |λI −A|. The spectrum of G
will be the set of solutions of the equation P (λ) = 0.

Knowing the spectrum of a graph has a great impact on
other characteristics of the graph. For example, the com-

plexity of a graph is κ (G) = 1
n

n−1∏
k=1

(λn − λk), where n

is the number of eigenvalues, and λn is the greatest eigen-
value.

Up to now, the spectra are known for some particular
graphs: path, cycle, complete graph, complete bipartite
graph, complete tree, hypercube, k-dimensional lattice, star
graph, etc. (see [4] and [8] for further references).

The Knödel graphs Wg,n are defined as G (V, E) with
|V | = n even, and the set of edges [6]:

E =
{
(i, j)

∣∣ i + j = 2k − 1 mod n
}

(1)

where k = 1, 2, ..., g, 0 ≤ i, j ≤ n − 1, 1 ≤ g ≤
blog2 nc.

We denote the adjacency matrix of an undirected graph
by A = [aij ], where 1 ≤ i, j ≤ |V | = n, aij = 1 whenever
vertex i is adjacent to vertex j, and 0 otherwise. If M is a
matrix, we denote by MT the transpose of M , by M the
complex conjugate of M , by M∗ the transpose complex
conjugate of M , and by M−1 the inverse of M . We denote
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by π a permutation:

π =
(

1 2 ... n
σ (1) σ (2) ... σ (n)

)
, (2)

and by P (π) = (aij) the corresponding permutation ma-
trix of π, where ai,σ(i) = 1 and ai,j 6=σ(i) = 0.

If z ∈ C, we denote by z the complex conjugate of z,
and by ‖z‖ =

√
zz the norm of z.

We denote by diag (λ1, λ2, ..., λn) the diagonal matrix
with the elements of the main diagonal (λ1, λ2, ..., λn).

We denote by circ (a1, a2, ..., an) a circulant matrix with
the first row (a1, a2, ..., an). That is, the rest of the rows
will be circular permutations of the first row toward right.
Thus, it holds that ai,j = a1, i−j+1 mod n. If the step of the
shift is an integer q 6= 1, we call this matrix a (q)circulant
matrix [12].

We denote by Γ the inverse permutation matrix, which is
a (−1)circulant: Γ = (−1)circ (1, 0, ..., 0). An important
property of Γ is that Γ2 = I , where I is the identity matrix.

We denote by F the Fourier matrix, defined by its con-
jugate transpose F ∗ = 1√

n

[
w(i−1)(j−1)

]
, 1 ≤ i, j ≤ n,

where w stands for the nth root of the unity [5]. Two im-
portant properties of F are: F ∗ = F and FF ∗ = I .

Other definitions and notations will follow in the places
they are used.

3 General graph theory
considerations

We observe that the adjacency matrix of the Knödel graphs
is a (-1)circulant matrix, called also a retrocirculant [1],
where all the rows are circular permutations of the first row
toward left. For example, the adjacency matrix of W3,23 is:

AW3,23
=




0 1 0 1 0 0 0 1
1 0 1 0 0 0 1 0
0 1 0 0 0 1 0 1
1 0 0 0 1 0 1 0
0 0 0 1 0 1 0 1
0 0 1 0 1 0 1 0
0 1 0 1 0 1 0 0
1 0 1 0 1 0 0 0




(3)

Some general remarks can be made about the spectra of
Wg,n:

– All eigenvalues are real since the adjacency matrix is
real and symmetric [3].

– The maximum eigenvalue is λn = g, since Wg,n is
regular of degree g [2].

– All eigenvalues are symmetric with respect to zero
[11] since the Knödel graph is bipartite and its char-
acteristic polynomial has the form:

P (λ) = λn + a2λ
n−2 + ... + an−2λ

2 + an (4)

– In particular, for Wd,2d , the number of distinct eigen-
values is at least

⌈
d
2

⌉
+2 since the diameter is

⌈
d
2

⌉
+1

[4].

4 Computing the spectrum of Wd,2d

According to [5], a matrix A is (-1)circulant if and only if
A = F ∗ (ΓΛ)F , where Λ = diag (γ1, γ2, ..., γn). This
relation can be transformed in FAF ∗ = ΓΛ. That means
that A and ΓΛ have the same eigenvalue set [5]. The se-
cond term is a PD-matrix, defined as a product of two
matrices, P and D, where P is a permutation matrix and
D is a diagonal matrix. The characteristic polynomial of
a PD-matrix can be computed by decomposing the per-
mutation P in prime cycles of total length n [5]. Since
Knödel graphs adjacency matrices are (-1)circulants, the
problem resumes now to that of determining the values of
γ1, γ2, ..., γn. Since ΓΛ has the form:

ΓΛ =




γ1 0 . . . 0
0 0 . . . γn

...
...

. . .
...

0 γ2 . . . 0


 , (5)

we can perform FAF ∗ = [cij ] = ΓΛ and identify the
terms c11 = γ1, c2n = γn, . . . , cn2 = γ2. In order to
perform the triple matrix multiplication FAF ∗, we note
that:

F = F
∗

=
1√
n

[
w−(i−1)(j−1) mod n

]
(6)

Since wn = 1 we may skip the modulo operations from the
powers. Also, in order to avoid confusion with the sum-
mation indices, we emphasize the matrix indices. That is,
[a]i,j means that i is the row index and j is the column
index, both varying from 1 to n.

FAF ∗ =
1
n

[
w−(i−1)(k−1)

]
i,k

[ak,m]k,m

[
w(m−1)(j−1)

]
m,j

=

1
n

[
n∑

k=1

w−(i−1)(k−1)ak,m

]

i,m

[
w(m−1)(j−1)

]
m,j

=

1
n

[
n∑

k=1

w−(i−1)(k−1)a1,m+k−1

]

i,m

·

·
[
w(m−1)(j−1)

]
m,j

(7)

Since in the first row of the adjacency matrix only d values
are nonzero, we can change the variable of summation in
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the first term of (7): k → r, where 1 ≤ r ≤ d. Therefore:

FAF ∗ =

1
n

[
d∑

r=1

w−(i−1)(2r−m)

]

i,m

[
w(m−1)(j−1)

]
m,j

=

1
n

[
n∑

m=1

(
d∑

r=1

w−(i−1)(2r−m)

)
w(m−1)(j−1)

]

i,j

=

1
n

[
n∑

m=1

d∑
r=1

w−(i−1)(2r−m)w(m−1)(j−1)

]

i,j

=

1
n

[
w−(j−1)

n∑
m=1

wm(j+i−2)
d∑

r=1

w−2r(i−1)

]

i,j

(8)

Thus, for the general term of FAF ∗ we obtain:

ci,j =
w−(j−1)

n

n∑
m=1

wm(j+i−2)
d∑

r=1

w−2r(i−1) (9)

The general term of the ΓΛ matrix from (5) can be ex-
pressed as follows:

γp = cn−p+2,p =

1
n

(
w−(p−1)

n∑
m=1

wmn
d∑

r=1

w−2r(n−(p−1))

)
(10)

But
n∑

m=1
wmn = n and w−2r(n−(p−1)) = w2r(p−1). Thus,

γp = w−(p−1)
d∑

r=1

w2r(p−1) (11)

On the other hand, Γ matrix corresponds to the permuta-
tion:

π (Γ) =
(

1 2 3 ... n/2 + 1 ... n
1 n n− 1 ... n/2 + 1 ... 2

)

This permutation can be decomposed in
n/2+1 prime cycles of total length n [5, 1]:
(1) (2, n) ... (n/2, n/2 + 2) (n/2 + 1). Thus, the charac-
teristic polynomial will be:

P (λ) = (λ− γ1)
(
λ2 − γ2γn

) (
λ2 − γ3γn−1

)
...

...
(
λ2 − γn/2γn/2+2

) (
λ− γn/2+1

)
(12)

The eigenvalues set will be:

S = {γ1,±√γ2γn,±√γ3γn−1, ...

...,±√γn/2γn/2+2, γn/2+1} (13)

For the first eigenvalue we obtain:

γ1 =
d∑

r=1

1 = d (14)

Aitken proved in [1] that, for a (-1)circulant, γn/2+1 =
a1−a2+a3− ...−an, where (a1, a2, ..., an) are the values
of the first row of adjacency matrix. Thus:

γn/2+1 =
n∑

i=1

(−1)i+1
ai =

d∑

j=1

(−1)2
j+1 = −d (15)

For the rest of the eigenvalues we have to evaluate products
of the form: γtγn−t+2, 2 ≤ t ≤ n/2. From (11) we have:

γtγn−t+2 =

(
w−(t−1)

d∑
r=1

w2r(t−1)

)
·

·
(

w−(n−t+1)
d∑

r=1

w2r(n−t+1)

)
=

(
w−(t−1)

d∑
r=1

w2r(t−1)

)(
w(t−1)

d∑
r=1

w2r(n−t+1)

)
=

d∑
r=1

w2r(t−1)
d∑

r=1

w2r(t−1) =

d∑
r=1

w2r(t−1)
d∑

r=1

w2r(t−1) =

∥∥∥∥∥
d∑

r=1

w2r(t−1)

∥∥∥∥∥

2

(16)

This confirms the well-known fact that all eigenvalues are
real. Thus, the spectrum of Wd,2d is the set:

S
(
Wd,2d

)
= {±d} ∪

{
±

∥∥∥∥∥
d∑

r=1

w2r(t−1)

∥∥∥∥∥

}
(17)

where 2 ≤ t ≤ n/2.

5 Observations
A. Not all eigenvalues are distinct. We can show that at
most (n − 4)/2 of them are distinct. If we decompose the
norm from (17) in its trigonometric form we obtain:

∥∥∥∥∥
d∑

r=1

w2r(t−1)

∥∥∥∥∥

2

=

(
d∑

r=1

cos
2π

2d
2r(t−1)

)2

+

(
d∑

r=1

sin
2π

2d
2r(t−1)

)2

(18)

We observe that this norm evaluates to the same value for
t = n/4 + 1− k, and t = n/4 + 1 + k:

∥∥∥∥∥
d∑

r=1

w2r(n/4+1−k−1)

∥∥∥∥∥

2

=

(
d∑

r=1

cos
2π
2d

2r

(
2d

4
−k

))2

+

(
d∑

r=1

sin
2π

2d
2r

(
2d

4
−k

))2

=
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(
d∑

r=1

cos
2π

2d
2r

(
2d

4
+k

))2

+

(
d∑

r=1

sin
2π

2d
2r

(
2d

4
+k

))2

=

∥∥∥∥∥
d∑

r=1

w2r(n/4+1+k−1)

∥∥∥∥∥

2

(19)

The computations for particular cases yield to the claim
that these are the only overlapping eigenvalues.
B. To our knowledge, there is no closed form for the sum
from (16). Nevertheless, computations for particular cases
suggest that, only for the particular value t = 2d/4+1, the
sum is evaluated to a closed form:

∥∥∥∥∥
d∑

r=1

w2r(2d/4)
∥∥∥∥∥

2

=

(
d∑

r=1

cos
π

2
2r

)2

+

(
d∑

r=1

sin
π

2
2r

)2

=

(
−1+1+

d∑
r=3

cos
π

2
2r

)2

+

(
0+

d∑
r=2

sin
π

2
2r

)2

=

(d− 2)2 (20)

Thus, for Wd,2d , the spectrum from (17) can be written as:

SW
d,2d

= {±d,±(d− 2)}∪

∪
{
±

∥∥∥∥∥
d∑

r=1

w2r(t−1)

∥∥∥∥∥

}
(21)

where 2 ≤ t ≤ n/4 and the last set has multiplicity two.
C. Note that in the formulas (7)−(16) we didn’t make
any assumptions regarding the number of vertices n nor the
degree d. Therefore, the result from (17) can be extended
in a similar manner for Knödel graphs with arbitrary degree
g and number of vertices n, Wg,n:

SWg,n = {±g} ∪
{
±

∥∥∥∥∥
g∑

r=1

w2r(t−1)

∥∥∥∥∥

}
(22)

where 2 ≤ t ≤ n/2.
For example, for W2,2k , which are cycles C2k of length

2k, applying (22), we obtain the spectrum:

SC2k
= {±k} ∪

{
±

∥∥∥w2(t−1) + w4(t−1)
∥∥∥
}

(23)

where 2 ≤ t ≤ 2k−1. The norm from (23) can be evaluated
to 2 cos 2π(t− 1)/2k as follows:

∥∥∥w2(t−1) + w4(t−1)
∥∥∥

2

=
(

cos
2π

2k
2 (t− 1) + cos

2π

2k
4 (t− 1)

)2

+

(
sin

2π

2k
2 (t− 1) + sin

2π

2k
4 (t− 1)

)2

=

4
(

cos
2π

2k
(t− 1)

)2

(24)

Thus, we meet the well-known result [2] that the spectrum
of a cycle of length n is the set:

SCn =
{

2 cos
2πj

n

∣∣∣∣ 1 ≤ j ≤ n

}
(25)

6 The number of spanning trees
An immediate consequence of the spectra of the Knödel
graphs Wg,n is an O

(
ng2

)
formula for the number of span-

ning trees. It is well known that, given a graph G on n
vertices and degree k, the number of spanning trees can be
expressed as:

κ (G) =
1
n

p−1∏
t=1

(k − λt)
mt , (26)

where λt are the eigenvalues, mt their multiplicities, and p
the number of distinct eigenvalues [2]. Thus, for the par-
ticular case in which the degree is d and the number of
vertices is 2d, using (21) we obtain:

κ
(
Wd,2d

)
=

d(2d− 2)
2d−2

2d−2∏
t=2


d2−

∥∥∥∥∥
d∑

r=1

w2r(t−1)

∥∥∥∥∥

2



2

(27)

If we further decompose the norm from (27) in its trigono-
metric form, we obtain:

∥∥∥∥∥
d∑

r=1

w2r(t−1)

∥∥∥∥∥

2

=

(
d∑

r=1

cos
2π

2d
2r(t−1)

)2

+

(
d∑

r=1

sin
2π

2d
2r(t−1)

)2

=

d +
d∑

i=1

d∑

j=i+1

cos
2π

2d

(
2i − 2j

)
(t− 1) (28)

Substituting this result in (27) and changing the variable
t → t + 1 we obtain for the number of spanning trees of
Wd,2d :

κ
(
Wd,2d

)
=

2d(d− 1)
2d−2

2d−2−1∏
t=1

(
d2 − d− Φ(t)

)2
(29)

where:

Φ(t) =
d∑

i=1

d∑

j=i+1

cos
2π

2d

(
2i − 2j

)
t (30)

In general, for Knödel graphs having arbitrary degree
g and arbitrary number of vertices n, Wg,n, according to
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(22), the number of spanning trees can be expressed as fol-
lows:

κ (Wg,n) =
2g

n

n/2∏
t=2


g2 −

∥∥∥∥∥
g∑

r=1

w2r(t−1)

∥∥∥∥∥

2

 (31)

A straightforward upper bound for the number of spanning
trees of Knödel graphs Wg,n can be obtained cancelling the
norm from (31):

∥∥∥∥∥
g∑

r=1

w2r(t−1)

∥∥∥∥∥

2

= 0 (32)

Therefore, for κ (Wg,n) we obtain the upper bound:

κ (Wg,n) ≤ 2gn−1

n
(33)

Since, for Knödel graphs Wg,n, the degree of a vertex g is
upper bounded by blog2 nc (see (1)), the bound from (33)
can be expressed as follows:

κ (Wg,n) ≤ 2 blog2 ncn−1

n
(34)
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If G is a plane graph and x, y ∈ V (G), then the dual distance of x and y is equal to the minimum number
of crossings of G with a closed curve in the plane joining x and y. Riskin [7] proved that if G0 is a 3-
connected cubic planar graph, and x, y are its vertices at dual distance d, then the crossing number of the
graph G0 + xy is equal to d. Riskin asked if his result holds for arbitrary 3-connected planar graphs. In
this paper it is proved that this is not the case (not even for every 5-connected planar graph G0).

Povzetek: Analizirana je Riskinova teza o planarnih grafih.

1 Introduction
Crossing number minimization is one of the fundamental
optimization problems in the sense that it is related to vari-
ous other widely used notions. Besides its mathematical in-
terest, there are numerous applications, most notably those
in VLSI design [1, 2, 3] and in combinatorial geometry [9].
We refer to [4, 8] and to [10] for more details about such
applications.

A drawing of a graph G is a representation of G in the
Euclidean plane R2 where vertices are represented as dis-
tinct points and edges by simple polygonal arcs joining
points that correspond to their endvertices. A drawing is
clean if the interior of every arc representing an edge con-
tains no points representing the vertices of G. If interiors
of two arcs intersect or if an arc contains a vertex of G in
its interior we speak about crossings of the drawing. More
precisely, a crossing of D is a pair ({e, f}, p), where e and
f are distinct edges and p ∈ R2 is a point that belongs
to interiors of both arcs representing e and f in D. If the
drawing is not clean, then the arc of an edge e may contain
in its interior a point p ∈ R2 that represents a vertex v of
G. In such a case, the pair ({v, e}, p) is also referred to as
a crossing of D.

The number of crossings of D is denoted by cr(D) and
is called the crossing number of the drawing D. The cross-
ing number cr(G) of a graph G is the minimum cr(D)
taken over all clean drawings D of G.

A clean drawing D with cr(D) = 0 is also called an
embedding of G. By a plane graph we refer to a planar
graph together with an embedding in the Euclidean plane.
We shall identify a plane graph with its image in the plane.

A nonplanar graph G is almost planar if it contains an
edge e such that G− e is planar. Such an edge e is called a

planarizing edge. It is easy to see that almost planar graphs
can have arbitrarily large crossing number. In the sequel,
we will consider almost planar graphs with a fixed planariz-
ing edge e = xy, and will denote by G0 = G − e the cor-
responding planar subgraph. By a plane graph we mean a
planar graph together with its embedding in the plane.

Let G0 be a plane graph and let x, y be two of its vertices.
A simple (polygonal) arc γ : [0, 1] → R2 is an (x, y)-arc
if γ(0) = x and γ(1) = y. If γ(t) is not a vertex of G0

for every t, 0 < t < 1, then we say that γ is clean. For an
(x, y)-arc γ we define the crossing number of γ with G0 as

cr(γ,G0) = |{t | γ(t) ∈ G0 and 0 < t < 1}|.
Using this notation, we define the dual distance

d∗(x, y) = min{cr(γ, G0) | γ is a clean (x, y)-arc}
and the facial distance between x and y,

d′(x, y) = min{cr(γ, G0) | γ is an (x, y)-arc}.
Clearly, d′(x, y) ≤ d∗(x, y).

Let G∗x,y be the geometric dual graph of the plane graph
G0 − x− y. Then d∗(x, y) is equal to the distance in G∗x,y

between the two vertices corresponding to the faces of G0−
x − y containing x and y. This shows that d∗(x, y) can
be computed in linear time. Similarly, one can compute
d′(x, y) in linear time by using the vertex-face incidence
graph (see [6]).

Proposition 1.1. If G0 is a planar graph and x, y ∈
V (G0), then for every embedding of G0 in the plane, we
have cr(G0 + xy) ≤ d∗(x, y).

Proposition 1.1 is clear from the definition of d∗. It
shows that it is of interest to determine the minimum
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d∗(x, y) taken over all embeddings of G0 in the plane. We
refer to [5] for more details and some further extensions.

Riskin [7] proved the following strengthening of Propo-
sition 1.1 in a special case when G0 is 3-connected and
cubic:

Theorem 1.2. If G0 is a 3-connected cubic planar graph,
then

cr(G0 + xy) = d′(x, y).

Let us observe that d′(x, y) = d∗(x, y) if G0 is a cubic
graph.

Riskin asked in [7] if Theorem 1.2 holds for arbitrary 3-
connected planar graphs. In this paper we show that this is
not the case (not even for every 5-connected planar graph
G0).

2 Strange examples
In this section we provide a negative answer to the afore-
mentioned question of Riskin [7] who asked if it is true
that for every 3-connected plane graph G0 and any two of
its vertices x, y, the crossing number of G0 + xy equals
d∗(x, y).

Theorem 2.1. For every integer k, there exists a 5-conn-
ected planar graph G0 and two vertices x, y ∈ V (G0) such
that cr(G0 + xy) ≤ 11 and d∗(x, y) ≥ k.

Figure 1: Part of the triangular lattice with side length 8

Proof. Let Hk be the planar graph that is obtained from
the icosahedron by replacing all of its triangles, except one,
with the dissection of the equilateral triangle with side of
length k into equilateral triangles with sides of unit length
(as shown in Figure 1 for k = 8). This graph is a near
triangulation, all its faces are triangles, except one, whose
length is 3k. We may assume that this is the outer face
in a plane embedding of Hk. Its boundary is composed
of three paths A,B, C of length k joining the original ver-
tices a′, b′, c′ of the icosahedron we started with. Now we
add three new vertices, a, b, c and join a with all vertices
on A, b with B, and c with C. This gives rise to a 5-
connected near triangulation Gk whose outer face is the

x

y

Figure 2: The graph Qk

6-gon aa′bb′cc′. Let us take 5 copies of the graph Gk and
let ai, a

′
i, bi, b

′
i, ci, c

′
i be copies of the corresponding ver-

tices on the outer face of the ith copy of Gk, i = 1, . . . , 5.
Let Qk be the planar graph obtained from these copies by
cyclically identifying bi with ai+1, adding edges b′ic

′
i+1

(i = 1, . . . , 5, indices modulo 5), and adding two vertices
x and y such that x is joined to a1, . . . , a5 and y is joined to
c1, . . . , c5. See Figure 2. The obtained graph Qk is planar
and it is not difficult to verify that it is 5-connected.

It is easy to see that d∗(x, y) = k + 2 in Qk. By putting
the vertex x close to y, so that we can draw the edge xy
without introducing crossings with other edges, and then
redrawing the edges from x to its neighbors as shown in
Figure 2, a drawing of Qk +xy is obtained whose crossing
number is 11.

B

A

Figure 3: A planar graph for which two flips are needed

The construction of Theorem 2.1 can be generalized
such that a similar redrawing as made above for x is nec-
essary also for y (in order to bring these two vertices close
together). Such an example is shown in Figure 3, where x
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and y are vertices in the centers of the small circular grids
on the picture, and where the bold lines represent a “thick”
barrier similar to the one used in the graph Qk in Figure
2. In Figure 4, an optimum drawing of G0 + xy is shown,
where the edge xy is represented by the broken line. In this
drawing, neighborhoods of x and y, are redrawn inside the
faces denoted by A and B (respectively) in Figure 3.

At the first sight the redrawing described in the above
example seems like the worst possibility which may hap-
pen – to “flip” a part of the graph containing x and to “flip”
a part containing y. If this would be the only possibility
of making the crossing number smaller than the one com-
ing from the planar drawing of G0, this would most likely
give rise to a polynomial time algorithm for computing the
crossing number of graphs that are just one edge away from
a 3-connected planar graph.

Figure 4: An optimum drawing of G0 + xy

Unfortunately, some more complicated examples show
that there are other ways for shortcutting the dual distance
from x to y. (Such an example was produced in a discus-
sion with Thomas Böhme and Neil Robertson whose help
is greatly acknowledged.) Despite such examples, the fol-
lowing question may still have a positive answer:

Problem 2.2. Is there a polynomial time algorithm which
would determine the crossing number of G0 + xy if G0 is
planar.
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Time series clustering has attracted increasing interest in the last decade, particularly for long time series
such as those arising in the bioinformatics and financial domains. The widely known curse of dimension-
ality problem indicates that high dimensionality not only slows the clustering process, but also degrades
it. Many feature extraction techniques have been proposed to attack this problem and have shown that the
performance and speed of the mining algorithm can be improved at several feature dimensions. However,
how to choose the appropriate dimension is a challenging task especially for clustering problem in the
absence of data labels that has not been well studied in the literature.
In this paper we propose an unsupervised feature extraction algorithm using orthogonal wavelet transform
for automatically choosing the dimensionality of features. The feature extraction algorithm selects the
feature dimensionality by leveraging two conflicting requirements, i.e., lower dimensionality and lower
sum of squared errors between the features and the original time series. The proposed feature extraction
algorithm is efficient with time complexity O(mn) when using Haar wavelet. Encouraging experimental
results are obtained on several synthetic and real-world time series datasets.

Povzetek: Članek analizira pomembnost atributov pri grupiranju časovnih vrst.

1 Introduction
Time series data are widely existed in various domains,
such as financial, gene expression, medical and science.
Recently there has been an increasing interest in mining
this sort of data. Clustering is one of the most frequently
used data mining techniques, which is an unsupervised
learning process for partitioning a dataset into sub-groups
so that the instances within a group are similar to each other
and are very dissimilar to the instances of other groups.
Time series clustering has been successfully applied to var-
ious domains such as stock market value analysis and gene
function prediction [17, 22]. When handling long time se-
ries, the time required to perform the clustering algorithm
becomes expensive. Moreover, the curse of dimensional-
ity, which affects any problem in high dimensions, causes
highly biased estimates [5]. Clustering algorithms depend
on a meaningful distance measure to group data that are
close to each other and separate them from others that are

far away. But in high dimensional spaces the contrast be-
tween the nearest and the farthest neighbor gets increas-
ingly smaller, making it difficult to find meaningful groups
[6]. Thus high dimensionality normally decreases the per-
formance of clustering algorithms.

Data Dimensionality Reduction aims at mapping high-
dimensional patterns onto lower-dimensional patterns.
Techniques for dimensionality reduction can be classified
into two groups: feature extraction and feature selection
[34]. Feature selection is a process that selects a subset
of original attributes. Feature extraction techniques extract
a set of new features from the original attributes through
some functional mapping [43]. The attributes that are im-
portant to maintain the concepts in the original data are se-
lected from the entire attribute sets. For time series data,
the extracted features can be ordered in importance by us-
ing a suitable mapping function. Thus feature extraction is
much popular than feature selection in time series mining
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community.
Many feature extraction algorithms have been proposed

for time series mining, such as Singular Value Decom-
position (SVD), Discrete Fourier Transform (DFT), and
Discrete Wavelet Transform (DWT). Among the proposed
feature extraction techniques, SVD is the most effective
algorithm with minimal reconstruction error. The entire
time-series dataset is transformed into an orthogonal fea-
ture space in that each variable are orthogonal to each
other. The time-series dataset can be approximated by a
low-rank approximation matrix by discarding the variables
with lower energy. Korn et al. have successfully applied
SVD for time-series indexing [31]. It is well known that
SVD is time-consuming in computation with time com-
plexity O(mn2), where m is the number of time series in a
dataset and n is the length of each time series in the dataset.
DWT and DFT are powerful signal processing techniques,
and both of them have fast computational algorithms. DFT
maps the time series data from the time domain to the fre-
quency domain, and there exists a fast algorithm called Fast
Fourier Transform (FFT) that can compute the DFT coeffi-
cients in O(mnlogn) time. DFT has been widely used in
time series indexing [4, 37, 42]. Unlike DFT, which takes
the original time series from the time domain and trans-
forms it into the frequency domain, DWT transforms the
time series from time domain into time-frequency domain.

Since the wavelet transform has the property of time-
frequency localization of the time series, it means most of
the energy of the time series can be represented by only
a few wavelet coefficients. Moreover, if we use a spe-
cial type of wavelet called Haar wavelet, we can achieve
O(mn) time complexity that is much efficient than DFT.
Chan and Fu used the Haar wavelet for time-series classifi-
cation, and showed performance improvement over DFT
[9]. Popivanov and Miller proposed an algorithm us-
ing the Daubechies wavelet for time series classification
[36]. Many other time series dimensionality reduction
techniques also have been proposed in recent years, such
as Piecewise Linear Representation [28], Piecewise Aggre-
gate Approximation [25, 45], Regression Tree [18], Sym-
bolic Representation [32]. These feature extraction algo-
rithms keep the features with lower reconstruction error,
the feature dimensionality is decided by the user given ap-
proximation error. All the proposed algorithms work well
for time series with some dimensions because the high cor-
relation among time series data makes it possible to re-
move huge amount of redundant information. Moreover,
since time series data are normally embedded by noise, one
byproduct of dimensionality reduction is noise shrinkage,
which can improve the mining quality.

However, how to choose the appropriate dimension of
the features is a challenging problem. When using feature
extraction for classification with labeled data, this prob-
lem can be circumvented by the wrapper approach. The
wrapper approach uses the accuracy of the classification
algorithm as the evaluation criterion. It searches for fea-
tures better suited to the classification algorithm aiming to

improve classification accuracy [30]. For clustering algo-
rithms with unlabeled data, determining the feature dimen-
sionality becomes more difficult. To our knowledge, auto-
matically determining the appropriate feature dimension-
ality has not been well studied in the literature, most of
the proposed feature extraction algorithms need the users
to decide the dimensionality or give the approximation er-
ror. Zhang et al. [46] proposed an algorithm to automat-
ically extract features from wavelet coefficients using en-
tropy. Nevertheless, the length of the extracted features is
the same with the length of the original time series that
can’t take the advantage of dimensionality reduction. Lin
et al. [33] proposed an iterative clustering algorithm ex-
ploring the multi-scale property of wavelets. The clustering
centers at each approximation level are initialized by using
the final centers returned from the coarser representation.
The algorithm can be stopped at any level but the stopping
level should be decided by the user. There are several fea-
ture selection techniques for clustering have been proposed
[12, 15, 41]. However, these techniques just order the fea-
tures in the absence of data labels, the appropriate dimen-
sionality of features still need to be given by the user.

In this paper we propose a time-series feature extrac-
tion algorithm using orthogonal wavelet for automatically
choosing feature dimensionality for clustering. The prob-
lem of determining the feature dimensionality is circum-
vented by choosing the appropriate scale of the wavelet
transform. An ideal feature extraction technique has
the ability to efficiently reduce the data into a lower-
dimensional model, while preserving the properties of the
original data. In practice, however, information is lost as
the dimensionality is reduced. It is therefore desirable to
formulate a method that reduces the dimensionality effi-
ciently, while preserving as much information from the
original data as possible. The proposed feature extraction
algorithm leverages the lower dimensionality and lower er-
rors by selecting the scale within which the detail coeffi-
cients have lower energy than that within the nearest lower
scale. The proposed feature extraction algorithm is effi-
cient that can achieve time complexity O(mn) with Haar
wavelet.

The rest of this paper is organized as follows. Section 2
gives the basis for supporting our feature extraction algo-
rithm. The feature extraction algorithm and its time com-
plexity analysis are introduced in Section 3. Section 4 con-
tains a comprehensive experimental evaluation of the pro-
posed algorithm. We conclude the paper by summarizing
the main contributions in Section 5.

2 The basis of the wavelet-based
feature extraction algorithm

Section 2.1 briefly introduces the basic concepts of wavelet
transform. The properties of wavelet transform supporting
our feature extraction algorithm are given in Section 2.2.
Section 2.3 presents the Haar wavelet transform algorithm
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used in our experiments.

2.1 Orthogonal Wavelet Transform
Background

Wavelet transform is a domain transform technique for hi-
erarchically decomposing sequences. It allows a sequence
to be described in terms of an approximation of the original
sequence, plus a set of details that range from coarse to fine.
The property of wavelets is that the broad trend of the input
sequence is preserved in the approximation part, while the
localized changes are kept in the detail parts. No informa-
tion will be gained or lost during the decomposition pro-
cess. The original signal can be fully reconstructed from
the approximation part and the detail parts. The detailed
description of wavelet transform can be found in [13, 10].

The wavelet is a smooth and quickly vanishing oscillat-
ing function with good localization in both frequency and
time. A wavelet family ψj,k is the set of functions generated
by dilations and translations of a unique mother wavelet

ψj,k(t) = 2j/2ψ(2jt− k), j, k ∈ Z

A function ψ ∈ L2(R) is an orthogonal wavelet if the fam-
ily ψj,k is an orthogonal basis of L2(R), that is

< ψj,k, ψl,m >= δj,l · δk,m, j, k, l, m ∈ Z

where < ψj,k, ψl,m > is the inner product of ψj,k and ψl,m,
and δi,j is the Kronecker delta defined by

δi,j =
{

0, for i 6= j
1, for i = j

Any function f(t) ∈ L2(R) can be represented in terms
of this orthogonal basis as

f(t) =
∑

j,k

cj,kψj,k(t) (1)

and the cj,k =< ψj,k(t), f(t) > are called the wavelet
coefficients of f(t).

Parsevel’s theorem states that the energy is preserved un-
der the orthogonal wavelet transform, that is,

∑

j,k∈Z
| < f(t), ψj,k > |2 = ‖f(t)‖2, f(t) ∈ L2(R) (2)

(Chui 1992, p. 226 [10]). If f(t) be the Euclidean dis-
tance function, Parsevel’s theorem also indicates that f(t)
will not change by the orthogonal wavelet transform. The
distance preserved property makes sure no false dismissal
will occur with distance based learning algorithms [29].

To efficiently calculate the wavelet transform for signal
processing, Mallat introduced the Multiresolution Analysis
(MRA) and designed a family of fast algorithms based on it
[35]. The advantage of MRA is that a signal can be viewed
as composed of a smooth background and fluctuations or
details on top of it. The distinction between the smooth

part and the details is determined by the resolution, that
is, by the scale below which the details of a signal cannot
be discerned. At a given resolution, a signal is approxi-
mated by ignoring all fluctuations below that scale. We can
progressively increase the resolution; at each stage of the
increase in resolution finer details are added to the coarser
description, providing a successively better approximation
to the signal.

A MBA of L2(R) is a chain of subspace {Vj : j ∈ Z}
satisfying the following conditions [35]:

(i) . . . ⊂ V−2 ⊂ V−1 ⊂ V0 ⊂ V1 . . . ⊂ L2(R)
(ii)

⋂
j∈Z Vj = {0}, ⋃j∈Z Vj = L2(R)

(iii) f(t) ∈ Vj ⇐⇒ f(2t) ∈ Vj+1;∀j ∈ Z
(iv) ∃φ(t), called scaling function, such that

{φ(t− k) : k ∈ Z} is an orthogonal basis
of V0.

Thus φj,k(t) = 2j/2φ(2jt−k) is the orthogonal basis of
Vj . Consider the space Wj−1, which is an orthogonal com-
plement of Vj−1 in Vj : Vj = Vj−1

⊕
Wj−1. By defining

the ψj,k form the orthogonal basis of Wj , the basis

{φj,k, ψj,k; j ∈ Z, k ∈ Z}

spans the space Vj :

V0

⊕
W0︸ ︷︷ ︸

V1

⊕
W1

⊕
. . .

⊕
Wj−1 = Vj (3)

Notice that because Wj−1 is orthogonal to Vj−1, the ψ is
orthogonal to φ.

For a given signal f(t) ∈ L2(R) one can find a scale j
such that fj ∈ Vj approximates f(t) up to predefined pre-
cision. If dj−1 ∈ Wj−1, fj−1 ∈ Vj−1, then fj is decom-
posed into {fj−1, dj−1}, where fj−1 is the approximation
part of fj in the scale j− 1 and dj−1 is the detail part of fj

in the scale j − 1. The wavelet decomposition can be re-
peated up to scale 0. Thus fj can be represented as a series
{f0, d0, d1, . . . , dj−1} in scale 0.

2.2 The Properties of Orthogonal Wavelets
for Supporting the Feature Extraction
Algorithm

Assume a time series
−→
X (

−→
X ∈ Rn) is located in the

scale J . After decomposing
−→
X at a specific scale j

(j ∈ [0, 1, . . . , J − 1]), the coefficients Hj(
−→
X ) cor-

responding to the scale j can be represented by a se-
ries {−→Aj ,

−→
Dj , . . . ,

−−−→
DJ−1}. The

−→
Aj are called approx-

imation coefficients which are the projection of
−→
X in

Vj and the
−→
Dj , . . . ,

−−−→
DJ−1 are the wavelet coefficients in

Wj , . . . ,WJ−1 representing the detail information of
−→
X .

From a single processing point of view, the approximation
coefficients within lower scales correspond to the lower fre-
quency part of the signal. As noise often exists in the high
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frequency part of the signal, the first few coefficients of
HJ(

−→
X ), corresponding to the low frequency part of the sig-

nal, can be viewed as a noise-reduced signal. Thus keeping
these coefficients will not lose much information from the
original time series

−→
X . Hence normally the first k coef-

ficients of H0(
−→
X ) are chosen as the features [36, 9]. We

keep all the approximation coefficients within a specific
scale j as the features which are the projection of

−→
X in Vj .

Note that the features retain the entire information of
−→
X at

a particular level of granularity. The task of choosing the
first few wavelet coefficients is circumvented by choosing a
particular scale. The candidate selection of feature dimen-
sions is reduced from [1, 2, . . . , n] to [20, 21, . . . , 2J−1].

Definiton 2.1. Given a time series
−→
X ∈ Rn, the features

are the Haar wavelet approximation coefficients
−→
Aj decom-

posed from
−→
X within a specific scale j, j ∈ [0, 1, . . . , J −

1].

The extracted features should be similar to the orig-
inal data. A measurement for evaluating the similar-
ity/dissimilarity between the features and the data is nec-
essary. We use the widely used sum of squared errors
(square of Euclidean distance) as the dissimilarity measure
between a time-series and its approximation.

Definiton 2.2. Given a time-series
−→
X ∈ Rn, let

−̂→
X ∈ Rn

denote any approximation of
−→
X , the sum of squared errors

(SSE) between
−→
X and

−̂→
X is defined as

SSE(
−→
X,
−̂→
X ) =

n∑

i=1

(xi − x̂i)2 (4)

Since the length of the features corresponding to scale j

is smaller than the length of
−→
X , we can’t calculate the SSE

between
−→
X and

−→
Aj by Eq. (4) directly. One choice is to

reconstruct a sequence
−̂→
X ∈ Rn from

−→
Aj then calculate the

SSE between
−→
X and

−̂→
X . For instance, Kaewpijit et al. [23]

used the correlation function of
−→
X and

−̂→
X to measure the

similarity between
−→
X and

−→
Aj . Actually, SSE(

−→
X,
−̂→
X ) is

the same as energy difference between
−→
Aj and

−→
X with or-

thogonal wavelet transform. This property makes it possi-
ble to design an efficient algorithm without reconstructing
−̂→
X .

Definiton 2.3. Given a time-series
−→
X ∈ Rn, the energy of−→

X is:

E(
−→
X ) =

n∑

i=1

(xi)2 (5)

Definiton 2.4. Given a time-series
−→
X ∈ Rn and its fea-

tures
−→
Aj ∈ Rm, the energy difference (ED) between

−→
X

and
−→
Aj is

ED(
−→
X,
−→
Aj) = E(

−→
X )−E(

−→
Aj) =

n∑

i=1

(xi)2−
m∑

i=1

(ai
j)

2 (6)

The
−̂→
X can be reconstructed by padding zeros to the

end of
−→
Aj to make sure the length of padded series is the

same as that of
−→
X and preforming the reconstruction algo-

rithm with the padded series. The reconstruction algorithm
is the reverse process of decomposition [35]. An exam-

ple of
−→
A5 and the

−̂→
X reconstructed from

−→
A5 using Haar

wavelet transform for a time series located in scale 7 is
shown in Figure 1. From Eq. 2 we know the wavelet trans-
form is energy preserved, thus the energy of approximation
coefficients within the scale j is equal to that of their re-

constructed approximation series, i.e., E(
−̂→
X ) = E(

−→
Aj).

As mentioned in Section 2.1, VJ = VJ−1

⊕
WJ−1, we

have E(
−→
X ) = E(

−−−→
AJ−1) + E(

−−−→
DJ−1). When decompos-

ing the
−→
X to a scale j, from Eq. 3, we have E(

−→
X ) =

E(
−→
Aj) +

∑J−1
i=j E(Dj). Therefore, the energy difference

between the Aj and
−→
X is the sum of the energy of wavelet

coefficients located in the scale j and scales higher than j,
i.e., ED(

−→
X,
−→
Aj) =

∑J−1
i=j E(

−→
Di).

The Hj(
−→
X ) is {−→Aj ,

−→
Dj , . . . ,

−−−→
DJ−1} and Hj(

−̂→
X ) is

{−→Aj , 0, . . . , 0}. Since Euclidean distance also pre-
served with orthogonal wavelet transform, we have

SSE(
−→
X,
−̂→
X ) = SSE(Hj(

−→
X ),Hj(

−̂→
X )) =

∑J−1
i=j E(

−→
Di).

Therefore, the energy difference between
−̂→
X and

−→
X is

equal to that between
−→
Aj and

−→
X , that is

SSE(
−→
X,
−̂→
X ) = ED(

−→
X,
−→
Aj) (7)

Figure 1: An example of approximation coefficients and
their reconstructed approximation series

2.3 Haar Wavelet Transform

We use the Haar wavelet in our experiments which has the
fastest transform algorithm and is the most popularly used
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orthogonal wavelet proposed by Haar. Note that the prop-
erties mentioned in Section 2.2 are hold for all orthogonal
wavelets such as the Daubechies wavelet family. The con-
crete mathematical foundation of the Haar wavelet can be
found in [7]. The length of an input time series is restricted
to an integer power of 2 in the process of wavelet decom-
position. The series will be extended to an integer power
of 2 by padding zeros to the end of the time series if the
length of input time series doesn’t satisfy this requirement.

The Haar wavelet has the mother function

ψHaar(t) =





1, if 0 < t < 0.5
−1, if 0.5 < t < 1

0, otherwise

and scaling function

φHaar(t) =
{

1, for 0 ≤ t < 1
0, otherwise

A time-series
−→
X = {x1, x2, . . . , xn} located in the scale

J = log2(n) can be decomposed into an approximation
part

−−−→
AJ−1 = {(x1 +x2)/

√
2, (x3 +x4)/

√
2, . . . , (xn−1 +

xn)/
√

2} and a detail part
−−−→
DJ−1 = {(x1−x2)/

√
2, (x3−

x4)/
√

2, . . . , (xn−1 − xn)/
√

2}. The approximation coef-
ficients and wavelet coefficients within a particular scale j,−→
Aj and

−→
Dj , both having length n/2J−j , can be decom-

posed from
−−−→
Aj+1, the approximation coefficients within

scale j + 1 recursively. The ith element of
−→
Aj is calculated

as:

ai
j =

1√
2
(a2i−1

j+1 + a2i
j+1), i ∈ [1, 2, . . . , n/2J−j ] (8)

The ith element of
−→
Dj is calculated as:

di
j =

1√
2
(a2i−1

j+1 − a2i
j+1), i ∈ [1, 2, . . . , n/2J−j ] (9)

−→
A0 has only one element denoting the global average of−→

X . The ith element of
−→
Aj corresponds to the segment in

the series
−→
X starting from position (i−1)∗2J−j +1 to po-

sition i∗2J−j . The ai
j is proportional to the average of this

segment and thus can be viewed as the approximation of
the segment. It’s clear that the approximation coefficients
within different scales provide an understanding of the ma-
jor trends in the data at a particular level of granularity.

The reconstruction algorithm just is the reverse process
of decomposition. The

−−−→
Aj+1 can be reconstructed by for-

mula (10) and (11).

a2i−1
j+1 =

1√
2
(ai

j + di
j), i ∈ [1, 2, . . . , n/2J−j ] (10)

a2i
j+1 =

1√
2
(ai

j − di
j), i ∈ [1, 2, . . . , n/2J−j ] (11)

3 Wavelet-based feature extraction
algorithm

3.1 Algorithm Description
For a time-series, the features corresponding to higher scale
keep more wavelet coefficients and have higher dimen-
sionality than that corresponding to lower scale. Thus the

SSE(
−→
X,
−̂→
X ) corresponding to the features located in dif-

ferent scales will monotonically increase when decreasing
the scale. Ideal features should have lower dimensional-
ity and lower SSE(

−→
X,
−̂→
X ) at the same time. But these

two objectives are in conflict. Rate distortion theory indi-
cates that a tradeoff between them is necessary [11]. The
traditional rate distortion theory determines the level of in-
evitable expected distortion, D, given the desired informa-
tion rate R, in terms of the rate distortion function R(D).

The SSE(
−→
X,
−̂→
X ) can be viewed as the distortion D. How-

ever, we hope to automatically select the scale without any
user set parameters. Thus we don’t have the desired infor-
mation rate R, in this case the rate distortion theory can’t
be used to solve our problem.

As mentioned in the Section 2.2, the SSE(
−→
X,
−̂→
X ) is

equal to the sum of the energy of all removed wavelet co-
efficients. For a time series dataset having m time series,
when decreasing the scale from the highest scale to scale
0, discarding the wavelet coefficients within a scale with
lower energy ratio (

∑
m E(

−→
Dj)/

∑
m

∑0
i=J−1 E(

−→
Di))

will not decrease the
∑

m SSE much. If a scale j satis-
fies

∑
m E(

−→
Dj) <

∑
m E(

−−−→
Dj−1), removing the wavelet

coefficients within this scale and higher scales achieves a
local tradeoff of lower D and lower dimensionality for the
dataset. In addition, from a noise reduction point of view,
the noise normally found in wavelet coefficients within
higher scales (high frequency part), and the energy of that
noise is much smaller than that of the true signal with
wavelet transform [14]. If the energy of the wavelet coeffi-
cients within a scale is small, their will be a lot of noise em-
bedded in the wavelet coefficients; discarding the wavelet
coefficients within this scale can remove more noise.

Based on the above reasoning, we leverage the two con-
flicted objectives by stopping the decomposition process at
the scale j∗ − 1, when

∑
m E(

−−−−→
Dj∗−1) >

∑
m E(

−−→
Dj∗).

The scale j∗ is defined as the appropriate scale and the fea-
tures corresponding to the scale j∗ are kept as the appropri-
ate features. Note that by this process, at least

−−−→
DJ−1 will be

removed, and the length of
−−−→
DJ−1 is n/2 for Haar wavelet.

Hence the dimensionality of the features will smaller than
or equal to n/2. The proposed feature extraction algorithm
is summarized in pseudo-code format in Algorithm 1.

3.2 Time Complexity Analysis
The time complexity of Haar wavelet decomposition for a
time-series is 2(n−1) bound by O(n) [8]. Thus for a time-
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Algorithm 1 The feature extraction algorithm

Input: a set of time-series {−→X1,
−→
X2, . . . ,

−−→
Xm}

for i=1 to m do
calculate

−−−→
AJ−1 and

−−−→
DJ−1 for

−→
Xi

end for
calculate

∑
m E(

−→
D1)

exitFlag = true
for j=J-2 to 0 do

for i=1 to m do
calculate

−→
Aj and

−→
Dj for

−→
Xi

end for
calculate

∑
m E(

−→
Dj)

if
∑

m E(
−→
Dj) >

∑
m E(

−−−→
Dj+1) then

keep all the
−−−→
Aj+1 as the appropriate features for

each time-series
exitFlag = false
break

end if
end for
if exitFlag then

keep all the
−→
A0 as the appropriate features for each

time-series
end if

series dataset having m time-series, the time complexity of
decomposition is m ∗ 2(n − 1). Note that the feature ex-
traction algorithm can break the loop before achieving the
lowest scale. We just analyze the extreme case of the algo-
rithm with highest time complexity (the appropriate scale
j = 0). When j = 0, the algorithm consists of the follow-
ing sub-algorithms:

– Decompose each time-series in the dataset until the
lowest scale with time complexity m ∗ (2n− 1);

– Calculate the energy of wavelet coefficients with time
complexity m ∗ (n− 1);

– Compare the
∑

m E(
−→
Dj) of different scales with time

complexity log2(n).

The time complexity of the algorithm is the sum of the
time complexity of the above sub-algorithms bounded by
O(mn).

4 Experimental evaluation
We use subjective observation and five objective criteria on
nine datasets to evaluate the clustering quality of the K-
means and hierarchical clustering algorithm [21]. The ef-
fectiveness of the feature extraction algorithm is evaluated
by comparing the clustering quality of extracted features to
the clustering quality of the original data. We also com-
pared the clustering quality of the extracted appropriate
features with that of the features located in the scale prior
to the appropriate scale (prior scale) and the scale posterior

to the appropriate scale (posterior scale). The efficiency
of the proposed feature extraction algorithm is validated
by comparing the execution time of the chain process that
performs feature extraction firstly then executes clustering
with the extracted features to that of clustering with origi-
nal datasets directly.

4.1 Clustering Quality Evaluation Criteria
Evaluating clustering systems is not a trivial task because
clustering is an unsupervised learning process in the ab-
sence of the information of the actual partitions. We used
classified datasets and compared how good the clustered
results fit with the data labels which is the most popular
clustering evaluation method [20]. Five objective cluster-
ing evaluation criteria were used in our experiments: Jac-
card, Rand and FM [20], CSM used for evaluating time
series clustering algorithms [44, 24, 33], and NMI used re-
cently for validating clustering results [40, 16].

Consider G = G1, G2, . . . , GM as the clusters from a
supervised dataset, and A = A1, A2, . . . , AM as that ob-
tained by a clustering algorithm under evaluations. Denote
D as a dataset of original time series or features. For all
the pairs of series (

−→
Di,

−→
Dj) in D, we count the following

quantities:

– a is the number of pairs, each belongs to one cluster
in G and are clustered together in A.

– b is the number of pairs that are belong to one cluster
in G, but are not clustered together in A.

– c is the number of pairs that are clustered together in
A, but are not belong to one cluster in G.

– d is the number of pairs, each neither clustered to-
gether in A, nor belongs to the same cluster in G.

The used clustering evaluation criteria are defined as be-
low:

1. Jaccard Score (Jaccard):

Jaccard =
a

a + b + c

2. Rand statistic (Rand):

Rand =
a + d

a + b + c + d

3. Folkes and Mallow index (FM):

FM =
√

a

a + b
· a

a + c

4. Cluster Similarity Measure (CSM) :

The cluster similarity measure is defined as:

CSM(G,A) =
1
M

M∑

i=1

max
1≤j≤M

Sim(Gi, Aj)
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where

Sim(Gi, Aj) =
2|Gi ∩Aj |
|Gi|+ |Aj |

5. Normalized Mutual Information (NMI):

NMI =

∑M
i=1

∑M
j=1 Ni,j log( N ·Ni,j

|Gi||Aj | )√
(
∑M

i=1 |Gi|log |Gi|
N )(

∑M
j=1 |Aj |logAj

N )

where N is the number of time series in the dataset,
|Gi| is the number of time series in cluster Gi, |Aj | is
the number of time series in cluster Aj , and Ni,j =
|Gi ∩Aj |.

All the used clustering evaluation criteria have value rang-
ing from 0 to 1, where 1 corresponds to the case when G
and A are identical. A criterion value is the bigger, the
more similar between A and G. Thus, we prefer bigger
criteria values. Each of the above evaluation criterion has
its own benefit and there is no consensus of which crite-
rion is better than other criteria in data mining community.
To avoid biassed evaluation, we count how many times the
evaluation criteria values produced from features are big-
ger/equal/smaller than that obtained from original data and
draw conclusions based on the counted times.

4.2 Data Description
We used five datasets (CBF, CC, Trance, Gun and Real-
ity) from the UCR Time Series Data Mining Archive [26].
(There are six classified datasets in the archive. The Aus-
lan data is a multivariate dataset with which we can’t ap-
ply the clustering algorithm directly. We used all the other
five datasets for our experiments.) Other four datasets are
downloaded from the Internet. The main features of the
used datasets are described as below.

– Cylinder-Bell-Funnel (CBF): Contains three types of
time series: cylinder (c), bell (b) and funnel (f). It
is an artificial dataset original proposed in [38]. The
instances are generated using the following functions:

c(t) = (6 + η) · χ[a,b](t) + ε(t)
b(t) = (6 + η) · χ[a,b](t− a)/(b− a) + ε(t)
f(t) = (6 + η) · χ[a,b](b− t)/(b− a) + ε(t)

where

χ[a,b] =
{

0, if t < a ∨ t > b
1, if a ≤ t ≤ b

η and ε(t) are drawn from a standard normal distribu-
tion N(0, 1), a is an integer drawn uniformly from the
range [16, 32] and b− a is an integer drawn uniformly
from the range [32, 96]. The UCR Archive provides
the source code for generating the samples. We gen-
erated 128 samples for each class with length 128.

– Control Chart Time Series (CC): This dataset has 100
instances for each of the six different classes of control
charts.

– Trace dataset (Trace): The 4-class dataset contains
200 instances, 50 for each class. The dimensionality
of the data is 275.

– Gun Point dataset (Gun): The dataset has two classes,
each contains 100 instances. The dimensionality of
the data is 150.

– Reality dataset (Reality): The dataset consists of data
from Space Shuttle telemetry, Exchange Rates and ar-
tificial sequences. The data is normalized so that the
minimum value is zero and the maximum is one. Each
cluster contains one time series with 1000 datapoints.

– ECG dataset (ECG): The ECG dataset was obtained
from the ECG database at PhysioNet [19]. We used 3
groups of those ECG time-series in our experiments:
Group 1 includs 22 time series representing the 2 sec
ECG recordings of people having malignant ventricu-
lar arrhythmia; Group 2 consists 13 time series that are
2 sec ECG recordings of healthy people representing
the normal sinus rhythm of the heart; Group 3 includes
35 time series representing the 2 sec ECG recordings
of people having supraventricular arrhythmia.

– Personal income dataset (Income): The personal in-
come dataset [1] is a collection of time series rep-
resenting the per capita personal income from 1929-
1999 in 25 states of the USA 1. The 25 states were par-
titioned into two groups based on their growing rate:
group 1 includes the east coast states, CA and IL in
which the personal income grows at a high rate; the
mid-west states form a group in which the personal
income grows at a low rate is called group 2.

– Temperature dataset (Temp): This dataset is obtained
from the National Climatic Data Center [2]. It is a
collection of 30 time series of the daily temperature in
year 2000 in various places in Florida, Tennessee and
Cuba. It has temperature recordings from 10 places in
Tennessee, 5 places in Northern Florida, 9 places in
Southern Florida and 6 places in Cuba. The dataset is
grouped basing on geographically distance and similar
temperature trend of the places. Tennessee and North-
ern Florida form group 1. Cuba and South Florida
form group 2.

– Population dataset (Popu): The population dataset is a
collection of time series representing the population
estimates from 1900-1999 in 20 states of USA [3].
The 20 states are partitioned into two groups based
on their trends: group 1 consists of CA, CO, FL, GA,
MD, NC, SC, TN, TX, VA, and WA having the ex-
ponentially increasing trend while group 2 consists of
IL, MA, MI, NJ, NY, OK, PA, ND, and SD having a
stabilizing trend.

1The 25 states included were: CT, DC, DE, FL, MA, ME, MD, NC,
NJ, NY, PA, RI, VA, VT, WV, CA, IL, ID, IA, IN, KS, ND, NE, OK, SD.
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As Gavrilov et al. [17] did experiments showing that
normalization is suitable for time series clustering, each
time series in the datasets downloaded from the Internet
(ECG, Income, Temp, and Popu) are normalized by for-
mula x′i = (xi − µ)/σ, i ∈ [1, 2, . . . , n].

4.3 The Clustering Performance Evaluation

We took the widely used Euclidean distance for K-means
and hierarchical clustering algorithm. As the Reality
dataset only has one time series in each cluster that is not
suitable for K-means algorithm, it was only used for hi-
erarchical clustering. Since the clustering results of K-
means depend on the initial clustering centers that should
be randomly initialized in each run, we run K-means 100
times with random initialized centers for each experiment.
Section 4.3.1 gives the energy ratio of wavelet coefficients
within various scales and the calculated appropriate scale
for each used dataset. The evaluation of K-means clus-
tering algorithm with the proposed feature extraction algo-
rithm is given in Section 4.3.2. Section 4.3.3 describes the
comparative evaluation of hierarchical clustering with the
feature extraction algorithm.

4.3.1 The Energy Ratio and Appropriate Scale

Table 1 provides the energy ratio∑
m E(

−→
Dj)/

∑
m

∑J−1
j=0 E(

−→
Dj) (in proportion to the

energy) of wavelet coefficients within various scales for
all the used datasets. The calculated appropriate scales for
the nine datasets using Algorithm 1 are shown in Table
2. The algorithm stops after the first iteration (scale = 1)
for most of the datasets (Trace, Gun, Reality, ECG, Popu,
and Temp), and stops after the second iteration (scale =
2) for CBF and CC datasets. The algorithm stops after
the third iteration (scale = 3) only for Income dataset. If
the sampling frequency for the time series is f , wavelet
coefficients within scale j correspond to the information
with frequency f/2j. Table 2 shows that most used time
series datasets have important frequency components
beginning from f/2 or f/4.

4.3.2 K-means Clustering with and without Feature
Extraction

The average execution time of the chain process that first
executes feature extraction algorithm then performs K-
means with the extracted features (termed by FE + K-
means) with 100 runs and that of performing K-means di-
rectly on the original data (termed by K-means) with 100
runs are illustrated in Figure 2. The chain process executes
faster than K-means with original data for the used eight
datasets.

Table 3 describes the mean of the evaluation criteria val-
ues of 100 runs for K-means with original data. Table 4
gives the mean of the evaluation criteria values of 100 runs
for K-means with extracted features.
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Figure 2: The average execution time (s) of the K-means +
FE and K-means algorithms for eight datasets

To compare the difference between the mean obtained
from 100 runs of K-means with extracted features and that
obtained from 100 runs of K-means with corresponding
original data, two-sample Z-test or two-sample t-test can
be used. We prefer two-sample t-test because it is robust
with respect to violation of the assumption of equal popu-
lation variances, provided that the number of samples are
equal [39]. We use two-sample t-test with the following
hypothesis:

H0 : µ1 = µ2

H1 : µ1 6= µ2

where µ1 is the mean of the evaluation criteria values corre-
sponding to original datasets and µ2 is that corresponding
to extracted features. The significance level is set as 0.05.
When the null hypothesis (H0) is rejected, we conclude that
the data provide strong evidence that µ1 is different with
µ2, and which item is bigger can be easily gotten by com-
paring the corresponding mean values as shown in Table 3
and Table 4. We list the results of t-tests in Table 5 (If the
mean of the values of a criterion corresponding to extracted
features is significantly bigger than that corresponding to
the original data, we set the character as ’>’; if the mean of
the values of a criterion corresponding to extract features
is significantly smaller than that corresponding to the orig-
inal data, the character is set as ’<’; otherwise we set the
character as ’=’). Table 5 shows that the evaluation criteria
values corresponding to extracted features are bigger than
that corresponding to the original data eleven times, smaller
than that corresponding to the original data five times, and
equal to that corresponding to the original data twenty four
times for eight datasets. Based on the above analysis, we
can conclude that the quality of K-means algorithm with
extracted features is better than that with original data av-
eragely for the used datasets.

Table 6 gives the mean of the evaluation criteria values
of 100 runs of K-means with features in the prior scale.
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Table 1: The energy ratio (%) of the wavelet coefficients within various scales for all the used datasets

scale CBF CC Trace Gun Reality ECG Income Popu Temp
1 8.66 6.34 0.54 0.18 0.03 18.22 5.07 0.12 4.51
2 6.00 5.65 1.31 1.11 0.1 26.70 2.03 0.46 7.72
3 7.67 40.42 2.60 2.20 0.29 19.66 1.49 7.31 5.60
4 11.48 19.73 4.45 7.85 3.13 12.15 26.08 8.10 4.57
5 18.97 9.98 6.75 15.58 3.85 8.97 28.49 13.68 9.92
6 32.25 17.87 14.66 54.81 8.94 7.11 26.39 21.94 4.29
7 15.62 39.66 14.43 21.39 3.55 10.46 48.39 16.60
8 29.56 4.02 20.01 1.80 42.62
9 0.46 19.41 1.83 4.16
10 22.84

Table 2: The appropriate scales of all nine datasets

CBF CC Trace Gun Reality ECG Income Popu Temp
scale 2 2 1 1 1 1 3 1 1

The difference between the mean of criteria values pro-
duced by K-means algorithm with extracted features and
that of criteria values generated by the features in the pri-
ori scale validated by t-test is described in Table 7. The
mean of the criteria values corresponding to the extracted
features are twelve times bigger, nineteen times equal, and
nine times small than that corresponding to the features lo-
cated in priori scale. The mean of the evaluation criteria
values of 100 runs of K-means with features in the posterior
scale are shown in Table 8. Table 9 provides the t-test re-
sult of the difference between the clustering criteria values
of extracted features and the clustering criteria produced by
the features within posterior scale. The mean of the criteria
values corresponding to the extracted features are ten times
bigger than that corresponding to the features located in the
posterior scale, twenty nine times equal to that correspond-
ing to the features located in the posterior scale, and only
smaller than the features in the posterior scale one time.
Based on the result of hypothesis testing, we can conclude
that the quality of K-means algorithm with extracted appro-
priate features is better than that with features in the prior
scale and posterior scale averagely for the used datasets.

4.3.3 Hierarchical Clustering with and without
Feature Extraction

We used single linkage for the hierarchical clustering algo-
rithm in our experiments. Figure 3 provides the comparison
of the execution time of performing hierarchical clustering
algorithm with original data (termed by HC) and the chain
process of feature extraction plus hierarchical clustering al-
gorithm (termed by HC + FE). For clearly observing the
difference between the execution time of HC and HC + FE,
the execution time is also given in Table 10. The chain pro-
cess executes faster than hierarchical clustering with origi-

nal data for all nine datasets.
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Figure 3: The execution time (s) of the HC + FE and HC

Evaluating the quality of the hierarchial clustering algo-
rithm can be divided into subject way and objective way.
Dendrograms are good for subjectively evaluating hierar-
chical clustering algorithm with time series data [27]. As
only Reality dataset has one time series in each cluster that
is suitable for visual observation, we used it for subjective
evaluation and other datasets are evaluated by objective cri-
teria. Hierarchical clustering with Reality dataset and its
extracted features had the same clustering solution. Note
that this result is fit with the introduction of the dataset as
Euclidean distance produces the intuitively correct clus-
tering [26]. The dendrogram of the clustering solution is
shown in Figure 4.

As each run of hierarchical clustering for the same
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Table 3: The mean of the evaluation criteria values obtained from 100 runs of K-means algorithm with eight datasets

CBF CC Trace Gun ECG Income Popu Temp
Jaccard 0.3490 0.4444 0.3592 0.3289 0.2048 0.6127 0.7142 0.7801
Rand 0.6438 0.8529 0.7501 0.4975 0.5553 0.7350 0.7611 0.8358
FM 0.5201 0.6213 0.5306 0.4949 0.3398 0.7611 0.8145 0.8543
CSM 0.5830 0.6737 0.5536 0.5000 0.4240 0.8288 0.8211 0.8800
NMI 0.3450 0.7041 0.5189 0.0000 0.0325 0.4258 0.5946 0.6933

Table 4: The mean of the evaluation criteria values obtained from 100 runs of K-means algorithm with the extracted
features

CBF CC Trace Gun ECG Income Popu Temp
Jaccard 0.3439 0.4428 0.3672 0.3289 0.2644 0.6344 0.7719 0.8320
Rand 0.6447 0.8514 0.7498 0.4975 0.4919 0.7644 0.8079 0.8758
FM 0.5138 0.6203 0.5400 0.4949 0.4314 0.7770 0.8522 0.8912
CSM 0.5751 0.6681 0.5537 0.5000 0.4526 0.8579 0.8562 0.9117
NMI 0.3459 0.6952 0.5187 0.0000 0.0547 0.4966 0.6441 0.7832

Figure 4: The dendrogram of hierarchical clustering with
extracted features and that with original data for Reality
dataset

dataset always gets the same result, we don’t need multiple
runs, the criteria values obtained from extracted features
are compared to that obtained from original data directly
without hypothesis testing. Table 11 describes the eval-
uation criteria values produced by hierarchical clustering
with eight original datasets. Table 12 gives the evaluation
criteria values obtained from hierarchical clustering with
extracted features. The difference between the items in Ta-
ble 11 and Table 12 is provided in Table 13. The meaning
of the characters in Table 13 is described as below: ’>’
means a criterion value produced by extracted features is
bigger than that produced by original data; ’<’ denotes a
criterion value obtained from extracted features is smaller
than that obtained from original data; Otherwise, we set
the character as ’=’. Hierarchical clustering with extracted
features produces same result as clustering with the orig-
inal data on CBF, Trace, Gun, Popu and Temp datasets.
For other three datasets, the evaluation criteria values pro-

duced by hierarchial clustering with extracted features are
ten times bigger than, four times smaller than, and one
time equal to that obtained from hierarchical clustering
with original data. From the experimental results, we can
conclude that the quality of hierarchical clustering with ex-
tracted features is better than that with original data aver-
agely for the used datasets.

The criteria values produced by hierarchical clustering
algorithm with features in the prior scale are given in Ta-
ble 14. The criteria values corresponding to the extracted
features shown in Table 12 are nine times bigger than, five
times small than, and twenty six times equal to the crite-
ria values corresponding to the features in the prior scale.
Table 15 shows the criteria values obtained by hierarchi-
cal clustering algorithm with features in the posterior scale.
The criteria values produced by the extracted features given
in Table 12 are eleven times bigger than, four times smaller
than, and twenty five times equal to the criteria values cor-
responding to the features in the posterior scale. From the
experimental results, we can conclude that the quality of
hierarchical clustering with extracted features is better than
that of hierarchical clustering with features located in the
priori and posterior scale averagely for the used datasets.

5 Conclusions

In this paper, unsupervised feature extraction is carried out
in order to improve the time series clustering quality and
speed the clustering process. We propose an unsupervised
feature extraction algorithm for time series clustering using
orthogonal wavelets. The features are defined as the ap-
proximation coefficients within a specific scale. We show
that the sum of squared errors between the approximation
series reconstructed from the features and the time-series is
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Table 5: The difference between the mean of criteria values produced by K-means algorithm with extracted features and
with original datasets validated by t-test

CBF CC Trace Gun ECG Income Popu Temp
Jaccard < = = = > > = =
Rand > = = = < > = =
FM < = = = > > = =
CSM < = = = > > = =
NMI = < = = > > = >

Table 6: The mean of the evaluation criteria values obtained from 100 runs of K-means algorithm with features in the
prior scale

CBF CC Trace Gun ECG Income Popu Temp
Jaccard 0.3489 0.4531 0.3592 0.3289 0.2048 0.6138 0.7142 0.7801
Rand 0.6438 0.8557 0.7501 0.4975 0.5553 0.7376 0.7611 0.8358
FM 0.5200 0.6299 0.5306 0.4949 0.3398 0.7615 0.8145 0.8543
CSM 0.5829 0.6790 0.5536 0.5000 0.4240 0.8310 0.8211 0.8800
NMI 0.3439 0.7066 0.5189 0.0000 0.0325 0.4433 0.5946 0.6933

Table 7: The difference between the mean of criteria values produced by K-means algorithm with extracted features and
with features in the priori scale validated by t-test

CBF CC Trace Gun ECG Income Popu Temp
Jaccard < < = = > > = =
Rand > < = = < > = =
FM < < = = > > = =
CSM < < = = > > = =
NMI > < = = > > = >

Table 8: The mean of the evaluation criteria values obtained from 100 runs of K-means algorithm with features in the
posterior scale

CBF CC Trace Gun ECG Income Popu Temp
Jaccard 0.3457 0.4337 0.3632 0.3289 0.2688 0.4112 0.7770 0.8507
Rand 0.6455 0.8482 0.7501 0.4975 0.4890 0.5298 0.8141 0.8906
FM 0.5158 0.6114 0.5352 0.4949 0.4388 0.5826 0.8560 0.9031
CSM 0.5771 0.6609 0.5545 0.5000 0.4663 0.6205 0.8611 0.9216
NMI 0.3474 0.6868 0.5190 0.0000 0.0611 0.0703 0.6790 0.8037

Table 9: The difference between the mean of criteria values produced by K-means algorithm with extracted features and
with features in the posterior scale validated by t-test

CBF CC Trace Gun ECG Income Popu Temp
Jaccard = > = = = > = =
Rand = > = = = > = =
FM = > = = = > = =
CSM = > = = < > = =
NMI = > = = = > = =
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Table 10: The execution time (s) of HC + FE and HC

CBF CC Trace Gun ECG Income Popu Temp Reality
HC 13.7479 51.3319 2.7102 2.1256 0.3673 0.0169 0.0136 0.0511 0.0334
HC + FE 12.1269 49.7365 2.6423 2.0322 0.2246 0.0156 0.0133 0.0435 0.0172

Table 11: The evaluation criteria values produced by hierarchical clustering algorithm with the original eight datasets

CBF CC Trace Gun ECG Income Popu Temp
Jaccard 0.3299 0.5594 0.4801 0.3289 0.3259 0.5548 0.4583 0.4497
Rand 0.3369 0.8781 0.7488 0.4975 0.3619 0.5800 0.5211 0.4877
FM 0.5714 0.7378 0.6827 0.4949 0.5535 0.7379 0.6504 0.6472
CSM 0.4990 0.7540 0.6597 0.5000 0.4906 0.6334 0.6386 0.6510
NMI 0.0366 0.8306 0.6538 0.0000 0.0517 0.1460 0.1833 0.1148

Table 12: The evaluation criteria values obtained by hierarchical clustering algorithm with appropriate features extracted
from eight datasests

CBF CC Trace Gun ECG Income Popu Temp
Jaccard 0.3299 0.5933 0.4801 0.3289 0.3355 0.5068 0.4583 0.4497
Rand 0.3369 0.8882 0.7488 0.4975 0.3619 0.5200 0.5211 0.4877
FM 0.5714 0.7682 0.6827 0.4949 0.5696 0.6956 0.6504 0.6472
CSM 0.4990 0.7758 0.6597 0.5000 0.4918 0.6402 0.6386 0.6510
NMI 0.0366 0.8525 0.6538 0.0000 0.0847 0.0487 0.1833 0.1148

Table 13: The difference between the criteria values obtained by hierarchical clustering algorithm with eight datasets and
with features extracted from the datasets

CBF CC Trace Gun ECG Income Popu Temp
Jaccard = > = = > < = =
Rand = > = = = < = =
FM = > = = > < = =
CSM = > = = > > = =
NMI = > = = > < = =

Table 14: The evaluation criteria values obtained by hierarchical clustering algorithm with features in the prior scale

CBF CC Trace Gun ECG Income Popu Temp
Jaccard 0.3299 0.5594 0.4801 0.3289 0.3259 0.5548 0.4583 0.4497
Rand 0.3369 0.8781 0.7488 0.4975 0.3619 0.5800 0.5211 0.4877
FM 0.5714 0.7378 0.6827 0.4949 0.5535 0.7379 0.6504 0.6472
CSM 0.4990 0.7540 0.6597 0.5000 0.4906 0.6334 0.6386 0.6510
NMI 0.0366 0.8306 0.6538 0.0000 0.0517 0.1460 0.1833 0.1148
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Table 15: The evaluation criteria values obtained by hierarchical clustering algorithm with features in the posterior scale

CBF CC Trace Gun ECG Income Popu Temp
Jaccard 0.3299 0.4919 0.4801 0.3289 0.3355 0.5090 0.4583 0.4343
Rand 0.3369 0.8332 0.7488 0.4975 0.3619 0.5467 0.5211 0.5123
FM 0.5714 0.6973 0.6827 0.4949 0.5696 0.6908 0.6504 0.6207
CSM 0.4990 0.6640 0.6597 0.5000 0.4918 0.6258 0.6386 0.6340
NMI 0.0366 0.7676 0.6538 0.0000 0.0847 0.0145 0.1833 0.1921

equal to the energy of the wavelet coefficients within this
scale and lower scales. Based on this property, we leverage
the conflict of taking lower dimensionality and lower sum
of squared errors simultaneously by finding the scale within
which the energy of wavelet coefficients is lower than that
within the nearest lower scale. An efficient feature extrac-
tion algorithm is designed without reconstructing the ap-
proximation series. The time complexity of the feature ex-
traction algorithm can achieve O(mn) with Haar wavelet
transform. The main benefit of the proposed feature ex-
traction algorithm is that dimensionality of the features is
chosen automatically.

We conducted experiments on nine time series datasets
using K-means and hierarchical clustering algorithm. The
clustering results were evaluated by subjective observation
and five objective criteria. The chain process of perform-
ing feature extraction firstly then executing clustering al-
gorithm with extract features executes faster than cluster-
ing directly with original data for all the used datasets.
The quality of clustering with extracted features is better
than that with original data averagely for the used datasets.
The quality of clustering with extracted appropriate fea-
tures is also better than that with features corresponding
to the scale prior and posterior to the appropriate scale.
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Let G be a series-parallel graph with integer edge weights. A p-coloring of G is a mapping of vertices of
G into Zp (ring of integers modulo p) so that the distance between colors of adjacent vertices u and v is at
least the weight of the edge uv. We describe a quadratic time p-coloring algorithm where p is either twice
the maximum edge weight or the largest possible sum of three weights of edges lying on a common cycle.

Povzetek: Opisano je barvanje grafov.

1 Introduction

The motivation of the problem is twofold. An instance of
coloring edge weighted graphs is the channel assignment
problem, cf. [4]. On the other hand, traditional vertex col-
oring of (unweighted) graphs can be viewed as a circu-
lar one—consider the colors to lie in an appropriate ring
of integer residues. Circular colorings of graphs, see [8]
for a comprehensive survey, where we allow the vertices
to be colored by real numbers (modulo p) model several
optimization problems better than traditional colorings of
graphs. Circular chromatic number, the minimum p for
which a circular coloring exists, is a refinement of the chro-
matic number of a graph, and similarly NP-hard to com-
pute.

If the largest complete minor in (an unweighted graph) G
has k vertices and k < 6, then the valid cases of Hadwiger
conjecture imply χ(G) ≤ k, see [7].

Let G = (V, E, w) be a weighted graph (where (V, E)
is the underlying unweighted graph) with edge weights w
(and w : E → [1,∞)). We can, similarly as in the un-
weighted case, define the size of the largest complete mi-
nor, see [5, 6, 3]: the size of the largest weighted K2-minor
in G is twice the maximal edge weight, and for the size
of the largest weighted complete K3 minor we have also to
consider the biggest possible sum of weights of three edges
lying on the common cycle. If G is a series parallel graph
then the largest of the above-mentioned quantities is called
the weighted Hadwiger number of G, which we denote by
h(G).

The weighted case of Hadwiger conjecture is valid only
for graphs satisfying h(G) < 4, i.e., it is true that if h(G) <
4, then the weighted chromatic number of G, which we
denote by χw(G), is at most h(G) [3]. If a weighted graph
G is not series-parallel, then it may occur that χw(G) >
h(G), see [3] for examples.

Hence, for series-parallel weighted graphs h(G) is a nat-
ural upper bound for χw(G). We present an algorithm
for h(G)-coloring weighted series-parallel graphs. As op-

posed to results in [3], the coloring algorithm presented
here successfully colors series-parallel graphs with at most
h(G) colors even if the ratio between maximal and minimal
edge weights exceeds 2.

2 Definitions and preprocessing
Let N denote the set of positive integers and let Zp de-
note the ring of integers modulo p. If x, y ∈ Zp then we
denote the distance between x and y in Zp by |x − y|p.
Let G = (V, E, w) be a weighted series-parallel graph.
Series-paralel graphs are constructed by first pasting trian-
gles along edges (starting with a triangle), and then delet-
ing edges [2]. In order to avoid computational difficulties
concerning real numbers we shall assume that weights are
integers, w : E → N. A p-coloring of G is a mapping
c : V → Zp so that for every edge e = uv the condition

|c(u)− c(v)|p ≥ w(uv)

is satisfied. Given a p-coloring c and an edge e = uv, we
call |c(v) − c(u)|p the span of e, denoted by span(e), and
say that e is tight if its span equals its weight. We shall also
say that p is the size of the color space Zp.

2.1 Tree decomposition

Tree decomposition, see [2] for the theoretical background,
of a series-parallel graph can be computed in linear-
time [1]. Given a tree-decomposition (TG,V) of G we can
by adding edges to G (and setting their weights to 1) as-
sume that G is an edge-maximal series parallel graph. The
parts V of the decomposition are exactly the edges and tri-
angles of G. Two parts are adjacent (in TG) if and only
if one part is a triangle t, the other is an edge e, and e is
incident with t.

Hence, G is 2-connected, and given distinct edges e and
f from G, there exists a cycle containing both. We shall
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use both G and its tree decomposition (TG, V ) for storing
the graph during the course of the coloring algorithm.

Let e = v1v2 be an edge in G. If {v1, v2} is a separator
in G we say that an edge e is a separating edge in G, and e
is called nonseparating otherwise. If e = v1v2 is separat-
ing and G−{v1, v2} consists of k components C1, . . . , Ck,
then Gi (i = 1, . . . , k) denotes the graph (infact its repre-
sentation) induced by vertices of Ci and {v1, v2}. We call
Gi’s (i = 1, . . . , k) the e-splits of G.

Throughout the algorithm we shall keep track whether
an edge e is a separating edge of G. This can be easily
seen from TG, namely, an edge e is nonseparating if it is
adjacent to a single triangle in TG.

Let t = e1e2e3 be a triangle (t contains edges e1, e2,
and e3) in G. Let us further assume that e1 is a separating
edge and let G0, G1 . . . , Gk be all e1-splits of G, so that
G0 contains triangle t as its subgraph. Then the (graph)
union G1 ∪ . . . ∪ Gk is called the (t, e1)-fragment of G
and is denoted by G(t, e1). If e is nonseparating, and there
exists a triangle t containing e (there may be at most one),
then the (t, e)-fragment of G is the graph containing only
e together with its endvertices. We call a graph trivial if it
contains at most two vertices.

2.2 Heavy cycle, heavy triangle
As noted in the introduction h(G), the hadwiger number of
G, equals either twice the weight of the heaviest edge or
the sum of three largest edge weights of edges lying on a
common cycle. It is the latter option that is more appealing
to our problem.

Let t = f1f2f3 be a triangle in G. Define G1 =
G(t, f1), G2 = G(t, f2), and G3 = G(t, f3). If Gi

(i = 1, 2, 3) is trivial, then we say that ei = fi is a re-
alizing edge of t (in Gi). If Gi is not trivial then every
heaviest edge in Gi can be chosen as a realizing edge of t
(in Gi). Weight of a triangle t, w(t), is defined as the sum
of edge weights of edges realizing t. Clearly enough, the
realizing edges of a triangle lie on a common cycle in G.

Let e1 and e2 be distinct edges with largest edge weights
in G. Triangle t is called a heavy triangle if w(t) equals
h(G), and both e1 and e2 are realizing edges of G. It may
occur that no triangle is heavy in G. In this case we can by
increasing weight of a single edge construct a heavy trian-
gle in G while not increasing h(G). This is the essence of
the procedure heavyTriangle described in the next section.

By scanning through the edges of G, we find some heav-
iest edge ea = uava. Next we run

heavyTriangle(G, ea, ea, ea) 7→ h(G); t, fa, fb, fc; eb, ec, P.

Finally, we set p = h(G), c(ua) = 0, c(va) = w(ea) and
run the main coloring procedure

color(G, p, t; fa, fb, fc; ea, eb, ec; P )

using a heavy triangle t = fafbfc with its realizing edges
ea, eb, and ec as arguments.

3 Coloring algorithm
The coloring algorithm is recursive. Given a graph G with
two precolored adjacent vertices ua and va we split G along
a carefully chosen edge(s) into several subgraphs, say G0,
G1, . . . Only one of these, say G0, contains both ua and
va, and it is the first one to get colored. We find colorings
of G1, G2, . . . recursively, taking care that exactly two ver-
tices of Gj are already colored when it is Gj’s turn.

3.1 Looking for a heavy triangle
We shall first describe the routine heavyTriangle. The input
for his routine consists of weighted graph G, edges ea and
eb (ea is heaviest in G, and eb is either second heaviest in
G or ea = eb), and a path P ⊆ TG linking edges ea and eb

(P is trivial in case ea = eb).
The routine heavyTriangle outputs, apart from the possi-

bly new eb and P , also the hadwiger number h(G), a heavy
triangle t = fafbfc, and its third realizing edge ec. We set
the notation so that ea ∈ E(G(t, fa)), eb ∈ E(G(t, fb)),
and ec ∈ E(G(t, fc)), and assume that h(G) = w(ea) +
w(eb) + w(ec).

We use the following shorthand

heavyTriangle(G, ea, eb, P ) 7→ h(G); t, fa, fb, fc; eb, ec, P.

The routine runs as follows:
(T1) if ea = eb then

we find some second heaviest edge in G and adjust P so
that P links ea and the newly determined eb. Hence ea 6=
eb.
(T2) For every triangle τ we compute the realizing edges
and its weight w(τ). This can be done by tracing TG start-
ing from ea first. Hence ea is one of the realizing edges in
every triangle τ . By retracing towards ea from the leaves
of TG we compute the other two realizing edges of every
triangle recursively. Finally we set that eb is one of the re-
alizing edges in every triangle lying in P (in the direction
from eb to ea).
(T3) Find the triangle t′ with largest possible w(t′). Set
h(G) = max{w(t′), 2w(ea)}.
(T4) If h(G) > w(t′) or

h(G) = w(t′) and eb is not one of the realizing edges of t′

then do the following:
Let t = fafbfc be an arbitrary triangle from P so that ea ∈
G(t, fa) and eb ∈ G(t, fb). Set ec = fc and increase the
weight of ec = fc by setting w(ec) = h(G) − w(ea) −
w(eb). Note that increasing weight of ec does not increase
h(G), as ea and eb are heaviest edges in G.
(T5) If h(G) = w(t′) and

eb is one of the realizing edges in t′

then :
By (T2) ea is also one of the realizing edges in t′. Set
t = t′. Further, set ec to be the third realizing edge in
t = fafbfc where the notation of edges in t is chosen so
that ea ∈ E(G(t, fa)), etc.
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(T6) output h(G); t, fa, fb, fc; eb, ec;P .
It is not difficult to see that heavyTriangle runs in linear

time.

3.2 Recursion

We shall first describe a routine for coloring a graph with
small edge weights. Let e = uv be the heaviest edge in G,
and assume that p ≥ 3w(e), where p denotes the size of the
color space. Let us also assume that colors c(u) and c(v)
are already determined so that the span(e) is at most p −
2w(e). Procedure colorCgraph with G, p, and e as its input
(satisfying the above conditions) extends the coloring c to
the remaining vertices of G. This can be done by tracing
along TG starting at e, and taking care that every edge f ∈
G satisfies span(f) ≤ p − 2w(e) (as w(f) ≤ w(e)). It is
easy to implement colorCgraph to run in linear time.

We turn our attention to coloring the graph in case its
edge weights (at least some of them) are large when com-
pared to h(G). Let G be a weighted graph, p an upper
bound for h(G), t = fafbfc a heavy triangle, and ea, eb,
and ec its realizing edges (so that ea ∈ E(G(t, fa)), etc.).
Let P be a path in TG joining ea and eb, and suppose that
a coloring of endvertices of ea is given so that ea is tight.
Then
COLORING PRINCIPLE. With the assumptions as above
the procedure color extends the coloring c to the rest of G
so that

(i) apart from ea the edge eb is also tight, and
(ii) span(ec) ≤ p− w(ea)− w(eb).
The call

color(G, p, t; fa, fb, fc; ea, eb, ec; P )

splits into three cases, and exactly one of them applies.
These three cases will also serve as a recursive proof that
a graph can indeed be colored according to the principle.
The first case (C1) serves as the recursion basis, the last
two cases (C2) and (C3) serve as recursion steps.
(C1) if G contains a single triangle t then.
In this case ea = fa, eb = fb, and ec = fc. Let u and v be
the (colored) endvertices of ea, and let w be the common
endvertex of eb and ec. There exists a unique color c(w) so
that eb is tight and span(ec) = p−w(ea)−w(eb). Hence,
we can extend the coloring to G according to the coloring
principle.
exit
(C2) if ea is a separating edge in G then

let G0, G1, . . . , Gk be the ea-splits of G so that G0 contains
eb, ec, fa, fb, fc, t, and P . We first color G0 by calling
color(G0, p, t; fa, fb, fc; ea, eb, ec;P )
and then take care of the other splits:
for i = 1 to k do

heavyTriangle(Gi, p, ea, ea, ea) 7→
h(Gi), ti; fai, fbi, fci; ebi, eci, Pi

for i = 1 to k do

color(Gi, p, ti; fai, fbi, fci; ea, ebi, eci; Pi)
exit

(C3) if ea is nonseparating in G then

we first increase weights of fb and fc by setting w(fc) =
w(ec) and w(fb) = w(eb).

Let Ga be the graph containing G(t, ea) and triangle t.
Observe that either Ga contains at least two triangles or at
least one of G(t, fb), G(t, fc) is not trivial (i.e. at least one
of fb, fc is separating in G). Let Pa be the subpath of P
linking fb and ea. Since w(fb) = w(eb) the edge fb is
second heaviest in Ga.
if ea = fa then

color(Ga, p, t; ea, fb, fc; ea, fb, fc; Pa)
Note that in the above case Ga contains a single triangle t
as ea is not separating in G.
else

Observe that w(fa) ≤ w(eb) = w(fb), as eb is second
heaviest in G and ea 6= fa. Hence, we increase the weight
by setting w(fa) = w(fb), which makes fa second heavi-
est in G(t, fa). Let P ′ be the subpath of Pa linking ea and
fa, let G′ be the graph G(t, fa), and let G′′ be the subgraph
of G induced by triangle t.

heavyTriangle(G′, p, ea, fa, P ′) 7→
h(G′), t′; f ′a, f ′b, f

′
c; fa, e′c, P

′

color(G′, p, t′; f ′a, f ′b, f
′
c; ea, fa, e′c; P

′)
After coloring G′ the edge fa is tight and we also

color(G′′, p, t; fa, fb, fc; fa, fb, fc; fatfb)
end if

Note that at this point endvertices of both fb and fc

are colored. What is more, fb is tight, and by recursion,
span(fc) ≤ p− w(ea)− w(fb) = p− w(ea)− w(eb).

Finally we settle the uncolored parts.
if fb is separating in G then

heavyTriangle(G(t, fb), fb, eb, ebPfb) 7→
h(G(t, fb)), t1; fa1, fb1, fc1; eb1, ec1, P1

color(G(t, fb), p, t1; fa1, fb1, fc1; fb, eb1, ec1; P1)
if fc is separating in G then

colorCgraph(G(t, fc), p, fc)
exit

4 Time complexity

The last section is devoted to estimating the speed of the
coloring algorithm.
TIME COMPLEXITY. There exists a constant C so that for
every weighed series parallel graph G of order n, the run-
ning time of the described coloring algorithm is bounded
above by Cn2. In other words, we can h(G)-color a
weighted series parallel graph G in quadratic time.

As already mentioned, the preprocessing takes linear
amount of time. After preprocessing G is an edge maxi-
mal series parallel graph. If G contains n + 3 vertices then
G contains n triangles, 2n + 1 edges, and 3n lines (edge–
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triangle incidencies). All these quantities are equally ap-
propriate for measuring the size of the problem.

Let T (n) denote the maximal running time for the color
procedure taking a graph G with n triangles as an input. We
have to show that T (n) ≤ Cn2 assuming T (m) ≤ Cm2

for every m < n.
Let D0n be the upper bound for the running times of

both heavyTriangle and colorCgraph if they take a graph G
containing n triangles as input.

A call of color with G as its argument takes one of the
three possible options: (C1), (C2), or (C3). The running
time of (C1) is bounded above by a constant, say D1.

If (C2) applies let G0, G1, . . . , Gk be the splits. Observe
that k ≥ 1. Since Gi’s together contain exactly n trian-
gles, the recursively called procedures heavyTriangle cu-
mulatively take no more than D0n running time.

Let (n0, n1, n2, . . . , nk) be a proper (integer) partition
of n, i.e. n0, n1, n2, . . . , nk ≥ 1, k ≥ 1, and n0 + n1 +
· · ·+ nk = n. Then

n2
0 +n2

1 + · · ·+n2
k ≤ n2

0 +(n1 + · · ·+nk)2 ≤ (n−1)2 +1
(1)

Now (1) implies that the cumulative running time of recur-
sive calls of procedure color in (C2) is bounded from above
by C(n− 1)2 + C. Summing it all up, the running time of
(C2) is bounded from above by C(n−1)2+C+D0n+D2n
if we use at most D2n time for running the loops (exclud-
ing time for recursive calls of heavyTriangle and color).

The case when (C3) applies is settled similarly as above.
Assume that the base running time of (C3) (i.e. the running
time excluding running times of recursive calls of color,
colorCgraph, and heavyTriangle) is bounded by constant
D3. Recursive color-ing and colorCgraph-ing takes at most
C(n−1)2+C, and heavyTriangle-s take at most D0n time.

Combining all three possibilities yields
T (n) ≤ max{D1, C(n− 1)2 + C + D0n + D2n,

C(n− 1)2 + C + D0n + D3}
≤ max{D1, Cn2 + (−2Cn + 2C + D0n + D2n),

Cn2 + (−2Cn + C + D0n + D3)},
which is, if C is large enough, at most Cn2. This proves
the assertion on time complexity.
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Grammatical Evolution (GE) is a novel data driven, model induction tool, inspired by the biological gene-
to-protein mapping process. This study provides an introduction to GE, and demonstrates the methodology
by applying it to model the corporate bond-issuer credit rating process, using information drawn from the
financial statements of bond-issuing firms. Financial data and the associated Standard & Poor’s issuer-
credit ratings of 791 US firms, drawn from the year 1999/2000 are used to train and test the model. The
best developed model was found to be able to discriminate in-sample (out-of-sample) between investment-
grade and junk bond ratings with an average accuracy of 87.59 (84.92)% across a five-fold cross validation.

Povzetek: Metoda gramatične evolucije je uporabljena za klasificiranje kreditov.

1 Introduction

Grammatical Evolution (GE) [1], represents an evolution-
ary automatic programming methodology, and can be used
to evolve rule sets. These rule sets can be as general as a
functional expression which produces a good mapping be-
tween a series of known input-output data vectors. A par-
ticular strength of the methodology is that the form of the
model need not be specified a priori by the modeler. This
is of particular utility in cases where the modeler has a the-
oretical or intuitive idea of the nature of the explanatory
variables, but a weak understanding of the functional rela-
tionship between the explanatory and the dependent vari-
able(s). GE does not require that the model form is linear,
nor does the method require that the measure of model er-
ror used in model construction is a continuous or differen-
tiable function. Neither is GE a black box method. As such
the evolved rules (taking the form of symbolic expressions
in this instance) are amenable to human interpretation and
consequently have the potential to enhance our understand-
ing of the problem domain.

A key element of the methodology is the concept of
a Grammar, which governs the creation of the rule sets.
This paper describes the GE methodology, and applies the
methodology to accurately model the corporate bond rating
process.

Most large firms employ both share and debt capital to
provide long-term finance for their operations. The debt
capital may be provided by a bank, or may be obtained by
selling bonds directly to investors. As an example of the
scale of US bond markets, the value of bonds issued in the
first quarter of 2003 totalled $1.70 trillion [2]. A bond can

be defined as a ‘debt security which constitutes a promise
by the issuing firm, to pay a stated rate of interest based on
the face value of the bond, and to redeem the bond at this
face value at maturity.’ When a publicly-traded company
wants to issue traded debt (bonds), it must obtain a credit
rating for the issue from at least one recognised rating
agency (Standard and Poor’s (S&P), Moody’s or Fitches’).
The credit rating represents the rating agency’s opinion, at a
specific date, of the creditworthiness of a borrower in gen-
eral (an issuer credit rating), or in respect of a specific debt
issue (a bond credit rating). Therefore it serves as a sur-
rogate measure of the risk of non-payment of interest or
capital of a bond. These ratings impact on the borrowing
cost and the marketability, of issued bonds.

1.1 Motivation for study

There are a number of reasons to suppose a priori that the
use of an evolutionary automatic programming (EAP) ap-
proach such as GE, can prove fruitful in this domain.

In common with the related corporate failure predic-
tion problem [3], a feature of the bond-rating problem is
that there is no clear theoretical framework for guiding
the choice of explanatory variables, or model form. Rat-
ing agencies assert that their credit rating process involves
consideration of both financial and non-financial informa-
tion about the firm and its industry, but the precise factors
utilised, and the related weighting of these factors, are not
publicly disclosed by the rating agencies. In the absence
of an underlying theory, most published work on credit
rating prediction employs a data-inductive modelling ap-
proach, using firm-specific financial data as explanatory
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variables, in an attempt to recover the model used by the
rating agencies. This produces a high-dimensional combi-
natorial problem, as the modeller is attempting to uncover
a good set of model inputs, and model form, giving rise to
particular potential for an evolutionary automatic program-
ming methodology such as GE. In this initial application of
GE to modelling credit rating, we restrict attention to the
binary classification case (discriminating between invest-
ment grade vs junk grade ratings). This will be extended to
the multi-class case in future work. It is noted that a limited
number of studies have applied a grammar-based method-
ology to constrain the search space for classification rules
[3, 4, 5, 6]. This study extends this methodology into the
domain of bond-rating.

The rest of this contribution is organized as follows. The
next section provides an overview of the literature on bond
rating, followed by a section which describes Grammatical
Evolution. We then outline the data set and methodology
utilised. The following sections provide the results of the
study followed by a number of conclusions.

2 Bond rating

Several categories of individuals would be interested in a
model that could produce accurate estimates of bond rat-
ings. Such a model would be of interest to firms that are
considering issuing debt as it would enable them to esti-
mate the likely return investors would require if the debt
was issued, thereby providing information for the pricing
of the bonds. The model could also be used to assess the
credit-worthiness of firms that have not issued debt and
hence do not already have a published bond rating. This
information would be useful to bankers or other companies
that are considering whether they should extend credit to
that firm. Much rated debt is publicly traded on stock mar-
kets, and bond ratings are typically changed infrequently.
An accurate bond-rating prediction model could indicate
whether the current rating of a bond is still justified. To
the extent that an individual investor could predict a bond
rerating before other investors foresee it, this may provide a
trading edge. In addition, the recent introduction of credit-
risk derivatives allows investors to buy protection against
the risk of the downgrade of a bond [7]. The pricing of
such derivative products requires a quality model for esti-
mating the likelihood of a credit rating change.

2.1 Bond Rating Notation

Although the precise notation used by individual rating
agencies to denote the creditworthiness of a bond or issuer
varies, in each case the rating is primarily denoted by a
discrete, mutually exclusive, ‘letter grade’. Taking the rat-
ing structure of S&P as an example, the ratings are broken
down into 10 broad classes. The highest rating is denoted
AAA, and the ratings then decrease in the following order,
AA, A, BBB, BB, B, CCC, CC, C, D. Ratings between

AAA and BBB (inclusive) are deemed to represent invest-
ment grade, with lower quality ratings deemed to represent
debt issues with significant speculative characteristics (junk
bonds). A ‘C’ grade represents a case where a bankruptcy
petition has been filed, and a ‘D’ rating represents a case
where the borrower is currently in default on their finan-
cial obligations. As would be expected, the probability of
default depends strongly on the initial rating which a bond
receives (see table 1).

Initial Rating Defaults (%)
AAA 0.52
AA 1.31
A 2.32

BBB 6.64
BB 19.52
B 35.76

CCC 54.38

Table 1: Rate of default by initial rating category (1987-
2002)(from [8]).

Ratings from AAA to CCC can be modified by the ad-
dition of a + or a -, to indicate at which end of the rating
category the bond rating falls.
An initial rating is prepared when a bond is being issued,
and this rating is periodically reviewed thereafter by the
rating agency. Bonds (or issuers) may be re-rated upwards
(upgrade) or downwards (downgrade) if firm or environ-
mental circumstances change. A re-rating of a bond below
investment grade to junk bond status (such bonds are col-
orfully termed ‘a fallen angel’) may trigger a significant
sell-off as many institutional investors are only allowed, by
external or self-imposed regulation, to hold bonds of in-
vestment grade. The practical affect of a bond (or issuer)
being assigned a lower rather than a higher rating is that
its perceived riskiness in the eyes of potential investors in-
creases, and consequently the required interest yield of the
bond rises.

2.2 Prior Literature

In essence, the objective of constructing a model of bond
ratings, is to produce a model of rating agency behaviour,
using publicly available information. A large literature ex-
ists on bond-rating prediction. Earliest attempts utilised
statistical methodologies such as linear regression (OLS)
[9], multiple discriminant analysis [10], the multi-nomial
logit model [11], and ordered-probit analysis [12]. The
results from these studies varied, and typically results of
about 50-60% prediction accuracy (out-of-sample) were
obtained, using financial data as inputs. With the advent
of artificial intelligence and machine learning, the range of
techniques applied to predict bond ratings has expanded to
include neural networks [13]. In the case of prior neural
network research, the predictive accuracy of the developed
models has varied. Several studies employed a binary pre-
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dictive target and reported good classification accuracies.
For example, [14] used a neural network to predict AA or
non-AA bond ratings, and obtained an accuracy of approx-
imately 83.3%. However, a small sample size (47 compa-
nies) was adopted in the study, making it difficult to gener-
alise strongly from its results.

3 Grammatical evolution

Evolutionary algorithms (EAs) operate on principles of
evolution, usually being coarsely modelled on the theories
of survival of the fittest and natural selection [15]. In gen-
eral, evolutionary algorithms can be characterized as:

x[t + 1] = r(v(s(x[t]))) (1)

where x[t] is the population of solutions at iteration t ,
v(.) is the random variation operator (crossover and mu-
tation), s(.) is the selection for reproduction operator, and
r is the replacement operator which determines which of
the parents and children survive into the next generation.
Therefore the algorithm turns one population of candidate
solutions into another, using selection, crossover and mu-
tation. Selection exploits information in the current pop-
ulation, concentrating interest on ‘high-fitness’ solutions.
Crossover and mutation perturb these solutions in an at-
tempt to uncover better solutions, and these operators can
be considered as general heuristics for exploration.

GE is a grammatical approach to Genetic Programming
(GP) that can evolve computer programs (or rulesets) in
any language, and a full description of GE can be found
in [1, 16, 17, 18]. Rather than representing the programs
as syntax trees, as in Koza’s GP [19], a linear genome rep-
resentation is used. Each individual, a variable length bi-
nary string, contains in its codons (groups of 8 bits) the
information to select production rules from a Backus Naur
Form (BNF) grammar. In other words, an individual’s bi-
nary string contains the instructions that direct a develop-
mental process resulting in the creation of a program or
rule. As such, GE adopts a biologically-inspired, genotype-
phenotype mapping process.

At present, the search element of the system is carried
out by an evolutionary algorithm, although other search
strategies with the ability to operate over binary or integer
strings have also been used [1, 5]. The GE system pos-
sesses a modular structure (see figure 1) which will allow
future advances in the field of evolutionary algorithms to
be easily incorporated.

3.1 The Biological Approach

The GE system is inspired by the biological process of gen-
erating a protein from the genetic material of an organism.
Proteins are fundamental in the proper development and
operation of living organisms and are responsible for traits
such as eye color and height [20].

The genetic material (usually DNA) contains the in-
formation required to produce specific proteins at differ-
ent points along the molecule. For simplicity, consider
DNA to be a string of building blocks called nucleotides,
of which there are four, named A, T, G, and C, for ade-
nine, tyrosine, guanine, and cytosine respectively. Groups
of three nucleotides, called codons, are used to specify
the building blocks of proteins. These protein building
blocks are known as amino acids, and the sequence of these
amino acids in a protein is determined by the sequence of
codons on the DNA strand. The sequence of amino acids is
very important as it determines the final three-dimensional
structure of the protein, which in turn has a role to play in
determining its functional properties.
In order to generate a protein from the sequence of nu-
cleotides in the DNA, the nucleotide sequence is first
transcribed into a slightly different format, that being a
sequence of elements on a molecule known as mRNA.
Codons within the mRNA molecule are then translated to
determine the sequence of amino acids that are contained
within the protein molecule. The application of produc-
tion rules to the non-terminals of the incomplete code be-
ing mapped in GE is analogous to the role amino acids play
when being combined together to transform the growing
protein molecule into its final functional three-dimensional
form.

The result of the expression of the genetic material as
proteins in conjunction with environmental factors is the
phenotype. In GE, the phenotype is a sentence or sentences
in the language defined by the input grammar. These sen-
tences can take the form, for example, of functions, pro-
grams, or as in the case of this study, rule sets. The pheno-
type is generated from the genetic material (the genotype)
by a process termed a genotype-phenotype mapping. This
is unlike the standard method of generating a solution di-
rectly from an individual in an evolutionary algorithm by
explicitly encoding the solution within the genetic mate-
rial. Instead, a many-to-one mapping process is employed
within which the robustness of the GE system lies. Fig-
ure 2 compares the mapping process employed in both GE
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Figure 1: Modular structure of grammatical evolution
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Figure 2: A comparison between the grammatical evolu-
tion system and a biological genetic system. The binary
string of GE is analogous to the double helix of DNA, each
guiding the formation of the phenotype. In the case of GE,
this occurs via the application of production rules to gen-
erate the terminals of the compilable program. In the bi-
ological case by directing the formation of the phenotypic
protein by determining the order and type of protein sub-
components (amino acids) that are joined together.

and biological organisms.

3.2 The Mapping Process

When tackling a problem with GE, a suitable BNF (Backus
Naur Form) grammar definition must first be defined. The
BNF can be either the specification of an entire language
or, perhaps more usefully, a subset of a language geared
towards the problem at hand.

In GE, a BNF definition is used to describe the output
language to be produced by the system. BNF is a notation
for expressing the grammar of a language in the form of
production rules. BNF grammars consist of terminals,
which are items that can appear in the language, e.g. bi-
nary operators +, -, unary operators Sin, constants 1.0 etc.
and non-terminals, which can be expanded into one
or more terminals and non-terminals. For example from the
grammar detailed below, <expr> can be transformed into
one of four rules, i.e it becomes <expr><op><expr>,
(<expr><op><expr>) (which is the same as the first,
but surrounded by brackets), <pre-op>(<expr>), or
<var>. A grammar can be represented by the tuple
{N,T, P, S}, where N is the set of non-terminals, T the
set of terminals, P a set of production rules that maps the
elements of N to T , and S is a start symbol which is a
member of N . When there are a number of productions
that can be applied to one element of N the choice is de-
limited with the ‘|’ symbol. For example,

N = { <expr>, <op>, <pre_op> }

T = {Sin, +, -, /, *, X, 1.0, (, )}

S = <expr>

And P can be represented as:

(A) <expr> ::= <expr> <op> <expr> (0)
| ( <expr> <op> <expr> ) (1)
| <pre-op> ( <expr> ) (2)
| <var> (3)

(B) <op> ::= + (0)
| - (1)
| / (2)
| * (3)

(C) <pre-op> ::= Sin

(D) <var> ::= X (0)
| 1.0 (1)

The program, or sentence(s), produced will consist of el-
ements of the terminal set T . The grammar is used in a
developmental approach whereby the evolutionary process
evolves the production rules to be applied at each stage of
a mapping process, starting from the start symbol, until a
complete program is formed. A complete program is one
that is comprised solely from elements of T .

As the BNF definition is a plug-in component of the
system, it means that GE can produce code in any lan-
guage thereby giving the system a unique flexibility. For
the above BNF, table 2 summarizes the production rules
and the number of choices associated with each.

Rule no. Choices
A 4
B 4
C 1
D 2

Table 2: The number of choices available from each pro-
duction rule.

The genotype is used to map the start symbol onto termi-
nals by reading codons of 8 bits to generate a corresponding
integer value, from which an appropriate production rule is
selected by using the following mapping function:

Rule = Codon V alue % No. Rule Choices (2)

where % is the MOD function which returns the remainder
after a division operation (e.g. 4 % 3 = 1). Consider the
following rule from the given grammar for the non-terminal
op. There are four possible production rules for this non-
terminal.

(B) <op> :: = + (0)
| - (1)
| / (2)
| * (3)

If we assume the codon being read produces the integer 6,
then

6 % 4 = 2
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would select rule (2), the operator /. Each time a produc-
tion rule has to be selected to transform a non-terminal,
another codon is read. In this way the system traverses the
genome.

During the genotype-to-phenotype mapping process, it
is possible for individuals to run out of codons, and in this
case we wrap the individual and reuse the codons. This is
quite an unusual approach in EAs, as it is entirely possible
for certain codons to be used two or more times. This tech-
nique of wrapping the individual draws inspiration from
the gene-overlapping phenomenon that has been observed
in many organisms [20].

In GE, each time the same codon is expressed it will al-
ways generate the same integer value, but, depending on
the current non-terminal to which it is being applied, it may
result in the selection of a different production rule. This
feature is referred to as intrinsic polymorphism. Crucially,
however, each time a particular individual is mapped from
its genotype to its phenotype, the same output is generated.
This is the case because the same choices are made each
time. However, it is possible that an incomplete mapping
could occur, even after several wrapping events, and in this
case the individual in question is given the lowest possible
fitness value. The selection and replacement mechanisms
then operate accordingly to increase the likelihood that this
individual is removed from the population.

An incomplete mapping could arise if the integer values
expressed by the genotype were applying the same produc-
tion rules repeatedly. For example, consider an individual
with three codons, all of which specify rule 0 from below,

(A) <expr> :: = <expr><op><expr> (0)
|(<expr><op><expr>) (1)
|<pre-op>(<expr>) (2)
|<var> (3)

even after wrapping the mapping process would be in-
complete and would carry on indefinitely unless stopped.
This occurs because the nonterminal <expr> is being
mapped recursively by production rule 0, so it becomes
<expr><op><expr>. Therefore, the leftmost <expr>
after each application of a production would itself be
mapped to a
<expr><op><expr>, resulting in an ex-
pression continually growing as follows:
<expr><op><expr><op><expr><op><expr>
and so on.

Such an individual is dubbed invalid as it will never un-
dergo a complete mapping to a set of terminals. For this
reason we impose an upper limit on the number of wrap-
ping events that can occur. It is clearly essential that stop
sequences are found during the evolutionary search in or-
der to complete the mapping process to a functional pro-
gram. The stop sequence being a set of codons that result
in the non-terminals being transformed into elements of the
grammars terminal set.

Beginning from the left hand side of the genome then,
codon integer values are generated and used to select rules

from the BNF grammar, until one of the following situa-
tions arise:

1. A complete program is generated. This occurs when
all the non-terminals in the expression being mapped
are transformed into elements from the terminal set of
the BNF grammar.

2. The end of the genome is reached, in which case the
wrapping operator is invoked. This results in the re-
turn of the genome reading frame to the left hand side
of the genome once again. The reading of codons
will then continue, unless an upper threshold repre-
senting the maximum number of wrapping events has
occurred during this individual’s mapping process.

3. In the event that a threshold on the number of wrap-
ping events has occurred and the individual is still in-
completely mapped, the mapping process is halted,
and the individual is assigned the lowest possible fit-
ness value.

To reduce the number of invalid individuals being passed
from generation to generation, a steady state replacement
mechanism is employed. One consequence of the use of
a steady state method is its tendency to maintain fit indi-
viduals at the expense of less fit, and in particular, invalid
individuals.

4 Experimental approach

The dataset consists of financial data of 791 non-financial
US companies drawn from the S&P Compustat database.
The associated S&P overall credit rating for each corporate
bond issuer is also obtained from the database.1

Of these companies, 57% have an investment rating
(AAA, AA, A, or BBB), and 43% have a junk rating. To
allow time for the preparation of year-end financial state-
ments, the filing of these statements with the Securities and
Exchange Commission (S.E.C), and the development of a
bond rating opinion by Standard and Poor rating agency,
the bond rating of the company as at 30 April 2000, is
matched with financial information drawn from their finan-
cial statements as at 31 December 1999. A subset of 600
firms was randomly sampled from the total of 791 firms,
to produce two groups of 300 ‘investment’ grade and 300
junk rated firms. The 600 firms were randomly allocated to
the training set (420) or the hold-out sample (180), ensur-
ing that each set was equally balanced between investment
and non-investment grade ratings.
A total of eight financial variables was selected for in-
clusion in this study. The selection of these variables
was guided both by prior literature in bankruptcy pre-
diction [21, 22, 23], literature on bond rating prediction

1S&P is one of the largest credit rating agencies in the world, currently
rating about 150,000 issues of securities across 50 countries. It provides
credit ratings for about 99.2% of the debt obligations and preferred stock
issues which are publicly traded in the US [8].



330 Informatica 30 (2006) 325–335 A. Brabazon et al.

[14, 24, 25], resulting in an initial judgemental selection
of a subset of accounting ratios. These ratios were then
further filtered using statistical analysis.

Five groupings of explanatory variables, drawn from fi-
nancial statements, are given prominence in prior literature
as being the prime determinants of bond issue quality and
default risk:

i. Liquidity

ii. Debt

iii. Profitability

iv. Activity / Efficiency

v. Size

Liquidity refers to the availability of cash resources to meet
short-term cash requirements. Debt measures focus on
the relative mix of funding provided by shareholders and
lenders. Profitability considers the rate of return generated
by a firm, in relation to its size, as measured by sales rev-
enue and/or asset base. Activity measures consider the op-
erational efficiency of the firm in collecting cash, manag-
ing stocks and controlling its production or service process.
Firm size provides information on both the sales revenue
and asset scale of the firm and also provides a proxy met-
ric on firm history. The groupings of potential explanatory
variables can be represented by a wide range of individ-
ual financial ratios, each with slightly differing informa-
tion content. The groupings themselves are interconnected,
as weak (or strong) financial performance in one area will
impact on another. For example, a firm with a high level
of debt, may have lower profitability due to high interest
costs. Following the examination of a series of financial
ratios under each of these headings, the following inputs
were selected:

i. Current ratio

ii. Retained earnings to total assets

iii. Interest coverage

iv. Debt ratio

v. Net margin

vi. Market to book value

vii. Log (Total assets)

viii. Return on total assets

The objective in selecting a set of proto-explanatory vari-
ables is to choose financial variables that vary between
companies in different bond rating classes, and where in-
formation overlaps between the variables are minimised.
Comparing the means of the above ratios for the two groups
of ratings (see table 3), reveals a statistically significant dif-
ference between the two groups at both the 5% and the 1%
level, and as expected, the financial ratios in each case, for
the investment ratings are stronger than those for the junk
ratings. The only exception is the current ratio, which is
stronger for the junk rated companies, possibly indicating
a preference for these companies to hoard short-term liq-
uidity, as their access to long-term capital markets is weak.

A correlation analysis between the selected ratios (see table
4) indicates that most of the cross-correlations are less than
| 0.20 |, with the exception of the debt ratio and (Retained
Earnings/Total Assets) ratio pairing, which has a correla-
tion of -0.64.

In this study, the GE algorithm uses a steady state re-
placement mechanism, such that, two parents produce two
children the best of which replaces the worst individual in
the current population, if the child has greater fitness. The
standard genetic operators of bit mutation (probability of
0.01), and variable-length one-point crossover (probability
of 0.9) are adopted. A series of functions, are pre-defined
as are a series of mathematical operators. A population of
initial rule-sets (programs) are randomly generated, and by
means of an evolutionary process, these are improved. No
explicit model specification is assumed ex-ante, although
the choice of mathematical operators defined in the gram-
mar do place implicit limitations on the model specifica-
tions amongst which GE can search. The grammar adopted
in this study is as follows:

<lc> ::= if( <expr> <relop> <expr> )
class=’’Junk’’;

else
class=’’Investment Grade’’;

<expr> ::= ( <expr> ) + ( <expr> )
| <coeff> * <var>

<var> ::= Current_Ratio
| Retained_Earnings_to_total_assest
| Interest_Coverage | Debt_Ratio
| Net_Margin | Market_to_book_value
| Total_Assets | ln(Total_Assets)
| Return_on_total_assets

<coeff> ::= ( <coeff> ) <op> ( <coeff> )
| <float>

<op> ::= + | - | *

<float> ::= 9 | 8 | 7 | 6 | 5 | 4
| 3 | 2 | 1 | -1 | .1

<relop> ::= <=

5 Results

The results from our experiments are now provided. Each
of the GE experiments is run for 100 generations, with
variable-length, one-point crossover at a probability of 0.9,
one point bit mutation at a probability of 0.01, roulette se-
lection, and steady-state replacement. Results are reported
for two population sizes (500 and 1000). To assess the sta-
bility of the results across different randomisations of the
dataset between training and test data, we recut the dataset
five times, maintaining an equal balance of investment and
non-investment grade ratings in the resulting training and
test datasets.



CREDIT CLASSIFICATION USING GRAMMATICAL EVOLUTION Informatica 30 (2006) 325–335 331

Investment grade Junk bond
Current ratio 1.354 1.93

Ret. earn/Tot assets 0.22 -0.12
Interest coverage 7.08 1.21

Debt ratio 0.32 0.53
Net margin 0.07 -0.44

Market to book value 18.52 4.02
Total assets 10083 1876

Return on total assets 0.10 0.04

Table 3: Means of input ratios for investment and junk bond groups of companies.

CR RE/TA IC DR NM MTB TA ROA

CR 1 -0.08 -0.01 0.06 -0.27 0.01 -0.18 -0.15
RE/TA -0.08 1 0.27 -0.64 0.14 0.15 0.15 0.48

IC -0.01 0.27 1 -0.28 0.06 0.31 0.15 0.41
DR 0.06 -0.64 -0.28 1 -0.05 -0.19 -0.20 -0.27
NM -0.27 0.14 0.06 -0.05 1 0.01 0.03 0.22

MTB 0.01 0.15 0.31 -0.19 0.01 1 0.04 0.14
TA -0.18 0.15 0.15 -0.20 0.03 0.04 1 0.07

ROA -0.15 0.48 0.41 -0.27 0.22 0.14 0.07 1

Table 4: Correlations between financial ratios.

In our experiments, fitness is defined as the number of
correct classifications obtained by an evolved discriminant
rule. The results for the best individual of each cut of
the dataset, where 30 independent runs were performed
for each cut, averaged over all five randomisations of the
dataset, for both the 500 and 1000 population sizes, are
given in table 5. In each case the overall classification
accuracy is provided, and this is then subdivided into the
number of true positives Ntp, the number of true negatives
Ntn, and the number of false positives, and false negatives
respectively (Nfp, Nfn).

To assess the overall hit-ratio of the developed models (out-
of-sample), Press’s Q statistic [26] was calculated for each
model. In all cases, the null hypothesis, that the out-of
sample classification accuracies are not significantly better
than those that could occur by chance alone, was rejected
at the 1% level. A t-test of the hit-ratios also rejected a
null hypothesis that the classification accuracies were no
better than chance at the 1% level. Across all the data re-
cuts, the best individual achieved an 87.56 (84.36)% ac-
curacy in-sample (out-of-sample) when the population size
was 500, with the best individual across all data recuts in
the population=1000 case obtaining an accuracy of 87.59
(84.92)% accuracy in-sample (out-of-sample). Although
the average out-of-sample accuracy obtained for popula-
tion=1000 slightly exceeds that for population=500, the
difference was not found to be statistically significant. A
plot of the best and average fitness on each cut of the in-
sample dataset, for the population=500 case, can be seen in
figure 3, and for case where population=1000 in figure 4.

Examining the structure of the best individual in the case
where the initial fitness function was utilised and where
population=500 shows that the evolved discriminant func-
tion had the following form:

IF (10 + 16 var6 -9 var4 -2 var9) ≥ 0 THEN ‘Junk’ ELSE
‘Investment Grade’

where var6 is Debt Ratio, var4 is Retained Earnings
Total Assets , and

var9 is Total Assets.
In the case where population=1000 the best evolved dis-
criminant function had a similar form to the above:

IF (5 + 8 var6 -4 var4 - var9) ≥ 0 THEN ‘Junk’ ELSE
‘Investment Grade’

Examining the signs of the coefficients of the evolved rules
does not suggest that they conflict with common finan-
cial intuition. The rules indicate that low/negative retained
earnings, low/negative total assets or high levels of debt fi-
nance are symptomatic of a firm that has a junk rating. It is
noted that similar risk factors have been identified in pre-
dictive models of corporate failure which utilise financial
ratios as explanatory inputs [3, 4]. Conversely, low lev-
els of debt, a history of successful profitable trading, and
high levels of total assets are symptomatic of firms that
have an investment grade rating. Although the two dis-
criminant functions have differing coefficient values, they
are in essence very similar, as the differing coefficient val-
ues are balanced by the differing constant term which has
been evolved in each function.

Considering the individual classification rules, it inter-
esting that despite the potential to generate long, complex
ratio chains, this bloating did not occur and the evolved
classifiers are reasonably concise in form. We also note that
the evolved classifiers (unlike those created by means of a
neural network methodology, for example) are amenable to
human interpretation.
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Fitness TP TN FP FN
Train GEBOND500 0.861 185.4 176.4 33.6 24.6
Train GEBOND1000 0.867 183.4 180.8 29.2 26.6

Out-Sample GEBOND500 0.854 77.8 76 14 12.2
Out-Sample GEBOND1000 0.860 78 76.8 13.2 12

Train MLP 0.8690 181.8 183.2 26.8 28.2
Out-sample MLP 0.8500 75.8 77.2 12.8 14.2

Table 5: Performance of the best evolved rules on their training and out-of-sample datasets, averaged over all five ran-
domisations, compared with the classification performance of an MLPs on same datasets.
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Figure 3: Best and average fitness values of 30 runs on the five recuts of the in-sample dataset with a population size of
500.
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Figure 4: Best and average fitness values of 30 runs on the five recuts of the in-sample dataset with a population size of
1000.

5.1 Benchmarking the Results

To provide a benchmark for the results obtained by GE, we
compare them with the results obtained on the same recuts
of the dataset, using a fully-connected, three-layer, feedfor-
ward multi-layer perceptron (MLP) trained using the back-
propagation algorithm, and with the results obtained using
linear discriminant analysis.

The developed MLP networks utilised all the explana-
tory variables. The optimal number of hidden-layer nodes
was found following experimentation on each separate data
recut, and varied between two and four nodes. The classi-
fication accuracies for the networks, averaged over all five
recuts is provided in table 5.
The levels of classification accuracy obtained with the MLP
are competitive with earlier research, with for example [14]
obtaining an out-of-sample classification accuracy of ap-
proximately 83.3%, although it is noted that the size of the
dataset in this study was small. Comparing the results from
the MLP with those of GE on the initial fitness function
suggests that GE has proven highly competitive with an
MLP methodology, producing a similar classification ac-
curacy on the training data, and slightly out-performing the
MLP out-of-sample.

Utilising the same dataset recuts as GE, LDA produced

results (averaged across all five recuts) of 82.74% in-
sample, and 85.22% out-of-sample. Again, GE is com-
petitive against these results in terms of classification ac-
curacy. Comparing the results obtained by the linear clas-
sifiers (LDA and GE) against those of an MLP suggests
that strong non-linearities between the explanatory vari-
ables and the dependent variable are not present.

6 Conclusions & future work

In this paper a novel methodology, GE, was described and
applied for the purposes of prediction of bond ratings. It
is noted that this novel methodology has general utility for
rule-induction applications. GE was found to be able to
evolve quality classifiers for bond ratings from raw finan-
cial information. Despite using data drawn from compa-
nies in a variety of industrial sectors, the developed mod-
els showed an impressive capability to discriminate be-
tween investment and junk rating classifications. The GE-
developed models also proved highly competitive with a
series of MLP models developed on the same datasets.

Several extensions of the methodology in this study are
indicated for future work. One route is the inclusion of
non-financial company and industry-level information as
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input variables. A related possibility would be to concen-
trate on building rating models for individual industrial sec-
tors. The study can also be extended to encompass the
multi-class rating prediction problem. As already noted,
there are multiple methodologies available for the genera-
tion of classification rules / regression models [27, 28]. Fu-
ture work could extend this study by examining the general
utility of GE vs other methods of generating classification
rules, by comparing the performance of a range of methods
on a wider range of datasets.
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Despite the fact that bargaining plays an important role in business communications, it is largely ne-
glected in e-business systems. In this paper a conceptual model that integrates bargaining into web-based
e-business systems will be developed starting from an informal characterisation of the bargaining process.
Bargaining can be formalised as a two-player game, and integrated with the co-design approach for the de-
sign of web information systems. In this way bargaining games are played on parameterised story spaces,
such that each move of a player adds constraints to the parameters. Each player follows a strategy for
making moves, and winning strategies are characterised by highly-ranked agreements.

Povzetek: Opisano je uvajanje pogajanja v sistem e-poslovanja.

1 Introduction

Bargaining plays an important role in business communi-
cations. For instance, in commerce it is common to bargain
about prices, discounts, etc., and in banking and insurance
bargaining about terms and conditions applies. E-business
aims at supporting business with electronic media, in par-
ticular web-based systems. These systems support, com-
plement or even replace human labour that would normally
be involved in the process. In [10] it has been outlined that
such systems can only be developed successfully, if the hu-
man communication behaviour is well understood, so that
it can become part of an electronic system. Bargaining is
part of that communication behaviour.

However, bargaining is largely neglected in e-business.
In business-oriented literature, e.g. [6, 13] secure payments
and trust are mentioned, but negotiation latitude or bargain-
ing do not appear. Looking at the discussion of technology
for e-business this comes as no surprise, as the emphasis is
on the sequencing of user actions and the data support, but
almost never on inferences. For instance, favourable topics
in e-business modelling are business processes [1], work-

flow [8], e-payment [2], trust [4], decision support [3], or
web services [12].

In this paper we make an attempt to integrate bargain-
ing into web-based e-business systems using the co-design
approach [11] to the design of web information systems
(WISs). We start with a characterisation of the bargaining
process as an interaction between at least two parties. The
cornerstones of this characterisation are goals, acceptable
outcomes, strategies, secrets, trust and distrust, and pref-
erences. We believe that before dropping into formal de-
tails of a conceptual model for bargaining, we first need a
clearer picture of what we are aiming at. We will discuss
the characteristics of bargaining in Section 2 following pre-
vious work in [9]. We will also outline the differences to
auction systems.

In Section 3 we briefly present parts of the co-design
approach to WIS design [11] in order to have a simple con-
ceptual model of WISs, into which ideas concerning bar-
gaining can be implanted. We emphasise the idea of story
space as a collection of abstract locations (called scenes)
and transitions between them that are initiated by actions,
the support of the scenes by database views, and the sup-



336 Informatica 30 (2006) 335–345 H. C. Mayr et al.

port of the actions by operations associated with the views.
Though many aspects of the co-design approach will be
omitted in this model, it will suffice to serve as a basis for
a formalisation of bargaining.

In Section 4 we develop a model for bargaining based on
games that are played on the conceptual model. This idea
was already presented in [9], though only in a completely
informal way. We concentrate on bargaining involving only
two parties. Their “playground” will be the parameterised
story space, and moves consist of adding constraints to the
parameters. The moves of the players reflect offers, coun-
teroffers, acceptance and denial. Both players aim at an
optimal outcome for themselves, but success is defined as
outcomes that are acceptable for both parties. Furthermore,
players follow bargaining strategies that may lead them to a
final agrement. We will characterise such strategies and at-
tempt to define what a “winning strategy” might be, though
obviously bargaining games do not end with one party win-
ning and the other one losing. Furthermore, we characterise
the context of bargaining as being defined by user profiles
including preferences and desires, and bargaining prefer-
ences.

In e-business systems the role of one player will be taken
by a user, while the system plays the other role. This may
be extended to a multiple-player game with more than one
single human player, e.g. if bargaining becomes too critical
to leave it exclusively to a system.

2 Characteristics of the Bargaining
Process

Let us start looking at human bargaining processes. We
consider two typical bargaining situations in a commerce
application and a loan application. From these examples
we derive characteristic features of bargaining.

2.1 Examples of Bargaining
In a typical commerce situation a customer may enter into
bargaining over the total price of an order consisting of
several goods, each with its particular quantity. The seller
might have indicated a price, but as the order will lead to
substantial turnover, he is willing to enter into bargaining.
The goal of the purchaser is to reduce the total price as
much as possible, i.e. to bargain a maximal discount, while
the seller might want to keep the discount below a certain
threshold. Both parties may be willing to accept additional
items added to the order for free. This defines optimal and
acceptable outcomes for both sides.

However, none of the two parties may play completely
with open cards, i.e. the seller may try to hide the maximal
discount he could offer, while the purchaser may hide the
limit price he is willing to accept. Both parties may also
try to hide their preferences, e.g. whether an add-on to the
order or a discount is really the preferred option. It may
even be the case that adding a presumably expensive item

to the order is acceptable to the seller, while the latitude for
a discount is much smaller, e.g. if the add-on item does not
sell very well. So, both parties apply their own strategies to
achieve the best outcome for them.

The bargaining process then consists of making offers
and counteroffers. Both offers and counteroffers narrow
down the possible outcomes. For instance, an offer by the
seller indicating a particular discount determines already a
maximal price. The purchaser may not be happy with the
offer, i.e. the price is not in the set of his/her acceptable
outcomes, therefore request a larger discount. Bargaining
first moves into the set of mutually acceptable outcomes,
finally achieves an agreement, i.e. a contract. Bargain-
ing outside the latitude of either party may jeopardise the
whole contract or require that a human agent takes over the
bargaining task.

Similar price bargaining arises in situations, when real
estate, e.g. a house is sold.

In loan applications, i.e. both personal loans and mort-
gages [10] the bargaining parties aim at acceptable condi-
tions regarding disagio, interest rate, securities, duration,
bail, etc. The principles are the same as for price bargain-
ing, but the customer may bring in evidence of offers from
competing financial institutions.

As a loan contract binds the parties for a longer time than
a one-off sale, it becomes also important that the bargaining
parties trust each other. The bank must be convinced that
the customer will be able to repay the loan, and the cus-
tomer must be convinced that the offer made is reasonable
and not an attempt to achieve extortionate conditions. In
this case the set of acceptable outcomes is also constrained
by law.

Figure 1 illustrates the characteristics of bargaining us-
ing a mindmap.

2.2 Formal Ingredients

In order to obtain a conceptual model from these examples
let us try to extract the formal ingredients of the bargaining
process. From now on we concentrate on the case that only
two parties are involved in the bargaining.

First of all there is the object of the bargaining, which
can be expressed by a parameterised view. In case of the
sales situation this object is the order, which can be for-
malised by a set of items, each having a quantity, a price,
and a discount, plus a discount for the total order. At the
beginning of bargaining processes the set contains just the
items selected by the customer, and all discounts are set to
0. During the bargaining process items may be added to
the order, and discounts may be set. Similarly, in the loan
bargaining situation the object is the loan, which is param-
eterised by interest rate, disagio, and duration, and the set
of securities, some of which might belong to bailsmen, in
which case the certification of the bailsmen becomes part
of the bargaining object.

The set of acceptable outcomes is obtained by instan-
tiations of the bargaining object. These instantiations are
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Figure 1: Mindmap for Bargaining Characteristics

expressed by static constraints for each party. However,
the constraints are not visible to the other party. They can
only be inferred partially during the bargaining process. In
addition to the constraints of each party there are general
constraints originating from law or other agreed policies.
These general constraints are visible to both parties, and
they must not be violated.

In case of the sales situation a constraint on the side of
the purchaser might be a maximal acceptable price for the
original order, or it might be expressed by a minimum dis-
count in terms of any extended order. It may also be the
case that the discount is expressed by a function on the set
of added items, e.g. the more items are added to the order,
the higher the acceptable discount must be. In case of the
loan situation constraints on side of the customer can be
a maximal load issued by repayments or a maximal value
of securities offered. For the bank a minimum level of se-
curity and a minimum real interest rate might define their
acceptable outcomes.

Within the set of acceptable outcomes of either party the
outcomes are (partially) ordered according to preferences.
For any artificial party these preferences have to be part of
the system specification. For instance, in the sales situation
the lower the total price, the better is the outcome for the
purchaser (inverse for the seller), and an offer with more

additional items is higher ranked. However, whether an
offer with additional items and a lower discount is preferred
over a large discount, depends on the individual customer
and his/her goals.

An agreement is an outcome that is acceptable to both
parties. Usually, bargaining terminates with an agreement,
alternatively with failure.

The primary goal of each party is to achieve an agree-
ment that is as close as possible to a maximum in the cor-
responding set of acceptable results. However, bargaining
may also involve secondary goals such as binding a cus-
tomer (for the seller or the bank). These secondary goals
influence the bargaining strategy in a way that the opposite
party considers offers made to be fair and the agreement
not only acceptable, but also satisfactory. This implies that
constraints are classified in a way that some stronger con-
straints define satisfactory outcomes. This can be extended
to more than just two levels of outcomes. In general, the
bargaining strategy of each party is representable as a set
of rules that determine the continuation of the bargaining
process in terms of the offers made by the other party.

The bargaining process runs as a sequence of offers and
counteroffers started by one party. Thus, in principle bar-
gaining works in the same way as a two-player game such
as Chess or Go. Each offer indicates an outcome the of-
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fering party is willing to accept. Thus it can be used to re-
duce the set of acceptable outcomes of the other party. For
instance, if the seller offers a discount, then all outcomes
with a smaller discount can be neglected. Similarly, if the
purchaser offers a price he is willing to pay, the seller can
neglect all lower prices.

Nevertheless, there is a significant difference to normal
two-player games, as in bargaining there is no direct ana-
logue of the concept of winner. If there is no agreement,
both parties lose, and both may consider themselves as win-
ners, if there is an agreement. We may say that a party
considers itself the winner, if the agreement is perceived as
being better for the own side. Such a characterisation may
help to formalise “winning strategies”.

Furthermore, each party may indicate acceptable out-
comes to the opposite party without offering them. Such
playing with open cards indicates trust in the other party,
and is usually used as a means for achieving secondary
(non-functional) goals. In the following we will not not
consider this possibility, i.e. we concentrate on bargaining
with maximal hiding.

In summary, we can characterise bargaining by the bar-
gaining object, constraints for each participating party
defining acceptable outcomes, partial orders on the respec-
tive sets of possible outcomes, and rules defining the bar-
gaining strategy of each party. In the following we will
link these ingredients of a bargaining process to the con-
ceptual model of e-business systems that is offered by the
co-design method.

Note that bargaining is significantly different from auc-
tioning system. The latter ones, e.g. the eBay system (see
http://www.ebay.com) offer products, for which in-
terested parties can put in a bid. If there is at least one ac-
ceptable bid, usually the highest bid wins. Of course, each
bidder follows a particular strategy and it would be chal-
lenging to formalise them, but usually systems only play
the role of the auctioneer, while the bidders are users of the
system.

2.3 Context of Bargaining

In addition to the outlined characteristics of the bargain-
ing process, the attitude towards bargaining depends on
a lot of contextual issues. In some cultures bargaining
is an intrinsic part of business and is applied with virtu-
ally no limits, whereas in other cultures bargaining follows
pre-determined rules. Incorporating bargaining into an e-
business system has to reflect this spectrum of possible at-
titudes.

That is, all parties involved in a bargaining process act
according to a particular personal profile that captures the
general attitude towards bargaining, desires and expecta-
tions regarding the outcome of the bargaining process, pref-
erences regarding the outcome and the behaviour of the
other parties. For instance, if bargaining is offered in an
arabic country, the expected latitude with respect to what
can be bargained about and how much the result can de-

viate from the starting point, etc. must be set rather high.
On the other hand, in a European context, bargaining will
most likely be limited to rather small margins regarding
price discounts, package offers, and preferential customer
treatment.

Consequently, we also need an extension of the model of
user profiles in [11] to capture the attitude towards bargain-
ing. Correspondingly, the bargaining strategy pursued by
the system has to be aware of the user profile. This implies
that users have to be informed about the bargaining latitude
in case this is rather limited.

3 The Co-Design Approach to Web
Information Systems

If bargaining is to become an integral part of e-business
systems, we first need a conceptual model for these sys-
tems. We follow the co-design approach [11], but we will
only emphasise a compact model that can be used to for-
malise bargaining. We omit everything that deals with
quality criteria, expressiveness and complexity, personal-
isation, adaptivity, presentation, implementation, etc., i.e.
we only look at a rough skeleton of the method. In doing
so, we concentrate on the story space, the plot, the views,
and the operations on the views.

3.1 Story Spaces
On a high level of abstraction we may define each web in-
formation system (WIS) – thus also each e-business system
– as a set of abstract locations called scenes between which
users navigate. Thus, navigation amounts to transitions be-
tween scenes. Each such transition is either a simple nav-
igation or results from the execution of an action. In this
way we obtain a labelled directed graph with vertices cor-
responding to scenes and edges to scene transitions. The
edges are labelled by action names or skip, the latter one
indicating that there is no action, but only a simple naviga-
tion. This directed graph is called the story space.

Definition 3.1. The story space E consists of a finite set S
of scenes, an (optional) start scene s0 ∈ S , an (optional)
set of final scenes F ⊆ S , a finite set A of actions, a scene
assignment σ : A → S , i.e. each action α belongs to
exactly one scene, and a scene transition relation τ ⊆ S ×
S× (A∪{skip}), i.e. whenever there is a transition from
scene s1 ∈ S to scene s2 ∈ S , this transition is associated
with an action α ∈ A with σ(α) = s1 or with α = skip,
in which case it is a navigation without action, and we have
(s1, s2, α) ∈ τ . We write E = (S, s0,F ,A, σ, τ).

Example 3.1. Take a simple example as illustrated in Fig-
ure 2, where the WIS is used for ordering products. In this
case we may define four scenes.

The scene s0 = product contains product descriptions
and allow the user to select products. The scene s1 =
payment will be used to inform the user about payment
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Figure 2: Story space

method options and allow the user to select the appropri-
ate payment method. The scene s2 = address will be used
to require information about the shipping address from the
user. Finally, scene s3 = confirmation will be used to get
the user to confirm the order and the payment and shipping
details.

There are six actions (their names are sufficient to indi-
cate what they are supposed to do): α1 = select_product
is defined on s0 and leads to no transition. α2 =
payment_by_card is defined on s1 and leads to a transi-
tion to scene s2. α3 = payment_by_bank_transfer is de-
fined on s1 and leads to a transition to scene s2. α4 =
payment_by_cheque is defined on s1 and leads to a transi-
tion to scene s2. α5 = enter_address and is defined on s2

and leads to a transition to scene s3. α6 = confirm_order,
is defined on s3 and leads to a transition to scene s0.

In addition to the story space we need a model of the
actors, i.e. user types and roles, and the tasks [11], but for
our purposes here we omit this part ot the method.

3.2 Plots

With each action we may associate a pre- and a postcon-
dition, both expressed in propositional logic with proposi-
tional atoms that describe conditions on the state of the sys-
tem. In doing so, we may add a more detailed level to the
story space describing the flow of action. This can be done
using constructors for sequencing, choice, parallelism and
iteration in addition to the guards (preconditions) and post-
guards (postconditions). Using these constructors, we ob-
tain an algebraic expression describing the flow of action,
which we call the plot. In [11] it has been shown that the
underlying algebraic structure is the one of a Kleene alge-
bra with tests [5], and the corresponding equational axioms
can be exploited to reason about the story space and the
plot on a propositional level, in particular for the purpose
of personalisation.

Definition 3.2. A Kleene algebra (KA) K consists of a
carrier-set K containing at least two different elements 0
and 1, a unary operation ∗, and two binary operations +
and · such that + and · are associative, + is commutative
and idempotent with 0 as neutral element, 1 is a neutral
element for ·, for all p ∈ K we have p0 = 0p = 0, · is
distributive over +, p∗q ist the least solution x of q + px ≤
x, and qp∗ is the least solution of q + xp ≤ x, using the
partial order x ≤ y ≡ x+y = y for the last two properties.

A Kleene algebra with tests (KAT)K consists of a Kleene
algebra (K, +, ·, ∗, 0, 1), a subset B ⊆ K containing 0
and 1 and closed under + and ·, and a unary operation¯on
B, such that (B, +, ·,̄ , 0, 1) forms a Boolean algebra. We
write K = (K, B, +, ·, ∗,̄ , 0, 1).

Then a plot can be formalised by an expression of a KAT
that is defined by the story space, i.e. the actions in A are
elements of K, while the propositional atoms become ele-
ments of B.

Example 3.2. Continue Example 3.1. In this case we can
define the plot by the expression

(α∗1(ϕ1α2ϕ2 + α3ϕ3 + α4ϕ4)α5(α6ϕ5 + 1) + 1)∗

using the following conditions. Condition ϕ1 =
price_in_range expresses that the price of the selected
product(s) lies within the range of acceptance of credit
card payment. It is a precondition for action α2. Condi-
tion ϕ2 = payment_by_credit_card expresses that the user
has selected the option to pay by credit card. Analogously,
condition ϕ3 = payment_by_bank_transfer expresses that
the user has selected the option to pay by bank transfer,
and condition ϕ4 = payment_by_cheque expresses that
the user has selected the option to pay by cheque. Con-
dition ϕ5 = order_confirmed expresses that the user has
confirmed the order.

3.3 Media Types
On a lower level of abstraction we add data support to each
scene in form of a media type, which basically is an ex-
tended view on some underlying database schema.

Definition 3.3. A media type M consists of a content data
type cont(M) that may contain pairs ` : M ′ with a label `
and the name M ′ of another media type, a defining query
qM defining a view on some database schema, a set of oper-
ations, a set of hierarchical versions, a cohesion preorder,
style options and some other extensions.

The database schema, the view formation and the exten-
sions (except operations) are beyond our concern here, so it
is sufficient to say that there is a data type associated with
each scene such that in each instance of the story space the
corresponding value of this type represents the data pre-
sented to the user – this is called media object in [11]. In
terms of the data support the conditions used in the plot
are no longer propositional atoms. They can be refined by
conditions that can be evaluated on the media objects.

Analogously, the actions of the story space are refined by
operations on the underlying database, which by means of
the views also change the media objects. For our purposes
it is not so much important to see how these operations can
be specified. It is sufficient to know their parameters.

Example 3.3. Continue Example 3.1. For simplicity, let
the content data type of the media type supporting scene
s0 be defined as { (product_id, product_name, description,
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Figure 3: Story space with bargaining action

price) }, i.e. we would present a set of products to a user,
each of which defined by an id, a name, a description and a
price. Then operation α1 may take parameters product_id
and quantity.

The condition ϕ1 from Example 3.2 is to express that the
price of the selected products lies within the limit accept-
able for credit card payment. If this price limit is a constant
L, we obtain the formula

src[0, prod ◦ (πprice × πquantity), +]
(product ./ select_product) ≤ L.

Here we exploit that according to the given plot the ac-
tion select_product will be executed several times, so we
can build a relation with the same name collecting the pa-
rameters of all executions. Then we can join this relation
with the product relation giving us all selected products in-
cluding their quantity. The structural recursion operation
selects price and quantity of each selected product, multi-
plies them, and adds them all up, which of course defines
the total price.

Combining story space, plot and media types, we sim-
ply associate with each scene in the story space a data type,
replace actions in the story space and the plot by param-
eterised operations, and replace conditions in the plot by
complex formulae as indicated in Example 3.3. The re-
sulting model will be called the parameterised story space,
which will serve us as the basis for formalising bargaining.

3.4 Bargaining Actions

In our sales example bargaining could come in at any time,
but for simplicity let us assume that bargaining is consid-
ered to be part of the confirmation process. That is, instead
of (or in addition to) the action confirm_order we may now
have an action α7 = bargain_order as indicated in Figure 3.
As before, the action may have a precondition, e.g. that the
total price before bargaining is above a certain threshold,
or the user belongs to a distinguished group of customers.
If the bargaining action can be chosen, it will still result in
a confirmed status of the order, i.e. the bargaining object,
in the database. However, the way this outcome is achieved
is completely different from the way other actions are ex-
ecuted. We will look into this execution model in the next
section.

Similarly, in our loan example we find actions se-
lect_conditions_and_terms and confirm_loan. Again, if

bargaining is possible, the selection of terms and condi-
tions may become subject to a bargaining process, which
will lead to an instantiated loan contract in the database
– same as without bargaining. As before, the outcome of
the bargaining is different from the one without bargaining,
and it is obtained in a completely different way.

Therefore, in terms of the story space and the plot there
is not much to change. Only some of the actions become
bargaining actions. The major change is then the way these
bargaining actions are refined by operations on the concep-
tual level of media types.

4 Bargaining as a Game

Let us now look at the specification of bargaining actions in
view of the characteristics derived in Section 2. We already
remarked that we can consider the bargaining process as a
two-player game. Therefore, we want to model bargaining
actions as games. There are now two questions that are
related with this kind of modelling:

1. What is the ground the game is played on? That is, we
merely ask how the game is played, which moves are
possible, and how they are represented. This of course
has to take care of the history that led to the bargaining
situation, the bargaining object, and the constraints on
it.

2. How will the players act? This question can only be
answered for the system player, while a human player,
i.e. a customer, is free in his/her decisions within
constraints offered by the system. Nevertheless, we
should assume that both sides – if they act reasonably
– base their choices on similar grounds. The way play-
ers choose their moves will be determined by the order
on the set of acceptable outcomes and the bargaining
strategy.

4.1 Bargaining Games

An easy answer to the first question could be to choose
playing on the parameterised bargaining object, i.e. to con-
sider instances of the corresponding data type. However,
this would limit the possible moves in a way that no re-
consideration of previous actions that led to the bargaining
situation are possible. Therefore, it is better to play on the
parameterised story space that we introduced in the previ-
ous section.

Each player maintains a set of static constraints on the
parameterised story space. These constraints subsume

– general constraints to the bargaining as defined by law
and policies;

– constraints determining the acceptable outcomes of
the player;
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– constraints arising from offers made by the player
him/herself – these offers reduce the set of acceptable
outcomes;

– constraints arising from offers made by the opponent
player – these offers may also reduce the set of accept-
able outcomes.

These constraints give rise to definitions of what a bar-
gaining game is, what a state of such a game is, and which
moves are possible in this game. We will now introduce
these definitions step by step.

Definition 4.1. A bargaining game G consists of a param-
eterised story space E, a parameterised plot P, and three
sets Σ0, Σ′1 and Σ′2 of static constraints on the parameters
in E and P . We write G = (E, P,Σ0, Σ′1, Σ

′
2).

Recall that E results from the story space as defined in
Definition 3.1 by assigning a content data type of a me-
dia type to each scene, and by replacing the actions by the
corresponding parameterised operations. Similarly, P re-
sults from a KAT expression as defined in Definition 3.2
by replacing atomic actions by the corresponding param-
eterised operations and propositional atoms by the corre-
sponding formulae on the underlying database schema. Σ0

formalises legal constraints, while Σ′i formalises the ac-
ceptable outcomes for player i (i = 1, 2).

Example 4.1. Let us look again at our sales example from
Example 3.1. Assume that player one is the purchaser.
Then a constraint in Σ′1 may be that the total price does
not exceed a particular limit, which can be formalised by a
formula of the form

src[0, prod ◦ (πprice × πquantity),+]
(product ./ select_product)× (1− d) ≤ M.

Here d indicates a discount, and M might be a con-
stant. Alternatively, the purchaser may expect a minimum
discount depending on the total nominal price.

With these constraints each player obtains a set of pos-
sible instantiations that are at least acceptable to him/her.
The moves of the players just add constraints. This leads to
the definitions of states and moves.

Definition 4.2. A state of a bargaining game G =
(E, P,Σ0, Σ′1, Σ

′
2) consists of a partial instance p of P with

the last action leading to the bargaining scene, and two sets
of Σ′′1 and Σ′′2 of static constraints on the parameters in E
and P , such that Σ0 ∪ Σ′i ∪ Σ′′i are satisfiable (i = 1, 2).
We write s = (p, Σ′′1 , Σ′′2).

Obviously, the initial state of the game is determined by
the navigation of the user through the story space before
reaching the bargaining state. This defines p, while Σ′′1 and
Σ′′2 are empty.

Example 4.2. In our sales example we may have a partial
instance of a plot defined by p = select_product(i4,5)

select_product(i7,2) payment_by_card(. . . ) en-
ter_address(. . . ), which means that the user selected
products with id-s i4 and i7 with quantities 5 and 2,
respectively, then chose payment by credit card – the
omitted parameters would contain credit card number,
brand, name of the card and expiry date – and finally
entered a shipping address – again parameters omitted.
This defines the initial state of the bargaining game.

At a later stage the purchaser may have indicated to ac-
cept a total price m. This would give rise to the constraint

src[0, prod ◦ (πprice × πquantity),+]
(product ./ {(i4, 5), (i7, 2)})× (1− d) ≥ m

in Σ′′1 .

Definition 4.3. A run of a bargaining game G =
(E, P, Σ0,Σ′1, Σ

′
2) is a sequence s0 → s1 → · · · → sk

of states si = (pi, Σ′′1i, Σ
′′
2i) satisfying the following prop-

erties:

– s0 is the initial state of the game.

– pi+1 is either equal to some pj with j ≤ i or extends
pi.

– If i + 1 is odd, then Σ0 ∪ Σ′1 ∪ Σ′′1i ∪ Σ′′2i must be
satisfiable, and Σ′′1(i+1) extends Σ′′1i.

– If i + 1 is even, then Σ0 ∪ Σ′2 ∪ Σ′′2i ∪ Σ′′1i must be
satisfiable, and Σ′′2(i+1) extends Σ′′2i.

Each transition from si to si+1 in a run is called a move
by player one or two, if i is even or odd, respectively.

So a move by a player is done by presenting an offer. For
the player him/herself this offer means to indicate that cer-
tain outcomes might be acceptable, while better outcomes
are not aimed at any more. This includes that a move may
manipulate the bargaining object by extending the partial
instance of the plot. However, a player may also reject such
a change as proposed by the opponent player. In addition,
constraints arising from moves will be added to the con-
straint sets Σ′′i . For instance, if a seller offers a discount
and thus a total price, s/he gives away all outcomes with a
higher price. For the opponent player the offer means the
same, but the effect on his/her set of acceptable outcomes
is different. Moves are only possible as long as the con-
straints arising from the counteroffers leave the latitude to
retain at least one acceptable outcome.

If the set of instantiations reduces to a single element,
we obtain an agreement. If it reduces to the empty set, the
bargaining has failed.

Definition 4.4. A run s0 → s1 → · · · → sk is called
successful iff Σ0 ∪ Σ′1 ∪ Σ′2 ∪ Σ′′1i ∪ Σ′′2i is satisfiable, and
Σ′′1i ∪ Σ′′2i is maximal with this property. In this case the
instance pk of the plot in state sk is the agreement of the
bargaining game.
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A bargaining game ends with an agreement, or termi-
nates unsuccessfully, if a player cannot continue making a
move.

In addition to “ordinary” moves we may allow moves
that represent “last offers”. A last offer is an offer indi-
cating that no better one will be made. For instance, a total
price offered by a seller as a last offer implies the constraint
that the price can only be higher. However, it does not dis-
card other options that may consist in additional items at a
bargain price or priority treatment in the future. Thus, last
offers add stronger constraints, which may even result the
set of acceptable outcomes to become empty, i.e. failure
of the bargaining process. Note that this definition of “last
offer” differs from tactical play, where players indicate that
the offer made is final without really meaning it. Such tac-
tics provide an open challenge for bargaining systems.

4.2 Bargaining Strategies

By making an offer or a last offer, a player makes a move
that will result in an acceptable outcome satisfying all con-
straints arising from counteroffers. In order to make such
a choice each player uses a partial order on the set of pos-
sible outcomes. Thus, we can model this by a partial order
on the set of instances of the parameterised story space. We
define it by a logical formula that can be evaluated on pairs
of instances.

Definition 4.5. For a bargaining game G =
(E, P,Σ0, Σ′1, Σ

′
2) the instances satisfying Σ0 ∪ Σ′i

define the set of acceptable outcomes of player i (i = 1, 2),
denoted as Oi. The preference order of player i is a
formula ≤i that can be evaluated on pairs of instances,
such that it induces a partial order on Oi.

Then, whenever a player has to make a move, s/he will
choose an offer that is not larger than any previous offer,
and not smaller than any of the counteroffers made so far.
This defines the reasonable offers a player can make. A
bargaining strategy consists of rules determining, which
offer to choose out of the set of reasonable offers. Simple
ad-hoc strategies are the following:

– A tough bargaining strategy always chooses a max-
imal element in the set of reasonable offers with re-
spect to the player’s partial order. If successful, a
tough strategy may end up with an agreement that is
nearly optimal for the player. However, a tough strat-
egy bears the risk of long duration bargaining and last
counteroffers.

– A soft bargaining strategy is quite the opposite of a
tough strategy choosing a minimal element in the set
of reasonable offers with respect to the player’s partial
order. Soft strategies lead to fast agreements, but they
almost jump immediately to accepting the first coun-
teroffer.

– A compromise bargaining strategy aims at an agree-
ment somewhere in the “middle” of the set of reason-
able offers. Such an outcome is assumed to be mutu-
ally acceptable. The player therefore chooses an offer
that lies between this compromise result and a maxi-
mal element in the set of reasonable offers, but usually
more closely to the compromise than the maximum.

All these strategies are uninformed, as the only informa-
tion they use are the constraints on the parameterised story
space that amount to the set of reasonable offers. They do
not take the counteroffers into account.

An informed bargaining strategy aims at building up a
model of what is an acceptable outcome of the opponent
player. For instance, if a purchaser only offers global dis-
counts, the strategy of the seller might consist of testing,
whether the purchaser would accept an increased quantity
or additional items instead. If this is not the case, the seller
could continue with a compromise bargaining strategy fo-
cusing exclusively on the total price. However, if the pur-
chaser indicates that bargaining about an extended order is
a possible option, the strategy might be to first increase the
order volume before focussing just on the discount.

Informed bargaining strategies require to build up a
model of the opponent player in terms of preference rules,
thus they must be built on a heuristic inference engine.

This leads us to the final question of determining a win-
ning strategy. According to our definition, however, bar-
gaining games do not have winners as such. Nevertheless,
we can characterise a win by the “normalised distance” of
an agreement from an optimal outcome.

Definition 4.6. An assessment function for player i is a
monotone function νi : Oi → [0,Mi]. An agreement a ∈
Oi is a win for player i iff

Mi − νi(a)
Mi

≤ Mj − νi(a)
Mj

holds.

Then a winning strategy for player i is a bargaining strat-
egy that will lead to a win for player i. Note that this in-
cludes that the strategy will lead to an agreement.

4.3 Bargaining Context
As indicated in Section 2 we need to incorporate the atti-
tude towards bargaining into user profiles. In order to do
so we follow the approach in [11] for modelling such pro-
files. Thus, assume a set ∆ of dimensions, e.g. age, gender
and cultural context, the problem solving ability, commu-
nication skills and computer literacy, the knowledge and
education level regarding the task domain, the frequency
and intensity of system usage, the experience in working
with the system and with associated tasks, etc. For each
dimension δ ∈ ∆ we have a domain dom(δ).

Definition 4.7. A user profile is an element in gr(∆) =
dom(δ1)× · · · × dom(δn). A user type over ∆ is a subset
U ⊆ gr(∆).
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Figure 4: Mindmap of User Profiles in Bargaining

Figure 4 illustrates the dimensions of user profiles that
arise in bargaining situations. We emphasise general prop-
erties, those that are related to the application area, and
knowledge and skills. The latter ones are further illustrated
in Figure 5 emphasising application knowledge, problem
solving skills and knowledge of technology.

In [11] the purpose of user types has been characterised
by the need to associate preference rules with a user type
in order to enable the personalisation of a web information
system. In principle, this does not change for the case of
bargaining. However, the preference rules are no longer
restricted to preferences with respect to the selection of ac-
tions. For bargaining they have to refer to defining the ex-
pected bargaining space, i.e. what can be bargained about,
and the expected latitude with respect to bargaining results.
Again, both can be modelled by constraints on a bargaining
game.

Definition 4.8. Let G = (E, P,Σ0, Σ′1, Σ
′
2) be a bargain-

ing game. A bargaining profile is defined by a pair (Ω,f)
consisting of sets of static constraints on the parameters in
E and P such that |= f⇒ Ω holds.

In a bargaining profile (Ω,f) the first set of constraints
models the expectations of a user with respect to what can
be put forward in offers, i.e. any offer satisfying the con-
straints in Ω is considered to be eligible. The second set of
constraints expresses the expectations regarding counter-
offers, i.e. a user expects that the other party might accept
an offer satisfying f. This explains the request that fmust
imply Ω.

5 Conclusion
We presented a conceptual model for bargaining in e-
business systems on the basis of the co-design method [11].

Our model is that of a two-player game, where one part is
played by a user, the other one by the e-business system.
The game is played on a parameterised specification of the
system. The moves of the players represent offers, coun-
teroffers, acceptance and denial. The moves are determined
by the characteristics of human bargaining processes such
as goals, acceptable outcomes, strategies, secrets, trust and
distrust, and preferences.

The work presented so far is only a first step towards a
complete conceptual model of bargaining as part of WISs.
Our future work aims at completing this model and ex-
tending the codesign method correspondingly. This in-
cludes extensions covering multi-party bargaining, bar-
gaining with more than one role involved, as well as dele-
gation and authority seeking within bargaining. We believe
it will be advantageous to look at defeasible deontic logic
[7] for these advanced goals.
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Figure 5: Mindmap of User Knowledge and Skills Profiles in Bargaining
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Recently, information retrieval for text and multimedia content has become an important research area.
Content based retrieval in multimedia is a challenging problem since multimedia data needs detailed inter-
pretation from pixel values. In this paper, an overview of the content based retrieval is presented along with
the different strategies in terms of syntactic and semantic indexing for retrieval. The matching techniques
used and learning methods employed are also analyzed, and key directions for future research are also
presented.

Povzetek: Opisane so strategije iskanja multimedijskih informacij.

1 Introduction

The last two decades have resulted in a substantial progress
in the multimedia and storage technology that has led to
building of a large repository of digital image, video, and
audio data. There are a number of text-search engines
on the web and incidentally, the sites hosting them are
amongst the busiest sites. However, searching for a mul-
timedia content is not as easy because the multimedia data,
as opposed to text, needs many stages of pre-processing to
yield indices relevant for querying. Since an image or a
video sequence can be interpreted in numerous ways, there
is no commonly agreed-upon vocabulary. Thus, the strat-
egy of manually assigning a set of labels to a multimedia
data, storing it and matching the stored label with a query
will not be effective. Besides, the large volume of video
data makes any assignment of text labels a massively labor
intensive effort.

In recent years research has focused on the use of in-
ternal features of images and videos computed in an auto-
mated or semi-automated way [1], [2]. Automated analysis
calculates statistics which can be approximately correlated
to the content features. This is useful as it provides infor-
mation without costly human interaction.

The common strategy for automatic indexing had been
based on using syntactic features alone. However, due to
its complexity of operation, there is a paradigm shift in
the research of identifying semantic features [3]. User-
friendly Content-Based Retrieval (CBR) systems operat-
ing at semantic level would identify motion-features as the
key besides other features like color, objects etc., because
motion (either of camera motion or shot editing) adds to
the meaning of the content. The focus of present motion-
based systems had been mainly in identifying the princi-

pal object and performing retrieval based on cues derived
from such motion. With the objective of deriving semantic
level indices, it becomes important to deal with the learn-
ing tools. The learning phase followed by the classification
phase are two common envisioned steps in CBR systems.
Rather than the user mapping the features with semantic
categories, the task could be shifted to the system to per-
form learning (or training) with pre-classified samples and
determine the patterns in an effective manner.

This paper is organized as follows. In section 2, analysis
of level of abstraction of the content in CBR systems is pre-
sented. Syntactic indexing and semantic indexing are also
discussed in this section. Section 3 discusses the motion
feature as indexing cue with several examples. Section 4
elaborates on matching techniques in CBR systems while
the learning methods in retrieval is discussed in section 5.
The structure in multimedia content is discussed in section
6 followed by conclusion in section 7.

2 Level of abstraction of the content

Multimedia content can be modeled as a hierarchy of ab-
stractions. At the lowest level are the raw pixels with un-
processed and coarse information such as color or bright-
ness. The intermediate level consists of objects and their
attributes, while the human level concepts involving the in-
terpretation of the objects and perceptual emotion form the
highest level.

Based on the above hierarchy, descriptive features in
multimedia, furnished to the users of content-based tech-
nology, can be categorized as either syntactic features or
semantic features [3]. A syntactic feature is a low-level
characteristic of an image or a video such as an object
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boundary or color histogram. A semantic feature, which
is functionally at a higher level of hierarchy, represents an
abstract feature such as the label grass assigned to a region
of an image or a descriptor ‘empathy of apprehension’ for
a video shot (a shot is a sequentially recorded set of frames
representing a continuous action in time and space by a
single camera [4],[5]). Succinctly, the retrieval process can
be conceived of as the identification and matching of fea-
tures in the user’s requested pattern against features stored
in the database. While extraction of the syntactic features
is relatively undemanding, the semantic features are more
appealing to the user as they are closer to the user’s per-
sonal space. At higher level of user interaction the seman-
tic features are more useful as compared to the syntactic
features. For example, it is more common to have a query
like “show next sports shot”, “show interesting shots from
a soccer match” as compared to the query “search for next
zoom”. One interesting point to note in the above example
is that zoom-in may be one of the characteristics for an in-
teresting shot in a soccer match but the user does not need
to know it. Thus the user will not be required to construct
his query in low level details in the former paradigm.

To make the distinction clearer, consider the CBR sys-
tems like QBIC [1], Virage [6], and JACOB [7], where im-
age and video content are represented by a set of syntac-
tic attributes like color, textures, shape, layout and global
motion. The users are queried through this set of features
alone. On the other hand, some examples of semantic at-
tributes are: City vs. Landscape or Indoor vs. Outdoor
(in Vailaya et al. [8]), action description of single object,
interaction description of multiple objects and event recog-
nition (in Kurokawa et al. [9]), categorization in the film
genres like news cast, tennis, basketball etc. (in Mittal et
al. [10]), and categorization in terms of violence or motion
(Vasconcelos [11]).

2.1 Syntactic indexing

Some of the prominent CBR systems are IBM’s QBIC [1],
ViBE [12] at Purdue University, Visualseek [13] & VideoQ
[14] at Columbia University, Photobook [15] & FourEyes
[16] at M.I.T., Chabot [17] at University of California-
Berkeley, MARS [18] at UIUC, Virage [6] at University
of Michigan, Netra at University of California (Santa Bar-
bara) and Jacob [7, 19] at Italy. These systems use syntactic
features as the basis for matching and employ either Query-
by-Example or Query-through-dialog box to interface with
the user. Thus, they operate at a lower level of abstraction
and therefore, the user needs to be highly versed in the de-
tails of the CBR system to take advantage of them.

Popular automatic image indexing systems (as
CHABOT [17], VisualSEEK [13]) employ user com-
posed queries which are provided through the dialog
box. However this method is not convenient as the user
needs to know the exact details of the attributes and their
implementation as well as details of the search method.
However, the operation of such systems is highly technical.

The only alternative to ‘Query through dialog box’ was
thought to be ‘Query by example’ technique where the user
is presented with a number of example images and he in-
dicates the closest. The various features of the chosen im-
age are evaluated and matched against the images in the
database. The features which have been commonly used in
previous work are color, shape, textures and spatial distri-
bution. Using some distance metric, the distance between
the feature vectors (i.e. vectors containing the set of fea-
tures) for the example image and a database image is com-
puted. A few images which have a distance less than a
threshold are retrieved. The user browses through them and
if he is not satisfied, could formulate a new query in terms
of either one of the retrieved images or the old image.

There has been a parallel of ‘Query by example’ in the
field of video indexing. The majority of work in video in-
dexing has focused on the detection of key frames called
representative frames or R-Frames [20], [21], [22]. The
R-Frames are chosen based on some predefined criteria and
the feature set is constructed using the R-Frames. The user
is again provided as output the choice between various R-
Frames of video clips which are close to the user query.

There are a number of defects with retrieving items with
‘Query by example’:

1. In contrast to a clearly defined text search, in image
search, using ‘query by example’, the image can be
annotated and interpreted in many ways. For exam-
ple, a particular user may be interested in a waterfall,
another may be interested in mountain and yet another
in the sky, although all of them may be present in the
same image.

2. It is reasonable for the user to wonder "why do these
two images look similar?" or "what specific parts of
these images are contributing to the similarity?"(see
CANDID [23]). Thus the user is required to know
the search structure and other details for efficiently
searching the database.

3. Since there is no matching of exactly defined fields
in query by example, it requires a larger similarity
threshold as it usually involves many more compar-
isons than query via the dialog box. The number of
images retrieved are so many that it makes the whole
task tedious and sometimes meaningless.

We deem that there is a significant lacuna in addressing
human level perception and cognitive capabilities of a com-
mon user as neither the ‘Query by example’ nor the ‘Query
through dialog box’ attempt any higher-level analysis of
the multimedia content. The syntactic features provided to
the user may be adequate only if the goal is to find frames
with similar distributions of color or texture or other low
level characteristics. However the user often deals with
and is more concerned with higher level objects. Rudi-
mentary and unprocessed syntactic features inherently lack
the power of descriptiveness required for the user to prop-
erly interact with and utilize CBR system. Some progress
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is made recently with the work by Krishnapuram et al.
[24]. They develop a fuzzy framework which can han-
dle exemplar-based, graphical-sketch-based, as well as lin-
guistic queries involving region labels, attributes, and spa-
tial relations. The system uses Fuzzy Attributed Relational
Graphs to represent images, where each node in the graph
represents an image region and each edge represents a re-
lation between two regions.

2.2 Semantic indexing

Researchers have recently been reviewing the appropriate-
ness of these approaches based on syntactic features. There
has been some effort in the direction of developing tech-
niques which are based on analyzing the contents of im-
ages and videos on a higher level. A number of psycho-
logical studies and experiments emphasize the need for ex-
tracting the semantic information from images and video
data. The two important researches in this direction are: a)
Demonstrating that higher similarity-ratings are produced
by perceptually-relevant semantic features as opposed to
the features derived from color histograms on the images
([25]), and b) the performance and the efficiency of search-
ing is generally greatly improved by using semantic cues
([26]) as compared to when low-level features are em-
ployed.

One can find a lot of work, developed lately, employing
semantic technique. Shannon et al. [27] have analyzed and
looked specifically at video-taped presentations in which
the camera is focused on the speaker’s slides projected by
an overhead projector. By constraining the domain they are
able to define a “vocabulary” of actions that people perform
during a presentation. In the work done by Gong et al. [28],
video content parsing is done by building a priori model of
a video’s structure based on domain knowledge. Out of the
set of recorded shots, shots pertaining to news category are
retrieved and the user can define his choice with respect to
them. Sudhir et al. [29] have worked on automatic classi-
fication in ‘Tennis’. Their approach is based on generation
of an image model for the tennis court lines and players.
Automatically extracted tennis court lines and the players’
location information are analyzed in a high-level reasoning
module and related to useful high-level tennis play events.

Ferman et al. [30] and Naphade et al. [31] have recently
employed probabilistic framework to construct descriptors
in terms of location, objects and events. Vasconcelos et
al. [11] have integrated shot length along with global mo-
tion activity to characterize the video stream with proper-
ties such as violence, sex or profanity. An interesting in-
sight that comes out from their work is that there exists a
relationship between the degree of action and the structure
of visual patterns that constitute a movie.

Hanjalic [32] has given a framework for adaptive ex-
traction of highlights from a sport video based on excite-
ment modeling. The system utilizes the expected varia-
tions in a user’s excitement by observing the temporal be-
havior of selected audiovisual low-level features and the

editing scheme of a video. Another work by Rasheed et al.
[33] classifies movies into four broad categories: Come-
dies, Action, Dramas, or Horror films. Inspired by cine-
matic principles, four computable video features (average
shot length, color variance, motion content and lighting
key) are combined in a framework to provide a mapping
to these four high-level semantic classes. Mean shift clas-
sification is used to discover the structure between the com-
puted features and each film genre.

Recently, many researchers have worked in semantic im-
age classification and natural image database organization
into categories like Indoor vs. Outdoor ([34], [8] etc.),
city vs. landscape ([35],[36] etc.), man-made vs. natural
([8],[37]), sunset vs. forest vs. mountain ([38] and so on.

3 Motion feature as indexing cue

Since it is often through motion that the content in a video
is expressed and the attention of the viewers captivated, we
review here some prominent work that has used motion fea-
tures as indices for video classification.

Dimitrova et al. [39] have used object motion recovery
for video classification and querying. From the low-level
motion analysis, they build motion vectors. ‘N-tuples’ of
motion vector constitute each trajectory. At the high-level
motion analysis they associate an activity to a set of an ob-
ject using domain knowledge rules. The visual query sys-
tem allows the user to specify the path of a moving object
like a player.

Courtney [40] detects moving object in the video se-
quence using motion segmentation module. By tracking
the individual objects through the segmented data, a sym-
bolic representation of the video is generated in the form
of a directed graph describing the objects and their move-
ments. This graph is then annotated using a rule-based clas-
sification scheme to identify the events of interest like ap-
pearance/disappearance, entrance/exit, and motion/rest of
objects. He suggests the potential application of such a
technique to surveillance video analysis.

Nam et al. [41] developed a scheme for video indexing
based on the motion behavior of video objects. Moving
objects are extracted by analyzing the layered images con-
structed from coarse data in 3-D wavelet decomposition.
The moving objects are modeled as collections of intercon-
nected rigid polygonal shapes and the motion signatures of
these objects are computed and stored as potential query
terms.

Recently developed VideoQ [14] brings up the idea of
an animated sketch to formulate queries. In an animated
sketch, motion and temporal duration are the key attributes
assigned to each object in the sketch in addition to the usual
attributes such as shape, color and texture. Using the visual
palette, a scene is sketched out by drawing a collection
of video objects. According to its theory, it is the spatio-
temporal ordering and relationships of these objects that
fully define a scene. However, since VideoQ only provides
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for the temporal sketching of dominant object motion in
2-D space for querying, these queries are very technical.
Note that imagining such sketches is not a straightforward
task.

A key observation from most of the above studies is
that high-level index formation has not been the main con-
cern. These researchers were more interested in deriving
low level descriptors such as the dominant direction, distri-
bution of flow and trajectory of the object.

4 Matching techniques

In this section, matching techniques used in the popular
CBR systems are examined. By matching technique, we
mean the method of finding similarity between the two sets
of multimedia data, which can either be images or videos.
The parameters of such a technique, which we discuss and
analyze herein, are:

1. Level of abstraction of features

2. Distance measures

3. Normalization of features, if supported, or else the
method of relatively weighing the features.

In VisualSEEK [13] a query is specified by the col-
ors, sizes and arbitrary spatial layouts of the color regions,
which include both absolute and relative spatial locations.
A query specified by the user is translated directly into
pruning operations on intrinsic parameters. For exam-
ple, given the single region query: to find the region that
best matches Q ={ cq, (xq, yq), areaq, (wq, hq)}, the query
is processed by first computing the individual queries for
color, location, size and spatial extent. Each of the color,
size and location measures form different modules with
each module utilizing a specific distance measure. The
intersection of the region match lists is then computed to
obtain a set of common images. Finally, the single region
distance is given by the weighted sum of the color set(dset

q,t ),
location (ds

q,t), area(da
q,t) and spatial extent distances (dm

q,t).
The best match minimizes the total distance.

In JACOB [7], queries are based on color and texture
measures. The user chooses a value between 0 and 1 to
indicate the relative importance of a set of features over
each other. Apart from this naive procedure no other
technique for normalization is implemented. In QBIC
(Query by Image Content) [1], the query is built on either
color, texture, or shape of image objects and regions.
QBIC computes each of the features by separate distance
measures. The distance measure used for each feature
is the weighted Euclidean measure where the weights
reflect the importance of components of each feature.
CHABOT [17] facilitates image search based on features
like location, colors and concepts, examples of which
are ‘mostly red’, ‘sunset’, ‘yellow flowers’ etc. Equal
weightage is assigned in this system to all the features in

retrieving the image.

A common strategy can be discerned in these different
CBR systems: they employ only low level features with
distance measures similar to Euclidean distance, with no
method to automatically generate the weights of the fea-
tures.

None of the indexing schemes discussed so far is capable
of dealing with multimodal distribution. Another problem
which may arise is that the probability distribution may not
be Gaussian, even though it may be unimodal. The dis-
tance measures used by these systems inherently assume
that with increasing distance from the mean vector, the
probability decreases. Thus, some sort of Gaussian as-
sumption is implicitly accepted. This is the case for the
Bayesian Network employed in [30] which may turn out to
be ineffective.

Identifying the meaningful set of features for a given do-
main is important yet unexplored. Many systems (like JA-
COB [7]) either resort to having the user specify the relative
weights to the features or like CHABOT [17], they assign
equal weightage to all the features in retrieving the image
or video shot. By asking the user to specify the weight
of various features, an injudicious assumption is made that
the user is knowledgeable enough to ascertain these to a
fine degree. To rely upon human experience is not a prag-
matic approach when the aim is to build an integrated sys-
tem with quite a few classes and many features. Different
researchers (like Doulamis et al. [42], Peng et al. [43], and
Sheikholeslami et al. [44]) have identified the importance
of automatically identifying the relevance of the features.
They have used different variations of neural network ap-
proaches in trying to achieve this task. A technique is re-
quired by which the relevant features for a class are au-
tomatically extracted and a higher relevance is assigned to
them as compared to the other features. Moreover, the issue
of dealing with diverse feature measures by normalization
or otherwise has not been properly dealt with.

5 Learning methods in retrieval

Recently, strategies involving learning a supervised model
are emerging in the field of CBR. When there are
clearly identified categories, as well as, large domain-
representative training data, learning can be effectively em-
ployed to construct a model of the domain. A model gener-
ally represents a strong spatial order within the individual
images and/or a strong temporal order across a sequence.
In this section, the learning strategy, the domains, as well
as, the learning tools are discussed with reference to vari-
ous research projects.

Minka et al. [45] use an interactive learning system
(based on relevance feedback) based on a society of mod-
els. Instead of employing universal similarity measure
or alternately manual selection of relevant features, this
approach provides a learning algorithm for selecting and
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combining groups of the data. The user generates both the
positive and negative retrieval examples (relevance feed-
back). A greedy strategy is used to select a combination of
existing groupings from the set of all possible groupings.

Yang and Kuo [46] propose a hierarchical procedure us-
ing a two-level classification based on K-Nearest neighbor
classifier. The coarse classification uses low-level image
features, while the fine level classification is based on se-
mantic meanings. In the coarse classification, color and
edge information analysis is used to summarize the image
collections with image models. In fine classification, a su-
pervised training algorithm based on multiple feature tem-
plates is adopted to refine the classification result of each
coarse class.

Demsar et al. [47] have used decision-trees for classifi-
cation of images based on user’s feedback with positive and
negative examples. Their work is in the domain of retriev-
ing images with particular color combination (like sunset
images, images containing human faces etc.).

Ratan et al. [48] have used a multiple-instance learn-
ing scheme to model ambiguity in the supervised learning
examples in natural scenes. Each image can represent mul-
tiple concepts. To replace one of these ambiguities, each
image is modeled as a bag of instances (sub-blocks in the
image). A bag is labeled as a positive example of a con-
cept, if there exist some instances representing the concept,
which could be a car or a waterfall scene. If there does not
exist any instance, the bag is labeled as a negative exam-
ple. The concept is learned by using a small collection of
positive and negative examples and this is used to retrieve
images containing a similar concept from the database.

Torabba et al. [37] have used discriminant structural
templates for organizing scene along various semantic
axes. They classify the global scene representation of an
image in the following axes: degree of naturalness (arti-
ficial/natural images) and degree of openness (panoramic
views/closed environments). A supervised learning stage
using linear discriminant analysis (LDA) is used to gen-
erate the decision boundaries along the various semantic
axes. The classification is based on Gabor textures derived
from the sub-blocks of the image.

Naphade et al. [31] use Markovian framework to build
probabilistic multimedia objects called multijects, which
are fused from low-level features from the multiple modal-
ities. A probabilistic framework is used to encode the
higher level relationship between the multijects, which en-
hances or reduces the probabilities of concurrent existence
of various multijects. The fundamental components of their
model are sites, objects and evenets and the model is eval-
uated to detect explosions and waterfalls in the movies.

In the previously discussed work by Fischer et al. [49],
the classification module is comparable to a human expert
who is asked about his/her evaluation of closeness of a
particular feature. The estimates of different classification
modules are combined into a final guess. Their strategy de-
pends on the assistance from a human knowledge base to
distinguish the style profiles of the features.

The researchers working in the semantic image classi-
fication have typically used color, texture, objects etc. as
features for mapping to higher level concepts by learning
through K-nearest neighbor (like Szummer et al. [34]),
Rule-based systems (Gorkhani et al. [35]) , Linear discrim-
inant analysis (Torralba et al. [37]), Vector quantization
(Vailaya and Jain [38]), Decision trees (Forsyth et al. [36])
and Support vector machine (Sadlier et al. [50]). Recently,
a framework for cluster-based retrieval of images by un-
supervised learning is also proposed by Chen et al. [51].
Data mining techniques have also been employed to bridge
the gap between semantic labels and low-level features. In
particular, association rule mining has been used by Zhu et
al. [52] for semantic indexing and event detection.

The ability to infer high-level understanding from a
multimedia content has proven to be a difficult goal to
achieve. The goal is to present supervised learning frame-
work where the content of the semantic indices are prop-
erly modeled and learnt. Of course, not all semantic cat-
egories can be understood and extracted by present algo-
rithms easily, for example, the category “John eating ice-
cream”. Such categories might require the presence of so-
phisticated scene understanding algorithms along with the
understanding of spatio-temporal relationship between en-
tities (like the behavior eating can be characterized as re-
peatedly putting something eatable in mouth).

However, there are still a large number of multimedia
categories (especially in the domain of video) that demon-
strate structure in their elements. This structure can be ex-
ploited to build models. The structure is present because
content creation is not a random process, but rather, it obeys
a series of well-established codes and conventions. These
structures in many cases can be detected by paying more at-
tention to the features directly encoding knowledge or man-
ifesting psychological significance. Automatic techniques
for properly mapping the feature space to the high-level
descriptors are then required, otherwise, the design process
for CBR system becomes highly complex with hundreds of
features and a large number of categories.

6 Structure in multimedia content

Most multimedia data are viewed as part of a casual ac-
tivity, for example, people customarily watch news over
breakfast, watch movies while talking on the phone, and
listen to radio while driving [53]. This requires only a share
of the viewer’s cognitive resources and therefore, the mes-
sage is generally laid out in a way that minimizes the effort
required to decode it. Furthermore, to achieve efficiency in
content-production and due to the limited number of avail-
able resources, standard techniques are employed. While
there are clear incentives for innovation, content produc-
tion evolves by building on previously developed formulae
that have sustained the testing of time and market [54, 55].
Thus, it can be naturally assumed that most of the video
content exhibits a significant amount of structure in its ele-
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ment.
The structures are present as a result of the s table nature

of the world and the ways in which the viewers perceive
and interact with the world. For a perceiver to develop the
inferential leverage necessary to disambiguate among sev-
eral conflicting configurations of the world, the world must
behave regularly [56, 57]. In other words, these structures
embody the relationship of the observers with the world
[58] or in this case, the virtual world presented by the
video. Movie picture viewing or communication is pos-
sible due to constancies of these relationships. These pat-
terns of interaction also make it possible to represent the
events or movie theme. In this section, why and how the
video classes are generally structured are considered from
two angles: from the producer’s end and from the nature of
the content itself.

Some relevant works have been done founded around
the observation that the media has structure. In the
work by Fan et al. [3], the hierarchical structure of the
semantics-sensitive video classifier is derived from the
domain-dependent concept hierarchy of video contents in
the database. Relevance analysis is used to shorten the se-
mantic gap by selecting the discriminating visual features
and suitable importance. The EM algorithm is used to de-
termine the classification rule for each visual concept node.

6.1 The designer’s end

The intention of video making is to represent an action or
to evoke emotions using various storytelling methods. Fig-
ure 1 gives an analysis of the basic techniques of shot-
transitions that are used to convey particular intentions.
A similar study can be done for camera motion, light-

ing effects etc. (please refer to cinematographic literature
[55, 59]). For example, panning for a long duration is used
for ‘an establishing shot’, zooming-in is used for increas-
ing the interest of the user and so on. Although these rules
are mere guidelines and can be violated, their use tends
to deepen the filmic reality. Consider, for example, that a
director fails to use fast cutting at a scene of climax in a
movie. This would reduce the thrill in the mind of the au-
dience, although the entire set-up remains the same. Nack
and Parkes [60] remark, while comparing movies with a
theatrical performance, that the denotative material of the
film becomes real through the audience’s identifications
and projections. This leads to a generic deduction that film
styles like editing effect, movement of the camera, subjects
in the frame, colors, variation of lighting effects etc. are
meaningfully-directed and intentional.

6.2 The nature of content

The structure of a multimedia class like sports, commer-
cials, news etc. also stems from the pattern inherent in the
material that is portrayed. These patterns then become the
characteristics of the class and distinguish it against oth-
ers. To illustrate the point with some common examples:
car-race video has unusual zoom-in and zoom-out, basket-
ball has left-panning and right-panning that last for certain
maximum duration (say 20 seconds), the color of tennis se-
quence is mainly restricted to that of the four types of court
according to the international standards, the motion activ-
ity in interesting shots in sports is higher than its surround-
ing shots and so on. As examples of works demonstrating
structure in domain other than movies, it was shown ( Mit-
tal et al. [61]) that the classes form separable cliques in
the feature spaces (with feature representation improved by
making it fine-grained) and reasonable classification accu-
racy is achieved. Another work by Eickeler et al. [62] ex-
ploits the special structure of news in ‘begin shot’, ‘news-
caster shot’, ‘interview’, ‘weather forecast’ etc. and builds
a video model of news. The feature vectors are modeled
and classified using HMMs in the domain of broadcast
news.

6.3 Discussion and Future of CBR systems

The analysis presented in the paper has two implications.
First is that since there is some structure in the film-making
process, there is a possibility of deriving some conclusions
about the intentions or meaning conveyed through a shot.
Of course, as Figure 1 shows there is ambiguity in making
such conclusions, for example, dissolve can be either due
to ‘flashback’ or due to ‘time lapse’. However, by inclu-
sion of several cues, especially context, much clearer dis-
tinction is possible. To take the same example, in a moving
window of seven shots, if the number of dissolves is two,
the dissolves belong most probably to ‘flashback’; how-
ever, if it is more than two, the dissolves probably denote a
‘time lapse’. The second implication is that the cinematic
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theories of psychology and techniques used by cameramen
and directors in making a film clearly expound the need to
have features which have psychological relationship with
humans. Naturally, the integration of higher-level features
would increase the classification accuracy of video classes
belonging to non-movie domains like news, soccer etc.

The process of information representation remains in-
complete without the features which are at a perceptual
level. Perceptual-level features also reveal fundamental
structure about the content of the video data. For exam-
ple, the presence of zoom-in, followed by relative camera
stability, have been shown to be a good indicator of inter-
esting shots in the home videos. These structures are such a
fundamental characterization of the multimedia classes that
even including a large number of classes in the CBR sys-
tem does not cause problems in distinguishing them from
one another. In other words, such primitives are applicable
in general environments.

To realize the need for CBR system, the systematic
development of the new member of the MPEG fam-
ily, called “Multimedia Content Description Interface” (in
short ‘MPEG-7’) is currently pursued. MPEG-7 will ex-
tend the limited capabilities of proprietary solutions in
identifying content that exist today, notably by including
more data types. In other words, it will specify a standard
set of descriptors that can be used to describe various types
of multimedia information. MPEG-7 will also standardize
ways to define other descriptors as well as structures (De-
scription Schemes) for the descriptors and their relation-
ships. This description (i.e. the combination of descriptors
and description schemes) will be associated with the con-
tent itself, to allow fast and efficient searching for material
of a user’s interest.

7 Conclusions

While the above works in the semantic domain disclosed
the potentiality of description in semantic terms, a sys-
tematic exploration of construction of high-level indexes is
lacking. The literature survey presented before evinces the
fact that most systems operate only at syntactic level and
provide low-level descriptors such as color, shape, and tex-
tures. Some attempted work at semantic level (for example,
[27], [28]) confined themselves to data modeling in specific
domains. Other works at semantic level (for example, [11],
[49]) exclusively tried to derive semantic properties from
low-level properties. This paradigm of deriving semantic
indices needs to be explored further. However, none of the
work has considered exploring features close to the human
perception.

The need to have features which have psychological re-
lationship with human is clearly expounded by cinematic
theories of psychology and techniques used by cameramen
and directors in making a film. Nack and Parkes [60] re-
mark, while comparing movies with a theatrical perfor-
mance, that the denotative material of the film becomes real

through the audience’s identifications and projections. One
aspect of film reality is, therefore, the imagination of the
audience. Consider our experience of camera movement
as it appears on the screen prior to our conscious reflection
about it. The experience is a relatively ‘invisible’ one - par-
ticularly if we are used to viewing narrative rather than ex-
perimental films. We become aware of camera movement
as our movement and perceive the camera as an invisible
but present subject. This has a lot of implication in cre-
ating semantic indices as camera movement in a video is
meaningfully-directed and intentional. For example, a pan
which is described as a particular rotation of the camera on
its vertical axis from a stationary point, may be used to es-
tablish the contiguity of screen space, and leads the viewer
to understand and feel from this expression the ‘sweep’ and
‘scope’ of a monument valley landscape and the stagecoach
crossing it ([63]).

In summary, there is a great need to extract semantic in-
dices for making the CBR system serviceable to the user.
Though extracting all such indices might not be possible,
there is a great scope for furnishing the semantic indices
witha certain well-established structure.
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As our knowledge of RNA interference accumulates, it is desirable to incorporate as many selection 
rules as possible into a computer-aided siRNA-designing tool. This paper presents an algorithm for 
siRNA selection in which nearly all published siRNA-designing rules are categorized into three groups 
and applied in three phases according to their identified impact on siRNA function. This tool provides 
users with the maximum flexibility to adjust each rule and reorganize them in the three phases based on 
users’ own preferences and/or empirical data. When the generally accepted stringency was set to select 
siRNA for 23,484 human genes represented in the RefSeq Database (NCBI, human genome build 35.1), 
we found 1,915 protein-coding genes (8.2%) for which none suitable siRNA sequences can be found. 
Curiously, among these 1,915 genes, two had validated siRNA sequences published. After close 
examination of another 105 published human siRNA sequences, we conclude that (A) many of the 
published siRNA sequences may not be the best for their target genes; (B) some of the published siRNA 
may risk off-target silencing; and (C) some published rules have to be compromised in order to select a 
testable siRNA sequence for the hard-to-design genes. 
Povzetek: Predstavljen je algoritem za obdelovanje genoma. 

1 Introduction 
Since the seminal paper published by Craig C. Mello’s 
group in 1998 [1], RNA interference (RNAi) has 
emerged as a powerful technique to knock out/down the 
expression of target genes for gene function studies in 
various organisms [2,3,4]. What is truly remarkable 
about the RNAi effect is that it is sequence-specific. This 
means that as long as we know the sequence of the 
transcript to be targeted, we can design a short double-
stranded RNA (small interfering RNA or siRNA) to 
knock down, if not eliminate the expression of the target 
gene without changing the genetic make-up of the cells. 
Compared to the anti-sense oligonucleotide technology 
developed earlier [5,6], RNAi is much more effective 
because RNAi is achieved by catalytic components 
within the cell [1,7,8,9]. 

Understandably, how to design the best siRNA has 
become an intense competition between academic 
research groups as well as commercial providers of 
siRNA. The following is a summary of some major 
designing rules published. 

 
• The length of functional siRNAs: The length of 

siRNA ranges from 19 to 30 base pairs (bps) 
[2,10,11]. Double stranded RNA longer than 30 bps 

is likely to invoke an antiviral interferon response, a 
general shut-down of the cellular translation instead 
of gene-specific RNAi [12,13,14]. 

• The GC content of functional siRNA: The optimal 
GC content of siRNA should be between 30% and 
55% [10,14,15]. GC-rich sequences, in general, have 
the tendency to form quadruplex or hairpin 
structures [16]. Sequences with GC stretches over 7 
in a row may form duplexes too stable to be 
unwound [16,17,18,19]. On the other hand, 
sequences with extremely low GC content cannot 
form stable siRNA duplexes. 

• The thermo-stability bias at the 5’ end of the 
antisense strand: Since it is desirable to have only 
the antisense strand incorporated into the RISC 
complex, lowering the thermo-stability at the 5’ end 
of the antisense strand can promote helicase unwind 
siRNA duplexes from this end [17,20,21].  

• Concerning tandem repeats and palindromes: 
Since sequences containing tandem repeats or 
palindromes may form internal fold-back structures, 
it is best to avoid any internal repeats or palindromes 
in the designed siRNA sequence [10]. For the same 
reason and other concerns [22] [23], long single 
nucleotide repeats (such as AAAA, UUUU, CCCC 
or GGGG) should also be avoided [19,24]. 
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Regarding the specific nucleotide positions in siRNA, it 
has been proposed that base U at position 10, base A at 
position three, and a base other than G at position 
thirteen were preferred [10]. However, those experiments 
were conducted with siRNAs 19 bps in length, it is 
unknown if the same rules apply to longer siRNAs. 
While some siRNA design algorithms prefer having the 
siRNA sequence start with AA [14,24,25], others have 
pointed out that this rule may result in frequent misses of 
effective siRNA sequences [17]. Besides, starting with 
AA may sometimes conflict with the notion that 5’ 
antisense end should be thermodynamically less stable 
than the 5’-sense end [17,20,21]. It is not clear whether 
siRNA should be picked within the coding region (CDS) 
only, though it has been suggested that 5’ and 3’ 
untranslated region (UTR) should be avoided [24,25]. 
However, a recent report showed that targeting 3’-UTR 
was as efficient as targeting the CDS [26]. If the siRNA 
(or shRNA, small hairpin RNA) is generated via T7 
RNA polymerase, additional rules may apply [27]. 

While it is desirable to incorporate all of the 
selection rules into a computer aided siRNA design tool, 
the complication at the moment is how to rank those 
published rules, especially when some of the rules are 
contradictive. Currently, quite a few computer aided 
siRNA design tools have been published 
[17,18,19,24,25,27,28,29] and some of those have been 
made accessible through websites. However, none of 
those tools has successfully incorporated all the rules 
above, and most of them treat their employed rules 
without much differentiation.  In general, the existing 
tools adopt a set of rules and assign each rule an equal or 
different score, and each siRNA sequence is scored 
against every rule and only those sequences scoring 
above a predefined point are selected as valid siRNA 
sequences.   Such a simple selection procedure does not 
accommodate the possibility that some rules are critical 
for the validity of a siRNA sequence (must be met), 
while some rules can only affect the efficiency of the 
siRNA sequence.    Meanwhile, those web-based tools 
only provide users very limited flexibility, and users 
cannot reorganize the selection rules based on their own 
preferences or recent research data. 

Although the actual mechanism of which is still 
unclear, the off-target effect [30] of siRNA is largely 
attributed to partial sequence homology between siRNA 
and its unintended targets [31,32]. Most available siRNA 
design tools use BLAST [33] to filter out siRNA 
candidates that may cause off-target effect. However, 
BLAST may overlook significant sequence homologies 
[17,34]. As an alternative, the Smith-Waterman search 
algorithm [35] has been proposed to identify all possible 
off-target sequences [17]. Unfortunately, Smith-
Waterman search against the whole-transcriptome is very 
time-consuming. 

This paper presents a three-phase siRNA selection 
algorithm that can successfully incorporate all the major 
rules mentioned above effectively in a way that allows 
the user to optimize the selection process based on their 
experimental data. The incorporation of the validated 
rules ensures the effectiveness and specificity of the 

selected siRNA sequences. Meanwhile, knowing that 
some of the rules may not be compatible under certain 
conditions, this software package has also incorporated 
maximum flexibility for the users to adjust the selection 
process based on their own experiment results or their 
own preferences. 

2 Materials and methods 

2.1 Sequence Data 
Complete collection of human mRNAs in the NCBI 
RefSeq database (human genome build 35.1) was used as 
the experiment dataset.  In addition, 107 published 
siRNA sequences that targeted human genes were 
collected from prestigious publications. 

2.2 The Three-Phase Algorithm 
The key concept of the three-phase algorithm is to 
arrange all the necessary siRNA selection rules in three 
groups of filters according to their impacts on the siRNA 
efficacy and apply them to the design process in three 
steps. Each filter represents a specific design rule. Based 
on the expediency of each rule, the corresponding filter 
may be assigned the following properties: 
• Enabled. If a filter is enabled, it is applied in the 

selection process; otherwise it is not used at all. 
• Mandatory. If a filter is enabled and designated as 

mandatory, failure to satisfy the rule results in the 
elimination of the tested siRNA sequence. 

• Selective. If a filter is enabled but not designated as 
mandatory, it is a selective filter by default. siRNA 
sequences will proceed to the next filter even though 
they fail to satisfy a “selective” filter. 

• Optional. If the validity of a selective filter is yet to 
be demonstrated, it will be designated as optional. 

• Gain. Positive point(s) assigned when a 
selective/optional filter is satisfied. 

• Penalty. Negative point(s) assessed if a 
selective/optional filter is not met. 
 

As expected, all Phase I filters are mandatory if enabled, 
eliminating all the sequences containing the most 
damaging elements for a functional siRNA. All Phase II 
filters are selective, and will rank eligible siRNA 
sequences by a final score with the sum of gain and 
penalty points. Phase III filters represent those rules 
whose impact on the siRNA functionality has yet to be 
elucidated and therefore considered optional. The final 
scores of optional filters will be recorded separately and 
will not be used to rank the siRNA sequences as with the 
Phase II filters. Based on the known selection rules, here 
are 15 filters tested in this work: 

 
Phase I Filters (by default enabled and mandatory): 
1. The filter for siRNA length (f-len). It requires that 

the length of the siRNA sequences be between 19 
bps to 30 bps, inclusive (not counting the 3’ two-
nucleotides overheads). 
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2. The filter for coding region only (f-coding). It 
requires that the siRNA sequences be selected only 
inside the coding sequence. 

3. The filter for GC content (f-gc). It requires that the 
GC content of a siRNA sequence lie between 32 – 
55 % inclusive. 

4. The filter for repeated sequences (f-repeat). It 
requires that a siRNA sequence have no internal 
repeated sequence of length >= 4. 

5. The filter for internal palindrome (f-palindrome). It 
requires that a siRNA sequence have no internal 
palindrome sequence of length >= 5. 

6. The filter for internal GC stretch (f-stretch). It 
requires that a siRNA sequence have no GC stretch 
of length > 8. 

7. The filter for untranslated region (UTR) on mRNA 
(f-UTR). It requires that a siRNA sequence be 100 
nucleotides away from the translation start and stop 
codons.  

8. The filter for the polyA, polyU, polyG and polyC (f-
poly). It requires that a siRNA sequence have no 
AAA, UUU, GGG or CCC. 

 
Phase II Filters (by default enabled and selective): 
9. The filter for the ∆G (free energy) at the 5’-end of 

the antisense strand (f-dga). It requires that the ∆G at 
the 5’-end of antisense should be between -3.6 and -
7.2. The gain or penalty of this filter is 1 or 0 
respectively. 

10. The filter for the ∆G (free energy) difference 
between the 5’-end of the sense strand and the 5’-
end of the antisense strand (f-dgd). It requires that 
the ∆G difference (∆Gdiff = ∆G 5-sense - ∆G 5-antisense) 
of a siRNA sequence be less than minus one (-1.0). 
The gain or penalty of this filter is 1 or -1 
respectively. 

11. The filter for the number of A/U in the 5’-end 
pentamer of the antisense strand (f-AU). Among the 
first five nucleotides at the 5’ antisense strand, the 
gain matches the number of A/U nucleotides present, 
i.e. if there is one A/U nucleotide the gain would be 
one point, two A/Us will make two points gain, and 
so on so forth. No penalty is assessed for zero A/U 
nucleotide present. 

12. The filter for the nucleotide composition at the 5’-
end of the sense strand (f-ssnt). If the sense strand of 
a siRNA sequence starts with a G/C, assess one 
point gain; otherwise assess minus one point penalty. 
If there are either one or two A/U present between 
the second and the fifth nucleotide (inclusive), assess 
one point as gain; otherwise assess minus one point 
as penalty. 

13. The filter for A/U ending (f-endAU). Two points are 
gained if the 5’-end antisense strand of a siRNA 
sequence starts with U. One point is gained if the 5’-
end antisense strand of a siRNA sequence starts with 
A. No penalty is assessed if 5’-end antisense strand 
of a siRNA sequence starts with G or C. 
 
Phase III Filters: 

14. The filter for starting with AA (f-aa). This filter is 
enabled as optional by default. If the 5’end of sense 
strand of a siRNA sequence starts with AA, add one 
point as gain. No penalty is assessed otherwise 

15. The filter for specific nucleotide positions (f-pos). 
This filter is enabled as optional by default. One 
point is gained if position three (from 5’-end) of the 
sense strand is A, another one point is gained if 
position ten is U, but minus one point is assessed as 
penalty if position thirteen is G. 

16. The filter for the melting temperature (Tm) of the 
siRNA sequence (f-Tm). For this study, this filter is 
not enabled. This could measure the Tm value of a 
siRNA sequence, and set an acceptable range for 
functional siRNAs [10]. 
 

As stated above, Phase I filters are used to eliminate all 
sequences that bear at least one unwanted feature, i.e. all 
sequences that pass phase I selection must satisfy all 
filters in this phase. Most of the selective filters in Phase 
II are set to ensure the selection rule that the 5’ antisense 
end should be less thermodynamically stable than the 5’ 
sense end. This differential stability ensures that the 
antisense strand is incorporated into the RISC complex, 
reducing the unwanted off-target effect caused by the 
sense-strand [10,17,19,21,24,27,28,29]. In this study, the 
default cutoff for phase II selection is seven points, i.e. 
only those siRNA sequences that score seven points and 
above are considered functional. The scores of Phase III 
filters are reported for reference only. It would be useful 
for assessing the necessity of the existing and new rules. 
As part of the “Tuschl Rule [2]”, many of the original 
siRNA selection software require the sense-strand to start 
with AA. However, this rule has been challenged 
recently because it filters out some potential effective 
siRNA sequences [17]. Therefore in this study, we set 
filter f-aa as optional. 

2.3 BLAST and Smith-Waterman Search 
Although the mechanism of siRNA’s off-target effect is 
not fully understood, it is suggested that un-detected 
sequence homology by BLAST search may play a major 
role [17,34]. In this study, we employed two filters to 
screen for the possible off-target effect. First, BLAST is 
applied to identify and remove any off-target matches for 
all the siRNA sequences that survive the three-phase 
selection procedure. Then, the remaining sequences are 
screened by the Smith-Waterman search. By definition, 
both BLAST and Smith-Waterman are enabled and 
mandatory (much like the Phase I filters), but they are 
applied only to the sequences that passed all other filters. 

2.4 The Implementation 
The three-phase selection algorithm is implemented in 
Java so that it could be easily deployed as a web-based 
tool. The software accepts input of one or multiple target 
genes in Genbank or FASTA formats. Since the Genbank 
format provides locations for the coding region of the 
gene (CDS), it is the preferred format used in this study. 
Once the start location is determined for each gene 
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sequence, the selection process starts by collecting 
siRNA candidates. It shifts one nucleotide each time 
along the sequence to exhaust all potential siRNA 
sequences and avoids any sequences that contain 
uncertain nucleotides other than A, T/U, G, or C because 
these regions may have single nucleotide polymorphism, 
or SNP.   The selection process is diagrammed in Figure 
1. 

 
Figure 1. The flow chart of the siRNA selection process.   

 

One of the major advantages of this tool is that it allows 
users to adjust all the selection criteria or even rearrange 
the filters in the three phases through a configuration file.  
Figure 2 shows an example where users can adjust the 
following from the graphic user interface (GUI) of this 
software: the length of the siRNA, the range of GC 
content and the definition of polymers of A, U/T, G and 
C, etc. The drop-down “Tool” menu shows other features 
of this software. The uses of both the BLAST and the 
Smith-Waterman searches are also selectable. However, 
whenever Smith-Waterman search is requested, BLAST 
is always performed first to minimize the computing time 
required for the Smith-Waterman search. 

3 Results 
To test the stringency of the default selection conditions 
described above, we applied them to the complete 
collection of human mRNAs in the NCBI RefSeq 
database (human genome build 35.1). This database 
contains 28,162 entries of which 27,956 are mRNA 
sequences, representing 23,484 protein-coding genes. 
Under such conditions, no suitable siRNA sequences 
could be found for 1915 genes (accounting for 2,075 
entries, ~8.2% of the total genes). Further analysis 
reveals that the filters f-gc, f-poly, f-repeat and f-dgd are 
the major causes for those 1,915 genes to have zero 
siRNA sequence found. Of all the possible siRNA 
sequences from the 1,915 genes, 60.6% failed filter f-gc, 
44.8% failed filter f-repeat, 76.4% failed filter f-poly and 
65.9% failed filter f-dgd (while f-dgd is a selective filter, 
all others are mandatory in our default setting). 

Input Sequences 

Phase I screening to remove 
sequences that fail to satisfy Phase I 

Phase II screening to remove 
sequences that score under the 

Phase III screening to evaluate 
additional selection rules 

BLAST to remove off-target 

Smith-Waterman evaluation to 
remove off-target sequences

 
Figure 2. The graphic user interface (GUI) of the siRNA selection tool. 
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Interestingly, two among those 1,915 genes, PEN-2 
(PSENEN, Genbank accession no. NM_172341.1) and 
BIRC5 (Genbank accession no. NM_001168.1) have 
functional siRNA sequences reported in the literature 
[36]. This result suggests that some modification of the 
rules has to be made in order to select the functional 
siRNA sequences for all genes. 

In order to demonstrate the flexibility of the 
software, we modified the configuration file so that the 
definition for polymers (filter f-poly) is relaxed to accept 
AAAA, UUUU, GGGG and CCCC. With this single 
modification, the number of genes without a valid siRNA 
candidate reduced to 855 (from 1,915). Since some 
published siRNA sequences had GC content over 60%, 
we further modified the GC content limitation (filter f-
gc) to be between 30 – 60%. Under this relatively less-
stringent condition, the number of unsuccessful searches 
(855) is further reduced to 519, and valid siRNA 
sequences are found for the two genes PEN-2 and BIRC5 
(although they are different from the published 
sequences). This experiment not only shows the 
flexibility of the three-phase algorithm, but also 
demonstrates its practicality of the whole package. 

Another critical issue of siRNA design is to avoid 
any off-target effect. Although the true nature of off-
target silencing of siRNA is yet to be elucidated, it has 
been suggested that the introduced siRNA will attack any 
mRNA sequences with less than 3 mismatches [17]. In 
order to demonstrate the ineffectiveness of using the 
BLAST filter alone in identifying those mismatches, we 
did the following experiments. As indicated in Table 1, 
we randomly chose 30 human genes and ran the three-
phase selection program to get siRNA candidates before 
enabling the BLAST and Smith-Waterman filters. Then, 
about 100 siRNA candidates were randomly selected for 
BLAST and Smith-Waterman evaluation.  After 
repeating this experiment 8 times, we found that about 
66.6% of the siRNAs 19 bps in length could past the 
BLAST filter (minimum word size 7, gap penalty -1). 
However, after enabling the Smith-Waterman filter, we 
found that only 53.6% of those which passed BLAST test 
could survive the Smith-Waterman evaluation (gap 
penalty -3). Also shown in Table 1, the BLAST filter 
works better alone with longer siRNA sequences. For 
example, if the length of siRNA is set at 23 bps, it might 
be safe to assume the siRNA specificity without running 
the Smith-Waterman filter, because 99.7% of the 
BLAST-validated siRNAs could pass the Smith-
Waterman evaluation.   

To further validate our selection criteria, we 
collected 107 published siRNA sequences that targeted 
human genes. We found that only five of them could pass 
our default selection process. Close examination of the 
102 failed sequences showed that 35 (34.3%) sequences 
failed the filter f-gc, 35 (34.3%) failed the filter f-repeat, 
56 (54.9%) failed the filter f-poly and 68 (66.7%) failed 
the filter f-dgd. This result suggests that there could be 
many other better siRNA candidate sequences for these 
107 published genes. A similar observation has been 
made by others [17]. 

 
siRNA length (bps)  

19 21 23 
PB 66.6±4.0% 80.0±7.5% 87.4±6.9% 

PSW 53.6±7.8% 98.6±1.6% 99.7±0.6% 
 
Table 1.   BLAST filter alone cannot safeguard the siRNA 
specificity.  Experiments are repeated 8 times for about 
100 randomly selected siRNA candidates generated from 
30 randomly chosen gene sequences.  Data is presented 
in the form of mean ± standard deviation.  PB: the 
percentage of siRNA candidates that can pass Blast test.   
PSW: the percentage of siRNA candidates that can pass 
Smith-Waterman test after passing Blast test. 

  
Then we ran the 107 siRNA sequences through Smith-
Waterman alignment with mismatch tolerance of 3 
(where an insertion or a deletion accounts for 3 
mismatches [24]). We have found that 32 sequences 
(representing 30 genes) failed this test. This indicates that 
some of the publicly validated siRNA sequences (as 
shown in Table 2) may risk off-target effect. 

4 Discussion 
The three-phase algorithm categorizes the major 
published siRNA design rules into three groups and 
applies them differentially in the design process based on 
their impacts on the siRNA function. Since all the rules 
are extracted from studying one or few genes, and there 
is little mechanistic justification for many of the rules, 
we should not treat those rules as absolute dogma. 
Rather, we should use those rules as a general guidance. 
The tool described in this paper provides the maximum 
flexibility for the user to adjust. Over time provided with 
sufficient experimental data input, this siRNA selection 
tool can be fine-tuned to provide intelligent design of 
highly effective siRNA on the whole-genome scale. 
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The information handling capacity of wide area networks is ever increasing and becoming dynamic, 
thus posing a challenge for their optimum utilization. In such a dynamic environment it is very difficult 
to maintain a coherent picture of the information services. The current information services on the 
internet therefore need to be optimized. A novel technique proposed recently employs autonomous 
mobile agents in faded information field architecture (FIF) to facilitate information provision and 
servicing on wide area networks. The architecture is decentralized in nature whereby both the service 
provider and information seeker communicate through mobile agents. However, the degree of fairness 
of information distribution and access is still a problem to be addressed. This paper investigates the 
issue of fairness among information users for access to information in a networked environment 
employing mobile agent technology. A FIF was simulated employing a number of algorithms 
characterizing its behaviour with respect to fairness of information distribution by various service 
providers in the network. Simulations results indicate that in a given information system, both the 
service providers and the information seekers may be given equal access to the distribution and 
utilization of information provided a number of suitable algorithms are employed depending on the 
nature of information service available on the wide area network. 
Povzetek: Narejena je analiza porazdelitve v agentnem informacijskem storitvenem sistemu. 

 

1 Introduction 
Information in today’s business environment has become 
the prime ingredient of a successful business enterprise. 
The rapid advances in Information and Communication 
Technologies (ICT) have given new impetus to the way 
business is conducted on the internet with information 
being the key element of a successful business enterprise. 
The traditional paradigms of business, learning and other 
essential services are undergoing an evolution. The 
internet is a huge data repository that is expanding 
without a central authority. The number of worldwide 
internet users is predicted to exceed one billion by the 
end of 2005 [1]. Moreover 300 terabytes of information 
is published online every year [2]. As the performance 
demands of the internet and its usage increase 
exponentially, the emphasis is shifting from platform 
centric computing to network centric computing. 
Information systems have to be designed that are 
distributed, dynamic and have high assurance and fault 
tolerance to meet the heterogeneous demands of users. 
As ICT advances, the dynamics of e-commerce tend to 
be more data intensive and complex. The traditional 
business to customer paradigm is encompassing the 
business to business transactions as well. Companies 
have to comprehend the trends and demands of the users 
quickly in order to survive in the competitive 

environment of today. The expectations of users and 
customers have soared high and they seek a flawless any 
time any where service syndrome.  
The traditional information services based on the client-
server model therefore cannot cope with the rising 
demand placed by the complexities of data intensive 
heterogeneous computing. It is therefore imperative to 
employ new techniques for optimum and accurate 
information retrieval on the web. Various techniques 
being investigated for this purpose [ 3-5 ] mostly tend to 
improve upon the current method of information 
retrieval, i.e., search engines Information fading based on 
a demand-oriented service architecture is one technique 
that may bring about a conceptual change in the 
information search method in vogue [6], in addition to 
Semantic web [7]. The architecture balances the cost of 
information provision and utilization on the network by 
employing push and pull mobile agents to service user 
requests and conducts the business of information 
provision and utilization on the network. In the faded 
information field (FIF) the service provider distributes 
the most demanded and popular information contents 
closer to its vicinity on various nodes in the network. The 
volume of distributed information on a node is inversely 
proportional to the distance of information storing node 
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from the service provider. Thus the FIF permits the 
fairness of information distribution to unspecified users 
with equal access time.  
A number of attributes of FIF architecture have been 
investigated recently [8-11]. This paper will analyse the 
fairness of information access to various users in a FIF 
information system. The paper is organized as follows; 
Information service system performance requirements 
are discussed in section 2, followed by a description of 
FIF architecture. Mobile agents will be surveyed in 
section 4. The attribute of fairness of information 
distribution and utilization will be discussed in section 4. 
The paper will be concluded in section 5. 

2 Information service system 
performance requirements 

The wide area network services are gradually creeping 
into our daily lives with the number of users of these 
services constantly on the rise. The information systems 
now involve a constantly changing environment where 
stringent performance demands are placed on the 
network. The businesses are taking advantage of the wide 
area network facility to offer bargains and put various 
items on sales and special promotions resulting in the 
users having much more flexibility and choice available 
making the process of information provision and 
utilization a complex matter to deal with on the network. 
It is thus imperative for an information system to respond 
to both user needs and service provider (SP) 
requirements to respond in time to these needs in a 
rapidly changing environment. The main desirable 
attributes of such a system therefore should be flexibility, 
reliability and quick reaction time. Only a system with 
these properties can successfully satisfy both users and 
SPs in a dynamic network environment.  
The traditional data retrieval methodologies focused on 
the optimization of digging in huge data base to satisfy a 
search request. However, the FIF employs the concept of 
autonomous provision and utilization of information 
based on mobile agents. The amount of information to be 
faded away from SP is a function of network conditions 
like congestion, popularity of information contents and 
any other criteria programmed into mobile agents [6]. 

3 The FIF architecture 
The information in a FIF is distributed on various nodes 
in the system. The information pattern in the field is 
analogous to the electromagnetic radiation from an 
antenna, high in intensity near the antenna and low in 
intensity away from the antenna. The SP fades away the 
information contents to the nodes in the field with the 
richness in information contents inversely proportional to 
the distance of the node from the SP through Push 
mobile agents (MAs).  
The user on the other hand sends out Pull MAs seeking 
the desired information [6, 12]. The general schematic of 
FIF architecture is depicted in figure 1.  

 
 

Figure 1: The layout of FIF architecture. 

3.1 FIF System Components 
The system essentially consists of logically connected 
nodes through which users and service providers 
correspond. Mobile agents are used by both parties to 
acquire and provide information respectively, under 
evolving/changing situation. The mobile agents (MA) 
generated by service providers are termed as push mobile 
agents (Push MAs). Push MAs carry out the function of 
autonomous coordination and negotiation with other 
nodes for information fading according to the network 
traffic status and the level of importance attached to the 
particular information contents. 
The level of importance of particular information content 
is based on its popularity, determined from a high hit rate 
of query by the information seeker on the network. The 
pull mobile agents (Pull MAs) are generated by users and 
they autonomously navigate in search of the required 
information on the network nodes in a step-by-step 
fashion. Once the required information is located, these 
agents report back to the information-seeking source. 
The push and pull MAs have no direct correspondence 
with each other. 
The third important subsystem of a FIF is the node itself. 
It is a platform for both storage of information and 
program execution. It monitors the local information-
based system conditions and autonomously makes 
decisions for allocation requests by the SP. It determines 
the upper directions to the information service in addition 
to response times on its upper directions. The upper 
directions or stages of information eventually point to the 
SP node whereas the lower directions to the information 
service lead to the outer nodes away from the SP. Each 
subsystem is autonomous in terms of control to execute 
its operations and coordination with other nodes under 
evolving network conditions. 

3.2 Communication Format in the FIF 
The conventional communications techniques cannot 
cope with the evolving conditions in a heterogeneous 
network environment where the state of nodes, the status 
of the SPs and the stability of connections are highly 
unpredictable as the user demand to access the 
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information is dynamic in nature. FIF therefore employs 
a different technique referred to as content Code 
communication technique [6]. The information contents 
in a FIF are uniquely defined by their content codes 
(CCs). These are further elaborately specified by their 
characteristic codes (CHs). Push MAs are sent out in the 
FIF by SPs specifying Content Codes (CCs) of 
information to the nodes using the message format as 
depicted in the FIF communication format example in 
Figure 3. The information about a university is structured 
according to the degree of importance in this example. 
For instance, SP1 specifies the university name followed 
by CH1 indicating the location of university with respect 
to a particular country and city. CH2 depicts the programs 
offered by the university and so on. 
The message format components thus lead to the 
breakdown of the principal source of information 
available on the SP into its uniquely defined 
characteristic codes (CHs). Push MAs are sent out in the 
FIF by SPs specifying Content Codes (CCs) of 
information to the nodes using the message format as 
shown in Figure 3. The selection of information 
storage/allocation is autonomously carried out by the 
nodes based on CHs. Similarly the Pull MAs sent out by 
the users search for the required information based on 
CHs. 

 
 
 

 
 

 

 

 

 

 

Figure 2: The message format in FIF architecture. 

4 A survey of mobile agents 
A distributed environment is most suitable for the 
employment of mobile agents. The details of such 
applications in a distributed environment can be found 
elsewhere [13-15]. Only, a brief introduction of mobile 
agents and their role in a network based information 
system will be discussed in this paper. The term mobile 
agent is often context-dependent and has two separate 
and distinct concepts: mobility and agency. The term 
agency implies having the same characteristics as that of 
an agent. These are self-contained and identifiable 
computer programs that can move within the network 
from node to node and act on behalf of a user or other 
entity. These can halt execution from a host without 
human interruption [16]. 

The current distributed network environment is based on 
the traditional client-server paradigm. In the case of 
mobile agents employed in a network, the service 
provision and utilization can be distributed in nature and 
is dynamically configured according to the changing 
network performance metrics like congestion and user 
demand for service provision [7]. The two network 
environments are depicted in Figure 1 both for client-
server and mobile agents. 
Mobile agents are typically suited to applications 
requiring structuring and coordinating wide area network 
and distributed services involving a large number of 
remote real time interactions [17]. 
 
 

 
 
Figure 3: A mobile agent is a network aware program 
that can conserve bandwidth in a complex adaptive 
information system environment. 

5 Fairness of information 
distribution and utilization 
simulation 

   The purpose of Information fading in a network is 
twofold: 

 Congestion Reduction – The server hosting a 
popular site is highly likely to get congested. 
The information provider could employ 
additional machines (child nodes) to which the 
original server would distribute or fade its 
information contents. A pull MA entering the 
network of the parent server could then access 
any of the child nodes, which would service the 
agent’s request for the desired information and 
therefore reduce the service request traffic load 
on the parent server (PS) in the network. 

 Fairness of Access – Service providers (whether 
commercial or non-commercial) would like 
their information contents to be easily accessible 
by the users on the network. The established and 
renowned service providers stand out compared 
to new competitors as search engines already 
index their search details. Not only the new 
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service providers suffer a long delay in getting 
their nomenclature indexed by a search engine, 
but they are the tail enders on the search engine 
index. This particular scheme of indexing by 
search engine creates disparity among Service 
providers on the network. Faded information 
field architecture therefore, can aid in creating 
fairness among various contenders of 
information provision and utilization on the 
network. 

For congestion reduction, the service provider must use 
its own resources to create the field size since the 
congestion reduction benefits only the service provider. 
However, in a typical business application like 
advertising for example, each information provider 
cannot be expected to have the resources to create a field 
for itself alone. It is therefore possible that each server 
participates in the faded information field as being part of 
the field in addition to being a source of information. 
Thus, no one is the owner of the faded information field 
resources, and there is neither prohibition nor delay in 
becoming a member of the field. 
For the sake of localization (prioritising a nearby service 
provider over a distant one), information should be faded 
in a geographic area as close as possible around the 
server. The faded information distance away from the SP 
was approximated using propagation delays in this 
simulation. 
For the sake of fairness, the field size of all SPs should 
be equal. This is taken to be the number of nodes that 
constitute the field. Since each SP is autonomous in 
creating the field, there has to be an algorithm to ensure 
that each SP creates fields of the same size. The 
following are possible algorithms for an SP to 
autonomously determine its faded information field 
given that all SPs are aware of the nodes available for 
them to create FIFs. (In essence, these algorithms 
compute the FIF size with the given variables as 
described next): 

• Sorting. Each SP orders the list of available FIF 
nodes into a list sorted by delay (as a substitute 
for physical distance). It can thus determine how 
“far” it needs to send its push-MAs to create the 
standard field size, and imposes a travel 
restriction beyond the envisaged perimeter of its 
field. The push-MAs will be required to keep 
updating the field until they reach the travel 
restriction set by the SP (which can be in the 
form of travel time). Alternatively the push-
MAs can be multicast to the required nodes in 
the field. The sorting technique is inherently 
resource intensive and it must be re-employed to 
account for cost update in the WAN as and 
when it occurs. However, it is expected that all 
SPs will have the same number of nodes in the 
field, since each one selects the same number of 
nodes from the sorted list. 

• Step Size. The SP determines the closest and 
furthest distances from the SP to the nodes, and 

then divides that distance by the number of 
nodes to get the average ‘hop’ distance that a 
push-MA might take to travel from one node to 
the next. The inter-nodal step distance D is 
computed by using the following equation: 
D = (max (d) – min (d)) / (N – 1) * (R / 100 *N)   
+ min (d) 
Where D = step distance 
 d = distance from SP to node 
 N = number of nodes 

 R = required field size as a percent of 
total available nodes. The approximate distance 
that the SP envisages its push-MAs to cover in 
its FIF and reach a particular node is determined 
by the product of step distance and the nth node 
(DxN).  
The SP will now send push-MAs that traverse 
the required distance. Alternatively, the server 
would determine which nodes fall in the 
required distance and multicast to those nodes. 
The step size must be recomputed every time 
there is an update in the system, but the major 
computation is finding the maximum and 
minimum distances, which is much faster than 
sorting. 

• Averaged Step Size. In order to account for 
skewing of SPs’ distances, an average distance 
is computed for each server that is used to 
determine the step size instead. In this method, 
the determination of maximum and minimum 
distances is replaced by finding the total 
distance to all the nodes. The algorithm was 
simulated using the following equation: 

D= (∑d / (N – 1) – min (d)) / (N – 1) * 2 * (R / 
100.0 * N) + min (d) 

Where D represents the inter-nodal distance, N 
is the total number of nodes in the FIF and d is 
the distance of the node currently being visited 
by the MA from SP.  

• Modified Averaged Step Size. The averaged step 
size algorithm still gets affected by the skewing 
of nodes. The algorithm was modified by 
computing the average step size of all the costs 
excluding the minimum and maximum costs of 
system information updates. In this method, the 
total has to be computed and the maximum and 
minimum has to be determined. The maximum 
and minimum are subtracted from the total. The 
average step size for push MA visits is 
computed using the following equation given 
below. The variables were incremented as the 
simulations iterations were performed to 
compute the step distance D of push MA visit to 
determine the FIF size. 

D = ((∑d – Nmin * min (d) – Nmax * max (d)) 
/ (N – 1 – Nmin - Nmax) – min2 (d)) / (N – 1 – 
Nmin – Nmax) * 2 * (R/100.0 * N – Nmin) + min2 
(d) 
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Where  
Nmin = number of nodes at the minimum 
distance 
Nmax = number of nodes at the maximum 
distance and min2 (d) = distance of the second 
closest node 
The performance of each algorithm was tested 
by simulation using a wide area network with 
randomly distributed servers connected to 
randomly distributed gateways. The simulation 
involved 50 servers and 200 routers/gateways. 
Djikstra’s algorithm [18] was used to determine 
the server-to-server costs. Under a standard 
policy each server was allowed to maintain a 
field size of 10 nodes. Figure 4 demonstrates the 
field size distribution for this wide area network. 

 

Figure 4: Field size distribution versus the number of 
nodes in the network. 
 
It was observed that the sorting algorithm gave the 
closest approximation to the required distribution. 
However, the step size method failed to give the required 
distribution when it was required to provide a field size 
of 10 nodes. The averaged step size method faired a little 
better. It gave better field distribution since the distances 
are skewed to the higher end thus diminishing the field 
size below the required size. However, the modified 
average method gave a very good average of 10.8 nodes 
per faded information field but the servers did not all 
have equal numbers of nodes in their fields in this case. 
In order to account for skewing, a multiplier was 
introduced into the algorithms for step size and averaged 
step size. The step size algorithm was set to produce a 
field size of 15 nodes and the averaged step size 
algorithm a field size of 16 nodes. The results are shown 
in figure 5. 
It can be seen that the field sizes are better distributed 
with no processing overhead. The averaged step size 
results finally show a significant improvement over the 

normal step size results, as expected. In the second 
simulation run, the sorting algorithm had an average field 
size of 10.2 nodes per information provider, the step size 
algorithm had 10.3, the averaged step size had 10.5 and 
the modified average had 10.8 nodes respectively. Also, 
the averaged step size algorithm gave a fair distribution 
of field size, with most of the servers within a certain 
range. 
 

0

5

10

15

20

25

30

35

40

45

0 5 10 15

Size of Field

N
um

be
r o

f S
er

ve
rs

Step Size Averaged

Mod. Average sorting

 
Figure 5: Compensation for skewing. 

Figure 6: Field size without a multiplier. 
 
The simulation was repeated using 150 routers instead of 
200 to determine the effect of network size on the field 
size. The number of servers was kept the same. Figure 6 
shows the field size without any multiplier and figure 7 
depicts the field size with a multiplier. Again, the sorting 
and modified average algorithms both produced the 
required field size, whereas the other two algorithms did 
not. The step size algorithm this time needed only a 
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multiplier of 1.2 to give an acceptable average, but the 
average step size algorithm still needed a multiplier of 
1.6. The latter produced a decent distribution of field 
size.  Further simulation is required to determine the 
effects of network size on the above algorithms, as well 
as the effect of required field size. The preliminary 
simulations demonstrated that the sorting algorithm gives 
the best distribution of field size. Without a multiplier, 
the modified average algorithm gives the best 
performance, whereas, with a multiplier, the averaged 
step size algorithm gives the best distribution among the 
three non-sorting algorithms. 

 
Figure 7: Field size with a multiplier. 
 
5    Conclusion 

Faded information field architecture has been reviewed 
in addition to a survey of mobile agents in this paper. A 
faded information field was simulated employing various 
algorithms to characterize its behaviour with respect to 
fairness of information distribution by various service 
providers in the network. The simulation provided a 
comparative analysis of algorithms to achieve this goal in 
addition to discovering a need to introduce a 
multiplicative factor to fine tune the performance of the 
algorithms evaluated for the purpose. It was discovered 
that without a multiplier, the modified average algorithm 
gave the best performance. But with a multiplier, the 
averaged step size algorithm turned out to be the best in 
distributing the information fairly among the three non-
sorting algorithms. These results indicate that the faded 
information technique can be used to provide equal 
access rights to the information seekers and equal 
information distribution rights to the service providers by 
using the appropriate algorithm suited to the system 
requirement. Fairness of information provision and 
utilization can then be ensured on the network in addition 
to high reliability of information contents being updated 
regularly by the service provider.  
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In this paper, we present a new hybrid approach for isolated spoken word recognition using Hidden 
Markov Model models (HMM) combined with Dynamic time warping (DTW). HMM have been shown to 
be robust in spoken recognition systems. We propose to extend the HMM method by combining it with 
the DTW algorithm in order to combine the advantages of these two powerful pattern recognition 
technique.  In this work we do a comparative evaluation between traditional Continuous Hidden Markov 
Models (GHMM), and the new approach DTW/GHMM. This approach integrates the prototype (word 
reference template) for each word in the training phase of the Hybrid system. An iterative algorithm 
based on conventional DTW algorithm and on an averaging technique is used for determined the best 
prototype during the training phase in order to increase model discrimination. The test phase is 
identical for the GHMM and DTW/GHMM methods. We evaluate the performance of each system using 
several different test sets and observe that, the new approach models presented the best results in all 
cases 
Povzetek: V sestavku so opisane hibridne metode za prepoznavanje besed. 

1 Introduction 
Automatic speech recognition has been an active 
research topic for more than four decades. With the 
advent of digital computing and signal processing, the 
problem of speech recognition was clearly posed and 
thoroughly studied. These developments were 
complemented with an increased awareness of the 
advantages of conversational systems. The range of the 
possible applications is wide and includes: voice-
controlled appliances, fully featured speech-to-text 
software, automation of operator-assisted services, and 
voice recognition aids for the handicapped…. 

Different approaches in speech recognition have 
been adopted. They can be divided mainly in three trends 
namely Dynamic Time Warping (DTW), Hidden Markov 
Models (HMM), and Artificial Neural Networks (ANN).  

The introducing of speech HMM has made an 
impact and has enabled great progress during these last 
few years. However, there is a lot to be accomplished in 
this area in order to improve their quality, i.e. the re-
enforcing of the discrimination between different models, 
which seems to be very promising.      

In the 1990’s, a fourth technique called Hybrid 
Approach was introduced. The combination of the 
multiple methods produced a more precise final result 
because it exploited the advantages of each one. This 
Combination seems to constitute an interesting approach 
in speech recognition.  

Most the new speech recognition systems are now 
based on hybrid approach HMM/ANN. HMM has a great 
capacity to treat events in time, while ANN is an expert 
in the classification of static forms.  

The main solution s suggested to compensate the 
lack of discrimination in the Markov models come in the 
model training phase. An alternative approach consists in 
a local introducing of the discrimination in the model’s 
definition. Among existing methods, the utilizing of 
ANN’s as a discriminating probability estimator has 
proven to be efficient; nevertheless, it is costly and 
difficult to put into action. Re-enforcing discrimination 
techniques between models by a re-estimation of model 
parameters based on a ANN discriminating criteria are 
complex, and don’t provide a guarantee of convergence 
for the learning procedure. The approach we propose 
relies on the principle that the global discrimination 
between Markov models can be obtained from a 
discrimination of the models training sequences, and that 
by a transformation the representing space using the time 
alignment. Thus, we have developed an iterative 
algorithm to extract a most suitable prototype favoring 
the discrimination among the data classes from the 
training set the derived criteria can be summarized as 
follows: after the alignment of the sequences of each 
class by its prototype, each class becomes the most 
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regrouped possible, and the of classes the most dispersed 
possible.           

The work presented in this paper is an alternative 
hybrid approach DTW/HMM used in speech recognition 
using hidden Markov model with DTW algorithm. The 
goal of this work is to apply DTW to solve the lack of 
discrimination in the Markov models. A basic idea is that 
even if DTW has been proven successful in modeling the 
temporal structure of the speech signal, it is not capable 
of assimilating a wide variety of speaker dependent 
spectrum pattern variations; on the other hand, training 
HMMs for recognizing spoken words is not discriminate   
So, for example, combining the high time alignment 
capabilities of DTW  with the flexible learning function 
of the HMM is expected to lead to an advanced 
recognition model suitable to isolated speech recognition 
problems.  

The new approach GHMM/DTW is introduced, 
evaluated and compared with traditional approach 
GHMM for isolated word recognition system. Both these 
approaches apply the same principles of feature 
extraction and time-sequence modeling; the principal 
difference lies in the architecture used for training 
phases.  

The rest of the paper is organized as follows. In the 
next section, we introduce the acoustic modeling used in 
our experiments. In section 3 and 4, we discuss some 
aspects of GHMM and DTW Section 5 then present the 
existing hybrid system. In section 6 , we will discuss 
more amply the hybrid approach with the iterative 
algorithm based the DTW technique . In the next section 
we presented the experiments examine the performance 
of GHMM and DTW/GHMM on Arabic and French 
isolated word. Finally, section IV gives a summary and 
conclusion. 

2 Feature extraction 
In this phase speech signal is converted into stream of 
feature vectors coefficients which contain only that 
information about given utterance that is important for its 
correct recognition. An important property of feature 
extraction is the suppression of information irrelevant for 
correct classification, such as information about speaker 
(e.g. fundamental frequency) and information about 
transmission channel (e.g. characteristic of a 
microphone). The feature measurements of speech 
signals are typically extracted using one of the following 
spectral analysis techniques: MFCC Mel frequency filter 
bank analyzer, LPC analysis or discrete Fourier 
transform analysis. Currently the most popular features 
are Mel frequency cepstral coefficients MFCC [3].  

2.1    MFCC Analysis 
The Mel-Filter Cepstral Coefficients are extracted from 
the speech signal as shown in the block diagram of 
Figure 1. The speech signal is pre-emphasized, framed 
and then windowed, usually with a Hamming window. 
Mel-spaced filter banks are then utilized to get the Mel-
spectrum. The natural Logarithm is then taken to 

transform into the Cepstral domain and the Discrete 
Cosine Transform is finally computed to get the MFCCs. 
Figure 2 shows the Mel-spaced filter banks that are used 
to get the Mel-spectrum.  
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The following denotes the acronyms used in the 
block diagram: 

-  W    :  Frame Blocking and Windowing 

-  FFT:  Fast Fourier Transform 

-  LOG: Natural Logarithm 

-  DCT: Discrete Cosine Transform 

 

 

2.1.1 Pre-emphasis 
In general, the digitized speech waveform has a high 
dynamic range. In order to reduce this range pre-
emphasis is applied. By pre-emphasis [1], we imply the 
application of a high pass filter, which is usually a first -
order FIR of the form 11)( −×−= zazH . 

The pre-emphasize is implemented as a fixed-
coefficient filter or as an adaptive one, where the 
coefficient a is adjusted with time according to the 
autocorrelation values of the speech. The pre-emphasizer 
has the effect of spectral flattening which renders the 
signal less susceptible to finite precision effects (such as 
overflow and underflow) in any subsequent processing of 
the signal. The selected value for a in our work is 0.9375. 

Figure 1: Mel-scale cepstral feature analysis. 

Figure 2: Mel-Spaced Filter Banks. 



ISOLATED WORDS RECOGNITION SYSTEM… Informatica 30 (2006) 373–384 375 

2.1.2 Frame blocking  
Since the vocal tract moves mechanically slowly, speech 
can be assumed to be a random process with slowly 
varying properties [1]. Hence, the speech is divided into 
overlapping frames of 20ms every 10ms. The speech 
signal is assumed to be stationary over each frame and 
this property will prove useful  in the following steps. 

 

 

 

 

 

         Figure 3 : Frame blocking Step. 

2.1.3 Windowing   
To minimize the discontinuity of a signal at the 
beginning and end of each frame, we window each frame 
frames [1]. The windowing tapers the signal to zero at 
the beginning and end of each frame. A typical window 
is the Hamming window of the form: 

( ) (2)  10     1
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3 Hidden Markov model  

3.1    Introduction 
A Hidden Markov Model (HMM) is a type of stochastic 
model appropriate for non stationary stochastic 
sequences, with statistical properties that undergo distinct 
random transitions among a set of different stationary 
processes. In other; words, the HMM models a sequence 
of observations as a piecewise stationary process. Over 
the past years, Hidden Markov Models have been widely 
applied in several models like pattern [4,5], or speech 
recognition [6, 7]. The HMMs are suitable for the 
classification from one or two dimensional signals and 
can be used when the information is incomplete or 
uncertain. To use a HMM, we need a training phase and 
a test phase. For the training stage, we usually work with 
the Baum-Welch algorithm to estimate the parameters 
( iΠ ,A,B) for the HMM [8, 9]. This method is based on 
the maximum likelihood criterion. To compute the most 
probable state sequence, the Viterbi algorithm is the most 
suitable. 

3.2    Basic HMM 
A HMM model is basically a stochastic finite state 
automaton, which generates an observation string, that is, 
the sequence of observation vectors, O=O1,..Ot ,… ,OT. 
Thus, a HMM model consists of a number of N states 

S={Si} and of the observation string produced as a result 
of emitting a vector Ot for each successive transitions 
from one state Si to a state Sj. Ot is d dimension and in the 
discrete case takes its values in a library of M symbols. 
The state transition probability distribution between state 
Si to Sj is A={aij}, and the observation probability 
distribution of emitting any vector Ot at state Sj is given 
by B={bj(Ot)}. The probability distribution of initial state 
is Π={ πi}. 
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Then, given a observation sequence O, and a HMM 
model λ=(A,B,Πi), we can compute P(O|λ) the 
probability of the observed sequence by means of the 
forward-backward procedure [10]. Concisely, the 
forward variable is defined as the probability of the 
partial observation sequence O1,O2 ,…,Ot (until time t) 
and state Si at time t, with the model λ, as αt(i). And the 
backward variable is defined as the probability of the 
partial observation sequence form t+1 to the end, given 
state Si at time t and the model λ, as βt(i). The probability 
of the observation sequence is calculated as: 
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and the probability of being in state i at time t, given 
the observation sequence O, and the model λ, as: 
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The ergodic or fully connected HMM is a HMM 
with all states linked all together (every state can be 
reached from any state). The left-right (also called Bakis) 
is an HMM with the matrix transition defined as: 
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Figure 4: A Bakis (or left rigth) HMM.
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We adjust the model parameter λ=(A,B, iΠ ) to 
maximize the  probability of the observation sequence. 
Consequently, given W classes to recognize, we need to 
train λw for w=1...W HMM, one for each class, with the 
data set corresponding to the class w. We accomplish the 
above task using  the iterative Baum-Welch method, 
which is equivalent to the EM (Expectation-
Modification) procedure. 

The Baum-Welch method, developed in this work as 
follows: 

1. Estimate an initial HMM model as λ=(A,B, Π). 

2. Given λ and the observation sequence O, we 
calculate a new model ) , )Π ,Β,Α(= iλ such as: 

(9)   )()( λλ Ο>Ο PP  

3. If the improvement  
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then stop, otherwise put λ  instead of λ and go to 
step 1.  

In the GHMM case a gaussian mixtures density is a 
weighted sum of M component densities, given by the 
equation  
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where to ( ).......1 Tt =  is a D-dimensional  random 
vector, Miob ti ....,..........1),( = , are the component 
densities and Miwi ....,..........1, = , are the mixture 
weights. Each component density is a D-variate gaussian 
function of the form 
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ith mean vector iµ   and covariance matrix i∑ . The 

mixture weights satisfy the constraint that ∑ = =M
i iw1 1 . 

The complete Gaussian mixture density is parameterized 
by the mean vectors, covariance matrices and mixture 
weights form all component densities. These parameters 
are collectively represented by the notation 

{ } Miw iii ...,..........1,, =∑= µλ . The GMM can have the 
several different forms depending on the choice of 
covariance. The model can have full or diagonal matrix. 
In this paper the full and diagonal covariance matrix are 
used for word recognition. In the GHMM, the Baum-
Welch algorithm estimates the means and variances for 
the mixture of Gaussians 
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The Viterbi algorithm can be used to obtain the 
estimation of the most probable state sequence. Once all 
the HMMs Wλλλ ....,.........,( 21 ) are correctly trained, to 
classify a sequence for the observation O, Pw =P(O|λw) is 
calculated for all the λw. The unknown observation O is 
then classified by the process: 

(17)   )max(arg
1

*

Ww

wpw
≤≤

=  

And so, w* is the optimum class for the observation 
O.  

The initialization and stop criteria must be chosen 
adequately for the HMM. It directly interacts on the 
relevancy of the HMM [11]. Equiprobable and equal 
occupancy methods for the initial models are provided as 
well as iteration and rate of the error for the stop 
criterion. 

4 Dynamic time warping dynamic  
The Dynamic Time Warping (DTW) distance measure is 
a technique that has long been known in speech 
recognition community. It allows a non-linear mapping 
of one signal to another by minimizing the distance 
between the two. 

Dynamic Time Warping is a pattern matching 
algorithm with a non-linear time normalization effect. It 
is based on Bellman's principle of optimality [12], which 
implies that, given an optimal path w from A to B and a 
point C lying somewhere on this path, the path segments 
AC and CB are optimal paths from A to C and from C to 
B respectively.  The dynamic time warping algorithm 
[12] creates an alignment between two sequences of 
feature vectors, (T1, T2,.....TN) and (S1, S2,....,SM).  

A distance d(i, j) can be evaluated between any two 
feature vectors Ti and Sj . This distance is referred to as 
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the local distance. In DTW the global distance D(i,j) of 
any two feature vectors Ti and Sj is computed recursively 
by adding its local distance d(i,j) to the evaluated global 
distance for the best predecessor. The best predecessor is 
the one that gives the minimum global distance D(i,j) at 
row i and column j: 

[ ] (18)      ),(),(min),(
,

jidkmDjiD
jkim

+=
≤≤

 

The computational complexity can be reduced by 
imposing constraints that prevent the selection of 
sequences that cannot be optimal [13]. Global constraints 
affect the maximal overall stretching or compression. 
Local constraints affect the set of predecessors from 
which the best predecessor is chosen.  Dynamic Time 
Warping (DTW) is used to establish a time scale 
alignment between two patterns. It results in a time 
warping vector w, describing the time alignment of 
segments of the two signals. assigns a certain segment of 
the source signal to each of a set of regularly spaced 
synthesis instants in the target signal.  

5 Overview of hybrid system in 
speech recognition  

In order to overcome the unsatisfying performance of 
speech recognition systems based DTW, HMM or ANN, 
researchers have attempted to combine these methods. 
The majority of the researchers combine the models of 
Markov hidden HMM with the networks of neurons 
ANN. Several researchers have explored some hybrid 
system of HMMs and neural networks, the majority are 
constructed by sending the output of a neural networks to 
a HMM post processor [14,17] , several others propose a 
NN architecture that can emulated a HMM[18], 
alternatively [19] uses the NN to restore the N-best 
hypotheses produced with a HMM. In [14,16,20,21] the 
outputs of the NN are not interpreted as probabilities, but 
rather are used as scores and generally combined with 
dynamic programming. In [21,24] a network per class or 
per state is trained to predict the next input frame given 
only a few previous frames.  Amore recent hybrid 
predictive system is proposed in [25], where network per 
word vocabulary is created and trained to predict the next 
input frame given the previous one, the predicted errors 
summed over all frames are used as a recognition score. 
In [26] we propose a method which extends the VQ 
distortion method by combining it with the likelihood of 
the sequence of VQ indices against a discrete hidden 
Markov model (DHMM). The scores have to be 
combined in such a way that the coherence of the two 
sources is maximized and their differences minimized. 

 In [27] we combine Hidden Markov Models of 
various topologies and Nearest Neighbor classification 
techniques using DTW algorithm. 

6 New system DTW/GHMM  
We combine HMM and DTW in a modeling framework. 
HMM can capture the statistical characteristics of word 

and subword units among different speakers even in 
large vocabulary and thus is generally better than DTW 
in speaker independent large vocabulary speech 
recognition. However, there are useful applications of 
DTW in small vocabulary, isolated word, speaker 
dependent or multi-speaker speech recognition due to its 
relative simplicity and good recognition performance in 
these situations. DTW system can capture long-rang 
dependencies [1] in acoustic data, and can potentially 
adapt to differences in speaker, and accent [2]. 
According to the analysis above, DTW is effective in 
wide scale observation and HMM is suitable for solving 
the analysis of the detail. Hence it is feasible to devise a 
recognition system which combines these two methods.  

The idea is to generate reference patterns for the 
words in the recognition vocabulary based on training 
data and then to aling all training data with them. The 
iterative algorithm was able to find a best reference 
templete that obtained over significant differences 
between training sets. 

In the traditional HMM system each word is 
represented by a distinct HMM. In the training stage, 
each utterance is converted to the cepstral domain 
(MFCC features, energy, and first and second order 
deltas) which constitutes an observation sequence for the 
estimation of the HMM parameters associated to the 
respective word. The estimation is performed by 
optimizing the likelihood of the training vectors 
corresponding to each word in the vocabulary. Typically, 
the optimization is performed using the Baum-Welch 
algorithm or equivalently the EM (Expectation-
Maximization) algorithm [1]. In the recognition stage, 
the observation sequence representing the word to be 
recognized is used to compute the likelihoods, for all 
possible models, that the sequence has been generated by 
these models. The recognized word corresponds to the 
one associated to the model with the highest likelihood. 
In this stage the Viterbi algorithm, is employed. 

In the new system same steps are used as traditional 
system. In the training stage, feature vectors 
corresponding to the data samples are processed in order 
to generate a prototype pattern vector for each word. This 
is done by computing the centroid of the feature vectors 
associated to all the training occurrences of each word 
and then is used to normalize the training set using DTW 
algorithm to produce a stable set of clusters for which, 
σ , the ratio of average intercluster distance to average 
intracluster distance was maximized.  

In the recognition stage don’t need to align 
recognized utterance by prototypes, because it’s time 
consuming and return the recognition step very complex. 

In the hybrid approach, HMM model for each digit, 
is generated as follows: 
 

1- Calculate the prototype template from the training 
data by iterative algorithm.  

2- Use the Dynamic Time Warping technique to 
align all the training data with the prototype template.  

3- Once he training data are aligned, then used to 
Train HMM model using Baum welsh algorithm. 
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According to description above, the architecture of 
the traditional and new system are shown on the 
following figures (5,6). 

 
Figure 5: Training Step. 

A- Hybrid system.  
B- Baseline system. 

             

 
             Figure 6 : Recognition Step. 

7 New system DTW/GHMM  
The choice of the prototype templates will affect the 
performance of the recognition process. Two methods 
commonly used are to choose the cluster member that 
minimizes the distance to all other members of the 
cluster, or to simply average the members of the cluster. 
The advantage of the latter method is that it smooths out 
noise that may be present in any individual data item. 
Unfortunately, it is only workable when the cluster 
elements are embedded in a metric space (e.g. Cartesian 
space). Although we cannot embed cluster elements in a 
metric space, DTW allows us to use a combination of the 
two methods. The details of the algorithm are now 
presented as an iterative algorithm: 
1- First, we select the utterance from the training data 
that minimizes distance to all other utterances in a given 
cluster.  
2- Then we warp all other patterns into that centroid, 
resulting in a set of patterns that are all on the same time 
scale.  
3- It is then a simple matter to take the average value at 
each time point over all of the series and use the result as 
the cluster prototype. 

7.1  Introduction   
We assume that L finite sets lΩ  are given, with 

lN patterns each (repetitions of the same word). The set 

of training data is U
l

l

L

1=
Ω=Ω . 

Where lΩ = { }
llll Nyyy ,2,1, ..,........., , L is the number 

of words in vocabulary. iy ,l is a pattern representing the 
thi  repetition of the thl  word.  A pattern y is assumed to 

consist of F frames with P features each. If we denote the  
thi  frame of y as y(i), then we can represent y as the set 

of vectors { })(..,).........2(),1( Fyyyy = . 
The MFCC feature, y(i), are computed from the 

MFCC coefficients by the relation (1). Since the iterative 
algorithm is based on distance data, a distance dij 
between patterns xi and yj  and warping function are 
computed by : 

[ ] (19)   ),()(, jiij yxDTWtwd =  

Where ))(()( twytx ji =  

The function w(t) is the warping function obtained 
from a dynamic time warping (DTW) match of pattern xi 
to yj, which minimizes the total distance over a 
constrained set of possible w(t).    

A flow diagram of the iterative algorithm is given in 
figure 07 
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Figure 7: Steps of iterative algorithm. 

7.2    Proposed Iterative Algorithm     
Assume that for lΩ  l =1,2….,L ,sets (word patterns), 
the raw data iy ,l = {}ilΩ , i=1,2,…….. lN  are to be 
aligned with the center cluster C{ l } to product  new 
training set lΨ  . With the above definitions the proposed 
algorithm is described as follows: 

7.2.1 Determination of the minmax center C0{ l } 
of the observation set  lΩ :  

For each set lΩ   : 

Compute a matrix of distance D: 

[ ),( jiDl ,w(t)]=DTW( {}ilΩ , { }jlΩ )  (20) 

Compute cluster center C0{l } using  : 

{ } { } ( ) (21)   m is ,max
1

if 0 inmiD
Nm

iC
l

ll
≤≤

Ω≡  

C0{ l } is the word iy ,l  such that the maximum 
distance to any another word in lΩ  is minimum. Since 
all distances of any word in lΩ are computed and stored 
in D, minimax computations of the type given in Eq. (21) 
are especially simple to implement.  These steps are 
given in Figure 08 

 

 
 
 
 
 

 

 

 

 

 

 

 

 

Figure 8: The first step in the iterative algorithm. 

7.2.2 Compute the new training set lΨ        

Align the patterns in each cluster lΩ , to the length of the 
prototype C0 { }l . Replace all patterns iy ,l  i=1,2… lN , 

with the corresponding warped patterns 
i

y
,

~
l

 using  

[d, w(t)]=DTW( lΩ { }j , C0 { }l )  (22) 

iy ,
~
l = ( ))(, twy il  , t=1,…… lF  ( lF  is the frames 

number of  C0 { }l ). Where ( )tw  is vector contain the 
indices frame which iy ,l = C0 { }l . So that in each set, the 
time length (number of frames) of all patterns become 
equal. Therefore   lΨ is the new set: 

{ }lllll Nyyy ,2,1,
~,.....,~,~=Ψ  , lΨ { }j = (23)  ~

,iyl . 

7.2.3 Compute the prototype cluster 
Compute the Prototype cluster (cluster center) of the 
entire patters set  lΨ  . The cluster center is computed by 
averaging: 

 { }
lllll Nyyy ,2,1, ....,.,=Ω  

 j=1,i=1 

 [ )( jDl ,w1(t),w2(t)]=dtw( {}ilΩ , { }jlΩ ) 
i=i+1

 MaxD{j}=max( )( jDl ) 
 j=j+1; i=1 

 [argmin,Min]=min(MaxD) 
 { } { }minargll Ω=C  

i≤ lN  

j≤ lN  

 Compute initial prototype 
(cluster center) C0 { }l  of lΩ  

 j =1 

 Align C0 { }l  and lΩ { }j  

[d, w1(t),w2(t))]=DTW( lΩ { }j , C0 { }l ) 

 lΨ { }j = lΩ { }j (w1(t)) 
 j=j+1 

 Compute prototype(word center) 
CG { }l  of lΨ ; 

 j=1 

 Align CG { }l  and lΩ { }j  
[d, w1(t),w2(t))]=DTW( lΩ { }j , 

CG { }l ) 
 lΨ { }j = lΩ { }j (w1(t)) 

CG { }l  :Prototype (word center 

lΨ : New training set 

j≤ lN  

j≤ lN  

debut
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7.2.4 Recomputed the new training set lΨ   

Again align the patterns in each cluster lΩ , to the length 
of the prototype CG { }l . Replace all pattern iy ,l  
i=1,2… lN , with the corresponding warped patterns ix ,l  
using  

[d, w(t)]=DTW( iy ,l , CG { }l )  (25) 

ix ,l = ( ))(, twy il  , t=1,…… lF  ( lF  is the frames 
number of  CG { }l ). Where ( )tw  is vector contain the 
indices frame which iy ,l = CG { }l . Therefore   lΨ is the 
new set: 

{ }
lllll Nxxx ,2,1, ,.....,,=Ψ  (23)  . 

8 Experimental Evaluation  
This section presents the experimental evaluation of 
GHMM and DTW/GHMM approaches for spoken word 
recognition. Two databases (French and Arabic) were 
used for the training and testing. The first database is the 
Digits Corpus from the National Laboratory of 
Automatic and Signals in The University BADJI-
MOKHTAR Annaba Algeria. The data is sampled at 10 
KHZ sampling rate and digitized to 8-bit resolution. A 
subset of the database used in our experiments comprised 
a small vocabulary spoken by 10 speakers (8 males and 2 
females) and test data spoken by 15 different speakers 
(11 males and 4 females). There are utterances 300 in the 
training sequence and 600(400 (4 for each training 
speaker) + 200(4 for another speaker)) in the testing 
sequence. The second database comprises 48 isolated 
Arabic words is sampled at 10 Hz and digitized to 8-bit 
resolution. Here we used only a subset of 10 words. 
There are 10 speakers (2 male and 8 female) in the 
database and each word was repeated 5 times by the 
Speakers. The three first one repetitions were used as the 
training set and the rest as the testing set. There are 1440 
utterances in the training sequence and 960 in the testing 
sequence. The feature extraction procedure for both 
databases is the same.  

The vocabulary to be recognized is composed by the 
ten French utterances of the digits from zero to nine and 
ten Arabic utterances of the states name in Algeria as 
following: 

 
 
 
 
 
 
 

Vocabulary 

V1 (1-10) digits in French 

V2 (Adrar, Chlef, Laghouat, Oum el 
bouaghi, Batna, Béjaia, Biskra, Béchar, 

Blida, Bouira) 

V3 (Tamanrasset, Tébéssa, Tlemcen, 
Tiaret, Tizi ozou, Alger, Djelfa, Jijel, Sétif, 

Saida 

V4 (Skikda, Sidi Bel Abbes, Annaba, 
Geulma, Constantine, Médéa, 

Mostaghanem, Msila, Mascara, Ouargla) 

Notice: The words signals were recorded in a room 
without any special acoustic protection. Repetitions from 
one speaker were done in different days with a different 
type of microphone). 

For comparison purposes, we have been using 
systems based on different kinds of acoustic feature: 

D1=(12 MFCC)  

D2=(12 MFCC + E)  

D3 = ((12 MFCC + E)+ ∆ 

D4 = ((12 MFCC + E)+ ∆+ ∆∆ 

8.1 Results and Discussion     

The tables below shows the various results obtained 
for the two developed systems of traditional GHMM 
recognition and hybrid (DTW/GHMM) applied to the 
different vocabularies: 

 

Table1: the tests results with 1 mixture and 5 stats 

Traditional system  

D1 D2 D3 D4 

V1 75.00 80.25 85.00 86.25 

V2 56.66 58.66 65.33 67.33 

V3 75.33 81.33 84.00 84.66 

V4 70.00 76.00 79.33 82.00 

V5 78.00 79.33 84.60 86.66 
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Table2: the tests results with 1 mixture and 5 stats 

Hybrid system  

D1 D2 D3 D4 

V1 77.00 91.25 92.25 93.50 

V2 60.00 65.33 76.66 83.33 

V3 83.33 86.00 86.66 88.33 

V4 76.66 80.00 84.60 85.33 

V5 82.00 85.33 86.00 90.00 

Table 1 and 2 report respectively test results of 
conventional HMMs and DTW/HMM algorithm, where 
HMMs have 5 states and 1 mixture components for 
different vector coefficients (D1…D4) and 
vocabulary’s(V1….V5).  

The variation of performance raised about 2-10 % 
between the system GHMM and GHMM/DTW are 
observed for the registered test set. From the experiments 
above, we know that DTW/GHMM has better 
performance than conventional HMMs.  

The main advantages of our method are the 
following: 

 Our experiments show, that the alignment of two 
sequences of the same word with respect to its class 
prototype result in a decrease of the distance between the 
two sequences before being aligned (figure 09).  

Let x1 and x2 lΩ∈    
d1<d2 

d1=DTW( 21  , xx ) 

d2=DTW( 21
~ , ~ xx ) with{ })(,()](,[ 11 lGCxdtwtwd =                                          

                                       ))((~
111 twxx =  

                                      { })(,()](,[ 22 lGCxdtwtwd =  

                                      ))((~
222 twxx =  

  
Figure 9: distance and time warping function of two 

utterances of the same word before and after alignment 

 On the other hand the fact of aligning two different 
word sequences with their respective class prototype has 
the effect of increasing the distance between    the two 
sequences after being aligned (figure 10).  

Let 1lΩ∈x and 2lΩ∈y   
d1>d2 

d1=DTW( yx , ) 

d2=DTW( y~ ,~x ) with{ })(,()](,[ 11 lGCxdtwtwd =                         

                                       ))((~
1 twxx=                                                 

                                     { })(,()](,[ 22 lGCydtwtwd =  

                                      ))((~
2 twyy=  

  
Figure 10: distance and time warping function of 

two different patterns before and after alignment  

 Combing the two previous properties results increase 
of intra-cluster correlation and a good inter cluster 
discrimination. In addition the time alignment of two 
training sets X1 and X2 representing two different words 
produces two new training sets Y1 and Y2 that are easily 
discriminated. As a consequence Y1 and Y2 are more 
effective differentiating HMM models 21   , λλ . 

Time-warping all the utterances in the training set 
(cluster) to the same duration as a central template is 
used to improve the training process. The time-
normalized utterances  improve the ability of the baum 
welsh algorithms to learn the data, because the average 
intercluster  distance to the average intracluster distance 
is maximized after alignment of the training sequences 
with respect to the prototype, this favors the 
discrimination of models training sequences which result 
a discrimination of the models.  On the other hand, the 
fact the classes have their own sizes after the alignment 
will increase the discrimination of the models 
particularly at the transition matrix A level. This is 
especially important for words which are phonetically 
close to each other. 

9 Conclusion 
This paper presents the new DTW/GHMM system in 
isolated speech, where classical DTW and HMM is 
combined. In the training stage we define the prototype 
set and introduce iterative algorithm as the solution to 
build the best prototypes which favors the discrimination 
between the training sets to give discriminates models in 
the vocabulary space. The experiments show that the 
DTW/GHMM system increases the average recognition 
rate by 2-10% more than the HMM-based recognition 
method. Though the methods proposed in this paper got 
better performance, there are still some issues to be 
further investigated. If explicit effective features can be 
extracted, the recognition may have a better performance. 
It is a challenging issue that deserves further study. 
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