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Over the past decade, since Java was first introduced and integrated into the Netscape web browser, several
intermediate representations have been developed that might be potentially used for mobile code applica-
tions. This paper examines the requirements for a mobile code representation, presents several examples of
stack-based, tree-oriented, and proof-annotating mobile code representations, and evaluates each of these
representations according to the requirements.

Povzetek: Članek podaja pregled mobilnih kod.

1 Introduction

In this era of the Internet, we increasingly come across mo-
bile code applications (i.e., programs that can be sent in
a single form to a heterogeneous collection of processors
and will then be executed on each of them with the same
semantics [1]). Such mobile code is usually intended to be
loaded across a network and executed by an interpreter or
after dynamic compilation on the target machine.

Unlike traditional monolithic, statically-compiled appli-
cations, many modern applications are designed to be dy-
namically composed from or extended with new compo-
nents at runtime. An example of this is the Eclipse software
development platform [17] that allows new plugins written
in Java to be integrated into the environment. This dynamic
extensibility is enhanced when the plugins can be described
by executable code deployed in a mobile code representa-
tion that has a greater compactness, portability, and safety
than native binaries.

The Java Virtual Machine’s bytecode format (“Java
Bytecode”) has become the de facto standard for trans-
porting mobile code across the Internet. However, in the
last decades several intermediate representations of mobile
code have been developed, each of which could be used as
an alternative to Java Bytecode. In the paper we give an
overview of common intermediate representations, discuss
the strengths and weaknesses of each, and finally compare
its attributes with that of the other representations.

The intermediate representations designed for mobile
code are complex and usually combine multiple features
and mechanisms. Therefore, a clear classification of mo-

bile code representations is awkward. In contrast to other
surveys, in which mobile code is examined from a pro-
gramming language perspective [69] and for their verifica-
tion time [45], respectively, our categorization emphasizes
the structure of the intermediate representation. In partic-
ular the overview in [69] focuses on several programming
languages (Java, Objective Caml, Telescript, etc.) and their
suitability in mobile code environments. These languages
are not classified by a taxonomy, but are introduced sequen-
tially and evaluated according to some of the requirements
imposed by the mobile code setting. In contrast, the ar-
ticle [45] centers on compiling safe mobile code, stress-
ing the importance of safety in the mobile code setting.
It discusses the safety issues present in several intermedi-
ate representations and compilation techniques, and classi-
fies intermediate representations of mobile code according
to their safety checking mechanisms, differentiating static,
dynamic and hybrid mechanisms. The static mechanisms
check critical safety properties at compile time (e.g., by
static program analysis), while dynamic mechanisms rely
on runtime safety checks (e.g., by inserting runtime checks
into the code). Hybrid mechanisms apply a combination of
static and runtime safety checks. In contrast, our classifi-
cation does not focus on a single aspect (like safety) but
highlights the general design of intermediate representa-
tions used for mobile code and classifies them as stack-
based, tree-oriented, or proof-annotated.

The paper is structured as follows: In Section 2, we
introduce a general framework for program transport by
means of mobile code, and specify requirements this im-
poses on intermediate representations of mobile code. Sec-
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tion 3 presents our taxonomy and lists the primary repre-
sentatives of each category. An evaluation and comparison
of these intermediate representations is given in Section 4,
and Section 5 concludes with a summary and a discussion
about future directions in the area of mobile code represen-
tations.

2 Mobile code and its requirements

A system for transporting programs as mobile code can be
partitioned into a producer side and a consumer side (see
Figure 1). These two components communicate through
files containing the mobile code in some intermediate rep-
resentation (IR). The first step on the producer side is to
analyze the input program syntactically and semantically
and to transform it into an abstract syntax tree (AST). In
the next stage, platform-independent optimizations can be
performed, and annotations supporting consumer-side pro-
gram analysis and optimization may be added to the ab-
stract syntax tree in order to speed up dynamic code gener-
ation. Finally, the program is transformed into the chosen
intermediate representation, and after being encoded as a—
possibly compressed—binary, they are stored into files.

These files containing mobile code are then transferred
to the consumer side where they are decoded. Next, the
transmitted program has to be examined to determine if it
adheres to the security requirements of the mobile code for-
mat. This verification process can use a variety of mech-
anisms ranging from simple type checks to validation of
digital signatures or even the verification of proofs about
program properties. If no violations are found, the pro-
gram is executed on the target machine. The execution
environment can execute the program by interpreting it or
using a just-in-time (JIT) compiler to generate native ma-
chine code that runs directly on the target machine. In or-
der to improve performance, JIT compilers often perform
machine-dependent optimizations on the program code;
this consumer-side optimization is sometimes enhanced by
producer-side program annotations. To fulfill the require-
ments of a mobile code framework, special attention needs
to be paid to the choice of intermediate representation. A
candidate intermediate representation of mobile code can
be evaluated on its ability to satisfy several desirable prop-
erties [25]:

Portability: An important property of an intermedi-
ate representation of mobile code is high portability.
The mobile code needs to be able to execute on dif-
ferent target platforms, so the intermediate represen-
tation must be independent from any specific target
machine’s architecture.

Compactness An intermediate representation should
also be dense. Originally, this requirement was due
to restricted memory on some of the target code con-
sumers, but today it is more important for reducing

transmission times. This property is still critical, espe-
cially with respect to dynamically loaded mobile pro-
grams.

Flexibility: If an intermediate representation is not
bounded to a specific input programming language, it
can be used for a wide range of languages. This im-
plies the advantage, as stated in [35], of implementing
only n code-producers and m code-consumers instead
of implementing n*m compilers. To attain high flex-
ibility, the intermediate representation must support a
versatile instruction set and an abstract type model.

Safety: In a mobile code system, the partitioning into
code-producer and code-consumer leads to situations,
in which the mobile code is not delivered directly by a
trusted code-producer. Therefore, the question comes
up as to how the code-consumer can ensure that the
execution of the mobile code does not maliciously or
accidentally affect the local machine in an unautho-
rized manner. Hence, an appropriate intermediate rep-
resentation must support verification techniques to as-
certain safety properties as type and memory safety.

Efficiency: Finally, although efficiency ultimately de-
pends on the quality of the mobile code system imple-
mentation, the intermediate representation of a mobile
code system should facilitate, or at least not hinder,
the efficient execution of mobile code applications.
This property is affected by the way the mobile code
is executed: interpreted or compiled just in time. An
interpreter-based implementation usually yields lower
memory and other resource usage, and is often the
most appropriate implementation for embedded sys-
tems. An implementation based on just-in-time com-
pilation, however, usually results in faster execution
of frequently executed mobile code and also supports
machine-dependent program optimizations. Features
that make a program representation easier to inter-
pret may make it more difficult to optimize during JIT
compilation or vice versa.

An optimal intermediate representation for mobile code
should satisfy all of these properties, however in practice,
the representation’s designer may have to make design de-
cisions that prioritize one over the other. As an example,
increases in the safety guarantees often incur a loss of effi-
ciency due to the increased costs of the verification process.
Therefore, even though a representation cannot maximize
all of these properties simultaneously, a mobile code rep-
resentation can be evaluated on the basis of how well it
satisfies these requirements.

3 Verifiable mobile code
representations

Since mobile code is often received through untrusted
channels, it is critically important to preserve the mo-
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Figure 1: A general system for program transport by means of mobile code.

bile code consuming host system’s security in the pres-
ence of malicious code. There are three main strategies
that have been used—sometimes in isolation, sometimes in
combination—to address this risk: cryptographic authenti-
cation, sand-boxing, and verification.

The first strategy is to use cryptographic signatures to
authenticate the mobile code’s producer and to prevent the
mobile code from being tampered with during transit from
the code producer. The code consuming system can then
make decisions about the execution of the mobile code
based on the trustworthiness of the code producer. In the
simplest form (e.g., Microsoft’s ActiveX Controls [53]),
this may simply be used to run or not to run the mobile
code. In more complex situations, this is used in combi-
nation with a security policy and “sand-boxing” to prevent
mobile code from performing unauthorized actions.

A second strategy is to create a “sandbox” around the ex-
ecuting mobile code and mediate all access to parts of the
code consuming system outside of the sandbox. This al-
lows the sandbox to prohibit those interactions that violate
the code consuming system’s security policies. This sand-
boxing can be implemented using operating-system level
(e.g., VMWare, Xen, User Mode Linux) or process-level
isolation (e.g., BSD jail, SELinux), but these techniques
are too heavy-weight and too loosely integrated for use in
many mobile code applications (e.g., a Java applet running
on a cell phone). These problems can be addressed by using
light-weight, fine-grain isolation integrated into the execu-
tion environment.

A third strategy, often used to implement fine-grain iso-
lation, is to analyze the mobile code and reject code that
violates certain safety properties. Most commonly, this
“verification” checks that the code is syntactically correct,
has legal control flow, and that it is correctly typed. If
the mobile code representation itself is type safe, this will
guarantee the possible behavior (especially, with respect to
memory accesses) of the mobile code to be constrained by
the underlying mobile code representation’s type system.
This in turn will allow the execution environment (e.g.,
the Java Virtual Machine) to sandbox mobile code com-
ponents without necessitating the runtime overhead of op-
erating system or process level techniques.

Successful implementation of this third strategy requires
that the program representation is designed with verifi-
cation in mind. The verifiable mobile code representa-
tions that have been used in mobile code frameworks can
be classified as being stack-based, tree-oriented, or proof-
annotated representations.

3.1 Stack-based types
Most mobile code systems are based upon virtual ma-
chines. In such mobile code systems, programs are trans-
lated not into machine code for a specific target machine
but rather into a platform independent intermediate repre-
sentation. This intermediate representation consists of in-
structions for an idealized “virtual” machine.

Code consumers simulate the virtual machine by inter-
preting the transmitted intermediate representation or by
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compiling it into equivalent machine code. Most often the
virtual machine utilizes a stack-based architecture. In these
virtual machines, most instructions implicitly take most of
their operands from a stack and store most of their results
back onto the same stack. One advantage of this archi-
tecture is the compact encoding of instructions; since most
operands are implicit, many instructions can be represented
by a single opcode without any operands. These represen-
tations are often designed so that each instruction can be
encoded using a single byte, and for this reason the instruc-
tion sets of stack-based virtual machines are often called
bytecode.

Virtual machines have long been used in compiler con-
struction. Starting in the 1970’s, compilers have used
this concept to organize machine-dependent and machine-
independent phases into front end and back end of a com-
piler. A representative example is P-Code [60], a stack-
based intermediate representation used in some Pascal
compilers. In the 1990’s, Sun MicroSystems revived inter-
est in stack-based virtual machines with the Java program-
ming language and its portable intermediate representation,
Java Bytecode [34, 33]. Microsoft’s .NET Framework [63]
also uses a stack-based intermediate representation called
the Common Intermediate Language.

3.1.1 Java bytecode

Java Bytecode is a stack-based intermediate representation
that was developed as type-safe program representation for
Java programs. The instruction set and data types of Java’s
Virtual Machine (JVM)1 are designed specifically for the
Java programming language. In principle, Java Bytecode
can also be used for other programming languages, but
field reports show that a use of Java Bytecode for languages
other than Java often can cause problems [23].

1A detailed description of JVM is given in [49].

The architecture for the typical deployment of Java as a
mobile code system is given in Figure 2. On the producer-
side of this system, a compiler translates a source program
into portable Java Bytecode representing each Java method;
all the methods in each class (with associated symbolic in-
formation) are stored together in a Java “class file.” Af-
ter successful transmission, the consumer-side JVM veri-
fies the code to determine if it is safe to execute the mobile
program. If the verification succeeds, the Java Bytecode is
interpreted or executed directly after JIT compilation into
machine code from the Java Bytecode.

The JVM’s most important components are a runtime
stack, a program counter, and heap storage, which store
objects, code segments, and symbolic information. If a
method is invoked, a new method frame is created and
placed by the JVM onto the top of the runtime stack. This
method frame contains the values of parameters and local
variables as well as information about the caller. In ad-
dition, each frame contains an operand stack which is ac-
cessed as Java Bytecode instructions need input operands
and produce output results. Each slot of the operand stack
can hold a 32-bit word, and two slots are needed for long
or double values.

Figure 3(b) depicts the Java Bytecode program generated
for a simple source code. In the program, the contents of
local variables a and b are added and its result afterwards
is stored in local variable c. JVM assigns indices2 to all
parameters and local variables within a method. These in-
dices are used instead of their symbolic names to reference
local variables and parameters. The density of Java Byte-
code is increased by the inclusion of instructions which im-
plicitly encode the indices of the first variables defined in a
method.

In the sample program, the instructions iload_1 and

2The index 0 is reserved for the object reference in case of virtual
methods.
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( a )
i n t a , b , c ;

c = a + b ;

( b )

i l o a d _ 1 ; push l o c a l v a r i a b l e a on to s t a c k
i l o a d _ 2 ; push l o c a l v a r i a b l e b on to s t a c k
i a d d ; add topmos t s t a c k e l e m e n t s
i s t o r e _ 3 ; s t o r e topmos t s t a c k e l e m e n t i n t o l o c a l v a r i a b l e c

( c )

l d l o c . 1 ; push l o c a l v a r i a b l e a on to s t a c k
l d l o c . 2 ; push l o c a l v a r i a b l e b on to s t a c k
add ; add topmos t s t a c k e l e m e n t s
s t l o c . 3 ; s t o r e topmos t s t a c k e l e m e n t i n t o l o c a l v a r i a b l e c

Figure 3: Java Bytecode (b) and CIL Bytecode (c) for a simple program (a).

iload_2 are used to push the values of a and b onto the
operand stack. In contrast, the instruction istore_3 takes
the topmost element from the operand stack and stores its
value in variable c. Most of the bytecode instructions are
typed (i.e., only accept operands of a specific type). The
operations that start with i generally indicate that they only
accept values of type int as operands. Thus, in the example
program, instruction iadd takes the two top-most int values
from the operand stack, adds them, and stores the result
back on the top of the operand stack.

The primary design consideration during the develop-
ment of the JVM was its usefulness as a runtime environ-
ment for Java. Therefore, the JVM’s instruction set is spe-
cialized for the representation of Java programs. Java Byte-
code supports four different method invocation instruc-
tions implementing the virtual, super, static, and interface
method calls of the Java programming language. For each
method call, parameters are passed by value only, reference
parameters are not supported directly. The JVM’s flex-
ibility with respect to running programs written in other
languages is also limited by the JVM’s provision of only
single-inheritance for classes and multiple-inheritance for
interfaces, respectively. Another disadvantage is the ab-
sence of arithmetic exceptions beside the division-by-zero
exception for integers.

Java Bytecode’s verification process includes static and
dynamic checks and basically operates in four separate
passes:

– Examination of general class file format

– Examination of additional structural properties of the
class file

– Verification of the bytecode for each method

– Verification of inter-class dependencies during the ex-
ecution of particular bytecode instructions

The examination of the transmitted Java Bytecode
method (3rd pass) is performed by a data flow analysis,

which verifies that certain behaviors, which might violate
the virtual machine’s type discipline (e.g., operand stack
over- and underflows, unequal sizes of the operand stack
on different control paths, usage of uninitialized local vari-
ables, operands of incorrect types for the operation) cannot
occur. Overall, the data flow analysis is quite complex and
requires, in the worst case, quadratic time in the number of
verified instructions[66].

In contrast to the first three passes (which are performed
during loading and linking process), the last verification
pass, which checks properties about external classes re-
ferred to by bytecode instructions, occurs at runtime. In
principle, all of the properties that are checked during this
pass (e.g., that the classes referred to by an instruction
exists) could be performed also during pass 3. But the
JVM specification allows these checks to be deferred un-
til run time, so that the loading of additional classes can
be deferred until the instructions that refer to these addi-
tional classes need to be executed. If one of these dynamic
check fails, the execution of the instruction being checked
is aborted and an exception is thrown.

3.1.2 Common intermediate language

Microsoft Corporation’s Common Language Infrastructure
Platform (CLI) is a runtime environment that has been de-
veloped for running applications written in several differ-
ent programming languages, including C#. CLI includes a
stack-based virtual machine, called the Common Language
Runtime (CLR), which can be used for execution of byte-
code programs written in Common Intermediate Language
(CIL). In contrast to JVM, the CLR standard does not an-
ticipate execution with interpreter, but rather assumes all
applications will be executed using JIT or ahead-of-time
compilation.3

The .NET-Framework is Microsoft’s proprietary imple-
mentation and extension of the CLI. In its current version,

3Mono, the CLR (ECMA-335) implementation from Novell, however,
does include an interpreter [16].
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.NET uses two JIT compilers: A standard JIT compiler
and Econo. .NET’s standard JIT compiler is an optimiz-
ing compiler that supports several optimizations (e.g., con-
stant propagation, method-inlining, common subexpres-
sion elimination). In contrast, Econo is a non-optimizing
JIT compiler that requires few system resources and, there-
fore, is especially suited for deployment on mobile plat-
forms with limited resources. In addition, in the .NET-
Framework, programs (or parts of programs) may be com-
piled in advance by the Pre-JIT compiler. Programs, that
have been compiled with this compiler, are stored on the
file system permanently, so that they can be executed di-
rectly when needed in the future without needing to be re-
compiled at runtime by the JIT compilation.

For each method invocation the CLR creates a new acti-
vation record. An activation record consists of fields con-
taining method information, an instruction pointer, arrays
for local variable and parameter definitions, and an eval-
uation stack. The stack-architecture of the Common Lan-
guage Runtime is realized by the evaluation stack, which
is used like the operand stack of the JVM to store the
operands and the results of CIL instructions. In contrast
to the JVM operand stack, the CLR evaluation stack is ca-
pable of storing elements of variable size.

Figure 3 (c) shows the CIL bytecode generated for the
sample program from (a). Similar to local variable access
in Java Bytecode, local variable and parameter accesses in
CIL occur through indices assigned to variables and param-
eters in the order of their declaration. In the example pro-
gram, instruction ldloc is used to push the value of a vari-
able onto the evaluation stack. In contrast, instruction stloc
takes the topmost element of the evaluation stack and stores

it in a variable. For each variable, there is a correspond-
ing load instruction and a corresponding store instruction
to access that variable. These instructions are named by
adding the variable number as a suffix (e.g. .1, .2, and .3,)
to the operation name. In the example program, instruc-
tion stloc.2 stores the topmost stack element in the local
variable b (i.e., the local variable with associated index 2.)
Unlike Java Bytecode, CIL offers the developer typed and
untyped instructions. In the example program, the generic
add-operation is used. Uses of this generic add-instruction
require the CLR to infer the type of add-instructions during
JIT compilation from its actual operand types.

In contrast to JVM, the CLI was developed with the in-
tent of supporting many different programming languages.
Therefore, the instruction set of CLR is designed around a
general type system that is called Common Type System
(CTS). Beside the standard primitive and reference types
found in Java, the CTS also includes value types. A value
type is essentially a restricted class, that is similar to a
structure or enumeration type. Like the Java Virtual Ma-
chine, the CTS offers only single-inheritance of classes but
multiple-inheritance of interfaces. The flexibility of this
type model is further enhanced by the instruction set of
the CLR, which includes several instructions to make the
execution of programming languages other than C# more
efficient. For example, a .tail suffix can be appended to
a method call instruction, causing it to discard the stack
frame of the calling method; this is particularly important
for the efficient implementation of functional languages,
which make heavy use of recursive calls that would oth-
erwise overflow the runtime stack.

For method invocations there are two call instructions
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(callvirt and call) that can be used for virtual, non-virtual
and static method calls. For parameter passing CLI of-
fers call-by-reference and call-by-value mechanisms. In
addition, parameters can be characterized as result parame-
ters. Standard exception handling for operations on primi-
tive data types are supported only for integer null-division.
However, in contrast to JVM, in CLI add-, sub- and mult-
instructions can be extended with special postfix operands
to handle overflow exceptions.

When the producer side of the mobile code system trans-
lates source programs into CIL, it packages them into “as-
semblies.” An assembly contains a set of modules bundled
together along with meta-data describing the classes and
types defined in and used by those modules [50]. In con-
trast to Java Bytecode’s class files, which contain only a
single Java class, a CIL assembly is able to contain sev-
eral classes. This facilitates the composition of applica-
tion programs out of multi-module components and al-
lows the producer-side compiler greater scope for inter-
class and inter-procedural optimizations. The code within
the modules provides sequences of Common Intermediate
Language instructions defining the behavior of the methods
declared in the assembly.

The CLR uses a verification process, similar to that of
the JVM, to determine if it is safe to execute CIL programs.
Unlike the JVM, the CLR can be configured to allow cer-
tain programs to use “unmanaged” instructions, which can
break the type safety of the runtime environment. These
are provided in order to support a wide range of program-
ming languages, including languages with unsafe features
like pointer arithmetic. Normally, these unsafe instructions
would be disabled when running mobile code.

The verification process is performed in two passes: val-
idation and verification. In the validation pass, the general
assembly format and the proper use of the meta-data for-
mat is ensured. Therefore, the validation pass corresponds
to the first two passes of the Java Bytecode verification.
In addition, a successful validation is a prerequisite for the
verification pass, which is used to verify the control flow
and then type-check the CIL module. This verification pass
mirrors the last two passes of the Java Bytecode Verifica-
tion and uses similar mechanisms.

3.2 Tree-oriented representations

Many compilers translate source programs into intermedi-
ate representations based on abstract syntax trees. Tree-
oriented mobile code representations are derived from
these internal data structures, linearized into a stream of
binary data so that they can be transmitted in files or across
the network. Due to their close relationship to internal
compiler structures, tree-oriented intermediate representa-
tions are especially well-adapted to execution through JIT
compilation, but they can also be interpreted.

A typical tree-oriented mobile code representations com-
pilation unit consists of a source module’s abstract syn-
tax tree and symbol table of a program (which would typ-

ically be generated during the compilation of the source
program even if native machine code were to be targeted)
[12, 29, 39, 28]. Since abstract syntax trees are typically
machine-independent, tree-oriented intermediate represen-
tations are often very portable. In addition, the semantic
gap between source language and mobile code represen-
tation is minimized compared to a translation into stack-
oriented bytecode [66]. The advantages of this approach in-
clude the retention of high-level program information (e.g.,
types and control structures), that can be useful for program
optimizations, and a verification process that more closely
resembles the type-checking of the source language. The
primary disadvantage of this approach is that because it is
closely tied to a single source language, it tends not to be
very flexible with respect to supporting other source lan-
guages.

Though not a true mobile code representation (since
it does not address network transportation or ver-
ifiability), the Architecture Neutral Distribution For-
mat (ANDF) demonstrates the portability benefits of
platform-independent tree-oriented program representa-
tions. The compact tree-oriented representation, Slim Bi-
naries, demonstrated the viability of transporting mobile
code applets over networks using a tree oriented rather
than a stack-oriented representation (like Java Bytecode).
The SafeTSA representation is a hybrid representation that
combines tree-oriented control structures with blocks of in-
structions in static single assignment form, which is com-
monly used as an intermediate representation of the back
end of optimizing compilers.

3.2.1 ANDF

The Open Software Foundation’s Architecture Neutral Dis-
tribution Format (ANDF) [61] was a subset of the Ten15
Distribution Format (TDF)4 developed by the Defense Re-
search Agency in the UK (DRA). TDF [13] is a tree struc-
tured language, that is defined as a multi-sorted abstract
algebra. It was originally designed for the compilation of
sequential languages such as C and Lisp.

The intended usage was that programs would be dis-
tributed in the ANDF, and then compiled into native code at
installation time. As such, ANDF was designed solely as a
distribution format with a tree-oriented program represen-
tation that supports several source programming languages.

Inside of the ANDF infrastructure (see Figure 5), the
producer-side translates a program to distribute into ANDF,
expressing platform specific information by standard appli-
cation programming interfaces (API’s) [8]. Thereafter, the
generated ANDF program is encoded into files and trans-
mitted to the consumer-side, called installer. To install the
transferred program, the ANDF files are compiled into tar-
get platform’s machine code, and the installer replaces calls
to an API with implementations provided by the target plat-
form. Although originally developed for the C language,

4later renamed to the TenDRA Distribution Format.
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        (*.ada)

..

*.j

*.j

        (*.c)

API−
C Compiler

Source Program

Source Program

Machine Code

Installer

ANDF InstallerANDF Producer

Ada95 Compiler

API Abstraction

  Implementation

Figure 5: ANDF Scenario.

( a ) i n t i , j ;

i = i + 1 ;
j = j + 1 ;
i f ( i <= j )

i = i + 1 ;
e l s e

i = i − 1 ;
j = j + 1 ;

( b ) s e q u e n c e (
a s s i g n (

o b t a i n _ t a g (~ t a g _ 1 ) ,
p l u s ( c o n t e n t s ( i n t e g e r (~ s i g n e d _ i n t ∗ ) , o b t a i n _ t a g (~ t a g _ 1 ) ) ,

make_ in t (~ s i g n e d _ i n t ∗ , 1 ) ) ) ,
a s s i g n (

o b t a i n _ t a g (~ t a g _ 2 ) ,
p l u s ( c o n t e n t s ( i n t e g e r (~ s i g n e d _ i n t ∗ ) , o b t a i n _ t a g (~ t a g _ 2 ) ) ,

make_ in t (~ s i g n e d _ i n t ∗ , 1 ) ) ) ,
c o n d i t i o n a l (

~ l a b e l _ 0 ,
s e q u e n c e (

i n t e g e r _ t e s t (
l e s s _ t h a n _ o r _ e q u a l ,
~ l a b e l _ 0 ,
c o n t e n t s ( i n t e g e r (~ s i g n e d _ i n t ∗ ) , o b t a i n _ t a g (~ t a g _ 1 ) ) ,
c o n t e n t s ( i n t e g e r (~ s i g n e d _ i n t ∗ ) , o b t a i n _ t a g (~ t a g _ 2 ) ) ) ,

a s s i g n (
o b t a i n _ t a g (~ t a g _ 1 ) ,
p l u s ( c o n t e n t s ( i n t e g e r (~ s i g n e d _ i n t ∗ ) , o b t a i n _ t a g (~ t a g _ 1 ) ) ,

make_ in t (~ s i g n e d _ i n t ∗ , 1 ) ) ) ,
a s s i g n (

o b t a i n _ t a g (~ t a g _ 1 ) ,
minus ( c o n t e n t s ( i n t e g e r (~ s i g n e d _ i n t ∗ ) , o b t a i n _ t a g (~ t a g _ 1 ) ) ,

make_ in t (~ s i g n e d _ i n t ∗ , 1 ) ) ) ) ) ,
a s s i g n (

o b t a i n _ t a g (~ t a g _ 2 ) ,
p l u s ( c o n t e n t s ( i n t e g e r (~ s i g n e d _ i n t ∗ ) , o b t a i n _ t a g (~ t a g _ 2 ) ) ,

make_ in t (~ s i g n e d _ i n t ∗ , 1 ) ) ) )

Figure 6: A sample program (a) and its ANDF output (b).
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ANDF producers and installers are available for other pro-
gramming languages and several machine architectures [9].

In TDF, the original program structure is maintained
within the intermediate representation. The base element
of the TDF is the sort constructor. Instances of this con-
structor represent abstractions of expressions, descriptors,
and data types. The shape constructor is used to describe
data types within the TDF, including procedures, pointers,
and recursive data types beside the primitive data types.
Generic types can be defined in order to support platform
specific data types, like the native integer type. Other sort
constructors can be used to define specific memory layouts
for data structures, exception handlers, and runtime stacks.

TDF includes various operations, which can be separated
into arithmetic, memory, pointer, and control flow oper-
ations. Each operation is described using the expression
constructor. Figure 6 (b) shows some simplified ANDF
output for the example program given in (a). Descriptors
(e.g., variables) in TDF are defined by the tag construc-
tor. In this ANDF sequence, a unique integer is assigned
to each tag constructor, in which tag_1 stands for variable
i and tag_2 describes variable j.

Platform independence is achieved in TDF through the
provision of two constructs: the token constructor and the
conditional constructor. The token constructor is essen-
tially a parameterized placeholder, which can be replaced
with an arbitrary sort constructor. Therefore, the token con-
structor is used within TDF to hide platform specific pro-
gram information by substituting calls to an API. In addi-
tion, the conditional variant of several constructors allows
one to specify platform specific installation tasks. A con-
ditional constructor includes two constructors and a condi-
tion: the installer evaluates the condition and maintains one
of the constructors, corresponding to the result.

In general, the installation process of ANDF programs
is separated into two steps. In the first step, calls to API’s,
denoted by token constructors, are replaced with its corre-
sponding implementation. In the second step, conditional
constructors of the program are evaluated. As a result, the
platform independent ANDF program is transformed on
the consumer-side into a platform dependent ANDF pro-
gram, which then is compiled into the machine code of the
target platform and installed.

For the transport of ANDF programs, the algebraic TDF
is linearized and stored in a capsule file. A capsule file
consists of a byte array structured into sections. The first
section includes the definitions of visibility rules for the en-
coded ANDF program and acts as an interface. All of the
token constructors used in the capsule are specified in the
next section with the definitions of token constructors fol-
lowing their declarations in order to simplify the encoding
and decoding process. After all the token constructors have
been specified, the program is stored in the following sec-
tions using a linearized version of its TDF representation.
A capsule file normally contains a single program, but it is
possible to merge several capsule files into a single capsule
library.

Verification of capsule files by the installer on the
consumer-side is not integrated into the ANDF scenario,
due to its development as a program distribution format.
Instead, ANDF producers and installers are validated with
respect to their conformity to the ANDF specification dur-
ing a certification process [8]. For certification, ANDF
producers and installers are validated separately. Valida-
tion of an installer is based on a number of hand-written
programs (i.e., the ANDF Validation Suite [40]), which
must be executed accurately by an ANDF installer. Valida-
tion of a producer is more difficult, because the produced
ANDF code must execute correctly in any runtime envi-
ronment for which there is an ANDF installer. Therefore,
an architecture-independent high-level interpreter is used
to evaluate the correctness of ANDF code generated by an
ANDF producer for the ANDF Validation Suite.

3.2.2 Slim binaries

The Slim Binary format [30, 21, 22] was originally de-
veloped as an extension of the modular Oberon system,
in which this format was used to provide architecture-
independent distribution of Oberon modules. The name
Slim Binaries was chosen to contrast with that of Fat Bina-
ries [46], a name used for commercial distribution formats
from Apple and Next, which stored binaries for multiple
program architectures in a single file. Since Fat Binaries
store one version of the entire program executable for each
machine architecture, Fat Binaries tend to be large and re-
quire a complex build process [28].

Slim Binaries avoid these disadvantages by using a
portable and high-level intermediate representation, that is
based on the encoded abstract syntax tree and symbol table
of a program. In the extended Oberon system (see Figure
7), the producer-side translates Oberon modules into Slim
Binary files and distributes them to several consumers. Af-
ter successful transmission, a code-consumer can restore
the syntax tree and symbol table from the r Slim Binaries
and then verify its correctness. If this verification succeeds
the syntax tree and symbol table are then used to generate
the machine code of the target platform. In the actual im-
plementation, a single code generating loader decodes Slim
Binary files and generates code in an unified process.

The program representation contained in Slim Binary
files consists of a compact description of the symbol table
and a syntax-oriented encoding of the abstract syntax tree
that is based on a technique called Semantic Dictionary En-
coding (SDE).5 In SDE the encoding is performed using a
dynamically generated semantic dictionary table, in which
each entry stands for a special type of node used in the ab-
stract syntax tree. As a consequence, the abstract syntax
tree of a program in Slim Binary format is not described
through nodes directly, but through a sequence of indices,
where each index stands for an entry in the dictionary table.
The resulting sequence of indices is stored, conjoined with

5In principle, SDE is a clever application of the well-known LZW
compression algorithm [71] on expressions.
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Figure 7: A Slim Binary Scenario.

the symbol table, in a file, which then can be transmitted to
the code-consumer.

In SDE the dictionary table is generated in the exact
same manner during encoding and decoding processes,
therefore it is not necessary to store the dictionary table it-
self into a Slim Binary file. Instead, the dictionary table of a
program is rebuild automatically during decoding of the ab-
stract syntax tree on the consumer-side. Construction of the
dictionary table is always performed in three steps. First,
the dictionary table is filled up with entries that describe
the control structures and operators (e.g., if, while, for, +,
–, *, and /) of the used programming language. Second, the
dictionary is augmented with entries from the symbol table
for the variables and constants defined in the program. Fi-
nally, the dictionary can be enhanced with special entries,
which we will describe in detail later.

Figure 8 (a) contains the abstract syntax tree and the cor-
responding symbol table for the same sample source pro-
gram that was shown in Figure 6 (a), and Figure 8 (b) shows
the sequence of indices resulting from applying the SDE.
To simplify matters, the dictionary table shows only those
entries which appear in the abstract syntax tree. In actual-
ity, in order to describe all control structures and operators
significantly more entries must be placed into the table. In
SDE, a ‘.’ stands for operands that have not yet been pro-
cessed, e.g. if the entry ‘.=.’ is selected, the left and right
operands will need to be read. There are also dictionary
entries (8 to 10 in our example) for each of the entries in
the symbol table.

The dictionary table generated for our sample program
can then be used for encoding the abstract syntax tree. For
that purpose, the nodes of the abstract syntax tree are tra-
versed in pre-order, and as each node is processed, the in-
dex of its corresponding node class is written out. For
example, the expression i=i+1 can be encoded as the se-
quence of indices, 4-9-5-9-8, corresponding to this expres-
sion in prefix notation: =i+i1. Encoding of expressions in

prefix notation allows the abstract syntax tree of a program
to be rebuilt directly as the Slim Binary file is processed.

Application of this simple SDE encodes each assignment
of the sample program using at most 6 indices. On closer
inspection, it is apparent that certain sequences reappear
multiple times within the Slim Binary file (e.g., the encod-
ing of the first and third assignment are identical). The
Slim Binary format allows for the compression of recur-
rences of similar patterns, by adding additional entries to
the SDE during the encoding process that express patterns
of nodes that have already been seen. As an example, after
processing the assignment i=i+1, entries for the subexpres-
sions i=., i+., .+1, i+1,.=i+1 and i=i+1 are inserted into
the dictionary table. Figure 8 (c) shows excerpts of the dic-
tionary table extension that would be adaptively built up
during the encoding of our sample program. As can be
seen, this SDE dynamic extension mechanism reduces the
number of indices required for the sample program from 32
to 24 indices.

The insertion of additional entries for the description of
these subexpressions increases the size of the dictionary ta-
ble and with it the number of bits that are required for ta-
ble index representation. However, in an optimized SDE,
not all above discussed dictionary entries must be inserted
into the dictionary table. Ref. [22] contains a detailed
description of insertion strategies that can be used for ef-
fective construction of dictionary tables for the Slim Bi-
nary format. During decoding of an abstract syntax tree
that has been encoded by a dynamic SDE, the same adap-
tive construction of the dictionary table must be performed.
As a consequence, after the recovery of the expression,
i=i+1, entries for subexpressions i=., i+., .+1, i+1,.=i+1
and i=i+1 must be inserted into the dictionary table in the
same order on the consumer side as they were on the pro-
ducer side, since otherwise the abstract syntax tree cannot
be regenerated correctly.

The effectiveness of Slim Binaries as intermediate rep-
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i −

i 1

else

=

j +

j 1

=

i +

i 1 =

i +

i 1

if

(a)

if−begin

end−if

=

j +

j 1

1         const

j           int

i           int

...              ...

(c)

...

else

int i,j;

(b)

...

else

int i,j;

  

 

if (i <= j)                      0      7       9     10

if (i <= j)                      0      7       9     10

i = i + 1;                       4       9      5       9       8

    i = i + 1;                   1      4       9       5       9      8

i = i + 1;                       4       9      5       9       8

j = j + 1;                       4     10      5     10       8

j = j + 1;                       4     10    13     10

    i = i − 1;                   2    11       6      9       8

    i = i − 1;                   2      4       9       6       9      8

    i = i + 1;                   1     16

j = j + 1;                     21

j = j + 1;                       4     10       5     10       8
end if;                          3

end if;                          3

Index      Meaning

0         if−begin
1               if
2             else
3           end−if
4              .=.
5              .+.
6              .−.
7            .<=.
...              ...
8                1
9                i
10              j

11            i=.
12            i+.
13            .+1
14            i+1
15          .=i+1
16          i=i+1
17            j=.
18            j+.
19            j+1
20          .=j+1
21          j=j+1
22            i<=.
23           .<=j
24           i<=j

 25             i−.
26            .−1
27            i−1

 28          .=i−1
29          i=i−1

 
  

Figure 8: A Slim Binary Example.

resentation for mobile code was demonstrated by the Juice
browser plug-in [27], which allowed Oberon applets (com-
piled into Slim Binaries) to be executed locally inside the
web browser (via Juice’s code generator) just like Java ap-
plets. Since the Slim Binary format results in smaller file
sizes than corresponding Java Bytecode files, transmission
times of Juice applets are shorter than for equivalent Java
applets [47]. Furthermore, many optimizations can be per-
formed on Juice applets due to the retention of high-level
program information.

Program optimizations that are performed on the

consumer-side impose additional runtime costs. Therefore,
instead of enforcing optimizations during load time, they
can be performed as background process while the mobile
code is already executed. The Slim Binary format is well
suited for this kind of runtime optimization [48].

Within an environment that supports runtime optimiza-
tions, Slim Binaries are first transformed into the ma-
chine code of the target platform during load time with-
out applying any program optimizations. Subsequently,
while the machine code executes, additional transforma-
tions and program optimizations can be performed in a sep-
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arate thread. With each transformation, the quality of the
generated machine code is enhanced, until a certain level
of optimization is achieved.

Runtime optimizations are also able to support com-
plex transformations (e.g., inter-modular and approxima-
tive program optimizations). Extended variants (see, for
example, [7, 62]) use adaptive analysis to identify fre-
quently executed parts of the mobile code. Using this in-
formation, the optimizations can be performed more effi-
ciently.

A variant of Slim Binaries for the Java language is imple-
mented by the ASTCode format [66]. The main objective
of this approach was to produce a more compact interme-
diate representation than Java Bytecode and to simplify the
verification process on the consumer-side. In ASTCode the
class file format has been changed slightly. In particular,
the constant pool of the class files is used as a symbol table,
and instead of Java Bytecode sequences, in ASTCode class
files contain sequences of indices of the Semantic Dictio-
nary Encoding. In order to simplify the verification pro-
cess, the decoding process of a class file in ASTCode is
extended by a type-checking procedure. As a result, the
complexity of the verification process, which is quadratic
for Java Bytecode, is reduced to a linear function of code
length.

3.2.3 SafeTSA

We also classify SafeTSA (which stands for Safe Typed
Static Single Assignment Form) as a tree-oriented inter-
mediate representation for mobile code, even though it is
actually a hybrid format that combines high-level control
structures in a AST-like form (called the Control Structure
Tree) with individual instructions in static single assign-
ment form [3, 70]. The format was designed as a drop-in
replacement for Java Bytecode6 providing for more effi-
cient just-in-time compilation and an innovative approach
to safety based on an inherently safe encoding.

SafeTSA’s control structure tree provides for all of the
non-linear intra-procedural control flow in SafeTSA. The
instructions (which only perform computations, manipu-
late data on the heap, and call methods) are embedded
as leaves of the control structure tree with their execution
being controlled by their parents in the tree. The high-
level control structures provided by SafeTSA (which mir-
ror those provided by the Java programming language), re-
strict SafeTSA programs to reducible intra-procedural con-
trol flow. They also make it possible to do a syntax directed
derivation of the control flow graph and dominator tree,
and also allow for the possibility of high-speed single-pass
syntax-directed JIT compilation of SafeTSA code.

The primary driver of enhanced efficiency for just-in-
time compilation of SafeTSA, however, results from the

6And, in fact, the prototype implementation of SafeTSA based on the
Jikes Research Virtual Machine supports intermixing classes loaded from
both SafeTSA and JVML class files within a single executing virtual ma-
chine [4].

use of Static Single Assignment Form (SSA). Static Single
Assignment Form guarantees that each instruction’s result
variable is unique (i.e., assigned to at only that static loca-
tion in the program) [14]; this discipline (which is facili-
tated by special φ-functions that merge alternative values
that reach a program point on different control flow paths)
enables a variety of optimizations that are now standard in
state-of-the-art optimizing compilers. In SafeTSA, the use
of SSA facilitates producer-side machine-independent op-
timization and speeds up several consumer-side optimiza-
tions. As reported in [4], the net result is that JIT compilers
for SafeTSA can deliver the same quality code in less time
than a JIT compiler for JVML.

Static single assignment form also plays a key part in
SafeTSA’s inherently safe encoding. The binary on-the-
wire SafeTSA is designed such that it only uses the num-
ber of bits required to represent possible program symbols
that might result in a syntactically valid and correctly typed
program [70]. In this way, the program is more dense, be-
cause it is not wasting bits that do not differentiate between
correctly typed programs.

In addition, a separate verification phase is unnecessary,
because the decoding process only ever produces syntac-
tically valid and correctly typed programs. There are a
couple of mechanisms that enable this. Perhaps the most
important mechanism is the implicit naming and enumer-
ation of variables according to dominator scoping and the
type separation. The implicit naming is based on the prop-
erty that, in static single assignment form, each variable is
only ever assigned at a single location, so by enumerating
the locations where variables are created, one can create
names for the variables. In static single assignment form, a
variable is live at a program point, if and only if, its defin-
ing instruction dominates that program point. Therefore,
SafeTSA limits the scope of all SSA variables to the pro-
gram region dominated by its definitions, and the implicit
enumeration takes advantage of this so that variables are
enumerated consecutively along the path of the dominator
tree to the point the variable is being accessed.

In addition SafeTSA’s variable enumeration is type sep-
arated. That is, there are no implicit coercions, so the vari-
ables of each type can be enumerated independently. These
mechanisms enable all symbols representing operands to
be selected from a list of candidate operands that would
be legal in that program location. Simpler mechanisms are
used for symbols and other kinds of program elements, and
a binary prefix code is generated for each position in the
program based on an implicit enumeration of the possible
alternative symbols for that position.

All of these mechanisms can be seen in Figure 9. The
section of the control structure tree shown in Figure 9(b)
contains a node for the IF statement, a node naming the
boolean value that should be “used” to control the IF state-
ment, and several blockgroups, which contain instructions,
and some of which are subordinate to the IF statement in
particular ways (e.g., the THEN-statement). In order to
make the code easier to read, the variables are named with a
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i n t i , j ;

i = i + 1 ;
j = j + 1 ;
i f ( i <= j )

i = i + 1 ;
e l s e

i = i − 1 ;
j = j + 1 ;

(a) in Java

CONSTANTS: Z0=0, Z1=1

blockgroup
Z7 ← add-int Z4 Z1

Z8 ← add-int Z5 Z1

IF

expr/blockgroup
B3 ← lte-int Z7 Z8

USE: B3

then/blockgroup
Z9 ← add-int Z7 Z1

else/blockgroup
Z9 ← sub-int Z7 Z1

join
Z9 ← φ(Z9,Z9)

blockgroup
Z10 ← add-int Z9 Z1

(b) in abstract SafeTSA

Symbol Index/Choices Encoding

statement blockgroup 1/12 001
apply 19/20 11111

add-int 89/185 10100000
Z4 4/7 101
Z1 1/7 010

add-int 89/185 10100000
Z5 5/8 101
Z1 1/8 001

end blockgroup 0/20 0000
IF 3/12 011

expression blockgroup 1/3 10
apply 19/20 11111

lte-int 104/185 10101111
Z7 7/9 1110
Z8 8/9 1111

end blockgroup 0/20 0000
use: — —
B3 3/4 11

then: — —
apply 19/20 11111

add-int 89/185 10100000
Z7 7/9 1110
Z1 1/9 0001

end blockgroup 0/20 0000
else: — —

apply 19/20 11111
sub-int 111/185 10110110
Z7 7/9 1110
Z1 1/9 0001

end blockgroup 0/20 0000
join: — —

φ 0/2 0
Z9 9/10 1111
Z9 9/10 1111

end join 1/2 1
statement blockgroup 1/12 001

apply 19/20 11111
add-int 89/185 10100000
Z8 8/11 1101
Z1 1/11 001

(c) in SafeTSA’s Binary Encoding

Figure 9: The Example Program Fragment in SafeTSA



14 Informatica 32 (2008) 1–25 W. Amme et al.

symbol representing the type (Z for integer, B for boolean)
and a subscript indicating the variables position in 0-based
implicit enumerations. The integer constants, 0 and 1, are
declared to be represented by Z0 and Z1, respectively. The
initial values of i and j are assumed to be Z4 and Z5, and it
is assumed that there are 7 integers and 2 booleans defined
before the first instruction shown. With these assumptions,
the first instruction in the first blockgroup adds 1 to Z4 (i.e.,
the old i) and puts the result in Z7 (i.e., the new i). Note
that there are several definitions of Z9, which appears to be
a violation of the single assignment property, but none of
these definitions dominates any of the others so their scopes
do not overlap and they are distinct variables. In fact, this
mechanism effectively prohibits accessing non-dominating
variables, since their names get re-used by those that do
dominate a particular access. Due to the peculiarities of
φ-functions in SSA, the definition of the third Z9 actually
refers to the first Z9 and the second operand refers to the
second Z9, but according to SafeTSA’s rules [70], only the
correct Z9 is in scope at each of those positions. The ren-
dering of the tree representation into a sequence of sym-
bols, and the binary encoding of those symbols is shown in
Figure 9(c).

3.3 Proof-annotated representations
In the past decade, there have been several research projects
aiming at the development of certifying compilers. Cer-
tifying compilers differ from traditional compilers in that
in addition to producing executable code, they also pro-
duce an additional annotation (i.e., a certificate) contain-
ing a proof that the executable code respects certain safety
properties (usually type and memory safety). The proof-
annotated code format is designed so that all proofs can be
automatically checked in a bounded amount of time. In a
mobile code context, such a proof-annotated format can be
used to only allow the execution of mobile code for which it
is determined that the proofs are correct and that the proofs
are sufficient to guarantee that the annotated code satisfies
the safety properties required by the mobile code system.

Proof-Carrying Code [55] and Typed Assembly Lan-
guage [51] are the two primary representatives of proof-
annotated mobile code formats. As introduced by George
Necula in 1996, proof-carrying code utilizes certificates
written in a formalism based on first-order logic. This
proof can be generated by the code producer and shipped
along with the program code. The code consumer then
validates the proof to ascertain the safety of the transmit-
ted mobile code. Due to its foundation in first-order logic,
proof-carrying code is quite flexible in terms of the types of
safety properties that can be checked using first-order logic;
the limiting factors on flexibility are the kinds of proper-
ties for which proofs can be generated automatically. The
Touchstone compiler7 is the front-end of a prototype proof-
carrying code system that compiles from a safe subset of

7A variant of Touchstone, called SpecialJ, has been developed for the
Java programming language [10, 11].

the C programming language into machine code and cer-
tifies that the resulting machine code is type and memory
safe [55, 58].

Typed Assembly Language extends traditional untyped
assembly languages with typing annotations, memory man-
agement primitives, and a sound set of typing rules. These
typing rules guarantee the memory safety, control flow
safety, and type safety of the transmitted program.

3.3.1 Proof-carrying code

Proof-Carrying Code (PCC) was originally developed as
a mechanism for safe operating system kernel extensions,
but was later adapted to the area of mobile code [54, 56].
Founded on formal program verification theory, PCC al-
lows the code consumer to check the safety of programs by
checking machine-readable proofs that are generated by the
code producer and shipped along with the program code.
After checking the validity of the proofs, code consumers
are then assured that the program execution will not vio-
late the verified properties. The desired safety properties
depend on the code consumers safety policy, which acts as
a contract between the code producer and code consumer,
and defines which conditions must be satisfied by safe mo-
bile programs.

In a proof-carrying code system, the role of the code
producer is fulfilled by a certifying compiler, consisting
of an annotating compiler and a proof-generator. While
the certifying compiler translates the program that is to
be transmitted into machine code of the target platform or
any other executable code representation, it also annotates
the program with additional information (e.g., types) that
would otherwise be lost. After this, a theorem (possibly-
specialized) prover is used to generate a proof that the gen-
erated code complies with the mobile code system’s safety
policy, and this proof is transmitted along with the code to
the code consumer in a PCC binary. The code consumer
validates the safety proof based on the actual machine code
and the conditions defined in the safety policy. The valida-
tion algorithm and the safety policy are the only parts of the
system which have to be trusted, minimizing the size of the
trusted code base (TCB)8. If proof validation is successful,
the safety of the transferred mobile program is guaranteed
and the machine code can be executed as shown in Figure
10.

Safety conditions, which have to be satisfied by the
transferred mobile code are defined within the safety pol-
icy and are shared between code producer and code con-
sumer. This safety policy is based on first-order logic and
consists of three parts: a verification condition generator
(VCG) [19], a set of axioms, and pre- and post-conditions.

The verification condition generator is used to derive a
safety predicate (i.e., a verification condition), from the an-
notated program code. The safety predicate is derived such
that it will only evaluate to true if every condition specified

8The paper [5] describes an even further reduced trusted code base
which incorporates the safety policy into the proof.
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Figure 10: Proof-Carrying Code Architecture.

in the safety policy is satisfied. The pre- and post-condition
included in the safety predicate, express constraints on the
machine state that must hold, respectively, before and after
program execution. The safety predicates, which are de-
fined in first-order logic, are derived from a set of axioms
and derivation rules that model the state transitions of the
target machine associated with each instruction.

Both, code producer and code consumer, derive the
safety predicate from the annotated program code. The
code producer generates a proof of the safety predicate,
indicating the safe execution of the program code, and
the code consumer derives the safety predicate in order
to check the matching of program code and safety proof.
Thus, the verification condition generator traverses the pro-
gram code and creates predicates for each critical instruc-
tion (e.g., memory access) using a symbolic interpreter,
such that a proof of these predicates ensures that execut-
ing the corresponding instruction does not invalidate the
conditions defined in the safety policy.

To support complex program structures like method calls
and loops, the verification condition generator uses invari-
ants annotated in the program code. These annotations are
frequently required to mark loop invariants, which cannot
normally be automatically derived by the verification con-
dition generator. The invariants are included among the
predicates which must be verified. Thus, the code con-
sumer does not need to trust the program annotations, and
the invariants are only used as hints supporting the gener-
ation, and the validation of the safety proof. These predi-
cates must be proved to hold for every control path between
two distinct invariants, starting with the pre-condition and
finishing with the post-condition. As a consequence, the
safety predicate of the whole program is the conjunction of
all predicates derived from the invariants and the individual
instructions.

After the safety predicate has been derived by the ver-
ification condition generator, the code producer creates a
proof, which shows the correctness of the generated safety
predicate. This safety proof is represented using the Edin-

burgh Logical Framework or LF notation [42, 68]. The Ed-
inburgh Logical Framework efficiently validates the proofs
by reducing validation to a simple type-checking procedure
[55, 57]. (In other words, in the Edinburgh Logical Frame-
work, only correct proofs are correctly typed.) Thus, the
code consumer of a PCC system can be guaranteed that a
mobile code program satisfies its safety policy prior to its
execution.

As a concrete example of a PCC system, let us exam-
ine the output of the Touchstone certifying compiler. The
Touchstone certifying compiler might translate the source
program, shown in Figure 11 (a), into the slightly opti-
mized DEC ALPHA assembly code as shown in Figure
11 (b). Note that a pre- and post-condition are annotated,
both stating that registers v0 and t0, which represent vari-
ables i, j of the source program respectively, contain integer
values. In order to verify the safety of the machine code,
the Touchstone certifying compiler generates a verification
condition and a safety proof, indicating the validity of the
verification condition. The verification condition, shown
in Figure 11 (c), states type and memory safety of the ma-
chine code. Therefore, the verification condition denotes
the implication that: assuming the registers v0 and t0 hold
integer values initially, their values after manipulation will
still be of type integer after the machine code has been ex-
ecuted. Thus, the post-condition can be derived from the
pre-condition, and the validity of the verification condition
is proven. The safety proof shown in Figure 11 (d) states
the validity of the verification condition and therefore guar-
antees type and memory safety of the machine code.

One drawback of PCC is the size of the generated safety
proofs, especially since the proofs have to be transmitted
along with the code to the code consumer. The transfer of
the safety proof conjoined with the program code is per-
formed using a PCC binary, which consists of three parts.
First, the program to be transferred is included using an in-
termediate representation or the machine code of the target
platform. In the latter case, the program can be directly
loaded and executed after the mobile code has been suc-
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( a ) s o u r c e program

i n t i , j ;
i = i + 1 ;
j = j + 1 ;
i f ( i <= j )

i = i + 1 ;
e l s e

i = i − 1 ;
j = j + 1 ;

( b ) a n n o t a t e d machine code

ANN_PRE( example , LF_
( / \ ( o f t 0 i n t )

( o f v0 i n t ) ) _LF )

s u b l t0 , v0 , t 1
b l t t1 , L2
l d a v0 , 2 ( v0 )

L2 :
l d a t0 , 2 ( t 0 )

ANN_POST( example , LF_
( / \ ( o f t 0 i n t )

( o f v0 i n t ) ) _LF )

( c ) v e r i f i c a t i o n c o n d i t i o n

p f ( a l l ( [ X0 : exp ]
( a l l ( [ X1 : exp ]

(= > ( / \ ( o f X1 i n t ) ( o f X0 i n t ) )
( / \ (= > ( >= (− X1 X0) 0 )

( / \ ( o f (+ X1 2) i n t )
( o f (+ X0 2) i n t ) ) )

(= > ( < (− X1 X0) 0 )
( / \ ( o f (+ X1 2) i n t )

( o f X0 i n t ) ) ) ) ) ) ) ) )

( d ) p r o o f

( a l l i [ X0 : exp ]
( a l l i [ X1 : exp ]

( impi [ A1 : p f ( / \ ( o f X1 i n t ) ( o f X0 i n t ) ) ]
( a n d i ( impi [ A2 : p f ( >= (− X1 X0) 0 ) ]

( a n d i ( o f I n t A n y (+ X1 2 ) )
( o f I n t A n y (+ X0 2 ) ) ) )

( impi [ A3 : p f ( < (− X1 X0) 0 ) ]
( a n d i ( o f I n t A n y (+ X1 2 ) )

( a n d e r A1 ) ) ) ) ) ) )

Figure 11: A sample program (a) and its PCC output (b), (c) and (d).

cessfully verified. The second part of the Proof-Carrying
Code binary contains a symbol-table, which is used to re-
construct the LF representation of the safety proof on the
consumer side. The last part includes the safety proof in a
binary encoding.

3.3.2 Typed assembly language

The use of a Typed Assembly Language as intermediate
representation benefits a mobile code system in several
ways. First of all, a number of program optimizations are
enhanced by having type information available in the as-
sembly code. In addition, the type annotations facilitate

the verification of the mobile code’s type safety. In order
to gain these benefits, a type abstraction of assembly lan-
guages is required, which guarantees type safety of well-
formed assembly programs and hence enables the transfor-
mation of well-formed input programs into safe assembly
code [38]. Since the type annotations and type checking,
serves to prove that a program in a Typed Assembly Lan-
guage is type safe, it can be considered as a kind of proof-
annotated representation, even though the proof is not that
of a direct assertion of safety in a general logic as it is in
proof-carrying code [52].

The feasibility of Typed Assembly Language was
demonstrated by the reference implementation, TALx86
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Figure 12: Talx86 system.

[36]. TALx86 incorporates support of the programming
languages Scheme and Popcorn (a type-safe subset of the
C language from which unsafe constructs such as pointer
arithmetic and address operator have been removed). On
the producer side of the prototype TALx86 system (see
Figure 12), programs of the Scheme or Popcorn program-
ming language are transformed into assembly code for the
target platform, and the generated assembly code is anno-
tated with type information resulting in Typed Assembly
Language. After receiving a program, the code consumer
uses the annotated type information to type-check the trans-
ferred assembly program. If the mobile code is success-
fully verified, an assembler transforms the assembly code
into machine code for the target platform, which is then
executed.

The TALx86 implementation is based on Microsoft’s
Macro Assembler Language, and therefore, TALx86 pro-
grams, after being type-checked, can be efficiently assem-
bled with common commercial assemblers. Within the
TALx86 system, the register-based Microsoft Macro As-
sembler Language is extended with annotations, which are
mainly used as pre-conditions of code labels, assigning
type information to registers.

Our sample program (now written in Popcorn) in Figure
13 (a) and its translation into TALx86 are shown in Figure
13 (b). The TALx86 sequence consists of two sections: the
assembly language instructions and its corresponding type
annotations. The assembler program starts by calculating
increments of values contained in registers EBP and EDI,
which represent the variables i and j, respectively. Sub-
sequently, the values are compared, and if the value con-
tained in EBP exceeds the value in EDI, execution contin-

ues at the code label ifFalse$49, which represents the else
branch of the program. Otherwise, the then branch of the
if statement is executed, and the value contained in EBP is
incremented. After that, program execution proceeds to the
label ifMerge$50, which marks the end of the if statement,
and the value in register EDI is incremented again.

Both labels are annotated with the types of values con-
tained in the registers at that point. As an example, an-
notation EDI:B4 denotes type B4 in register EDI, indi-
cating a 4-byte integer value inside. On the consumer
side, the annotation is then used by the type-checker, so
that it only has to check that the register EDI contains a
value of type B4 before control is given to label ifFalse$49
or ifMerge$50 (rather than propagating types around the
control-flow graph until a fixed pointer is reached or a type
error is detected).

Polymorphic types, required for describing high-order
structures like stacks, are realized using placeholders,
which are replaced by corresponding types before control
is transferred to the associated code label. Type annota-
tions are also used to define new types with type construc-
tor declarations. This flexibility of the type system allows
one to support a wide range of programming languages.
TALx86 allows the code consumer to provide routines of
instructions (i.e., macros) for manipulating complex data
structures that can be typed and treated as atomic opera-
tions during verification. Programs may explicitly allocate
such complex data structures using the macro malloc but
are not allowed to explicitly de-allocate the structures; this
is done implicitly, through garbage collection.

Stacks in TALx86 programs are modeled by abstractions
that are based on lists. The expression t :: s denotes a stack,
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( a ) i n t i , j ;
i = i + 1 ;
j = j + 1 ;
i f ( i <= j )

i = i + 1 ;
e l s e

i = i − 1 ;
j = j + 1 ;

( b ) MOV EDX, EBP
ADD EDX, 1
MOV EBP ,EDX
MOV ESI , EDI
ADD ESI , 1
MOV EDI , ESI
CMP EDX, ESI
JG t a p p ( i f F a l s e $ 4 9 , < r$9 >)
ADD EBP , 1
JMP t a p p ( i fMerge$50 , < r$9 >)

i f F a l s e $ 4 9 :
LABELTYPE < A l l [ r$9 : Ts ] . { EDI : B4 , EBP : B4 , ESP : s p t r {ESP : s p t r r$9 } : : r$9 }>

MOV ESI , EBP
SUB ESI , 1
MOV EBP , ESI
FALLTHRU <r$9 >

i fMerge$50 :
LABELTYPE < A l l [ r$9 : Ts ] . { EDI : B4 , EBP : B4 , ESP : s p t r {ESP : s p t r r$9 } : : r$9 }>

ADD EDI , 1

Figure 13: Sample program in Popcorn (a) and corresponding TALx86 program (b).

consisting of a top-most element of type t and the rest of the
stack described by s. Placeholders are applied in order to
enable the polymorphic representation of stacks. A place-
holder is of a general form All[s:Ts] where Ts denotes the
abstract type, which is substituted by a corresponding in-
stance s.

As a consequence, function calls are represented by the
help of a runtime stack s, which is referenced by stack
pointer sptr s contained in register ESP. This can bee seen at
labels ifFalse$49 and ifMerge$50 of Figure 13 (b), where
register ESP references the runtime stack, which contains
another stack pointer representing the caller frame, and the
rest of the stack denoted by the polymorphic type r$9.

Polymorphic types in combination with runtime stacks
are also used to implement visibility rules, which make the
actual representation of abstract types associated to local
variables only resolvable by the authorized function. Fur-
thermore, this mechanism supports exception handling by
restricting register access. A dedicated register contains a
stack pointer which indicates where to unwind the runtime
stack to. This stack pointer is typed so that it is abstract and
therefore unmodifiable by everything except for the excep-
tion code.

The time-critical processes in the TAL system include
the code consumer’s type-checking and the transfer of the
mobile program to the code consumer. Thus, a compact en-
coding of Typed Assembly Language is needed for optimal
performance. Since the annotations (e.g., pre-conditions
of code-labels) increase the code size, various compression
techniques can be applied to increase the density of the an-

notation format, so that it is more suitable for mobile code
[37]. These techniques include, among other, the sharing of
common sub-terms within annotations, the use of generic
type abbreviations, and the elimination of unnecessary an-
notations.

4 Review and comparison
In the following sections, the mobile code representations
that were presented earlier will be evaluated according to
the requirements introduced in Section 2. Table 1 sum-
marizes this evaluation and can be used as a guide to the
discussion that follows.

4.1 Source language flexibility
Although the JVM was designed to support Java semantics,
it can also be used as a target for other languages. Indeed,
several compilers for C, C++, and Ada95, target the JVM.
However, these language’s intrinsic insecurities, and their
semantic mismatch with Java, require the programmer to
adhere to restrictive feature subsets [32]. In order to avoid
such disadvantages, .NET and its intermediate representa-
tion CIL were designed to efficiently support a variety of
object-oriented, functional, and procedural programming
languages, including C#, C++, Java, Fortran, Cobol, Eif-
fel, Haskell, ML. Furthermore, the .NET platform’s Com-
mon Type System serves as a common denominator that
aids cross-language interoperability, so that .NET compo-
nents can interact with each other even if they are written
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Stack-based Tree-oriented Proof-Annotated

JVML CIL ANDF Slim Binary SafeTSA PCC TAL

Flexibility
Input-Languages X + X X X ++ +
General type system − ++ − − − − ++

Portability
Target-Architectures ++ ++ + + + − −

Compactness
Encoding Density X X + ++ + − −

Efficiency
Interpreter ++ ++ X X X − −
JIT compiler X X + + ++ X X

Producer Optimizations X X + + + ++ ++
Producer Annotations X X X X ++ ++ ++
Consumer Optimizations + + + + + X X
JIT Cost X X + + ++ X X

Safety
Safety ++ ++ − ++ ++ ++ ++
Automated ++ ++ − ++ ++ − ++
Runtime Complexity X X N/A + + + +

Legend: −poor/no, Xadequate, +good/yes, ++excellent.

Table 1: Intermediate representations in comparison.

in different CTS-supporting languages.
Tree-oriented intermediate representations tend to be

more limited in their linguistic flexibility. The current
ANDF-System supports Ada95 and C; Slim Binaries’ and
SafeTSA’s prototype systems are built to support the source
language Oberon and Java, respectively. Although, it
seems that tree-oriented techniques are limited to programs
written in predetermined languages, representatives of this
kind of intermediate representation also can be extended
for addressing a multiplicity of source languages. Basi-
cally, such an extension might be based on the construction
of an unified abstract syntax tree and a more general type
system.

In principle, the greatest source-language flexibility can
be achieved with proof-annotating intermediate representa-
tions, since for most programming languages, a front end,
which translates a source program into native code, can be
easily constructed. Furthermore, a principle objective of
the TAL project was the development of a statically typed,
low-level intermediate representation, that could be used
for multiple source languages and on which multiple pro-
gram optimizations could be performed [64]. For the de-
scription of type systems of different source languages, the
TAL system transforms a program internally into an inter-
mediate representation that is based on a high-order λ cal-
culus, from which eventually after several type-conserving
restructurings the TAL program is derived.

4.2 Portability

A code consumer can execute mobile code applications us-
ing an interpreter, a JIT compiler or both. On most current

desktop and server computer systems adaptive JIT compi-
lation techniques provide the best performance. However,
as small resource constrained devices (e.g., cell phones,
PDA’s, Java cards) become more and more ubiquitous, in-
terpreters in mobile code systems have become more im-
portant, since compared to compilation, interpretation usu-
ally uses less resources.

Stack-oriented intermediate representations provide an
excellent foundation for the development of fast and effi-
cient interpreters. In contrast, interpretative program exe-
cution is supported from none of the tree-oriented proto-
type systems, as these mobile code formats mainly focus
on JIT compilation. Nevertheless, tree-oriented systems
can include interpreters (see e.g. [41, 31]), which may be
slower than for stack-based counterparts, but could be used
for program execution on platforms for which JIT compil-
ers are not yet available.

JIT compilers that transform JVML and CIL programs,
respectively, into machine code have been developed for
the most common computer systems. Although all of the
presented tree-oriented systems are developed for a re-
stricted number of architectures, in principle, these inter-
mediate representations can be considered just as portable.
That is, since targeting other architectures needs only more
engineering resources to implement new back-ends trans-
lating tree-based program representations into their corre-
sponding machine code.

Although PCC and TAL, in their original incarnations,
are based on the target machine assembly language, and
thus are not portable. In principle, they could also be used
as input for JIT compilation, in which case, the assembly
language could be replaced with a more general register-
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based language. A candidate for such an all-purpose low-
level language could be the intermediate representation
used by the VCODE system (which is the machine code
of an idealized RISC-Architecture) [18]. This would serve
as a common target language for programs written in differ-
ent programming languages and as input for an on-the-fly
machine code generation of different architectures.

4.3 Compactness

Compactness of mobile code applications plays a major
role, especially as many today’s network connections are
wireless and have a limited bandwidth. In such networks,
raw throughput rather than network latency is the main bot-
tleneck. Moreover, increasing use of mobile code on con-
strained devices, also puts attention on the size of program
representation due to limited memory resources.

The use of tree-oriented intermediate representations
usually leads to better file sizes than stack-based tech-
niques. In particular, according to measurements described
in [24], Slim Binaries are more dense than compressed
JVML class files by a factor of 1.72. And for uncompressed
JVML the ratio in file sizes in average even can increase up
to 2.42. SafeTSA, which has a hybrid tree/SSA structure, is
not quite as dense, but as reported in [70], has a binary on-
the-wire file size similar to compressed JVML class files.

Stack-based intermediate representations, in turn, are of-
ten more compact than the corresponding machine code
[24]. Proof-annotating intermediate representations are
still larger, because in addition to be based on less compact
machine code or assembly language, the file sizes of proof-
annotating intermediate representations are also increased
by their proof or type annotations. Unfortunately, there ex-
ists no measurements about file sizes of proof-annotated
code compared to JVML programs. However, measure-
ments in a prototype PCC system resulted in an average
ratio of proof size to code size of 2.5 [58]. Comparable
experiments performed in the TAL system led to a ratio
of up to 0.67 [37]. These results indicate a significant in-
crease in file sizes when applying proof-annotating tech-
niques, and consequently a need of sophisticated compres-
sion techniques.9

4.4 Efficiency

We call the property of an intermediate representation to
support a fast and resource-efficient program execution, the
representation’s efficiency. Although it is a matter of com-
mon knowledge, that fast program execution is primarily
achieved through the use of JIT compilation techniques, the
efficiency with which a mobile code format can be inter-
preted is also important, especially as resource-constrained
devices become more ubiquitous.

Stack-oriented intermediate representations are excellent
candidates for interpretation. The main advantage of this

9as described for TAL in [37] and PCC in [59]

architecture as input for an interpreter, is the compact in-
struction encoding (due to most operands being taken off
the stack). Although, tree-oriented mobile code formats
can also be interpreted, tree-based interpreters are not such
efficient than its bytecode counterparts, because of a higher
storage consumption and slower execution times, which are
direct consequences of its internal representation as pointer
structures. Register-based interpreters are also possible
[65, 15], but have not been employed in industrial strength
mobile code systems.

In recent years a lot of powerful JIT compilers for stack-
based mobile code formats have been developed; especially
notable are Sun’s HotSpot compiler [62, 6] and IBM’s
Jikes RVM [7, 44], respectively. However, the popular-
ity of existing stack-based JIT compilers belies the limita-
tions of stack-based intermediate representation when used
as input for a JIT compiler. Certainly, simple machine code
for stack-based programs can be generated quickly, but for
aggressive JIT compilation (i.e., with several complex op-
timizations) stack-based representations have some disad-
vantages.

The main disadvantage for aggressive JIT compila-
tion of stack-based code is the use of the stack model.
This approach requires the compiler to generate optimized
register-based machine code for a program that is expressed
in terms of the manipulation of a virtual stack machine.
Most existing stack-based JIT compilers solve this prob-
lem by expending compilation effort to transform their in-
put programs into an internal three-address code represen-
tation (often in SSA form) on which the optimizations are
performed.

A further disadvantage is the low-level character of
stack-based program code, which often prevents recon-
struction of high-level language information, which is es-
sential for certain optimizations. In addition, perform-
ing machine independent optimization on the producer
side of a stack-based system is difficult. For example,
while a compiler generating stack-based JVML code could,
in principle, perform common subexpression elimination
and store the resulting expressions in additional, compiler-
created local variables, this approach introduces additional
instructions and temporary variables that may negate any
improvements created by the common subexpression elim-
ination.

In contrast, due to its high-level entities, tree-oriented
code formats are excellent candidates for JIT compilation.
In principle, JIT compilers based on these intermediate rep-
resentations can be just as effective as static compilers.
The main advantage of a tree-oriented JIT compilation is
the preservation of high-level information that aides the
quick generation of fast code (e.g., explicitly marked loops,
loop invariant codes, exclusion of irreducible control flow
graphs).

SafeTSA successfully augments a tree-oriented interme-
diate representation with instructions in SSA form, which
is already used internally in several static and JIT compilers
and that is considered the state-of-the-art intermediate rep-
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resentation for intra-procedural scalar optimizations. Sev-
eral efficient optimization techniques have been developed
for SSA programs in the last decade. Experiments, de-
scribed in [4], confirm that JIT compilers using SafeTSA
run faster than those using JVML code, reducing the cost
for dynamic optimization of some programs by up to 90%.
As mentioned above, the machine-independent optimiza-
tion of stack-based mobile code formats is often awkward,
but for tree-oriented and proof-annotated formats, such op-
timizations cause no further difficulties.

In recent years program annotations have been suggested
as a way to improve the code generation of JIT compilers.
The term program annotation is used as a synonym for code
information added to the mobile code during its generation.
This information can be used by the consumer side of a mo-
bile system to speed-up optimizations of a given program.
In principle, all types of intermediate representations sup-
port the transport of program annotations. The main chal-
lenge after transferring mobile code to the runtime envi-
ronment is the verification of the transmitted annotations.
Conceptually, verifiable program annotations can be con-
structed for PCC and TAL programs through proof and type
extensions, respectively. In SafeTSA programs the concept
of type separation can be applied in a tamper-proof manner
for the safe transport of program annotations [43].

4.5 Safety

Safety is an important criterion in a mobile code system
due to the inherent separation of code consumers and code
producers. In general, mobile code can be created by an
untrusted code producer and transferred through insecure
communication channels to the code consumer, so the code
consumer needs to verify that the transmitted mobile code
will not perform any unsafe actions when executed.

In addition to other mechanisms such as cryptographic
signatures, intermediate representations of mobile code ad-
dress the safety issue using several distinct approaches,
ranging from implicitly legal program encodings to formal
methods like program verification using first-order logic as
applied by Proof-Carrying Code. Common to all of them
is the focus on guaranteeing type and memory safety as
well as a legal control flow of the verified mobile program
in order to provide fine grain isolation of code within the
execution environment.

Stack-based intermediate representations for mobile
code utilize a data-flow analysis in the verification pro-
cess. This data-flow analysis is required due to the seman-
tic gap between high-level source language and low-level
intermediate representation [66]. Hence, as in the case of
Java Bytecode, well-formed Java Bytecode sequences do
not necessary represent legal Java programs. Adherence to
certain safety concepts of the high-level source language
is therefore verified using the data-flow analysis, which is
performed on the consumer side of the mobile code system
and targeted at type and memory safety as well as a legal
control flow of inspected bytecode.

In addition to some semantic errors in original specifi-
cations and implementations of data-flow analysis for Java
Bytecode verification [67], this approach also suffers from
its immense costs, requiring quadratic time regarding the
number of verified instructions in the worst case [66]. Be-
cause all of the verification work has to be done by the code
consumer, this factor introduces another point of attack.
Furthermore, since Java Bytecode verification assumes the
type system and other safety concepts of the Java program-
ming language, extending the underlying data-flow analy-
sis to other programming languages and safety concepts is
complicated. Due to its support for a wide range of pro-
gramming languages, the Common Intermediate Language
is more flexible on this point.

Two of the tree-oriented intermediate representations for
mobile code, Slim Binaries and SafeTSA, represent one ap-
proach to avoid the semantic gap between source language
and intermediate representation, and consequently facili-
tate the verification process. ANDF, the third tree-oriented
intermediate representation, does not integrate a verifica-
tion mechanism and so will not be discussed further in this
respect.

The Slim Binaries format, as well as SafeTSA, imple-
ments a program encoding which is based on the abstract
syntax tree and hence close to the high-level source lan-
guage. Furthermore, both formats restrict their expressive-
ness to legal programs, (i.e., code violating safety criteria
of the source language like type or memory safety can not
be encoded by a well-formed Slim Binaries or SafeTSA
program [25]. Thus, verification of mobile code is essen-
tially done by checking the adherence to the general format
of the corresponding intermediate representation.

As a consequence, complexity of the verification process
can be reduced to linear time with regard to code length, as
in the case of ASTCode [66]. The Slim Binaries format and
its variant ASTCode have been designed for the Oberon
and Java programming languages, respectively, hence ad-
dressing other languages with differing safety properties is
a non-trivial task. This drawback also relates to SafeTSA,
though it provides a mechanism for safe program annota-
tions, which may be utilized in a broadened verification
process incorporating extended safety criteria [43].

Proof-Carrying Code is based on the concept of certify-
ing compilers (i.e., that produce a machine-readable safety
certificate to accompany the mobile code and guarantee its
safe execution). Due to the formal representation of the
certificate using first-order logic and the small trusted code
base [58, 5], Proof-Carrying Code can be seen as an intrin-
sically safe intermediate representation for mobile code.

Furthermore, the genericity of the underlying approach
allows the incorporation of extended safety criteria by
adapting the logic of the safety policy and the proof gen-
erator. Current applications of Proof-Carrying Code, how-
ever, are typically limited to type and memory safety. The
main drawback of Proof-Carrying Code also relates to its
foundation on formal program verification theory: loop in-
variants must be annotated as part of the safety proof gen-
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eration, but these invariants cannot always be automatically
inferred from the program, so manual annotations may be
necessary if the properties to be proved are more complex
than type safety in a tractable type system.

Because creating the safety certificate is expensive,
proof generation has been shifted to the producer side of
the corresponding mobile code system. The code con-
sumer needs only to verify the shipped proof using a type-
checking procedure, requiring linear time with regard to the
code length [10], and its consistency with the accompanied
program.

Typed Assembly Language, as a variant of Proof-
Annotating Code, restricts its safety guarantees to type and
memory safety as well as the legal control flow of assembly
programs, and stresses the translation of type-correct pro-
grams of the source language to type-correct assembly code
[52]. The restricted scope of the verification process allows
to automatically generate the safety certificate, in the form
of type annotations, on the producer side of the correspond-
ing mobile code system. Furthermore, the generation of a
safety proof, as required by Proof-Carrying Code, is omit-
ted, since verification on the consumer side is done by a
type-checker which utilizes the annotated type information
of the transmitted assembly code.

It should be noted, that the three presented safety con-
cepts (i.e., verification based on data-flow analysis, implic-
itly legal program encodings, and certifying compilers) are
orthogonal and may be combined in several ways. All of
these concepts rely on representing only programs trans-
lated from a safe source language, and—with the excep-
tion of the Common Intermediate Language’s unmanaged
extensions for unverified programs—unsafe features like
pointer arithmetic are not supported by any of the presented
intermediate representations of mobile code.

5 Conclusion

In the paper, we have provided an overview of common
intermediate representations of mobile code, discuss the
strengths and weaknesses of each, and compare its prop-
erties with that of the other representations.

The comparison of different intermediate representa-
tions (see Table 1) leads us to the conclusion that there is
no unqualified ‘best’ mobile code format. One reason for
this may be that due to a tendency to focus on one single
aspect of the mobile code framework. For example, the
developers of PCC were mostly concerned with providing
increased security but did not address portability. On the
other hand, developers of ANDF provided a very portable
distribution format but did not address advanced safety re-
quirements.

Instead, it is obvious that for each intermediate represen-
tation, there are disadvantages, which cause it to fail to live
up to the ideal. As a consequence, except for Microsoft’s
CIL representation, none of the suggested mobile code for-
mats can be seen as a serious commercial challenger for

Java’s Bytecode format. This is also supported by the ob-
servation that, except for Java Bytecode and CIL, for none
of the other intermediate representations a mobile code sys-
tem other then of prototype status has been developed.

Because of the wide acceptance of Java Bytecode and
because none of the alternative intermediate representa-
tions is the ne plus ultra, most current mobile code projects
have shied away from the developing of novel intermedi-
ate representations. Instead, recent research projects in that
area attempt to improve the JVM [20] or integrate features
of some of the representations into Java Bytecode. In par-
ticular, representatives of this trend are projects that adapt
the concepts of Proof-Carrying Code and type-separation
to Java Bytecode [2, 26, 72].
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The evaluation of information retrieval systems has gained considerable momentum in the last few 
years. Several evaluation initiatives are concerned with diverse retrieval applications, innovative usage 
scenarios and different aspects of system performance. These evaluation initiatives have led to a 
considerable increase in system performance. Data for evaluation efforts include multilingual corpora, 
structured data, scientific documents, Web pages as well as multimedia objects. This paper gives an 
overview of the current activities of the major evaluation initiatives. Special attention is given to the 
current tracks and developments within TREC, CLEF and NTCIR. The evaluation tasks and issues, as 
well as some results, will be presented. 
Povzetek: Pregledni članek opisuje usmeritve v informacijskih povpraševalnih sistemih. 

 

1 Information retrieval and its 
evaluation 

Information retrieval is the key technology for 
knowledge management which guarantees access to large 
corpora of unstructured data. Very often, text collections 
need to be processed by retrieval systems. Information 
retrieval is the basic technology behind Web search 
engines and an everyday technology for many Web 
users.  

Information retrieval deals with the storage and 
representation of knowledge and the retrieval of 
information relevant to a specific user problem. 
Information retrieval systems respond to queries which 
are typically composed of a few words taken from a 
natural language. The query is compared to document 
representations which were extracted during the indexing 
phase. The most similar documents are presented to the 
users who can evaluate the relevance with respect to their 
information needs and problems.  

In the 1960s, automatic indexing methods for texts 
were developed. They implemented the bag-of-words 
approach at an early stage, and this still prevails today. 
Although automatic indexing is widely used today, many 
information providers and even internet services still rely 
on human information work.  

In the 1970s, research shifted its interest to partial 
match retrieval models and proved superior compared to 
Boolean retrieval models. Vector space and later 
probabilistic retrieval models were developed. However, 
it took until the 1990s for partial match models to 

succeed in the market. The Internet accelerated this 
development. All Web search engines were based on 
partial match models and provided results as ranked lists 
rather than unordered sets of documents. Consumers got 
used to this kind of search system and eventually all big 
search engines included partial match functionality. 
However, there are many niches in which Boolean 
methods still dominate, e.g. patent retrieval. The growing 
amount of machine-readable documents available 
requires more powerful information retrieval systems for 
diverse applications and user needs. 

The evaluation of information retrieval systems is a 
tedious task. Obviously, a good system should satisfy the 
needs of a user. However, the users’ satisfaction requires 
good performance in several dimensions. The quality of 
the results with respect to the information need, system 
speed and the user interface are major dimensions. To 
make things more difficult, the most important 
dimension, the level to which the search result 
documents help the user to solve the information need, is 
very difficult to evaluate. User-oriented evaluation is 
extremely difficult and requires many resources. In order 
to evaluate the individual aspects of searches and the 
subjectivity of user judgments regarding the usefulness 
of searches, an impracticable effort would be necessary. 
As a consequence, information retrieval evaluation 
experiments try to evaluate only the system. The user is 
an abstraction and not a real user. In order to achieve 
that, the users are replaced by objective experts who 
judge the relevance of a document to one information 
need. This evaluation methodology is called the 
Cranfield paradigm, based on the first information 
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retrieval system evaluation in the 1960’s (Cleverdon 
1997). This is still the evaluation model for modern 
evaluation initiatives. The first main modern evaluation 
initiative was the Text Retrieval Conference (TREC). 
TREC had a huge impact on the field. The emphasis on 
evaluation in information retrieval research was 
strengthened. System development and the exchange of 
ideas was fostered by TREC and systems greatly 
improved in the first few years.  

Recent evaluation efforts try to keep their work 
relevant for the real world and make their results 
interesting for practical applications. Yet, in order to 
cope with these new heterogeneous requirements and to 
account for the changing necessities of different domains 
and information needs, new approaches and tasks need to 
be established.  

The remainder of the paper is organized as follows. 
The next section provides an introduction to the 
measures commonly used in information retrieval 
evaluation. Section 3 introduces the basic activities and 
the history of the three major evaluation initiatives. The 
following sections present challenges recently taken up 
in the scientific evaluation of information retrieval 
systems. They discuss how different document types, 
multimedia elements and large corpora are introduced. 
Section 5 points to new developments regarding 
evaluation methods. 

2 Evaluation of information 
retrieval systems 

The information retrieval process is inherently vague. In 
most systems, documents and queries consist of natural 
language. The content of the documents needs to be 
analyzed, which is a hard task for computers. Robust 
semantic analysis for large text collections or even 
multimedia objects has yet to be developed. Therefore, 
text documents are represented by natural language 
words mostly without syntactic or semantic context. This 
is often referred to as the bag-of-words approach. These 
keywords or terms can only imperfectly represent an 
object because their context and relations to other terms 
are lost in the indexing process.  

Information retrieval systems can be implemented in 
many ways by selecting a model and specific language 
processing tools. They interact in a complex system and 
their performance for a specific data collection cannot be 
predicted. As a consequence, the empirical evaluation of 
performance is a central concern in information retrieval 
research (Baeza-Yates & Ribeiro-Neto 1999). 
Researchers are faced with the challenge to find 
measures which can be used to determine whether a 
system is better than another one (Bollmann 1984).  

The most important basic measures are recall und 
precision. Recall indicates the ability of a system to find 
relevant documents, whereas precision measures show 
how good a system is in finding only relevant documents 
without ballast. Recall is calculated as the fraction of 
relevant documents found among all relevant documents, 
whereas precision is the fraction of relevant documents 
in the result set. The recall requires knowledge of all the 

relevant documents in a collection that could never be 
put together in any real world collection. The number of 
known relevant documents is usually used to calculate 
the value. Both measures are set oriented, However, most 
current systems present ranked results. In this case, a 
recall and precision value pair can be obtained for each 
position on the ranked list taking into account all 
documents from the top of the list down to that position. 
Plotting these values leads to the recall-precision graph. 
The average of precision values at certain levels of recall 
is calculated as the mean average precision (MAP), 
which expresses the quality of a system in one number.  

Evaluation initiatives compare the quality of systems 
by determining the mean average precision for 
standardized collections and topics like descriptions of 
information needs. The relevant documents for the topics 
are assessed by humans who work through all the 
documents in a pool. The pool is constructed from the 
results of several systems and ultimately limits the 
number of relevant documents which can be 
encountered. Research on the pooling technique has 
shown that the results are reliable (Buckley & Voorhees 
2005). 

3 Major evaluation initiatives 
The three major evaluation initiatives are historically 
connected. TREC was the first large effort, which started 
in 1992. Subsequently, CLEF and NTCIR adopted the 
TREC methodology and developed specific tasks for 
multilingual corpora, cross-lingual searches as well as for 
specific application scenarios. 

 

3.1 Text Retrieval Conference (TREC) 
TREC1 was the first large-scale evaluation initiative and 
is now in 2008 in its 17th year. TREC is sponsored by 
the National Institute for Standards and Technology 
(NIST) in Gaithersburg, Maryland, USA where the 
annual TREC conference is held. TREC may be 
considered as the start of a new era in information 
retrieval research (Voorhees & Buckland 2006). For the 
first time in information science, TREC achieved a high 
level of comparability of system evaluations. In the first 
few years, the effectiveness of the systems approximately 
doubled. The initial TREC collections for ad-hoc 
retrieval, which were based on some statement 
expressing an information need, were newspaper and 
newswire articles. These test data and collections have 
stimulated considerable research and are still a valuable 
resource for development. The model of the user for the 
ad-hoc evaluation is that of a “dedicated searcher” who is 
willing to read through hundreds of documents. In the 
first few years, the topics were very elaborate and long. 
Starting with TREC 3, the topics became shorter. 

TREC has organized the evaluation in 26 tracks 
which started and ended in different years (Voorhees 
2007). Important tracks, apart from the ad-hoc track, 

                                                           
1 http://trec.nist.gov 
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were Filtering, Question Answering, Web and Terabyte 
Track. Other tracks which ran over the last years were 
the following ones: 

 
• The Question Answering (QA) track requires 

systems to find short answers to mostly fact-based 
questions from various domains. In addition to the 
identification of a relevant document, question-
answering systems need to extract the snippet which 
serves as an answer to the question. In recent years, 
the QA track is also moving towards more difficult 
questions like list and definition questions. 

• The track with the most participants in 2005 was the 
Genomics track which combines scientific text 
documents with factual data on gene sequences 
(Hersh et al. 2004, Hersh et al. 2006). These tasks 
attract researchers from the bio-informatics 
community as well as text retrieval specialists (see 
also section 3 for domain specific data). The 
Genomics track ran three times and ended in 2007.  

• In the HARD track (High Accuracy Retrieval from 
Documents), the systems are provided with 
information on the user and the context of the 
search. This meta-data needs to be exploited during 
the retrieval (Allen 2004). 

• The Robust Retrieval track applied new evaluation 
measures which focus on a stable performance over 
all topics instead of just rewarding systems with 
good mean average precision (see section 5). 

• In the Spam track, which started in 2005, the 
documents are e-mail messages and the task is to 
identify spam and non-spam mail. One English and 
one Chinese corpus need to be filtered. In the 
Immediate Feedback Track, the system is given the 
correct class after each message classification and in 
the Delayed Feedback after a batch of mails. Both 
tasks simulate a user who gives feedback to a spam 
filter (Cormack 2006).  

• The Blog track, which started in 2006, explores 
information behavior in large social computing data 
sets (see section 5.2). 

• The Terabyte track can be seen as a continuation of 
the ad-hoc track and its successor, the Web track. 
The data collection of almost one terabyte comprises 
a large and recent crawl of the GOV domain 
containing information provided by US government 
agencies. Here, the participants need to scale 
information retrieval algorithms to large data sets. 
 
<top> <head> Tipster Topic Description 
<num> Number:  051  
<dom> Domain:  International Economics 
<title> Topic:  Airbus Subsidies 
<desc> Description: Document will 

discuss government assistance to Airbus 
Industrie, or mention a trade dispute 
between Airbus and a U.S. aircraft 
producer over the issue of subsidies. 

<smry> Summary: Document will discuss 
government assistance to Airbus Industrie, 
or mention a trade dispute between Airbus 

and a U.S. aircraft producer over the 
issue of subsidies. 

<narr> Narrative: A relevant document 
will cite or discuss assistance to Airbus 
Industrie by the French, German, British 
or Spanish government(s), or will discuss 
a trade dispute between Airbus or the 
European governments and a U.S. aircraft 
producer, most likely Boeing Co. or 
McDonnell Douglas Corp., or the U.S. 
government, over federal subsidies to 
Airbus.  

<con> Concept(s): 
… </top> 
 
<top> <num> Number: 400  
<title> Amazon rain forest  
<desc> Description: What measures are 

being taken by local South American 
authorities to preserve the Amazon 
tropical rain forest? 

<narr> Narrative: Relevant documents 
may identify: the official organizations, 
institutions, and individuals of the 
countries included in the Amazon rain 
forest; the measures being taken by them 
to preserve the rain forest; and 
indications of degrees of success in these 
endeavors. 

</top> 

Figure 1: Example Topics from  
TREC 1 (51) and TREC 7 (400)2 

 
TREC continuously responded to ideas from the 
community and created new tracks. In 2008, the 
following five tracks are organized at TREC: 
• In the Enterprise Track, the participants have to 

search through the data of one enterprise. The model 
for this track is intranet search, which is becoming 
increasingly important. This track started in 2005.  

• The Legal track intends to develop effective 
techniques for legal experts. It was organized for the 
first time in 2006.  

• The large amount of results and submission data has 
been analysed in many studies. The Million Query 
Track is a consequence of such evaluation research 
stimulated by TREC. It was organized for the first 
time in 2007. Some 10,000 queries from a search 
engine log were tested against the GOV Web 
collection (see section 6).3   

• In 2008, a new Relevance Feedback Track was 
established. 

 
TREC has greatly contributed to empirically-driven 
system development and it has improved retrieval 
systems considerably. 

                                                           
2 http://trec.nist.gov/data/topics_eng 
3 http://ciir.cs.umass.edu/research/million/ 
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3.2 Cross-language evaluation forum 
(CLEF) 

CLEF4 is based on the Cross-Language Track at TREC 
which was organized three years ago (Peters et al. 2005). 
In 2000, the evaluation of multilingual information 
retrieval systems moved to Europe and the first CLEF 
workshop took place. Since then, the ever-growing 
number of participants has proved that this was the right 
step. Different languages require other optimization 
methods in information retrieval. Each language has its 
own morphological rules for word creation and its words 
with specific meanings and synonyms. As a 
consequence, linguistic resources and retrieval 
algorithms need to be developed for each language. 
CLEF intends to foster this development. 

CLEF closely followed the TREC model for the 
creation of an infrastructure for research and 
development. The infrastructure consisted of multi-
lingual document collections comprised of national 
newspapers from the years 1994, 1995 and 2002. CLEF 
has been dedicated to include further languages. 
Document collections for the following languages have 
been offered over the years: English, French, Spanish, 
Italian, German, Dutch, Czech, Swedish, Russian, 
Finnish, Portuguese, Bulgarian and Hungarian.  

All topics developed in one year are translated into 
all potential topic languages. Participants may start with 
the topics in one language and retrieve documents in 
another language. CLEF offers more topic languages 
than document languages. Some languages which attract 
less research from computational linguistics can be used 
as topic languages as well. These have included 
Amharic, Bengali, Oromo and Indonesian over the years.  

The participating systems return their results, which 
are then intellectually assessed. These relevance 
assessments are always done by native speakers of the 
document languages (Braschler & Peters 2004). The 
results from CLEF have led to scientific progress as well 
as significant system improvement. For example, it could 
be shown that character n-grams can be used for 
representing text instead of stemmed terms (McNamee & 
Mayfield 2004).  

Similar to TREC, a question-answering (QA) track 
has been established, which has attracted many 
participants. In addition to finding a short answer to a 
question, the system needs to cross a language border. 
The language of the query and the document collection 
are not identical in most cases. Like in the ad-hoc tasks, 
languages are continuously added. Furthermore, the 
types of questions are modified. Questions for which no 
answer can be found in the collection need to be handled 
properly as well. Temporally restricted questions have 
also been added (for example, “Where did a meteorite 
fall in 1908”). A document collection of eight languages 
has been established as the standard collection.  

The number of questions answered correctly is the 
main evaluation measure. Over the last years, systems 
have considerably improved. In 2005, six systems 

                                                           
4 http://www.clef-campaign.org 

reached an accuracy of 40% and two were even able to 
achieve 60% accuracy. Most experiments submitted are 
monolingual (61%), bi-lingual experiments reach an 
accuracy of 10% less than the monolingual. There is a 
tendency toward applying more elaborated linguistic 
technologies like deep parsing (Vallin et al. 2005, 
Leveling 2006).  

This performance gap between mono- and cross-
lingual retrieval is mainly due to translation errors which 
lead to non-relevant documents. On the other hand, there 
are some topics which benefit from the translation. In the 
target language there might be no synonyms for a topic 
word leading to a performance decrease in the initial 
language. Overall, it needs to be said that the variance 
between topics is typically much larger than the 
performance difference between systems (Mandl, 
Womser-Hacker et al. 2008).  

In the ImageCLEF track, combined access to textual 
and graphic data is evaluated (see section 3). The 
Interactive task (iCLEF) is focused on the user 
interaction and the user interface. Participants need to 
explore the differences between a baseline and a 
contrastive system in a user test setting. The comparison 
is done only within the runs of one group. The 
heterogeneity of approaches does not allow for a 
comparison between groups. In 2004, the interactive 
track included question answering and in 2005, systems 
for image retrieval were evaluated in user tests. In the 
target search task, the user is presented with one image 
and needs to find it through a keyword search (Gonzalo 
et al. 2005). In the interactive setting, systems for 
question answering and image retrieval proved that they 
are mature enough to support real users in their 
information needs.  

A Web track was installed in 2005 (see section 4) as 
well as the GeoCLEF track focusing on geographic 
retrieval (see section 5.1). The tracks Spoken Document 
Retrieval and Domain Specific are also mentioned in 
sections below.  

For CLEF 2008, library catalogue records from The 
European Library (TEL) will form a new collection for 
ad-hoc retrieval. A new filtering task will be established. 
After a pre-test in 2007, the role of disambiguation in 
retrieval will be investigated in cooperation with the 
SemEval Workshop. Participants will receive 
disambiguated collections and topics and can experiment 
on ways to use that additional information successfully. 

3.3 Asian language initiative NTCIR 
NTCIR5 is dedicated to the specific language 

technologies necessary for Asian languages and cross-
lingual searches among these languages and English 
(Oyama et al. 2003, Kando & Evans 2007). The 
institution organizing the NTCIR evaluation is the 
National Institute for Informatics (NII) in Tokyo where 
the workshops have been held since the first campaign in 
1997. NTCIR takes one and a half years to run an 
evaluation campaign. In December 2005, the fifth 

                                                           
5 http://research.nii.ac.jp/ntcir/ 



RECENT DEVELOPMENTS IN THE EVALUATION OF... Informatica 32 (2008) 27–38 31 

workshop was organized with 102 participating groups 
from 15 countries. NTCIR is attracting more and more 
European research groups. NTCIR established a raw data 
archive which contains the submissions of participants. 
This will allow long-term research on the results.  

The cross-lingual ad-hoc tasks include the three 
Asian languages Chinese, Japanese and Korean (CJK). 
Similar to TREC and CLEF, the basic document 
collections are newspaper corpora. Meanwhile the 
newspaper collection contains some 1.6 million 
documents. Overall, the results of the systems are 
satisfactory and comparable to the performance levels 
reached at TREC and CLEF; however, the performance 
between language pairs differs greatly. The fifth 
workshop emphasized named entity recognition, which is 
of special importance for Asian language retrieval. In 
Asian languages, word borders are not marked by blanks 
like in Western languages. Consequently, word 
segmentation is not trivial and the identification of 
named entities is more complicated than in Western 
languages.  

Apart from the ad-hoc retrieval tasks, NTCIR has a 
patent, a Web and a question-answering track. The 
general model for the cross-language question-answering 
task from newspaper data is report writing. It requires 
processing series of questions belonging together. Patent 
retrieval focuses on invalidity search and text 
categorization. The collection has been extended from 
3.5 to 7 million documents. Rejected claims from patent 
offices are used as topics for invalidity search. A set of 
1200 such queries has been assembled. Patent search by 
non-experts based on newspaper articles is also required. 
A sub-task for passage retrieval aims at more precise 
retrieval within a document. The number of passages 
which need to be read until the relevant passage is 
encountered is the evaluation measure (Oyama et al. 
2003).  

The Web track comprises a collection of 
approximately one Terabyte of page data collected from 
the JP domain. The search task challenges developers to 
find named pages. This is called a navigational task 
because users often search for homepages or named 
pages in order to browse to other pages from there. 

4 Document types 
TREC started to develop collections for retrieval 
evaluation based on newspaper and news agency 
documents. This approach has been adopted by CLEF 
and NTCIR because newspaper articles are easily 
available in electronic formats, they are homogeneous, 
no domain experts are necessary for relevance 
assessments and parallel corpora from different 
newspapers, dealing with the same stories, can be 
assembled. Nevertheless, this approach has often been 
criticized because it was not clear how the results gained 
from newspaper data would generalize to other kinds of 
data. Especially domain-specific texts have other features 
than newspaper data and the vocabularies used are quite 
different across domains. The focus on newspapers 

seemed to make evaluation results less reliable and 
relevant for other realistic settings.  

As a consequence, many other collections and 
document types have been integrated into evaluation 
collections throughout recent years. These include 
structured documents and multimedia data which are 
discussed in the following sections.  

An important step was the establishment of the 
domain specific track at CLEF where systems can be 
evaluated for domain specific data in mono- and multi-
lingual settings for German, English and Russian. The 
collection is based on the GIRT (German Indexing and 
Retrieval Test Database) corpus from the social sciences, 
containing English and German abstracts of scientific 
papers (Kluck 2004). At TREC, the demand for bio-
informatics led to the integration of the Genomics track 
where genome sequences and text data are combined. 
The new legal track at TREC is also dedicated to domain 
experts. The patent retrieval task at NTCIR requires the 
optimization for the text type patent. For all these domain 
specific tasks, the special vocabularies and other 
characteristics need to be considered in order to achieve 
good results. 

4.1 Structured documents 
Newspaper stories have a rather simple structure. They 
contain a headline, an abstract and the text. In many 
applications, far more numerous and complex document 
structures need to be processed by information retrieval 
systems.  

The inclusion of Web documents into evaluation 
campaigns has been a first step to integrate structure. 
Web documents written in HTML have very 
heterogeneous structures and only a small portion is 
typically exploited by retrieval systems. The HTML tag 
title is most often used for specific indexing, but 
headlines and links texts are used, too.  

One initiative is specifically dedicated to the 
retrieval from documents structured with XML. INEX6 
(Initiative for the Evaluation of XML Retrieval) started 
in 2002 and is annually organized by the University of 
Duisburg-Essen in Germany. The topics are based on 
information needs and as such, cannot be solved merely 
by XML database retrieval. The challenge for the 
participants lies in tuning their systems such that they do 
not only retrieve relevant document parts, but the 
smallest XML element which fully satisfies the 
information need (Fuhr 2003). The need to exploit 
structure has attracted many database research groups to 
INEX. The test collection within INEX includes several 
computer science bibliography and paper collections as 
well as the Lonely Planet travel guide books which 
exhibit a rich structure and even contain pictures. Based 
on these pictures, a multimedia track has been 
established at INEX. 
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4.2 Multimedia data 
Multimedia data is becoming very important and most 
search engines already provide some preliminary form of 
image retrieval. Research has been exploring the 
algorithms for content based multimedia retrieval but is 
still struggling with the so-called “semantic gap” (Mittal 
2006). Systems cannot yet make the step from atomic 
features of an image, like the color of a pixel, to the level 
of an object which a human would recognize. Evaluation 
campaigns are integrating multimedia data in various 
forms into their efforts.  

The track ImageCLEF began in 2003 and explores 
the combination of visual and textual features in cross-
lingual settings. Images seem to be language 
independent, but they often have associated text (e.g. 
captions, annotations). ImageCLEF assembled 
collections of historic photographs and medical images 
(radiographs, photographs, power-point slides). For the 
historic photographs, ad-hoc retrieval is performed and 
the topics are motivated by a log-file analysis from an 
actual image retrieval system (for example “waves 
breaking on the beach”, “a sitting dog”). Visual as well 
as textual topics were developed and some topics contain 
both text and images. In contrast to other tasks at CLEF, 
where usually binary assessments are required, ternary 
relevance assessment is carried out by three assessors at 
ImageCLEF. The best systems reach some 0.4 mean 
average precision; however, performance varies greatly 
among languages (Clough et al. 2005).  

For the medical images, retrieval and annotation is 
required. Medical doctors judged the relevance of the 
images for the information need. For the automatic 
annotation task, images needed to be classified into 57 
classes identifying, for example, the body region and 
image type.  

In addition, ImageCLEF introduced an interactive 
image retrieval task in cooperation with the Interactive 
track to investigate the interaction issues of image 
retrieval. It could be shown that relevance feedback 
improved results similarly to ad-hoc retrieval.  

In 2001, a video track started up and ran again in 
2002. Starting in 2003, the evaluation for video retrieval 
established an independent evaluation campaign called 
TRECVid7 (TREC Video Retrieval Evaluation). In 2005, 
TRECVid concentrated on four tasks: 
• Shot boundary determination: systems need to detect 

meaningful parts within video data.  
• Low-level feature extraction: systems need to 

recognize whether camera movement appears in a 
scene (pan, tilt or zoom) 

• High-level feature extraction: ten features from a 
Large Scale Concept Ontology for Multimedia 
(LSCOM) were selected and systems need to 
identify their presence in video scenes. The ontology 
includes cars, explosions and sports.  

• Search tasks include interactive, manual, and 
automatic retrieval. Examples of topics are: "Find 
shots of fingers striking the keys on a keyboard 
                                                           
7 http://www.itl.nist.gov/iaui/894.02/projects/trecvid/ 

which is at least partially visible" and "Find shots of 
Boris Yeltsin". 
 

The data collection includes 170 hours of television news 
in three languages (English, Arabic and Chinese) from 
November 2004 collected by the Linguistic Data 
Consortium8 (LDC), some hours of NASA educational 
programs and 50 hours of BBC rushes on vacation spots 
(Smeaton 2005). Considerable success has been achieved 
by applying speech recognition to the audio track of a 
video and by running standard text retrieval techniques to 
the result. On the other hand, content-based techniques 
for the visual data still require much research to bridge 
the semantic gap.  

Apart from visual data, retrieval of audio data has 
also attracted considerable research. At CLEF, a Cross-
Language Spoken Document Retrieval (CL-SR) track 
has been running since 2003. In 2005, the experiments 
were based on the recordings of interviews with 
Holocaust survivors (Malach collection). The interviews 
last 750 hours and are provided as audio files and as 
transcripts of an automatic speech recognition (ASR) 
system. Participants may base the retrieval on their own 
ASR or use the transcript provided. The data was tagged 
by humans who added geographical and other terms. For 
the retrieval test, interviews in Czech and English are 
provided. The retrieval systems need to be optimized for 
the partially incorrect output of the ASR (Oard et al. 
2006).  

Even for music retrieval, an evaluation campaign has 
been established. The Music Information Retrieval 
Evaluation eXchange (MIREX9) focuses on content-
based music data processing. The tasks include query by 
humming, melody extraction and music similarity 
(Downie 2003, Downie et al. 2005). 

5 Specific user needs 
Focusing on very specific user needs makes evaluation 
more real-world-oriented and increases its value for that 
specific application area. Each application has its own 
particular character. While some users work on a recall 
oriented basis (patent attorneys), others focus on 
precision (web users). Many users want all aspects of a 
topic to be represented in the result set independent of 
the number of retrieved relevant documents. This aspect 
has been evaluated in the Genomics Track (Hersh et al. 
2006) and has previously been researched in the Novelty 
Track. 

5.1 Geographic information retrieval 
In GeoCLEF10, systems need to retrieve news stories 
with a geographical focus. GeoCLEF is a modified ad 
hoc retrieval task, involving both spatial and multilingual 
aspects based on newspaper collections previously 
offered at CLEF (Gey et al. 2007, Mandl, Gey, et al. 
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2008). Examples of topics are “shark attacks off 
California and Australia” or “wind power on Scottish 
Islands”. In order to master the last topic, the systems 
need knowledge of what the Scottish Islands are. For 
other topics, it is necessary to include symbolic 
knowledge about the inclusion of one geographical 
region within another. Participants applied named entity 
identification for geographical names and used 
geographical knowledge sources like ontologies and 
gazetteers. However, standard approaches outperformed 
specific geographical tools in the first two editions 2005 
and 2006 and still perform similarly in 2007. This might 
be due to the fact that standard approaches like blind 
relevance feedback lead to results similar to geographical 
reasoning systems.  

For 2007, the topics were developed to include more 
challenging aspects. Ambiguity, vaguely defined 
geographic regions (Near East) and more complex 
geographical relations were emphasized (Mandl, Gey, et 
al. 2008). 

5.2 Opinion retrieval 
Social Software applications allow users to create and 
modify Web pages very easily. Such systems enable 
users to quickly publish content and share it with other 
users. The success of social systems encouraged millions 
of users to become members of social networks and led 
to the creation of a large amount of user-generated 
content.  

Users create huge amounts of text in blogs which can 
be simplistically described as online diaries with 
comments and discussions. Many blogs contain personal 
information; others are dedicated to specific topics. The 
huge interest in blogs has also led to blog spam. In order 
to explore searching in blogs, TREC initiated a blog 
track in 2006. A collection was created by crawling well-
known blog locations on the Web. More than 3.2 million 
documents, in this case blog entries from more than 
100,000 blogs, were collected (Ounis et al. 2006).  

One of the most interesting and blog-specific issues 
is the subjective nature of the content. It is very likely to 
find opinions on topics. Companies e.g. are beginning to 
exploit blogs by looking for opinions on their products. 
Consequently, a very natural retrieval task regarding 
blogs is the retrieval of opinions on a given topic.  

Typical approaches for opinion retrieval include list-
based and machine learning approaches. List-based 
methods rely on large lists of words of a subjective 
nature. Their occurrence in a text is seen as an indicator 
of opinionated writing. Machine learning methods are 
trained on typically objective texts like online lexical 
documents and on subjective texts like product review 
sites. Systems learn to identify texts with opinions based 
on features like individual words, the number of 
pronouns or adjectives.  

The opinion retrieval task in the blog track at TREC 
was based on relevance assessment at several levels. The 
typical relevant and non-relevant judgments were 
supplemented by explicitly negative, explicitly positive 
and both positive and negative judgments. The subjective 

documents were well balanced in the pool. The document 
pool contained 2% spam blog posts, showing that spam 
is a problem. The variance among topics is very large. 
However, systems managed to retrieve spam documents 
more likely at later ranks rather than on earlier ranks. 
Interestingly, opinion finding and relevance scores of the 
systems correlate substantially. The opinion finding 
scores are higher than the topic relevance scores overall 
(Ounis et al. 2006).  

The idea of opinion analysis is considered at NTCIR 
as well. For NTCIR-7, a track for Cross-Language 
Information Retrieval for Blogs (CLIRB) and a track for 
Multilingual Opinion Analysis Task (MOAT) are 
envisioned.  

User-created content is also becoming a subject for 
CLEF. The interactive track at CLEF 2008 intends to 
investigate how users use the picture-sharing platform 
FlickR to search for images in a multilingual way. 

6 Large corpora  
Information Retrieval is faced with new challenges on 
the Web. The mere size of the Web forces search engines 
to apply heuristics, in order to find a balance between 
efficiency and effectiveness. One example for a heuristic 
would be to only index significant parts of each 
document. The dynamic nature of the Web makes 
frequent crawling necessary and creates the need for 
efficient index update procedures. One of the most 
significant challenges of the Web is the heterogeneity of 
the documents in several respects. Web pages vary 
greatly in length, document format, intention, design and 
language. These issues have been dealt with in evaluation 
initiatives.  

The Web Track at TREC ran from 1999 until 2004. 
In its last edition, it attracted 74 runs (Craswell & 
Hawking 2004). The Web corpus used at TREC had a 
size of 18 GB and was created by a crawl of the GOV 
domain, containing US government information. This 
track is focused on retrieval of Web pages in English. 
Similarly, a Chinese Web Evaluation Initiative organized 
by Beijing University is focused on the Chinese Web . 
The document collection crawled from the CN domain 
contains some 100 Gigabyte . The tasks for the systems 
are named page finding, home page finding and an 
information ad-hoc task based on topics selected from a 
search engine log. NTCIR also includes a Web collection 
for retrieval evaluation, based on a collection of one 
Terabyte of document data from the Japanese Web.  

The task design for Web retrieval evaluation in 
evaluation initiatives is oriented towards navigational 
information needs (Broder 2002) and known item finding 
tasks. As such, these evaluations differ from ad-hoc 
retrieval, where an informational need is the model for 
the topics developed. The main difference between the 
two search types is that the navigational information 
needs aims for one specific Web page (homepage or 
another page) which the user might even have visited 
before. In contrast, the informational task aims at finding 
pages on a certain topic to satisfy a certain information 
need. In these cases, it is not known how many potential 
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target pages exist. The pooling technique is not necessary 
for navigational information needs. On the contrary, for 
informational search tasks, the quality of the pooling 
technique needs to be re-evaluated. The quality and depth 
of the pool from which the relevant documents will be 
extracted by human assessors cannot be judged. The 
effect of this fact on the evaluation results needs to be 
assessed. Consequently, most evaluation tracks for Web 
retrieval remain restricted to navigational information 
needs.  

Most Web retrieval tracks include mainly 
navigational information needs. This may be partially 
due to the need for many resources to create relevance 
judgments for informational Web search tasks.  

The results of the TREC Web track indicate that the 
use of Web-specific knowledge of document structure 
and anchor text positively affects retrieval quality. The 
contribution of link structure and URL length is less 
obvious. Typical information retrieval techniques like 
stemming do not seem to be necessary for Web retrieval 
(Craswell & Hawking 2004).  

At TREC 2002, a navigational task as well as a topic 
distillation task were offered. Both led to different 
results. For navigational tasks, link analysis led to better 
results whereas link analysis could not improve topic 
distillation (Craswell & Hawking 2003:6). 

 
<title> highway safety 
<desc> Description: 
Find documents related to improving 

highway safety in the U.S. 
<narr> Narrative:   

Relevant documents include those related 
to the improvement of safety of all 
vehicles driven on highways, including 
cars, trucks, vans, and tractor trailers. 
Ways to reduce accidents through 
legislation, vehicle checks, and drivers’ 
education programs are all relevant. 

Figure 2: Example for a Topic of the TREC  
Web Track 2002 (Craswell & Hawking 2003) 

 
A new Terabyte Track at TREC is based on a crawl of 
the domain GOV and contains more than 400 Gigabyte 
of document data. The topics are developed from ad-hoc 
type information needs. The goal of this track is scaling 
the systems and evaluation methodology to a large-size 
collection. It is expected that the pool and the relevance 
assessments will be dramatically less complete than for 
newspaper collections for ad-hoc retrieval. The effects of 
this problem for evaluation methods are being 
investigated (Clarke et al. 2004).  

Another solution to this problem lies in the 
development of more topics. A statistical analysis of 
TREC results modified the number of topics and used 
different amounts of the relevance assessment available 
(Sanderson & Zobel 2005). It revealed that more topics 
and shallow pools led to more reliable results than deep 
relevance assessments for fewer topics. Fewer relevance 
judgments could diminish the cost of evaluation 
campaigns drastically. A new step in this direction is the 
so-called Million Query for TREC 2007 where this 

finding will be exploited. Some 10,000 queries from a 
search engine log were tested against the GOV Web 
collection. Relevance assessment will focus on a subset 
of a few hundred queries and it will consider 40 or more 
documents per topic.  

At NTCIR-4, an informational retrieval task was 
organized which has been dropped at NTCIR 5. A 
navigational task was part of NTCIR 3 through NTCIR-5 
(Eguchi et al. 2004). For the informational retrieval task, 
the pooling problem was addressed at NTCIR. Shallow 
vs. deep pooling was compared. For all topics, pooling 
with the top ten documents was carried out and for a 
subset, the top 100 documents of pooled runs were used 
and additional techniques were used to extend the pool 
(Eguchi et al. 2004). The pooling levels were mapped to 
different user models in Web search. The results varied 
between the two methods to a considerable extent. 
Another Web specific parameter in the evaluation was 
the document model behind the relevance assessment. 
The information unit can be the page itself or pages to 
which it directly links. This document model considers 
the hub function of pages, which is often highly valuable 
for informational search tasks.  

The Web is obviously a very natural environment for 
multilingual retrieval. Users have many different native 
languages and for each user, most of the information on 
the Web is not in his or her native language. In 2005, a 
new Web track was established at CLEF focusing on the 
challenges of multi-linguality. Similar to the corpus used 
at TREC, European government sites were crawled and 
included in the collection. Unlike the TREC GOV 
collection, which is mainly English, and the NTCIR 
collection, which is English and Japanese, the EuroGOV 
collection contains pages in more than 25 languages 
(Sigurbjörnsson et al. 2005)11. Many pages are even 
multilingual (Artemenko et al. 2006). The multilingual 
corpus of Internet pages was engineered by the 
University of Amsterdam. The web crawl collected pages 
of official institutions (mainly ministries) in European 
countries. It covers 27 domains and contains 3.6 million 
Web pages. The documents are written in some 25 
languages. The size of the corpus is some 100 Gigabyte. 
Together with the participants, the track organizers were 
able to create 575 topics for homepage and named page 
finding in the first year. The tasks offered were mixed-
mono-lingual (many queries of different languages being 
submitted to one search engine), bi-lingual (retrieve 
English documents based on Spanish queries) and truly 
multi-lingual where the language of the target was not 
specified (Sigurbjörnsson et al. 2006).  

The performance for the mixed-mono task is 
comparable to mono-lingual ad-hoc results; however, the 
performance for both cross-lingual tasks lacks far behind. 
There is a great need for further research. The first year 
of work on the Web task led to surprising results. 
Whereas the automatic translation of topics is the main 
approach to bridge the language gap in ad-hoc retrieval, 
translation harmed performance for the Web topics. This 

                                                           
11 http://ilps.science.uva.nl/WebCLEF/ 
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may be due to the reason that the Web task is focused on 
homepage and named page finding. 

7 Evaluation measures 
The initiatives adhered to the traditional evaluation 
measures mentioned in the second section of this paper. 
They assumed that there is a valid concept of the quality 
of a system, which can be assessed by several strongly 
correlating measures. However, the large-scale 
evaluations themselves have stirred interest in these basic 
questions of evaluation.  

It has often been pointed out that the variance 
between queries is larger than the variance between 
systems. There are often very difficult queries. Few 
systems solve these well and they lead to very bad results 
for most systems (Harman & Buckley 2004). Thorough 
failure analysis can lead to substantial improvement. For 
example, the absence of named entities is a factor which 
can generally make queries more difficult (Mandl & 
Womser-Hacker 2004). It is also understood that the 
requests which are answered poorly will strongly 
contribute toward any negative feelings of the user.  

As a consequence, a new evaluation track for robust 
retrieval has been established by the Text Retrieval 
Conference (TREC). Robustness can be seen as the 
capacity of a system to perform well under 
heterogeneous conditions. The robust track not only 
measures the average precision over all queries, but also 
emphasizes the performance of the systems for difficult 
queries. In order to perform well in this track, it is more 
important for the systems to retrieve at least a few 
documents for difficult queries than to improve the 
performance on average (Voorhees 2005). To allow for a 
system evaluation based on robustness, more queries are 
necessary than for a normal ad-hoc track. The score per 
system is not calculated by the arithmetic mean of all 
topics, but by the geometric mean. The geometric mean 
reduces the influence of topics which were solved with 
very good results. The concept of robustness is extended 
in TREC 2005. Systems need to perform well over 
different tracks and tasks (Voorhees 2005). For 
multilingual retrieval, robustness is also an interesting 
evaluation concept because the performance between 
queries differs greatly. The issue of stable performance 
over all topics instead of high average performance has 
been explored at CLEF 2006 for six languages (Di 
Nunzio et al. 2007). For the top systems, a high 
correlation between standard and robust measures was 
found. However, further analysis revealed that the robust 
measures lead to very different results with a growing 
number of topics, especially if the percentage of low 
performing topics is high. Because this is the case in 
multi-lingual retrieval settings, robust evaluation is of 
high importance for multi-lingual technology (Mandl, 
Womser-Hacker et al. 2008).  

For several other tasks, the traditional measures have 
been considered to be inadequate. For the Web tasks, for 
example, Web-user-oriented measures were sought. For 
the navigational tasks, the mean reciprocal rank of the 
target item was established. For informational tasks, 

early precision measures were used. Often, the precision 
at ten documents is used. The recall power of a system 
can be neglected when taking into consideration an 
underlying user model with the average Web user who is 
seeking only a few hits.  

One concern about evaluations of large collections is 
the percentage of judged documents. The effort spent on 
relevance assessment remains constant. As collections 
grow, only a small fraction of documents is actually 
being assessed by humans. Many of the documents 
retrieved by systems are not judged. These documents 
are considered as  not relevant. Results might be 
unreliable because most documents in the result lists are 
not judged. A new measure has been proposed and 
meanwhile adopted for most experiments with large 
collections. The binary preference (Bpref) metric takes 
only documents into account which were judged by a 
human juror. They are disregarded and the new measure 
checks how many times a system retrieves a relevant 
document before a document is judged as not relevant 
(Buckley & Voorhees 2004). 

Still, it remains unclear how evaluation results relate 
to user satisfaction. For a small experiment with simple 
search tasks, no correlation between evaluation measures 
and user satisfaction was found (Turpin & Scholer 2006). 
The relation between system performance and the 
perception of the user needs to be the focus of more 
research.  

Many novel retrieval measures have been developed 
in the past years. Nevertheless, the classic measures are 
still being widely used. Overall, there is a consensus that 
these new measures might reveal something important 
that is not covered by recall and precision. However, it is 
not yet well understood what this “something” is 
(Robertson 2006). 

8 Summary 
As this overview shows, the evaluation of 

information retrieval systems has greatly diversified in 
recent years. Research has recognized that evaluation 
results from one domain and one application cannot be 
transferred to other domains. Evaluation campaigns need 
to continuously re-consider their tasks, topics and 
evaluation measures, in order to make them as similar to 
real-world tasks and information needs as possible.  

In the future, the diversification will continue as 
further tasks are being explored. The evaluations of 
multimedia data and of Web resources are likely to 
converge because more and more multimedia data is 
available on the Web. Further evaluation initiatives are 
being established. In 2008, the new Indian evaluation 
campaign FIRE (Forum for Information Retrieval 
Evaluation) will run for the first time and provide test 
environments for the major languages spoken in India .  
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The EU project InteliGrid (2004-2007) combined and extended the state-of-the-art research and technolo-
gies in the areas of semantic interoperability, virtual organisations and grid technology to provide diverse
engineering industries with a collaboration platform for flexible, secure, robust, interoperable, pay-per-
demand access to information, communication and processing infrastructure. This paper describes the
system architecture and the technical aspects of the developed platform as well as the key components it
offers, including services for document management, access to product model servers and utilisation of
high-performance computing infrastructure.

Povzetek: Predstavljena je semantična grid platforma za podporo inženirskim virtualnim organizacijam.

1 Introduction

Grids are generally known as infrastructures for high per-
formance computing. However, the original idea behind
grid computing was to support collaborative problem solv-
ing in virtual organizations (VO). This coincides with the
EU project InteliGrid (2004-2007) vision: to provide com-
plex industries with challenging integration and interoper-
ability needs (such as automotive, aerospace and construc-
tion) a flexible, secure, robust, ambient accessible, interop-
erable, pay-per-demand access to (1) information, (2) com-
munication and (3) processing infrastructure.

The isolation and lack of interoperability of software ap-
plications - identified in the late 1980s as the islands of au-
tomation problem [1] - is well known in various industries.
The term was largely used during the 1980s to describe how
rapidly developing automation systems were at first unable
to communicate easily with each other. Industrial commu-
nication protocols, network technologies, and system in-
tegration helped to improve this situation. A number of
European projects such as ATLAS [2], COMBI [3], COM-
BINE [4], ToCEE [5], ISTforCE [6], OSMOS [7] and oth-
ers have proven theoretically and by developed prototypes
that interoperability based on product data technology is
achievable and can provide many benefits to the industry.
Nevertheless, solutions for the practice require comprehen-
sive environments that must incorporate coherently all as-

pects of interoperability. This is the reason for rare use
of such solutions in the industry despite all research and
development efforts. However, most of the necessary tech-
nology for solving this problem, particularly the standards
and tools for interoperability, is either already existing or
emerging in ongoing grid and web services developments.
An overview of past computer integrated construction re-
search is presented by Boddy et al. [8].

The industry still communicates mostly by using draw-
ings, files, project web sites and related ASP services.
Semantic Web services built around a standardised prod-
uct model have been demonstrated partially in research
projects (e.g. ISTforCE, OSMOS) but their scalability in
large complex environments has not been tested. Semantic
interoperability of software and information systems be-
longing to members of the virtual organisation is essen-
tial for their efficient collaboration. Grids provide the ro-
bustness but need to be made aware of the business con-
cepts that the VO is addressing. The grid environment it-
self needs to commit to ontology of the products and pro-
cesses, thereby evolving into an ontology committed se-
mantic grid environment; to do so there is a need for the
generic business-object-aware extensions to grid middle-
ware, implemented in a way that allows grids to commit
to an arbitrary ontology; these extensions need to be prop-
agated to toolkits that allow hardware and software to be
integrated into the grid. These were the challenges in the
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InteliGrid project.
Key requirements for the InteliGrid platform were gath-

ered through an extensive requirements elicitation and
analysis process and were used as a baseline in the de-
sign of the high-level InteliGrid architecture [9]. Based
on the work done by the OSMOS project, InteliGrid inter-
nal requirements analysis and feedback from various public
demonstrations, as well as various formal and informal dis-
cussions with different members of the engineering com-
munity, the top requirements can be summarised with the
term 5S Grid:

Figure 1: Generic virtual organisation end-user scenario
actions.

– Security. Industry is eager to move to a ground-
up secure environment [10]. InteliGrid addressed
this by adopting Grid Security Infrastructure (GSI)
and integrating the Role Based Access Control model
(RBAC) [11] into the platform authorisation pro-
cesses [12].

– Simplicity. The platform must work seamlessly with
current client applications and operating systems and
should not require end users to redefine their usual
work processes.

– Stability & standards. The need for stable long-
term specifications and (open) standards is well
known [13]. The developed platform complies
with such open standards, including WS-Resource
Framework (WSRF) [14] and WS+Interoperability
(WS+I) [15] for grid technology related develop-
ments, RBAC model for VO security, etc.

– Scalable service oriented architecture (SOA). The
service-oriented architecture [16] is a well-accepted
and known system architecture. The InteliGrid
project adopted the Open Grid Service Architecture
OGSA [17] as a baseline, and developed the platform
using an OGSA compliant grid middleware.

– Semantics. The platform must support rich, domain
specific semantics [18]. The InteliGrid project ad-
dressed this issue by developing a set of domain spe-
cific ontologies [19].

A number of different use cases were considered while
designing the InteliGrid platform, ranging from basic ones,
such as joining a virtual organisation, to more advanced
cases involving the use of semantic information [9]. The
developed use cases were abstracted into the generic virtual
organisation end user scenario presented in Fig. 1. Starting
from available technologies, industry practices and trends,
the project aim was to create knowledge, infrastructure and
toolkits that allow a broad transition of the industry to-
wards semantic, model based and ontology committed col-
laboration based on the grid technology (rather than the
web, which is the infracturcture technology of the SWOP
project [20]).

The rest of the paper is organised as follows: Section 2
presents the background information on three key technolo-
gies (grid technology, semantic interoperability and virtual
organisations), Section 3 describes the high-level system
architecture of the platform as well as the developed tools
and services, and finally Section 4 presents our conclu-
sions and outlines proposed future research and develop-
ment work.

2 Technology
The InteliGrid project addressed the challenge by success-
fully combining and extending the state-of-the-art research
and technologies in three key areas: (a) semantic interop-
erability, (b) virtual organisations, and (c) grid technology
(see Fig. 2) to provide standards-based collection of on-
tology based services and grid middleware in support of
dynamic virtual organisations as well as grid enabled engi-
neering applications. It was recognized that if a grid tech-
nology is to ensure the underlying engineering interoper-
ability and collaboration infrastructure for a complex engi-
neering virtual organisation, the grid technology needs to
support shared semantics.

2.1 Grid technology
At its core, grid technology can be viewed as a generic en-
abling technology for distributed computing, based on an
open set of standards and protocols that enable communi-
cation across heterogeneous, geographically dispersed en-
vironments. With grid computing, organizations can op-
timize computing and data resources, pool them for large
capacity workloads, share them across networks and enable
collaboration [21].

Foster [22] notes that the grid must be evaluated in terms
of the applications, business value, and scientific results
that it delivers, and not its architecture. It is based on hard-
ware and software infrastructures which provide a depend-
able, consistent, pervasive and inexpensive access to com-
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Figure 2: The InteliGrid project addressed three key tech-
nology areas: grid technology, semantic interoperability
and virtual organisations.

puting resources anywhere and anytime. The term resource
has evolved from covering only computing power and stor-
age to covering a wide spectrum of concepts, including:
physical resources (computation, communication, storage),
informational resources (databases, archives, instruments),
individuals (people and the expertise they represent), capa-
bilities (software packages, brokering and scheduling ser-
vices) and frameworks for access and control of these re-
sources [23]. By using a grid for sharing resources, re-
searchers and small enterprises can gain access to resources
they cannot afford otherwise. Research institutes, on the
other hand, can leverage their investment in research facili-
ties by making them available to many more scientists. An
overview of grid technology in civil engineering (includ-
ing different grid technology standards, middleware and
specific challenges related to technology addoption within
engineering industries) has been published by Dolenc et
al. [24].

2.2 Semantic interoperability

The development of grids and the increased use of agent
and service based technologies have a profound impact on
the way of data being exchanged on the Internet. The im-
portant feature of new semantic based approaches is the
separation of content from presentation, which makes the
use and reuse of data easier.

To achieve that kind of (semantic) interoperability, sys-
tems must be able to exchange data and information in a
way that the precise meaning of the data is not lost and is
readily accessible, and that the data itself can be translated
into a form that is understandable by almost any system. It
is important that the meaning of the exchanged information
is interpreted accurately. The benefits of semantic interop-
erability are numerous, but the most notable one is that it

assures the processing and reasoning of data by computers.
The state-of-the-art developments and corresponding stan-
dards that are developed and used for semantic web appli-
cations can be reused in the grid computing environments
with some modifications.

Semantic interoperability and its content description
standards are in particular about ontologies and their inher-
ent rules. Whilst the content description standard addresses
the general applicability in distributed environments (as in
InteliGrid), an important aspect in ensuring semantic inter-
operability is extensibility, i.e. the content description stan-
dard is required to make an ’open world assumption’. That
is, semantic concepts are not confined to a single file or
scope. While a concept may be defined originally in a ba-
sic ontology, it can be extended and instantiated in another
definition or exchange file. The ontologies for semantic
interoperability are therefore designed mostly in a layered
approach, allowing for vertical and horizontal extensions.
This means that the ontology has to support abstraction
layers (from high-level concepts, such as ’resource’, to spe-
cific concepts, such as ’construction-site-meeting-memo’),
as well as the possibility for horizontal extensions targeting
different domain/application areas. These requirements are
especially addressed by ontology standards for the seman-
tic web. Therefore they have been gaining more impor-
tance.

Semantic interoperability issues in the context of infor-
mation and communication technology as well as recent
semantic web developments have been addressed by Velt-
man [25].

2.3 Virtual organisations
Client demands for one-of-a-kind-products and services
demand a one-time collaboration of different organisations,
which have to consolidate and synergise their dispersed
competencies in order to deliver the desired product or ser-
vice. Each organisation is usually involved in the delivery
of one or more components of the requested product or ser-
vice. To deliver the complete product or service, organisa-
tions need to rely on each other for information complete-
ness, as all product components are inter-related. Conse-
quently, this has an implication not only on the way infor-
mation (related to the to-be-delivered product or service)
is exchanged and shared, but also on the way in which se-
cure, quick to set-up, transparent (to the end-user) and non-
intrusive (to the normal ways of work of an individual/or-
ganisation) information and communication technology is
used for this purpose.

Virtual organisation is quickly becoming the preferred
organisational form for one-of-a-kind settings to deliver
one-of-a-kind product and typically goes through four dis-
tinct lifecycle stages (Fig. 3) [26]:

1. Identification/conception typically begins upon a spe-
cific (unique) client need for a product or service that a
single organisation cannot deliver and serves as a busi-
ness opportunity for a set of organisations which will



42 Informatica 32 (2008) 39–49 M. Dolenc et al.

Figure 3: Typical virtual organisation lifecycle [26].

combine competencies to deliver the product and/or
service that the client needs.

2. Formation/configuration focuses on the establishment
of the VO in terms of role definitions, definition of in-
formation flow mechanisms, identification of informa-
tion exchange formats and modalities, interoperabil-
ity of inter- organisational tools, shared resource and
services definition and configuration, etc. According
to Kazi and Hannus [27] one of the key ICT require-
ments in a VO environment is the capability of a quick
set-up and configuration.

3. Operation/collaboration is the main stage of a typical
VO where different VO tasks are carried out in paral-
lel and/or in series based on task needs. Within this
stage there is a significant degree of work taking place
within a distributed (engineering) setting with the pos-
sibility of some partners leaving and others joining ac-
cording to the need of the VO.

4. Termination/reconfiguration. When a VO consortium
completes the delivery of the required product/service,
it is terminated or reconfigured to form another VO
(e.g. from a VO that develops a product to a VO
that provides maintenance or service for that product).
During this stage, it is very important to have proper
mechanism in place for archiving the data/information
used and produced during the operation and collabo-
ration stage.

3 InteliGrid platform
Grids were expected to be the solution to the "islands of
computation" problem, but they were also expected to en-
sure the interoperability and collaboration platform pro-
viding that they include the key ingredient required for a
complex engineering virtual organization - the support for
the shared semantics. Scientific research and technical de-
velopment in the project have advanced the state-of-the-
art in the field of semantic grids and in the field of virtual
organization interoperability; while the architecture, engi-
neering and construction sector (including facility manage-

ment) has provided the testing environment for the project,
all technologies developed are generic and applicable in
any kind of virtual organisation environment.

A grid environment, in the context of the InteliGrid
project, is an infrastructure for secure and coordinated
resource-sharing among individuals and institutions with
the aim to create dynamic virtual organizations. In-
teliGrid’s hypothesis was that the meaning of the resources
should be explicit which leads us to the issue of seman-
tics and ontologies. The vision of the project was to create
virtual dynamic organizations through secure and coordi-
nated resource-sharing among individuals, institutions, and
resources. Grid computing is an approach to distributed
computing that spans not only locations but also organi-
zations, machine architectures and software boundaries to
provide unlimited power, collaboration and information ac-
cess to everyone connected to a grid.

3.1 Architecture
The InteliGrid architecture is based on the SOA concept as
well as on lessons learned in earlier related projects [5, 6].
It is a high-level architecture, conforming to the key re-
quirement of a generic approach which can be proven by
trying to fit the existing architectures of systems developed
over the last decade into it. The architecture is used also to
identify the components that exist and the components that
need to be developed. It includes (see Fig. 4): (1) the layer
representing the conceptually modelled real world domain
that is being addressed (e.g. buildings, aeroplanes, organi-
zations, engineers, processes etc.), (2) the conceptual layer
containing things that exist in the form of standards, ideas,
graphs, schemas, ontologies, notions etc., (3) the software
layer comprised of software that can be compiled, installed,
executed, and runs and communicates with other software,
and (4) the basic resource layer that include IT resources
which are needed to run the applications and services de-
fined in the layer above, e.g. hardware, firmware, software,
etc.

Figure 4: Four main layers of the InteliGrid conceptual ar-
chitecture and their relationships - it is important that all
architectural layers commit to common ontologies.

InteliGrid is delivering a generic grid-based integra-
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Figure 5: InteliGrid high-level platform architecture.

tion and a semantic-web based interoperability platform
for creating and managing networked virtual organisations.
The developed service-oriented architecture is presented in
Fig. 5, together with all its principal components and their
interfaces. From the security perspective, a virtual organi-
sation is a collection of individuals and institutions, repre-
sented by various services and service consumers that are
defined according to a set of resource and data sharing se-
curity policies and rules. Those resource sharing rules must
be dynamically controlled and then enforced into the whole
virtual organisation environment. Thus, one of the most
challenging tasks in the project was to create an appropri-
ate security infrastructure covering all aspects of operat-
ing within a dynamically established virtual organisation.
The InteliGrid platform enables both service consumers
and service providers to manage and share their resources
securely with any of the individual organizations partici-
pating in the virtual organisation.

Technically speaking, components are deployed either at
some workstation or at a remote node on the grid. If on the
grid, it is not important where they are deployed physically,
the resource where they run will be very likely allocated
dynamically. The grouping of the various services in Fig. 5
is presented according to the logic of the service and does
not necessarily imply who uses which service. There are
four main types of components in the InteliGrid platform:

– Business specific applications. These applications are
the consumers of the business service providers and
are usually accessed through a web based portal inter-
face, although desktop applications can also make use
of different available services.

– Secure Web Services and WSRF compliant services.

They can be further divided into: (1) inter-operability
services (top tier) that simplify the interoperability
among all services, and (2) domain and business spe-
cific services that perform some value added work.
There are two kinds of business services: (a) collab-
oration services that provide file and structured data
sharing and collaboration infrastructure, and (b) ver-
tical business services that create new design or plan
information.

– Middleware services. These services offer traditional
grid middleware functionality extended with partic-
ular needs of the InteliGrid platform. The services
are based on mature grid technologies and their open
source reference implementations.

– Other resources. The bottom layer consists of various
physical infrastructure resources that suppliers offered
to the platform. All these resources are available and
can be accessed remotely through well-defined inter-
faces and secure communication protocols.

3.2 Tools and services

The developed InteliGrid platform includes different client
side applications and tools as well as many server
side components enabling potential end users to se-
curely execute high-performance calculations, access het-
erogeneous data resources, and generally work in es-
tablished virtual organisations. The description of all
available applications and services is available on-line at
http://www.InteliGrid.com/products. The following sec-
tions provide an overview of the main InteliGrid products:
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(a) A single sign on entry point to all InteliGrid available online ser-
vices - the authentication process is based on a defined RBAC model.

(b) The platform requires that all business services and resources are
registered - a portlet enables registration of several different types of
services and resources.

Figure 6: InteliGrid testbed portal implementation is based on the GridSphere portal framework.

– Collaboration platform that provides a working
testbed environment, including online access to avail-
able resources;

– Ontology services that together with the developed
ontologies, establish the conceptual and architectural
backbone of a semantic grid infrastructure;

– Semantic document management service and tools
that provide a major testing application for the ontol-
ogy services;

– High-performace services that provide easy integra-
tion of existing engineering software (for example fi-
nite element codes, etc.);

– Product model services that provide access and itegra-
tion of engineering product models.

3.2.1 Collaboration platform

The InteliGrid collaboration platform for virtual organi-
sations allows dynamic creation and management of vir-
tual organizations in various engineering industry sectors.
The platform is independed of the underlying computing
technologies, data storage mechanisms or access proto-
cols. The platform enables secure sharing and control of
resources across dynamic and geographically dispersed or-
ganizations. It features a secure, semantic-based and ro-
bust grid middleware together with easy-to-use web based
interfaces for information integration, communication and
interoperability.

The web interface is built on the GridSphere portal
framework [28] which provides an open source portlet-
based web portal. Built-in single sign on (Fig. 6a), au-
thentication, authorization and control mechanisms allow
end users such as engineers, designers, architects, etc. to
create their own space within a virtual organization to se-
curely share relevant information and resources with other

business partners and groups. The platform enables local
administrators and IT staff to monitor the status and condi-
tions of all provided services (Fig. 7a). It also allows virtual
organisation managers to orchestrate and control access to
different business service providers (Fig. 6b). Other actors
such as virtual organisation project managers and grid ad-
ministrators are able to establish and dynamically modify
virtual organisations and their resources including users,
services, databases and computation resources (Fig. 7b).

3.2.2 Ontology services

To fully utilise the advantages of the ontology-based ap-
proach, ontology services - providing convenient methods
for management of ontology instances, i.e. semantic meta-
data about entities in the IT environment - need to be de-
veloped and made available through the platform service
framework [29]. These services constitute the interoper-
ability layer and make use of the grid middleware services
that provide basic authorisation management and generic
access to all grid resources. The ontology services provide
generic and specific convenience methods to create, manip-
ulate and manage the ontology instances of classes defined
in the ontology framework.

The developed ontologies and ontology services estab-
lish the conceptual and architectural backbone of the se-
mantic grid infrastructure. They facilitate information
management, improve the consistency of the distributed en-
vironment and make it less prone to errors. End-user appli-
cations can also strongly benefit from the added semantic
value. The technology is well suited to support human-
computer interactions while semantic models are more re-
lated to end user perceptions than the usually applied IT
based schemas. All InteliGrid developed business services
and end-user client applications use ontology services ac-
tively to enhance the end user experience [30].
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(a) A desktop application for platform management - service and re-
source monitoring, searching, etc.

(b) A portlet enabling dynamic user roles and resource access manage-
ment - a single user can have different roles depending on the projects
state.

Figure 7: The InteliGrid ontology based virtual organisation management clients.

3.2.3 Semantic document management service

As the majority of the communication in a typical engineer-
ing project is still document based it is essential for col-
laboration environments to provide tools and services that
enable end users as well as other services to access docu-
ment based information in a secure, location independent,
personalised and on-demand way.

To address these requirements as well as the problem of
information overload [31], a semantic document manage-
ment system has been developed based on the InteliGrid
semantic grid architecture. The design goal of the system
was that the right document should be delivered to the right
place at the right time to support the dynamic decision-
making process at any level of a virtual organization. The
document management system offers a generic, grid based
ontology enabled document management solution that pro-
vides client (Fig. 8a) as well as server side components
with a well-defined web services interface which enables
a remote access to the underlying document management
services. Some of the main features of the developed sys-
tem are: security based on RBAC model, use of domain
specific ontologies and taxonomies (Fig. 8b) for document
annotations, semantic search based document retrival using
SPARQL query language [32], etc.

3.2.4 High-performace service

Engineering end users and application developers are in-
terested in running complex computing experiments con-
sisting of thousands of jobs or scientific services which
have to be dynamically managed over distributed grid en-
vironments. The workflow is a widely accepted approach
to compose grid experiments defining thousands of differ-

ent parallel or sequential tasks together with various de-
pendencies among them in advance. Consequently, people
are interested in a high-level intuitive description of scien-
tific workflows as well as a grid workflow management sys-
tem providing a support for remote workflow execution and
runtime control. If the complexity and security constraints
of the distributed infrastructures on which workflow exper-
iments have to be performed efficiently are realized, some
additional mechanisms to the grid workflow management
system are required, for instance secure data transfer mech-
anisms, data replica and management services, etc. All
these components together are parts of InteliGrid High Per-
formance Services. In addition to aforementioned func-
tionalities the graphic tools, portals and GUIs are also de-
sired to enable end users a visual workflow composition
and animation (Fig. 9).

InteliGrid High Performance Service is in fact a resource
management system [33] with a workflow engine that ex-
ecutes and manages jobs on remote grid resources. It is
possible to submit to this service workflow experiments
based on an XML workflow schema, defining flexible and
mechanisms for dynamic workflow control, including var-
ious types of precedence constraints, different locations of
the final data products, executables, etc. All these features
allow end users to speed up remote workflow calculations
and improve data management mechanisms.

3.2.5 Product model services

The product data model is a shared resource for data inter-
operability between heterogeneous software applications in
the manufacturing virtual enterprise [34]. Multiple client
applications need simultaneous and consistent access to
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(a) Users can browse or search (using SPARQL query language) for
documents independet of their location.

(b) Documents can be annotated using domain specific ontologies and
taxonomies as well as free text.

Figure 8: InteliGrid semantic based document management system.

partial model data and must be able to immediately, in-
crementally and transparently update the persistent stor-
age. The challenge of the grid enabled product model
servers (to be available anywhere, any time and without
regard to where the model data actually resides) is that the
grid environment must be designed to make a single source
of a product data model available for collaborative work
sessions and sharing between many different applications,
spread over multiple coupled organizations in virtual enter-
prises. Besides, it must be able to create a single, virtual
visualization of a collection of product model data sources,
federated, for sharing by a single enterprise in a workgroup,
multi-project environment.

The InteliGrid Product Data Management Service, as a
part of the InteliGrid Platform, addresses the above stated
challenges by providing interfaces and different services
for product model access and integration (Fig. 10):

– Product model server provides a back-end product
model storage and management including various pro-
gramming possibilities enabling development of addi-
tional server side operations or stored procedures.

– Product data management service is the main server
side component of the product data management sys-
tem and provides an easy to use programming inter-
face for the development of client and server side ap-
plications that exploit product model server resources.

4 Conclusions and future work
The paper describes the overview of a collaboration plat-
form developed within the InteliGrid project which com-
bines and extends the state-of-the-art in technology areas of
grid technology, semantic interoperability, and virtual or-
ganisations. The underlying system architecture is largely

technology independent and can support different engi-
neering domains. Although the main integrated demon-
strator was from the architecture, engineering and con-
struction sector, it has been shown in a number of partial
demonstrations that the developed platform can be adapted
for other engineering sectors as well. The demonstrations
presented several advantages over other collaboration plat-
forms for the support of virtual organisations. Nevertheless
it is recognised that several questions about the effective
use of the technologies remain unanswered:

– Grid services (technology) standards are converging
with already widely accepted web service standards
and container implementations. It is therefore rele-
vant to question whether grid technology was the right
choice for the underlying communication technology
or not. We argue that it was as it does provide one of
the core added values; namely secure communication
environment required by the industry.

– Dynamic virtual organisations providing one-of-a-
kind products require dynamic configuration of the in-
formation and communication infrastructure. This can
be achieved by adopting certain design principles and
the use of advanced information technologies. But
there are many legal issues that need to be addressed
before dynamic virtual organisations can became pri-
mary organisational form in the global economy, e.g.
data management after the project is finished, the use
of different national regulations, etc.

– The InteliGrid project focused its efforts on provid-
ing virtual organisation related communication and
semantic interoperability regarding services and re-
sources - it was assumed that the data level interoper-
ability is provided. The data level interoperability is of
course the baseline for the general integration within
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(a) The InteliGrid platform integrates various client side structural anal-
ysis software - client side libraries are available to ease the development
of integrated applications.

(b) A portlet based application for online job submittion - any com-
mandline client side application can be used as a part of an analysis
workflow.

Figure 9: InteliGrid high-performance services enable integration of existing engineering applications.

(a) A portled based application provides location independent access to
various product models.

(b) An end-user application for extracting partial information models
described by an Information Delivery Manual (IDM) description.

Figure 10: InteliGrid services enable access and integration of product information models.

specific industry sectors. Currently, there are several
on-going initiatives addressing these issues [35].

– Relatively straight forward business model adopted
for the InteliGrid platform requires that all available
resources must be registered (including providing se-
mantic annotation) in the platform. But it should be
investigated whether a peer-to-peer system architec-
ture supporting dynamic resource discovery and inte-
gration would be more appropriate for supporting dy-
namic virtual organisations providing one-of-a-kind
products.

The future work following the project ending is focused
on maintaining the established testbed as well as on ad-
dressing some of the above mentioned issues. One of the
immediate research efforts is addressing issues of alterna-

tives to the use of ontologies for semantic annotation of
services and resources. In addition, it is expected that de-
veloped system architecture, concepts and platform will be
tested in real world scenario.
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A system for speaker-based audio-indexing and an application for speaker-tracking in broadcast news au-
dio are presented. The process of producing an indexing information in continuous audio streams based
on detected speakers is composed of several tasks and is therefore treated as a multistage process. The
main building blocks of such an indexing system include components for an audio segmentation, a speech
detection, a speaker clustering and a speaker identification. We give an overview of each component of
the system with emphasis to the approaches that are followed in each stage of building of our speaker-
diarization and tracking system. The proposed system is evaluated on the audio data from the broadcast
news domain, whereas we test each of the system’s component and measure their impacts to the over-
all system’s performance. The evaluation results indicate the importance of an audio segmentation and a
speech detection module to the reliable performance of the whole system. Based on an indexing informa-
tion produced by our system we also developed an application for searching target speakers in broadcast
news. The application is designed in a way to be user-friendly and can be easily integrated in various
computer environments.

Povzetek: Predstavljen je sistem za indeksacijo zvočnih posnetkov glede na govorce in aplikacija tega
sistema za iskanje govorcev v zvočnih posnetkih informativnih oddaj.

1 Introduction
With the increasing availability of audio data derived from
various multimedia sources comes an increasing need for
efficient and effective means for searching and indexing
through this type of information. Searching or tagging
speech based on who is speaking is one of the more basic
components required for dealing with spoken documents
collected in large audio data archives, such as recordings
of broadcast news or recorded meetings. In this paper, we
focus on the indexing and searching of speakers in audio
broadcast news (BN).

Audio data of BN shows present a typical multispeaker
environment. The goal of searching and indexing of target
speakers in such an environment is to find and identify the
regions in the audio streams that belong to target speak-
ers and produce an efficient way for accessing this regions
from the audio data archives. The task of finding such
speaker-defined regions is known as a speaker diarization
task and was first introduced in the NIST1 project of Rich
Transcription in ’Who spoke when’ evaluations, [7]. The
task of identifying the regions according to given speakers
is known as a speaker tracking task and was first defined
in 1999 NIST Speaker Recognition evaluation, [14]. While
diarization and tracking procedures serve for a detection of

1National Institute of Standards and Technology,
http://www.nist.gov/speech/

speakers in audio data, is the purpose of speaker indexing
an organization of audio data according to detected speak-
ers for efficient speaker-based information audio-retrieval.
In this paper, we present the approaches of speaker diariza-
tion and tracking in multispeaker audio BN data.

The paper is organized as follows. In the first sections,
we describe in more detail a system for speaker diariza-
tion, which serves for speaker-indexing of BN shows. A
system is composed of several components, which include
procedures for an audio segmentation, a speech detection,
a speaker clustering and a speaker identification. The
first two procedures aim in detecting speaker and acoustic
changes in speech portions of audio streams and thus cor-
respond to partitioning of audio data to the homogeneous
segments. The procedures for speaker clustering and iden-
tification are employed to group together segments of the
same speaker and to provide speaker names to each such
portion of speech data. Hence, they are used for tagging
target speakers in the audio data. In Section 2, we give
an overview of all of the above procedures, which were
implemented to build a system for speaker tracking in BN
shows. In the following section we present experiments and
the evaluation results on the Slovenian audio BN database,
where we explore the impact of each of the procedure on
the overall speaker-tracking results. At the end, an applica-
tion for speaker detection and tracking, based on the pro-
posed methods, is described.
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2 Speaker diarization in continuous
audio streams

Speaker diarization is the process of partitioning input
audio data into homogeneous segments according to the
speaker’s identities. The aim of speaker diarization is to
improve the readability of an automatic transcription by
structuring the audio stream into speaker turns, and in cases
when used together with speaker-identification systems by
providing the speaker’s true identity. Such information is
of interest to several speech- and audio-processing applica-
tions. For example, in automatic speech-recognition sys-
tems the information can be used for unsupervised speaker
adaptation [1, 15], which can significantly improve the per-
formance of speech recognition in large vocabulary contin-
uous speech recognition (LVCSR) systems [10, 28, 4]. This
information can also be applied for the indexing of multi-
media documents, where homogeneous speaker or acous-
tic segments usually represent the basic units for indexing
and searching in large archives of spoken audio documents,
[13]. The outputs of a speaker diarization system could also
be used in speaker-identification and in speaker-tracking
systems, [6, 20], which was also the case in our presented
application.

Most speaker diarization systems for a detection of
speakers in continuous audio streams have a similar general
architecture, [3, 26]. First, the signal is chopped into homo-
geneous segments. The segment boundaries are located by
finding acoustic changes in the signal and each segment is
expected to contain speech from only one speaker. Those
segments, which do not represent speech data, are addi-
tionally detected and discarded from a further processing.
The resulting segments are then clustered so that each clus-
ter corresponds to only one speaker. At the final stage,
each cluster is labeled by a corresponding speaker iden-
tification name or is left unlabeled, if the speech data in
cluster do not correspond to any of the previously enrolled
target speakers. As such, speaker diarization in continuous
audio streams is a multistage process comprised by four
main modules: an audio segmentation, a speech detection,
a speaker clustering and a speaker identification.

A baseline speaker-indexing system architecture, which
was followed in this work, is shown in Figure 1. First, the
audio signal is processed in an audio segmentation mod-
ule, where time-stamps are produced at the locations of de-
tected acoustic changes. Audio data are thus partitioned
into small homogeneous segments labeled by starting and
ending time of each segment (segments: [sti, eti] in Fig-
ure 1). It is expected that each such segment should con-
tain data from just one acoustic source, i.e. speech from
one speaker or non-speech data corresponding to music,
silence or other non-speech source. Therefore, the ob-
tained segments should be additionally divided to those,
which contain speech or non-speech data. This is done
in a speech detection module. Non-speech segments are
marked as [NS, sti, eti] in Figure 1 and are discarded
from further processing. Only speech segments are then

passed through a speaker clustering module. The aim of a
speaker clustering is to merge speech segments from each
speaker together, a major issue being that the information
of speakers and the actual number of speakers are unknown
a priori and need to be automatically determined. At this
stage, just relative speaker labels are produced and seg-
ments are marked with automatically derived cluster names
(segments [Ci, sti, eti] in Figure 1). The true identities of
the speakers are obtained in a speaker identification module
in the next stage. Here, a multiple speaker verification of
each cluster is performed. Speaker identification module is
capable to recognize just those speakers, who are presented
in the repository of the target speakers and are previously
enrolled into the system. Speech data from clusters, which
do not correspond to any of the speakers from target group,
should be marked as unknown speaker data and are dis-
carded from further processing.

Our speaker-indexing system [35] was designed in such
a way, that all the modules include the standard approaches
from similar state-of-the-art systems. In the following sub-
sections each of the integrated module is described in more
details.

2.1 Audio segmentation module

In general, spoken audio documents derived from BN
shows include data from multiple audio sources, which
may contain speech of different speakers as well as music
segments, commercials and various types of noises, that are
present in the background of BN reports. Another charac-
teristic of BN audio documents is, that the data are deliv-
ered in the form of continuous audio streams. In order to ef-
ficiently process and extract the required information from
such documents the continuously derived audio data should
be adequately chopped into smaller portions of data, which
are suitable for further processing. In the case of speaker-
tracking applications the process of breaking the continu-
ous audio streams into the homogeneous regions based on
speaker turns is done in an audio segmentation module.

The segmentation of the audio data was made using the
acoustic-change detection procedure based on the Bayesian
Information Criterion (BIC), which was first proposed for
the audio segmentation in [5] and improved by Tritschler
and Gopinath in [27]. The applied procedure processed
the audio data in a single pass while searching for change
points within a window using a penalized likelihood ratio
test (BIC score) of whether the data in the window is bet-
ter modeled by a single probability distribution or two dif-
ferent distributions. If the estimated BIC score was under
the given threshold (meaning that the data from the cur-
rent window are better modeled by two probability distri-
butions), a change point was detected and searching was
restarted in the next window. In the opposite case, the an-
alyzed window was extended and searching was redone.
The threshold, which was implicitly included in the penalty
term of the BIC score, has to be given in advance and was
in our case estimated from the training data. The output
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Figure 1: Main building blocks of a typical speaker-indexing system. Most systems have modules to perform speech
detection, audio segmentation, speaker clustering and speaker identification, which may include component for gender
detection.

of the audio segmentation module were acoustic change
detection points, which defined basic audio segments for
further processing.

This procedure is widely used in most of the current
audio-segmentation systems [26, 7, 23, 30, 12, 33], and
performed the best in comparison to alternative audio-
segmentation approaches [26].

2.2 Speech detection module

The aim of this module in a speaker diarization system is
to find the regions of speech in an audio stream. Since the
audio stream was in our case already segmented into homo-
geneous regions of audio data based on acoustic changes, a
speech detection module had to distinguish, which regions
correspond to speech and non-speech data. The problem
here represent non-speech data, which may consist of many
acoustic phenomena such as silence, music, background
noise or cross-talk.

The general approach used is a maximum likelihood
classification with Gaussian Mixture Models (GMMs) es-
timated from acoustic representations of audio signals and
trained on manually labeled training data [29, 19, 9, 23, 11,
24]. A speech detection based on such GMMs is performed
either on pre-determined audio segments or by applying
segmentation and detection together by using Viterbi de-
coding in the classification-network composed from trained
GMMs. In both cases speech and non-speech data are usu-
ally modeled by several GMMs to cover various acoustic
phenomena, which are expected in the processing audio
data. To overcome this problem we proposed a new high-
level representation of audio signals based on the phoneme
recognition features, that are more suitable for speech/non-
speech classification, [34, 16]. We developed four differ-
ent measures based on consonant-vowel pairs and voiced-
unvoiced regions obtained from phoneme speech recogniz-
ers and tested them in different segmentation-classification
frameworks. The evaluation experiments on the BN au-
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dio data, [34], proved that a combination of acoustic fea-
tures – modeled by mel-frequency cepstral coefficients
(MFCCs) – and our proposed phoneme-recognition fea-
tures constituted the most powerful representation of au-
dio data, which were robust enough and relatively unsensi-
tive to different training and unforseen conditions. Hence,
we also implemented this kind of fusion of acoustic and
phoneme-recognition representations in our speech detec-
tion module. The speech detection was performed by using
a standard maximum likelihood classification with just two
GMMs (one model for speech and the other for non-speech
data) on already segmented audio streams, which were ob-
tained from the previously described audio segmentation
module.

Detected speech segments were further passed to a
speaker clustering module, while non-speech segments
were discarded from further processing.

2.3 Speaker clustering module
The purpose of this stage is to associate or cluster segments
from the same speaker together. The ideal clustering should
produce one cluster for each speaker, which should include
all segments of a given speaker.

The general clustering method, which was also followed
in our speaker-indexing system, is to perform agglomera-
tive clustering using bottom-up approach, [25]. The basic
steps of the speaker-clustering algorithm based on this ap-
proach can be described in the following steps [35]:

1. Initialization step: Model each segment by a single
Gaussian distribution.

2. Merging step: Use a BIC measure to estimate whether
to join two clusters or not. The candidates for merg-
ing are those clusters, where the lowest BIC score is
achieved.

3. Stopping step: Repeat the second step until some stop-
ping criterion is not satisfied.

Since in our speaker-clustering approach a BIC mea-
sure was used for merging, clusters should be modeled by
Gaussian distributions. In the initialization step each seg-
ment represents one cluster. In the merging step joining
of clusters (segments) is performed by searching a mini-
mum (or maximum, depending on BIC measure) BIC score
among all possible pair-wise combinations of clusters. A
BIC measure is usually the same as one used for audio
segmentation and also possesses the same philosophy. It
measures the difference when modeling the data from two
separate clusters with two normal distributions and when
modeling with just one. The low differences speak in fa-
vor of modeling the data with just one distribution, mean-
ing that the data the most likely belong to just one audio
source, i.e. one speaker in our case, while higher differ-
ences support hypothesis that the data from separate clus-
ters correspond to different speakers. The merging process
is generally stopped when the lowest BIC score is greater

than a specified threshold, but there can be also applied
other stopping criteria, [35]. The stopping criterion is criti-
cal for a good performance and depends on how the output
to be used [26]. In our speaker-tracking system a stopping
threshold was used, which was estimated from the develop-
ment data to optimize the speaker clustering performance.

The output of the speaker clustering module contains
segments with relative labels, which join speech segments
of the same speaker together. Non-speech segments are
treated in this stage as separate cluster. The task of such
labeling of continuous audio streams is known as a speaker
diarization task and can be used in various audio processing
applications.

In this stage, several improvements can be made to
increase a speaker diarization performance, like joint
segmentation and clustering [17] and/or cluster re-
combination [31], but in the case of indexing information
by speakers in our speaker-tracking system we found no
additional gain in the performance when applying some of
these methods.

2.4 Speaker identification module

Since speaker diarization systems only produce relative
speaker labels (such as ’spk1’), additional modules for
speaker identification has to be included into the system,
when the true identities of the speakers are needed. This
can be achieved in various ways. We decided to follow
the standard approach of building speaker models for peo-
ple who are likely to be in the news broadcasts (such as
prominent politicians or main news anchors and reporters)
and including these models in the last stage of the speaker-
indexing system.

A speaker identification component was adopted from a
speaker verification system, which was based on the state-
of-the-art Gaussian Mixture Model Ű Universal Back-
ground model (GMM-UBM) approach, [22]. Such systems
are in generally composed of an enrolment phase and a test
phase. In the enrollment phase, a model of the client (tar-
get) speaker is built based on a client’s speech data, while
in the test phase, another speech data, which are in our case
collected from speaker clusters, are tested against a hypoth-
esized client model. As a result, a matching score is gener-
ated based on the likelihood ratio (LR) between the likeli-
hood that the speech was produced by the claimed speaker
and the likelihood that the speech was not provided by the
claimed speaker. If the score is greater than a given thresh-
old, the speaker is accepted (client trial), otherwise it is
rejected (impostor trial). There have been many solutions
proposed how to efficiently calculate the denominator of
the LR, i.e. the likelihood that the given speech data were
not uttered by the claimed speaker. The best results up to
now are achieved when likelihoods are calculated by us-
ing UBMs, which are usually trained from pooled speech
of a large number of different speakers [22]. These mod-
els also serve as a prior for deriving client speaker models
by Bayesian technique called maximum aposteriori (MAP)
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adaptation [8, 22], which was also applied in our speaker
identification module.

In addition to that, we computed a new set of MFCC fea-
tures, which were subjected to feature warping [21] to com-
pensate different channel effects, and the log-likelihood
scores normalization was performed at the end by apply-
ing ZT-normalization technique [2].

At the output of this stage the audio streams are
equipped with the segment-time boundaries together with
true speaker identification labels. Those clusters of seg-
ments, of which data do not belong to any of the enrolled
speakers, get empty labels correspond to ’unknown’ speak-
ers. The output from this module also present the final
results of the speaker-based audio-indexing and can be
used for a detecting speakers in speaker-tracking applica-
tions. An application for speaker-tracking in BN shows,
which was based on speaker’s information obtained from
our speaker-indexing system, is described in the last sec-
tion.

3 Evaluation experiments

Evaluation of our speaker-based audio-indexing system
was performed on the SiBN database [32], which consisted
of 32 hours of BN shows in Slovenian language. 20 hours
were used for an estimation of all the open parameters in
all of the components of our indexing system, and the rest
12 hours served for the assessment of the system’s perfor-
mance.

The open parameters in the audio segmentation, the
speech detection and the speaker clustering module corre-
sponded to setting the thresholds to optimize the overall
speaker diarization performance on the training data. In
the audio segmentation module a threshold had to be es-
timated in the penalty factor of the BIC measure. It was
set so to detect as many true change-detection points in the
audio streams, while in the same time preserve low rate
of miss-detected segment boundaries. The emphasis was
put more on a detection of true segment boundaries, even
if additional segment boundaries were falsely detected. In
that case the over-segmented audio streams were produced,
but they had almost no influence on the overall speaker
diarization results while using them as inputs in speaker
clustering module. In the case of under-segmented audio
data it was found, that they could heavily degrade speaker-
diarization and tracking performance. The same phenom-
ena was explored in our speaker clustering module. Here,
a threshold for stopping criteria of a merging process in a
bottom-up clustering procedure had to be estimated. By
setting a proper threshold we could optimize the speaker-
diarization performance on the training data, but it was
found out that this did not necessary reflect in the overall
best performance of the speaker tracking system. The op-
timal performance was achieved in the case, when clusters
did not contain speech from several speakers, i.e. a bet-
ter performance was achieved in the under-clustering case,

where speaker data were distributed over several clusters,
rather than in the over-clustering case where too many con-
taminated clusters were produced containing speech from
different speakers, which degraded a speaker-detection per-
formance.

Another important issue was concerning a speech de-
tection module. As was shown in [36] the impact of a
speech detection in speaker diarization and tracking sys-
tems is direct and indirect. Since, non-speech data are
treated as data from one of the speakers in the speaker-
tracking system, a speech detection has a direct influence
on the speaker-tracking results. On the other hand, an erro-
neous speech/non-speech classification of audio segments
in the speaker-indexing system influences a speaker clus-
tering and identification performance. Therefore, a good
speech detection in continuous audio streams is a nec-
essary pre-processing step for achieving a good speaker-
diarization and tracking results. Since we decided to use
a fusion of acoustic and phoneme-recognition features in
a speech detection module, we had to apply a simplified
version of a phoneme recognizer for deriving phoneme-
recognition features. The recognizer was built on a stan-
dard way, using Hidden Markov models (HMMs) trained
on Slovenian data. In addition, we had to estimate two
GMMs for detecting speech and non-speech data, which
were estimated from the training part of the SiBN database.

Since in a speaker identification module a true detection
of speakers was carried out, GMM of each target speaker
had to be provided. They were built from UBMs, which
were trained on the speech data of the training part from
the SiBN database. We were designed two UBMs corre-
sponding to female and male speech data. All the models
were constituted from 1024 Gaussian mixtures, which were
estimated using Baum-Welch Expectation-Maximization
(EM) algorithm. The GMM model for each target speaker
was derived from corresponding UBM using MAP adapta-
tion technique in a standard way, [22]. The evaluated sys-
tem was capable to detect 41 target speakers, which were
extracted from the training data in the enrollment phase.
In the test phase, data from each cluster were compared
against all of the models from target-speakers repository
and LR score were produced. In the evaluation phase no
additional score threshold was proposed, since we tried to
evaluate the system in the whole range of all the possible
operating points.

Note that gender-dependent UBMs were used for de-
riving speaker-dependent GMMs, meaning that in the test
phase a gender classification was performed at first by us-
ing the same gender UBMs, which were also applied in the
estimation of the target speaker models.

All modules in the tested system were built by using
our own tools. The procedures for audio segmentation and
speaker clustering were implemented in C/C++ program-
ming environment, whereas the same component for the
computation of the BIC measure was integrated in both
modules. The fusion of acoustic and phoneme-recognition
features was in the speech-detection module applied by
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performing a Viterbi decoding on a classification network
of speech and non-speech GMMs. The training of GMMs
and decoding through the network was done by using HTK
Toolkit, [37], while the acoustic and phoneme-recognition
features were produced by our own tools. The same set of
acoustic features was then used in the speaker identification
module, where all the training and testing procedures were
also implemented by our own tools.

3.1 Evaluation results

Since several modules were included in the speaker-based
audio-indexing system of BN shows, series of experiments
were performed to measure the impact of each module to
the overall speaker-tracking results.

Overall results of the evaluated speaker-tracking sys-
tems are depicted in Figure 2. The results are presented
in terms of false acceptance (FA) and false rejection (FR)
rates (false alarm and miss probabilities in Figure 2), mea-
sured at different operating points in the form of Detection
Error Trade-off (DET) curves, [14]. In our case, the eval-
uated speaker tracking systems were capable to detect 41
target speakers from the audio data, which include 551 dif-
ferent speakers. The performances of the evaluated systems
were therefore assessed by including all 41 target speakers
with the addition of non-speech segments and the results
were produced by FA and FR rates measured at the time
(frame) level.

Figure 2 presents the evaluation results from six tested
speaker-tracking systems, whereas different versions of
system’s components were combined. Only the speaker
identification module was the same in all the evaluations,
while other components (audio segmentation, speech de-
tection and speaker clustering module) were combined by
applying manual or automatic version of each procedure.
In addition to that, two versions of speaker-tracking system
without speaker clustering were also tested. In this way we
tried to estimate the gain of each component to the over-
all speaker-tracking results. In Figure 2, a procedure for
speech detection is marked as S/N (referring to speech/non-
speech detection), procedures for audio segmentation are
marked as S and for speaker clustering C. Manual versions
of each procedure are abbreviated as man, automatic ver-
sions as aut, and in systems, where one of the procedure
was missing, an abbreviation w/o is used for that procedure.
For example, a system where manual audio segmentation
was used prior to automatic speech/non-speech detection
and automatic speaker clustering is in Figure 2 marked as
(aut S/N man S aut C), a system, where everything was per-
formed automatically, is marked as (aut S/N aut S aut C),
etc.

The evaluation results in Figure 2 are displayed in
terms of DET curves. They are ranging from the best
performance of a system, where all procedures, except
speaker identification, were preformed manually, to a sys-
tem, where all the procedures were performed automati-
cally.

The impact of speaker clustering were explored in series
of experiments with systems (man S/N man S man C), (man
S/N man S aut C), and (man S/N man S w/o C), where audio
segmentation and speech detection were performed manu-
ally, and with systems (aut S/N aut S aut C) and (aut S/N
aut S w/o C), where S and S/N procedures were performed
automatically. Results from Figure 2 reveal expected per-
formances of these systems. The best results were obtained
in a system where everything was carried out manually,
next to them are results from the system, where just speaker
clustering procedure was applied automatically, and at the
end are systems where all three procedures were done au-
tomatically. A comparison of the system (man S/N man S
man C) and the system (man S/N man S aut C) indicates
that a proper speaker clustering can significantlly improve
the overall performance of a speaker-tracking system. The
same can be concluded for speech detection and audio seg-
mentation tasks by expecting the performances of the sys-
tems (man S/N man S aut C) and (aut S/N aut S aut C).
When applying automatic versions of audio segmentation
and speech detection into the speaker-tracking system (by
using the same speaker clustering procedure), the overall
results of the system dropped for around 3% in the whole
range of the operating points. Another important issue can
be observed by expecting the systems (man S/N man S aut
C) and (man S/N man S w/o C), and the systems (aut S/N
aut S aut C) and (aut S/N aut S w/o C). In this evaluations
we investigated whether it is better to use a speaker cluster-
ing procedure in speaker-tracking systems or not. As can
be seen from Figure 2 there is no so much difference in
the performances of the systems, where clustering was ap-
plied, to those without clustering. Our tracking results with
automatic clusterings show that just a marginal gain could
be obtained. This indicates that in our case the speaker-
tracking system could not benefit from speaker clustering.
The same was shown in the study of speaker tracking of
radio broadcast news in [18], where it was concluded that
a speaker identification can even help to improve a speaker
clustering performance and not a vice versa.

The influence of an audio segmentation to the overall
speaker-tracking results was explored by the evaluation of
the systems (aut S/N man S aut C) and (aut S/N aut S aut
C). In the first case the audio segmentation was performed
manually, while in the second the audio segmentation pro-
cedure, described in Section 2.1, was applied. As can be
seen from the results in Figure 2 a manual segmentation
outperforms an automatic version by approximately 3% in
the whole range of operating points. This means that an
audio segmentation plays an important role in our evalu-
ated speaker-tracking system. Since segmentation proce-
dure is usually applied in the first steps of speaker-tracking
systems, the errors from segmentation have impact on all
subsequent procedures. In our case, the errors in detecting
change points in continuous audio streams produced non-
homogeneous segments, which caused unreliable detection
of speech/non-speech regions and unreliable detection of
target speakers as well. Consequently, both types of er-
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Figure 2: The overall speaker-tracking results of six evaluated systems. Lower DET values correspond to better perfor-
mance.

rors were therefore integrated into the overall results of the
evaluated system (aut S/N aut S aut C).

Another evaluation perspective can be obtained by ex-
ploring systems (man S/N man S aut C) and (aut S/N man S
aut C). By comparing evaluation results of both systems
we can estimate the gain of the speech detection proce-
dure alone to the overall speaker-tracking results. As can
be seen from the evaluation results in Figure 2, is the dif-
ference in the overall performances of systems, when us-
ing a manual and an automatic version of speech detec-
tion procedure, minimal. This marginal difference in the
DET results was achieved due to the usage of the manual
audio segmentation procedure in both systems. By apply-
ing a speech/non-speech detection procedure in a combina-
tion with manual segmentation (described in Section 2.2),
a surprisingly high overall speech/non-speech accuracy of
99.38% was achieved, which resulted in the minimal differ-
ence of both evaluated systems. Note, that we used our own
method for speech/non-speech detection, which proved to
be a better choice for the speaker-diarisation and tracking
tasks, as it was shown in a comparison study in [36].

To sum up, the comparison of the evaluation results
of the different versions of the speaker-tracking system
provides valuable insights of how the system works and
which components of the system have greater impact on
the overall performance. The overall results reveal an ac-

ceptable performance of the system, where all of the sys-
tem’s procedures were performed automatically. All other
evaluated versions of the system serve for the estimation
of the impact of each component to the overall speaker-
tracking performance. It was found out that probably the
most important component of the system is an audio seg-
mentation module. If a segmentation procedure produces
too many non-homogeneous segments due to improper de-
tected change points in an audio stream, causes unreli-
able performances of a speech-detection and a speaker-
identification module, and thus degrades the overall sys-
tem’s performance. As far as concerning speech detection
module alone it was also shown, that we could gain some
improvement in the overall system’s performance by ap-
plying a good speech detection procedure. Since in our
evaluated system a speech detection procedure, proposed
in [34], was applied, almost no loss of the overall perfor-
mance was obtained. Another important finding was con-
cerning speaker clustering. The evaluation showed no im-
portant gain in the overall results, when speaker clustering
was applied or not. This was in accordance with findings
in [18].
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Figure 3: A graphical user interface of a speaker-tracking system.

4 Speaker tracking system

A derivation of indexing information by speakers is an im-
portant step in applications, which are used for searching
speakers in large archives of audio data. In this section we
present one such application for a detection of speakers in
continuous audio streams of BN shows, which are based on
the system for a speaker-based audio-indexing presented in
previous sections.

The application was designed in a way to separate pro-
cesses of audio-indexing and searching of target speakers.
This is also a standard approach in search engines based on
text data. The indexing process is usually done once in a
while, i.e. when new data arrive and index has to be up-
dated, while searching of information is done all the time.

In our application the process of audio-indexing was
performed once on the BN data from the SiBN database.
The output of this process were time boundaries of speech
segments with target-speaker’s scores. And in the search-
ing process the audio segments corresponding to a given
speaker have to be provided and properly displayed to a
user. A graphical user interface of our searching applica-
tion is shown in Figure 3.

In the top pane of the application in Figure 3 are dis-
played some base properties of an audio database, which is
currently loaded into the system, i.e. the information of to-
tal audio data time, of speech data time, how many speakers
can the system detect, etc. In the middle pane is the search

form, which includes a list of all possible target speakers,
which the system is capable to find, and the score threshold,
that can be optionally set to return just those speech seg-
ments, where speaker-detection scores are above the given
threshold. The two bottom panes display information of the
speaker, who has to be found by hitting the Find-speaker
button. The bottom-left pane are filled with cluster infor-
mation corresponding to a searched speaker, which are in
the case of BN data divided to each BN show. The clusters
are by default sorted by a confidence score, but the applica-
tion also provides other sort possibilities, i.e. sorting by BN
show name, number of segments in cluster, speaker name,
etc. At the bottom of this pane it is also showed a histogram
of the LR scores of a given speaker from all possible clus-
ters in the database. A speaker score-distribution displayed
in a histogram can serve for estimating the optimal thresh-
old for obtaining just speech data of the current speaker .
In this way a user can control the amount of data that are
displayed and can inspect how likely the current data cor-
respond to a searched speaker. The right-bottom pane in
Figure 3 displays a list of all segments of a target speaker’s
cluster, which is marked in the left-bottom pane. A change
in cluster (in the left-bottom pane) cause a fill of a new
list with segments of that marked cluster. A user can listen
or save the audio data by clicking on one of the displayed
segments.

This application was developed by using Python pro-
gramming language, while a graphical user interface of
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the application was designed by using wxPython cross-
platform GUI Toolkit2. The application was implemented
to operate as a stand-alone process and currently works just
for searching speakers in BN shows, but it can be easily ex-
tended for other types of audio documents. Since the appli-
cation expects that the audio-indexing is done beforehand,
it is also independent of the methods used in the audio-
indexing system. As such, it can be integrated in various
types of computer applications and environments.

5 Conclusion
A system for speaker-based audio-indexing and an appli-
cation for speaker-tracking in BN audio data based on this
system were presented. We gave an overview of four main
building blocks of such audio-indexing system and pro-
vide an extensive evaluation of all of the system’s compo-
nents. While they were modules for an audio segmentation,
a speaker clustering and an identification implemented by
using the latest state-of-the-art approaches, was in a mod-
ule for speech detection followed our own approach of in-
corporating phoneme-recognition features in a classifica-
tion process. In the evaluation experiments the impact of
each module to the overall speaker-tracking performance
was measured. It was found out that the most critical com-
ponent of such a system is an audio segmentation module,
since it is usually applied in the first processing stages of
such system and its poor performance causes unreliable
performances of all other components. Nevertheless, the
evaluation results demonstrate an acceptable performance
of the system, where all of the procedures were performed
automatically. This system were later applied for an audio-
indexing of BN shows in a speaker-tracking application.
An application was designed to serve as a search tool for
speakers, who are likely to be in the news broadcasts, but
it could be easily extended for other types of audio docu-
ments.
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This paper gives a review of current state of the art in the development of robust and intelligent 
surveillance systems, going beyond traditional vision based framework to more advanced multi-modal 
framework. The goal of automated surveillance system is to assist the human operator in scene analysis 
and event classification by automatically detecting the objects and analyzing their behavior using 
computer vision, pattern recognition and signal processing techniques. This review addresses several 
advancements made in these fields while bringing out the fact that realizing a practical end to end 
surveillance system still remains a difficult task due to several challenges faced in a real world scenario. 
With the advancement in sensor and computing technology, it is now economically and technically 
feasible to adopt multi-camera and multi-modal framework to meet the need of efficient surveillance 
system in wide range of security applications like security guard for communities and important 
buildings, traffic surveillance in cities and military applications. Therefore our review includes 
significant discussion on multi-modal data fusion approach for robust operation. Finally we conclude 
with discussion on possible future research directions.  
Povzetek: Podan je pregled metod inteligentnega video nadzora. 

 

1 Introduction 
Security of human lives and property has always 

been a major concern for civilization for several 
centuries. In modern civilization, the threats of theft, 
accidents, terrorists’ attacks and riots are ever increasing. 
Due to the high amount of useful information that can be 
extracted from a video sequence, video surveillance has 
come up as an effective tool to forestall these security 
problems. The automated security market is growing at a 
constant and high rate that is expected to sustain for 
decades [1]. Video surveillance is one of the fastest 
growing sectors in the security market due to its wide 
range of potential applications, such as a intruder 
detection for shopping mall and important buildings [2], 
traffic surveillance in cities and detection of military 
targets[3], recognition of violent/dangerous behaviors 
(eg. in buildings, lifts) [4] etc. The projections of the 
compound annual growth rate of the video-surveillance 
market are about 23% over 2001-2011, to touch 
US$670.7 million and US$188.3 million in USA and 
Europe, respectively [5].  

An automated surveillance system attempts to detect, 
recognize and track objects of interest from video 
obtained by cameras along with information from other 
sensors installed in the monitored area. The aim of an 
automated visual surveillance system is to obtain the 
description of what is happening in a monitored area and 
to automatically take appropriate action like alerting a 

human supervisor, based on the perceived description. 
Visual surveillance in dynamic scenes, especially for 
humans and vehicles, is currently one of the most active 
research topics in computer vision [6]. For at least two 
decades, the scientific community has been involved in 
experimenting with video surveillance data to improve 
image processing tasks by generating more accurate and 
robust algorithms in object detection and tracking [7,8], 
human activity recognition [9,10], database [11] and 
tracking performance evaluation tools [12]. 

The most desirable qualities of a video surveillance 
system are (a) robust operation in real world scenarios, 
characterized by sudden or gradual changes in the input 
statistics and (b) intelligent analysis of video to assist the 
operators in scene analysis and event classification. In 
the past several research works have been carried out in 
many fields of video surveillance using single vision 
camera and indeed significant results have been obtained. 
But mostly they are proven to work in a controlled 
environment and specific contexts. A typical example is 
of vehicle and traffic surveillance: systems for queue 
monitoring, accident detection, car plate recognition etc. 
In a recent survey on video surveillance and sensor 
networks research, Cucchiara [13] reports that there are 
still many unsolved problems in tracking in non ideal 
conditions, in cluttered and unknown environment, with 
variable and unfavorable luminance conditions, for 
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surveillance in indoor and outdoor spaces. Traditional 
approaches in dealing with these problems have focused 
on improving the robustness of background model and 
object segmentation techniques by extracting additional 
content from data (color, texture etc). However they have 
used only single modality such as visible spectrum or 
thermal infrared video. Visible and thermal infrared 
spectrums are intuitively complementary, since they 
capture information in emitted and reflected radiations, 
respectively. Thus alternative approach of integrating 
information from multiple video modalities has the 
potential to deal with such dynamically changing 
environment by leveraging the combined benefits whilst 
compensating for failures in individual modalities [14].  

In addition other media streams like audio can 
improve analysis of visual data. For example, visual and 
ambient media capture two different aspects - scene and 
sound, respectively. In many cases where visual 
information is not sufficient for reliably discriminating 
between activities, there is often audio stimulus that is 
extremely important for a particular classification or 
anomaly detection task [15].  

Automatic intelligent analysis of incoming video 
data on-line is required because firstly it is practically 
infeasible to manually supervise huge amount of video 
data (especially with multiple cameras) and secondly, 
off-line analysis completely precludes any possibility of 
taking immediate action in the likely happening of an 
abnormal event, particularly in critical applications. 
Several intelligent activity/ event detection methods are 
being proposed as the behavior patterns of real life 
scenario still remain challenge for the research 
community. 

Therefore our emphasis in this paper is to discuss the 
existing (and proposed) techniques and provide summary 
of progress achieved in the direction of building robust 
and intelligent surveillance system. The paper’s scope 
goes beyond traditional vision based framework to multi-
modal framework. In several places, we briefly review 
some related concepts in automated surveillance system 
to put everything in proper context. For detailed 
discussion on studies in those related areas, reviews are 
available as follows: Background subtraction techniques 
[16], tracking of people and body parts [17], face 

recognition [18], gesture recognition [19], issues in 
automated visual surveillance [20], multimedia and 
sensor networks [13], distributed surveillance systems 
[21] and a detailed review of techniques in all the stages 
in the general framework of visual surveillance [6]. 

The rest of the paper is organized as follows. Section 
2 gives an overview of automated visual surveillance, its 
evolution and practical issues. Section 3 discusses 
computer vision techniques in and beyond visual 
spectrum that have been developed for object detection 
and tracking. Section 4 reviews the work related to data 
fusion in multi modal framework (including visible, 
infrared and audio). Section 5 covers the activity 
recognition and behavior understanding approaches for 
event detection. Finally section 6 concludes the paper by 
summarizing the discussion and analyzing some possible 
future research directions. 

2 Overview of Automated Visual 
Surveillance System  

The general framework of an automatic video 
surveillance system is shown in Figure1. Video cameras 
are connected to a video processing unit to extract high-
level information identified with alert situation. This 
processing unit could be connected throughout a network 
to a control and visualization center that manages, for 
example, alerts. Another important component is a video 
database and retrieval tool where selected video 
segments, video objects, and related contents can be 
stored and inquired. In [6, 22], a good description of 
video object processing in surveillance framework is 
presented. The main video processing stages include 
background modeling, object segmentation, object 
tracking, behaviors and activity analysis. In multi camera 
scenario, fusion of information is needed, which can take 
place at any level of processing. Also these cameras may 
be of different modality like thermal infrared, near 
infrared, visible color camera etc so that multi spectral 
video of the same scene can be captured and the 
redundant information may be used to improve the 
robustness of the system against dynamic changes in 
environmental conditions.  

 

 
 

Figure1: General framework of automated visual surveillance system 
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2.1 Evolution of Surveillance systems 
“First generation” video-based surveillance systems 

started with analog CCTV systems, which consisted of a 
number of cameras connected to a set of monitors 
through automated switches. In [23], for example, 
integration of different CCTV systems to monitor 
transport systems is discussed. But the human 
supervision being expensive and ineffective due to 
widespread deployment of such systems, they are more 
or less used as a forensic tool to do investigation after the 
event has taken place. By combining computer vision 
technology with CCTV systems for automatic processing 
of images and signals, it becomes possible to proactively 
detect alarming events rather than passive recording. 
This led to the development of semi-automatic systems 
called “second generation” surveillance systems, which 
require a robust detection and tracking algorithm for 
behavioral analysis. For example, the real-time visual 
surveillance system W4 [7] employs a combination of 
shape analysis and tracking, and constructs models of 
people’s appearances in order to detect and track groups 
of people as well as monitor their behaviors even in the 
presence of occlusion and in outdoor environments. 
Current research issues in such systems are mainly real 
time robust computer vision algorithms and automatic 
learning of scene variability and patterns of behaviors. 

Third generation surveillance system is aimed 
towards the design of large distributed and heterogeneous 
(with fixed, PTZ, and active cameras) surveillance 
systems for wide area surveillance like monitoring 
movement of military vehicles on borders, surveillance 
of public transport etc. For example the Defense 
Advanced Research Projection Agency (DARPA) 
supported the Visual Surveillance and Monitoring 
(VSAM) project [24] in 1997, whose purpose was to 
develop automatic video understanding technologies that 
enable a single human operator to monitor behaviors 
over complex areas such as battlefields and civilian 
scenes. The usual design approach of these vision 
systems is to build a wide network of cooperative 
multiple cameras and sensors to enlarge the field of view. 

From an image processing point of view, they are based 
on the distribution of processing capacities over the 
network and the use of embedded signal processing 
devices to give the advantages of scalability and 
robustness potential of distributed systems. The main 
research problems involved in such systems are: 
integration of information obtained from different 
sensors, establishing signal correspondence in space and 
time, coordination and distribution of processing task and 
video communication etc. 
Recently, the rapid emergence of wireless networks and 
proliferation of networked digital video cameras have 
favorably increased the opportunity for deploying large 
scale Distributed Video Surveillance (DVS) systems on 
top of existing IP-network infrastructure. Many 
commercial companies now offer IP-based surveillance 
solutions. For example companies like Sony and Intel 
have designed equipments like smart cameras; Cisco 
provides many networking devices for video 
surveillance. All this has led to the latest step in the 
evolution of video-surveillance systems i.e migration to 
digital IP-based surveillance and recently to wireless 
interconnection network. Figure 2 shows a general DVS 
network architecture, where there are several video 
sensors/cameras distributed over a wide area, with 
smaller groups under a local base station called 
Processing proxy server (PPS). A PPS collects video 
streams from many such video cameras through a 
wireless (mostly) or wired LAN or mesh network. These 
servers are equipped with computational power to 
perform necessary machine vision processing and data 
filtering to analyze the video stream and identify alert 
situations. These servers then transmit the video data to 
different users the backbone internet network. 

2.2 Practical issues in Real World Scenario  
Despite much advancement in the field, realizing 

practical an end-to-end video surveillance system in a 
real world scenario remains a difficult task due to the 
following issues: 

 

 
Figure 2: Distributed Video Surveillance Network Architecture 
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1. Robustness: Real world scenarios are characterized by 
sudden or gradual changes in the input statistics. A major 
challenge for real world object detection and tracking is 
the dynamic nature of real world conditions with respect 
to illumination, motion, visibility, weather change etc. As 
pointed out in [22], achieving robust algorithms is a 
challenge especially (a) under illumination variation due 
to weather conditions or lighting changes, for example, 
in outdoor scene, due to movement of clouds in sky and 
in an indoor scene, due to opening of doors or windows; 
(b) under view changes; (c) in case of multiple objects 
with partial or complete occlusion or deformation; (d) in 
the presence of articulated or non-rigid objects; (e) in 
case of shadow, reflections, and clutter; and (f) with 
video noise (e.g., Gaussian white). Figure 3 shows 
scenarios with (a) low light and illumination variation (b) 
video noise (c) boat among moving waves and (d) car 
object with moving background of vegetation. 
Significant research and advancement in solving these 
difficulties have been achieved but still the problem is 
unsolved in generic situation with dynamically varying 
environmental conditions and there is lack of generic 
multimodal framework to achieve system robustness by 
data fusion. 

 
Figure 3: Some examples of  complex real world 

situation for object detection 
 
2. Intelligent: With the advances in sensor technology, 
surveillance cameras and sound recording systems are 
already available in banks, hotels, stores and highways, 
shopping centers and the captured video data are 
monitored by security guards and stored in archives for 
forensic evaluation. In a typical system, a security guard 
watches 16 video channels at the same time and may 
miss many important events. There is a need of 
intelligent, (semi-) automated video analysis paradigms 
to assist the operators in scene analysis and event 
classification. Event detection is a key component to 
provide timely warnings to alert security personnel. It 
deals with mapping motion patterns to semantics (e.g., 
benign and suspicious events). However detecting 
semantic events from low-level video features is major 
challenge in real word situation due to unlimited 
possibilities of motion patterns and behaviors leading to 
well known semantic gap issue. Furthermore, suspicious 
motion events in surveillance videos happen rather 
infrequently and the limited amount of training data 
poses additional difficulties in detecting these so-called 
rare events [25]. 
3. Real timeliness: A useful processing algorithm for 
surveillance systems should be real time, i.e., output 
information’s, such as events, as they occur in the real 
scene [22]. Requirement of accuracy and robustness 
result in computational intensive and complex design of 

algorithms which makes real time implementation of 
system a difficult task. 
4. Cost effective: For feasible deployment in a wide 
variety of real world surveillance applications ranging 
from indoor intrusion detection to outdoor surveillance of 
important buildings etc, a cost effective framework is 
required.  

3 Computer Vision techniques for 
visual surveillance tasks  

This section summarizes the research that addresses 
the basic computer vision problems in video surveillance 
like object detection and tracking. These modules 
constitute the low level building block necessary for any 
surveillance system and we briefly outline the most 
popular techniques used in these modules. We also 
present the advances made in computer vision techniques 
both in and beyond the visible spectrum (thermal infrared 
etc.) to give motivation for the discussion on data fusion 
in the next section.  

3.1 Object Detection  
Nearly every visual surveillance system starts with 

object detection. Object detection aims at segmenting 
regions corresponding to moving objects such as vehicles 
and humans from the rest of an image. Detecting moving 
regions provides a focus of attention for later processes 
such as tracking and behavior analysis because only 
these regions need be considered in the later processes. 
There are two main conventional approaches to object 
detection: ‘temporal difference’ and ‘background 
subtraction’. The first approach consists in the 
subtraction of two consecutive frames followed by 
thresholding. The second technique is based on the 
subtraction of a background or reference model and the 
current image followed by a labeling process. After 
applying one of these approaches, morphological 
operations are typically applied to reduce the noise of the 
image difference (See figure 4 and 5). The temporal 
difference technique is very adaptive to changes in 
dynamic environment and another advantage is that it 
does not make assumptions about the scene. However, it 
can be problematic that only motion at edges is visible 
for homogeneous objects. On the other hand, background 
subtraction has better performance extracting object 
information but it is sensitive to dynamic changes in the 
environment.  

 

 
Figure 4: Example of object detection using temporal 

differencing technique 
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Figure 5: Object Detection using background subtraction 
technique 

 
Background modeling assumes that the video scene 

is composed of a relatively static model of the 
background, which becomes partially occluded by 
objects that enter the scene. These objects (usually 
people or vehicles) are assumed to have features that 
differ significantly from those of the background model 
(their color or edge features, for example). The terms 
foreground and background are not scientifically defined 
however and thus their meaning may vary across 
applications. For example, a moving car should usually 
be considered as a foreground object but when it parks 
and remains still for a long period of time, it is expected 
to become background. Also, not all moving objects can 
be considered foreground. The simplest approach is to 
record an image when no objects are present and use this 
image as the background model. However, continuous 
updating of the model is required to make the foreground 
extraction more robust to the gradual changes in lighting 
and movement of static objects that are to be expected in 
outdoor scenes. Unfavorable factors, such as illumination 
variance, shadows and shaking branches, bring many 
difficulties to the acquirement and updating of 
background model. Background modeling is a very 
active research area and several techniques have been 
proposed to deal with various problems. A good 
overview of the most frequently cited background 
modeling algorithms is given in [16]. A comparison 
between various background modeling algorithms is 
given in [26], as well as a discussion on the general 
principles of background maintenance systems.  

A typical approach for modeling background in 
outdoor conditions is using Gaussian model that models 
the intensity of each pixel with a single Gaussian 
distribution [27] or with more than one Gaussian 
distribution. The algorithm described in [28] models each 
pixel as a sum of K Gaussian distributions in RGB space 
(1 ≤ K ≤ 5). Each pixel’s background model is updated 
continuously, using online estimation of the parameters. 
This model is well suited to cater for pixels whose 
background model has a multimodal distribution, such as 
vegetation or water. The model is unable to distinguish 
between foreground objects and shadows, however, and 
also is quite slow to initialize. The algorithm used in the 
W4 [6] system works on monochrome video and marks a 
pixel as foreground if: 

|M − It| > D or |N − It| > D (1)  (1) 

where the (per pixel) parameters M, N, and D 
represent the minimum, maximum, and largest inter-
frame absolute difference observed in the training 
frames. It also detects when its background model is 
invalid by detecting when 80% of the image appears as 
foreground. To rectify this, is re-enters a training mode to 
correct the background model. However reliable 
background modeling is difficult to achieve in certain 
scenarios. For example, in a crowded room with many 
people, the background may only ever be partially 
visible. Another problematic scenario is in a scene with 
low levels of lighting, such as a night-time scene with 
only street lighting. The movement (or apparent 
movement) of background objects is problematic too. 
Examples of this include moving trees and vegetation, 
flickering computer or TV screens, flags or banners 
blowing in the wind, etc.  

Apart from common approached discussed above, 
techniques based on optic flow is useful in motion 
segmentation where a motion vector is assigned to every 
pixel of the image by comparison of successive frames. 
Optical-flow-based methods can be used to detect 
independently moving objects even in the presence of 
camera motion. However, most flow computation 
methods are computationally complex and very sensitive 
to noise, and cannot be applied to video streams in real 
time without specialized hardware. More detailed 
discussion of optical flow can be found in Barron’s work 
[29]. 

3.2 Object Tracking 
Once objects have been detected, the next logical 

step is to track these detected objects. Tracking has a 
number of benefits. Firstly, the detection phase is quite 
computationally expensive, so by using tracking, the 
detection step does not need to be computed for each 
frame. Secondly, tracking adds temporal consistency to 
sequence analysis because otherwise, objects may appear 
and disappear in consecutive frames due to detection 
failure. Also, tracking can incorporate validity checking 
to remove false positives from the detection phase. 
Thirdly, if tracking multiple objects, detection of 
occlusion is made easier, as we expect occlusion when 
two or more tracked object move past each other (as 
shown in figure 6). Object motion can be perceived as a 
result of either camera motion with a static object, object 
motion with static camera, or both object and camera 
moving. Tracking techniques can be divided into two 
main approaches: 2-D models with or without explicit 
shape models and 3-D models. For example, in [30] the 
3-D geometrical models of a car, a van and a lorry are 
used to track vehicles on a highway. The model-based 
approach uses explicit a priori geometrical knowledge of 
the objects to follow, which in surveillance applications 
are usually people, vehicles or both. In [6], author use a 
combination of shape analysis and along with 2D 
Cardboard Model for representing and tracking the 
different body parts. Along with second order predictive 
motion models of the body and its parts, they used 
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Cardboard Model to predict the positions of the 
individual body parts from frame to frame. 

A common tracking method is to use a filtering 
mechanism to predict each movement of the recognized 
object. The filter most commonly used in surveillance 
systems is the Kalman filter [31]. Fitting bounding boxes 
or ellipses, which are commonly called ‘blobs’, to image 
regions of maximum probability is another tracking 
approach based on statistical models. In [27] the author 
models and tracks different parts of a human body using 
blobs, which are described in statistical terms by a spatial 
and color Gaussian distribution. In some situations of 
interest the assumptions made to apply linear or Gaussian 
filters do not hold, and then nonlinear Bayesian filters, 
such as extended Kalman filters (EKF) or particle filters 
have been proposed. A good tutorial on non linear 
tracking using particle filter is given in [32] where the 
author illustrates that in highly non-linear environments 
particle filters give better performance than EKF. A 
particle filter is a numerical method, which weights (or 
‘particle’) a representation of posterior probability 
densities by resampling a set of random samples 
associated with a weight and computing the estimate 
probabilities based on these weights. Then, the critical 
design decision using particle filters relies on the choice 
of importance (the initial weight) of the density function. 
Appearance models [33] are another way to represent 
objects. It consists of an observation model (usually an 
image) of the tracked object, along with some statistical 
properties (such as the pixel variances).  

 

 
Figure 6: Object Tracking during and after Occlusion 

3.3 Computer Vision beyond the Visible 
Spectrum 

Traditionally, the majority of the computer vision 
community has been involved implicitly or explicitly 
with the development of algorithms associated with 
sensors that operate in the visible band of the 
electromagnetic spectrum [34]. In the past, imaging 
sensors beyond visible spectrum have been limited to 
special applications like remote sensing and vision based 
military applications, because of their high cost. Recently 
with the advances in sensor technologies, the cost of near 
and mid-infrared sensors has dropped dramatically, 
making it feasible for their use in more common 
applications like automatic video-based security and 
surveillance systems to enhance their capabilities. 

Lin, in his 2001 technical report explores the 
extension of visible band computer vision techniques to 
infrared as well as conducts a good review of infrared 
imaging research [35]. Recent literature on the 
exploitation of near-infrared information to track humans 
generally deals only with the face of observed people[36] 
and a few are concerned with the whole body [37,38] but 

these approach rely on the highly limiting assumption 
that the person region always has a much brighter 
(hotter) appearance than the background. This 
assumption does not hold in various weather conditions 
and during all time. To tackle this, the author in [39] 
proposes a novel contour based background subtraction 
strategy to detect people in thermal imagery, which is 
robust across a wide range of environmental conditions. 
First of all, a standard background-subtraction technique 
is used to identify local region-of interest (ROI), each 
containing the person and surrounding thermal halo. The 
foreground and background gradient information within 
each region are then combined into a contour saliency 
map (highlighting the person boundary). Using a 
watershed-based algorithm, the gradients are thinned and 
thresholded into contour fragments. The remaining 
watershed lines are used as a guide for an A* search 
algorithm to connect any contour gaps. Finally, the 
closed contours are flood-filled to make silhouettes. 

The use of infrared in pedestrian detection to reduce 
night time accidents is investigated in [38]. In [40], the 
author investigates human repetitive activity properties 
using thermal imagery. They employ a spatio-temporal 
representation, Gait Energy Image (GEI), which 
represent human motion sequence in a single image 
while preserving some temporal information. However 
they have developed the method for only simple 
activities which are repetitive in nature (like walking, 
running etc). 

4 Data Fusion  
A surveillance task using multiple modalities can be 

divided into two major phases: data fusion and event 
recognition. The data-fusion phase integrates multi-
source spatio-temporal data to detect and extract motion 
trajectories from video sources. The event-recognition 
phase deals with classifying the events as to relevance for 
the search. This section discusses the data fusion part and 
the event-recognition task is discussed in the next 
section. 

Data fusion is the process of combining data from 
multiple sources such that the resulting entity or decision 
is in some sense better than that provided by any of the 
individual sources. Most of the existing surveillance 
systems have used only one media (i.e. normal video), 
and therefore they do not capture different aspects of the 
environment. Multiple media are useful because each 
media captures different aspect of the environment. For 
example sensing environmental sound can provide 
reliable clue for detecting insecure events in many cases. 
Infrared is more informative in dark environment, 
especially at night. Visible and thermal infrared 
spectrums are intuitively complementary, since they 
capture information in emitted and reflected radiations, 
respectively. Thus combining them can be advantageous 
in many scenarios, especially when one modality 
perform poorly in detecting objects. For example visible 
analysis has an obvious limitation of daytime operation 
only and completely fails in total darkness. Additionally 
foggy weather condition, sudden lighting changes, 
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shadows and color camouflage, often cause poor 
segmentation of actual objects and much false positive 
detection. Thermal infrared video is almost completely 
immune to lighting changes, and thus it is very robust to 
the above mentioned problems. However, infrared video 
has its unique inherent challenges due to high noise, and 
“Halo effect” produced by some infrared sensors, which 
appears as a dark or bright halo surrounding very hot or 
cold objects respectively. Further if people are wearing 
insulated clothing or infrared camera performs rapid 
automatic gain then it will cause foreground detection to 
incorrectly classify pixels. See figure 7 for illustration in 
two different situations. Thus by data fusion approach, it 
is possible to improve robustness of the system in 
dynamic real world conditions. 

4.1 Fusion of Visible and Infrared   
Depending on the application and fusion method, 

research in the fusion of visible and infrared imagery can 
be classified in two broad categories. Image based 

Representational fusion and Video based Analytical 
fusion. In Image based Representational fusion, the goal 
is to obtain best representation of the data in a single 
image for improved visual perception by combining 
multiple images to create a single fused image that 
somehow represents the information content of the input 
images. This type of fusion is generally used for remote 
sensing and military applications. Depending on the 
synergy of the information inherent in the data, it may be 
possible to reduce noise, to extend the field of view 
beyond that of any single image, to restore high 
frequency content, and even to increase spatial resolution 
[41]. Image fusion techniques have had a long history in 
vision. Gradient-based techniques examining gradients at 
multiple resolutions [42] and several region-based multi 
resolution algorithms have been proposed such as the 
pyramid approaches of [43, 44] and the wavelet-based 
approach of [45]. 

 

 
Figure 7: Visible and corresponding thermal infrared in a) Variable illumination due to cloud movement causing 
false detection in visible (top) b) Incorrect detection due to shadows in visible and thermally insulated clothing in 

infrared (bottom) 
Video based Analytical Fusion, on the other hand, 

aims to extract knowledge by using all sources of data 
for better analysis, and not merely to represent the data in 
another way. This type of fusion methodology is required 
to enhance the capabilities of automatic video-based 
detection and tracking system for surveillance purpose. 
Although image fusion has received considerable 
attention in the past, research in the fusion of video 
modalities for automatic analysis, or analytical fusion is 
very recent. Some recent works have addressed the 
tracking of humans and vehicles with multiple sensors 
[46, 47] but issues that are involve in fusing multiple 
modalities for robust detection and tracking is very 
sparse. In [48], the fusion of thermal infrared with visible 
spectrum video, in the context of surveillance and 
security, is done at the object level. Detection and 
tracking of blobs (regions) are performed separately in 
the visible and thermal modality. An object is made up of 
one of more blobs, which are inherited or removed as 
time passes. Correspondences are obtained between 

objects in each modality, forming a master-slave 
relationship, so that the master (the object with the better 
detection or confidence) assists the tracking of the slave 
in the other modality. Their system uses many heuristics 
and there also seems to be many parameters to set 
empirically.  

Davis et al. [49] propose a new contour-based 
background-subtraction technique using thermal and 
visible imagery for persistent object detection in urban 
settings. They perform statistical background subtraction 
in the thermal domain to identify the initial regions-of-
interest. Color and intensity information are used within 
these areas to obtain the corresponding regions of-
interest in the visible domain. Within each image region 
(thermal and visible treated independently), the input and 
background gradient information are combined as to 
highlight only the boundaries of the foreground object. 
The boundaries are then thinned and thresholded to form 
binary contour fragments. Contour fragments belonging 
to corresponding regions in the thermal and visible 
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domains are then fused using the combined input 
gradient information from both sensors. An A* search 
algorithm constrained to a local watershed segmentation 
is then used to complete and close any contour 
fragments. Finally, the contours are flood-filled to make 
silhouettes. 

In a very recent work [50], the authors use thermal 
infrared video with standard CCTV video for object 
segmentation and retrieval in surveillance video. They 
segment object using separate background modeling in 
each modality and dynamic mutual fusion based 
thresholding. Transferable Belief Model is used to 
combine the sources of information for validating the 
tracking of objects. Extracted objects are subsequently 
tracked using adaptive thermo-visual appearance. 
However they don’t take into account the reliability of 
each source in the fusion process. In [51], an intelligent 
fusion approach using Fuzzy logic and Kalman filtering 
technique is discussed to track objects and obtain fused 
estimate according to the reliability of the sensors. 
Appropriate measurement parameters are identified to 
determine the measurement accuracy of each sensor. A 
comparison of multiple fusion schemes for appearance 
based tracking of objects using thermal infrared and 
visible modalities is done in [52] for different objects, 
such as people, faces, bicycles and vehicles. 

4.2 Data Fusion Methods 
For visual surveillance using multiple cameras, 

issues such as camera calibration and registration, 
establishing correspondences between the objects in 
different image sequences taken by different cameras, 
target tracking and data fusion need to be addressed. The 
success of information fusion depends on how well data 
are represented, how reliable and adequate the model of 
data uncertainty used and how accurate and applicable 
prior knowledge is. Three commonly used fusion 
approaches are probabilistic methods (Bayesian 
inference), fuzzy logic method and belief models 
(Dempster-Shafer model and Transferable Belief model). 
The Bayesian inference method quantitatively computes 
the probability that an observation can be attributed to a 
given assumed hypothesis but lacks in ability to handle 
mutually exclusive hypotheses and general uncertainty 
[53]. Fuzzy logic methods accommodate imprecise states 
and variables. It provides tools to deal with observations 
that is not easily separated into discrete segments and is 
difficult to model with conventional mathematical or 
rule-based schemes [54]. The Belief theory generalizes 
Bayesian theory to relax the Bayesian method’s 
restriction on mutually exclusive hypotheses, so that it is 
able to assign evidence to ‘propositions’, i.e. unions of 
hypotheses. Dempster-Shafer model makes a closed 
world assumption, so it assigns a belief of empty set to 
zero. The reasoning model assumes completeness of the 
frame of discernment meaning that the frame includes all 
hypotheses. But it can very well happen that some 
hypotheses, because of measurements are excluded from 
frame of discernment or unknown. In this way meaning 
of empty set is changed corresponding not only for 

impossibilities but also for unknown possibilities [55]. 
This kind of approach is called open world assumption 
which is considered in another belief model called 
Transferable Belief Model (TBM) [56]. TBM offers the 
flexibility to model closed world or open world 
assumption.  

In [57], Bayesian probability theory is used to fuse 
the tracking information available from a suite of cues to 
track a person in 3D space. In [58], the authors uses 
TBM framework to solve the problem of data association 
in a multi target detection problem. It uses the basic 
belief mass m(Θ) as a measure of conflict and the sensors 
are clustered so that the conflict is minimized. But they 
tackle only partial problem of assessing how many 
objects are present and observed by the sensors. In [59], 
the author use TBM and Kalman filter for data fusion in 
object recognition system that analyses simulated FLIR 
and LADAR data to recognize and track aircraft. They 
demonstrated the results on an air to air missile based 
simulation system. In [60], the author proposes a hybrid 
multi-sensor data fusion architecture using Kalman 
filtering and fuzzy logic techniques. They feed the 
measurement coming from each sensor to separate 
fuzzy–adaptive kalman filters (FKF), working in parallel. 
The adaptation in each FKF is in the sense of adaptively 
adjusting the measurement noise coar1ance matrix R 
employing a fuzzy inference system (FIS) based on a 
covariance matching technique. Another FIS, which they 
call as fuzzy logic observer (FLO) monitors the 
performance of each FKF. Based on the value of a 
variable called Degree of Matching (D0M) and the 
matrix R coming from each FKF, the FLO assigns a 
degree of confidence, a number on the interval (0, 1], to 
each one of the FKFs output. The degree of confidence 
indicates to what level each FKF output reflects the true 
value of the measurement. Finally, a defuzzificator 
obtains the fused estimated measurement based on the 
confidence values. They demonstrated the result 
theoretically, by taking example of four noisy inputs. 

4.3 Reliability of Sensor  
In the fusion process, different sources may have 

different reliability and it is essential to account for this 
fact to avoid decreasing in performance of fusion results. 
The fused estimate should be more biased by accurate 
measurements and almost unaffected by inaccurate or 
malfunctioning ones. Therefore for fusing data collected 
from different sensors requires the determination of 
measurements’ accuracy so that they can be fused in a 
weighted manner. The most natural way to deal with this 
problem is to establish reliability of the beliefs computed 
within the framework of the model selected. For example 
[61] discusses a method for assessing the reliability of a 
sensor in a classification problem within the TBM 
framework. In [62], the authors propose a multi-sensor 
data fusion method for video surveillance, and 
demonstrated the results by using optical and infrared 
sensors. The measurements coming from different 
sensors were weighted by adjusting measurement error 
covariance matrix used by the fusion filter. To estimate 



STUDY OF ROBUST AND INTELLIGENT…  Informatica 32 (2008) 63–77 71 

the reliability of the sensor they defined a metric called 
Appearance Ratio (AR), whose value is proportional to 
the strength of the segmented blobs from each sensor. 
The ARs are compared to determine which sensors are 
more informative and therefore selected to perform a 
specific video surveillance task. In [63], the authors 
discuss the principal concepts and strategies of 
incorporating reliability into classical fusion operators 
and provide good literature survey on main approaches 
used in fusion literatures to estimate reliability of sensor. 

4.4 Audio and Video Information Fusion 
Enhancing visual data with audio streams can serve 

manifold purpose like speaker tracking, environment 
sound recognition for event recognition in surveillance 
application etc. Environmental sound like that of 
breaking of glass, dog’s barking, screaming of a person, 
fire alarm, gun firing and similar kind of sounds, if 
detected and recognized correctly, can give a reasonable 
degree of confidence in making a decision about ‘secure’ 
vs. ‘insecure’ state [64]. Multimedia researchers have 
often used early fusion strategy to perform the audio-
visual fusion for various problems including speech 
processing [65] and recognition [66], speaker localization 
[67] and tracking [68, 69], and monologue detection [70]. 
In [68], the authors present a method that fuses 2-D 
object shape and audio information via importance 
filters. They used audio information to generate an 
importance sampling function, which guides the random 
search process of particle filter towards regions of the 
configuration space likely to contain the true 
configuration (a speaker). A recent work in [71], 
describes a process to assimilate data from coarse and 
medium grain sensors, namely video and audio, and a 
probabilistic framework to discriminate concurring and 
contradictory evidences. The authors enlarge the concept 
to information fusion with the definition of information 
assimilation: this process includes not only the real-time 
information fusion but also the integration with the past 
experience, represented by the surveillance information 
stored in the system.  

Research in the field of environmental sound 
recognition is sparse. The majority of auditory research is 
centered on the identification and recognition of speech 
signals. Those systems that do exist, work on a very 
specialized domain like in [72], a system named 
AutoAlert is presented for automated detection of 
incidents using HMM, and Canonical Variates Analysis 
(CVA) to analyze both short-term and time-varying 
signals that characterize incidents. Cowling, in [73] 
provides more detailed literature survey, and it also 
investigates few existing techniques used for sound 
recognition in speech and music. He then presents a 
comparison on the accuracy of these techniques, when 
employed for the problem of non-speech environmental 
sound classification for autonomous surveillance. 

4.5 Other Sensors/modalities  
There are proximity sensors (like ultrasound devices, 

lasers scanners etc.) which detect objects without 

physical contact. Most proximity sensors emit an 
electromagnetic field or beam and look for changes in the 
field. Different targets demand different sensors. For 
example, a capacitive or photoelectric sensor might be 
suitable for a plastic target; an inductive sensor requires a 
metal target [74]. In [75], the authors integrate Laser 
Doppler Vibrometer (LDV) and IR video for remote 
multimodal surveillance. Their work mainly caters to 
remote area surveillance and their main focus was to 
study the application of LDV for remote voice detection, 
while IR imaging was used for target selection and 
localization. Few object tracking and visual servoing 
system for the visually impaired such as the GuideCane 
[76] and the NavBelt [77], use ultrasound or laser 
rangefinders to detect obstacles. 

Gated imaging is another useful system for highly 
unfavorable visual conditions like underwater 
surveillance etc. Time gating is a temporal example of 
image formation whereby a light source is time pulse 
projected toward a target and the detector is time gated to 
accept image-forming illumination from a specific range 
[78]. LIDAR systems [79] time gate the receiver aperture 
to eliminate relatively intense backscatter originating 
from the water while allowing the return from the target 
to be detected. In [78] time gating is employed for using 
spatially and temporally varying coherent illumination 
for undersea object detection.  

5 Event Detection  

5.1 Human Activity Recognition 
Computer analysis of human actions is gaining 

increasing interests, especially in video surveillance 
arenas where people identification and activity 
recognition are important. Using two important metrics: 
preciseness of the analysis outcome and the required 
video resolution to achieve the desired outcome, human 
identification and activity recognition can be classified 
into three categories. At one extreme, which is often 
characterized by high video resolution and a small 
amount of scene clutter, high fidelity outcome is 
achievable. Many techniques in face, gesture, and gait 
recognitions fall in this category, which aim to identify 
individuals against a pre-established database.  

At the other extreme, which is characterized by low 
video resolution and potentially significant scene clutter, 
it is often not possible to achieve highly discriminative 
outcome. Instead, the goal is often to detect the presence, 
and identify the movement and interaction of people 
through “blob” tracking [6, 24]. The VSAM system [24] 
tracked the human body as a whole blob. They use a 
hybrid algorithm by combining adaptive background 
subtraction with a three-frame differencing technique to 
detect moving objects, and use the Kalman filter to track 
the moving objects over time. A neural network classifier 
is trained to recognize four classes: single person, group 
of persons, vehicles, and clutter. They also use linear 
discriminant analysis to further provide a finer distinction 
between vehicle types and colors. The VSAM system is 
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very successful at tracking humans and cars, and at 
discriminating between vehicle types. But it did not put 
much emphasis on activity recognition; only gait analysis 
and simple human-vehicle activity recognition are 
handled.  

In the middle of the spectrum, it is possible to refine 
the “blob” representation of a person through 
hierarchical, articulated models. For example, [80] 
describes an approach which attempts to recognize more 
generic activities and movement of body parts using 
MHI (motion-history images) to record both the 
segmentation result and the temporal motion information. 
The MHI is a single image composed of superimposing a 
sequence of segmented moving objects weighed by time. 
The most recent foreground pixels are assigned the 
brightest color while past foreground pixels are 
progressively dimmed. This allows the summarization of 
information on both the spatial coverage and the 
temporal ordering of the coverage of an activity. See 
figure 8 for illustration with few examples. The MHI 
does not use any structure to model human. A vector of 
seven moment values is computed for each MHI. 
Activities are recognized by finding the best match of the 
moment vectors between the query MHI and the training 
patterns. Other approaches allow main body parts, such 
as head, arms, torso, and legs, to be individually 
identified to specify the activities more precisely. A very 
detailed review of activity recognition approaches in 
these categories can be found in [8].  

 

 
Figure 8: MHI images of person (a) walking (b) 
Running, (c) picking an object and (d) fighting 

 

5.2 Semantic Information Extraction for 
Behavior Understanding 

Understanding of behaviors may simply be thought 
as the classification of time varying feature data, i.e., to 
analyze the video to extract some feature vectors and to 
classify this time-varying feature data. During the 
recognition phase, extracted unknown test feature vector 
set is compared to a group of labeled reference feature 
vector sets representing typical human actions.  

Feature extraction process is very important to 
achieve good results. It is impossible to train and perform 
classification using the currently available classification 
engines. The size of the feature vector should be as small 
as possible to have computational efficiency. At the same 
time it should represent each action very accurately. For 
example, the center of mass of the tracked object in 
image frame of the video can be used as a feature vector 
in a security application in which moving persons 
entering or leaving a building. In this simple problem, the 
“vocabulary” consists of a person leaving the building 
and a person entering a building and the center of mass 
information consisting of the horizontal and vertical 
coordinates in an image of the video may be good feature 
vector for this problem. On the other hand, detecting an 
‘assault’ case where a person falls on the ground and 
other runs will require other additional parameters in the 
feature set. For example, so-called snaxels of an active 
snake contour of the human body can be added to the 
feature vector to distinguish a fallen person from a 
person standing. Compactness of the contour boundary, 
the speed of the center of the mass etc can be also used to 
distinguish the normal action of walking and the 
abnormal action of a falling and running. As a rule of 
thumb, model parameters are selected as entries of the 
feature vector in a model based tracking approach. Since 
a video consists of sequence of images a sequence of 
feature vectors are obtained to characterize the motion of 
a person(s). 

5.3 Pattern Analysis and Classification 
Methods 

Several generative and discriminative models have 
been proposed for modeling and classifying activity 
patterns. Some of the most widely used ones are 
Dynamic time Warping (DTW), Hidden Markov Models 
(HMM), Time Delay Neural Network (TDNN), and 
Finite State Machine (FSM) network.  

a) Dynamic time warping: DTW is a template based 
dynamic programming matching technique widely used 
in the algorithms for speech recognition. It has the 
advantage of conceptual simplicity and robust 
performance, and has been used recently in the matching 
of human movement patterns [81]. For instance, Bobick 
et al. [82] use DTW to match a test sequence to a 
deterministic sequence of states to recognize human 
gestures. Even if the time scale between a test sequence 
and a reference sequence is inconsistent, DTW can still 
successfully establish matching as long as the time 
ordering constraints hold. 

b) Hidden Markov Models: HMMs are stochastic 
finite state machines [83]. In the context of human 
motion analysis, a finite state Markov model is assigned 
for each possible scenario and its parameters are trained 
with feature vectors of this typical human action. The 
training process is an off-line iterative algorithm called 
Baum-Welch algorithm [84].  Here , the number of states 
of a HMM must be specified, and the corresponding state 
transition and output probabilities are optimized in order 
that the generated symbols can correspond to the 
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observed image features of the examples within a 
specific movement class. During the classification or 
recognition phase, the test feature vector set is applied to 
all of the Markov models and output probabilities are 
computed. The Markov model producing the highest 
probability is determined and the corresponding human 
action scenario is selected as the result. HMMs generally 
outperform DTW for undivided time series data, and are 
therefore extensively applied to behavior understanding. 
In [85], authors describe an activity recognition process 
for visual surveillance of wide areas and experimented 
with image sequences acquired from an archaeological 
site with actors perform both legal and illegal actions. 
The activity recognition process is performed in three 
steps: first of all the binary shape of moving people are 
segmented, then the human body posture is estimated 
frame by frame and finally, for each activity to be 
recognized, a temporal model of the detected postures is 
generated by Discrete Hidden Markov Models 

c) Finite state machine: The most important feature 
of a FSM is its state-transition function. The states are 
used to decide which reference sequence matches with 
the test sequence. However it requires hand crafted 
heuristic rules based on context knowledge. For example 
in [86], the authors propose a framework for 
unsupervised learning of usual activity patterns and 
detection of unusual activities based on a model of multi-
layered finite state machines. They considered two 
different approaches for different scenario. First 
approach is unsupervised learning of usual activity 
patterns and detection of unusual activities (which are 
not recognized as normal). Other approach is to explicitly 
program the FSM or training using supervised learning 
for recognition of situation specific activities like 
unattended baggage detection.  

d) Time-delay neural network (TDNN): TDNN is 
also an interesting approach to analyzing time-varying 
data. In TDNN, delay units are added to a general static 
network, and some of the preceding values in a time-
varying sequence are used to predict the next value. As 
larger data sets become available, more emphasis is 
being placed on neural networks for representing 
temporal information. TDNN has been successfully 
applied to hand gesture recognition [87] and lip-reading 
[88]. 

Other related schemes including Dynamic Bayesian 
Network (DBN) and the Support Vector Machines 
(SVM) are also now being actively used in pattern 
analysis and classification problems.  

Considering the limited training data for unusual 
events and that the distinction between two unusual 
events can be as large as those between unusual events 
and usual events, it is not feasible to train a general 
model for the unusual events. Therefore alternative 
approach that some people have taken is to train a model 
for usual events and events that deviate significantly 
from the usual event model are considered unusual. For 
example a simple ATM surveillance scenario is shown in 
figure 9, where FSM can be a useful way to discriminate 
between normal and abnormal patterns. The first row 
shows frames corresponding to normal transaction. 

Second and third row shows event corresponding to 
vandalism and robbery. 

 

 
Figure 9: Sampleshots for events in a Bank ATM 

Surveillance 
 
Figure 10 shows a possible FSM for activities which 

will be considered normal if the transitions terminated at 
the exit node. If exit is made by another node due to any 
deviant pattern, the FSM will flag an abnormal event. 

 

 
Figure 10: A possible FSM for Bank ATM Surveillance 

 
Boiman and Irani [89] proposed to model the set of 

usual events as an ensemble of spatial-temporal image 
patches, and detect irregularity in a test video by 
evaluating the similarity between the test ensemble with 
the training ensemble. Zhang et al. [90] used a semi-
supervised approach to train models for both usual and 
unusual events. They start from an ergodic hidden 
Markov model (HMM) for usual events. If a test event 
does not fit the model, they classify it as unusual and 
branch the usual event model to refit the usual event. 
This approach has a disadvantage that it may give high 
false positive alarm because in a practical scenario, even 
during the normal course of activity, unusual deviations 
are very likely to happen without potential threat.  

6 Conclusions and Future Research 
Developments  

Event though significant progress have been made in 
computer vision and other areas, there are still major 
technical challenges to be overcome before the dream of 
reliable automated surveillance is realized. These 
technical challenges are compounded by practical 
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considerations such as robustness to unfavorable weather 
and lighting conditions, intelligent video processing for 
event detection and efficiency in terms of real time 
operation and cost. Most surveillance systems operate 
using single modality and lack robustness because they 
are limited to a particular situation. Different media 
source like audio, video and thermal infrared gives 
complementary/supplementary surveillance information 
of the environment. The literature survey on multi-modal 
data fusion shows that effective fusion of the information 
coming from different media streams can give robustness 
to real world object detection, tracking and event 
detection. Simultaneous fusion of thermal infrared and 
visible spectrum can give following advantage: 

• Improved robustness against camouflage as 
foreground object are less likely to be of similar 
color and temp to the background 

• Providing features that can be used for 
classification or retrieval of objects in large 
surveillance video archives 

• Extracting a signature of an object in each 
modality, which indicates how useful each 
modality is in tracking that object 

However, the key challenge for future research is to: 
1) develop analysis techniques to automatically 
determine the reliability of data source and 2) develop a 
suitable fusion methodology that would intelligently 
utilize the information provided by these two modalities 
to get the best possible output. In [91], these challenges 
are addressed by employing Transferable Belief Model 
(TBM) and Kalman filter. TBM is used to determine the 
validity of a foreground region, detected by each source, 
for tracking. Kalman filter is used for the dual purpose of 
tracking the objects over time and fusing the 
measurements of the positions of the target obtained 
from different sensors, according to their reliability. 

One of the main objectives of visual surveillance is 
to analyze and interpret individual behaviors and 
interactions between objects for event detection. 
Recently, related research has still focused on some basic 
problems like recognition of standard gestures and 
simple behaviors. Some progress has been made in 
building the statistical models of human behaviors using 
machine learning. However behavior recognition is 
complex, as the same behavior may have several 
different meanings depending upon the scene and task 
context in which it is performed. An alternative approach 
can be of providing selective focus-of-attention to the 
human supervisor by discriminating unusual or 
anomalous event from normal ones. Use of audio is 
encouraging in this respect because in many cases when 
the visual information required for a particular task is 
extremely subtle, audio stimulus is extremely salient for 
a particular anomaly detection task. Moreover, audio 
features can help in mining interesting patterns from the 
scene. Multimedia data mining has been applied for 
detection of events in sports video (like goal event in 
soccer [25] etc.) but it has not been systematically 
applied for surveillance videos. This requires 
development of a novel framework of low level feature 

extraction, advanced temporal analysis and multimodal 
data mining methods.  

An obvious requirement for surveillance system is 
real time performance. If the system has to process 
signals from multiple sensor and modalities, then the 
required processing is multiplied. Moreover requirement 
for robustness and accuracy tend to make the algorithm 
design complex and highly computational. Generally 
commercial products employ embedded signal 
processing devices and high performance dedicated 
processors for faster processing but simultaneously 
increase the system cost heavily. Past research have 
focused on optimizing the low level image processing 
algorithms, reducing the feature space etc and recently 
researches on distributed surveillance system have tried 
to distribute the processing on the network. However 
there is lack of any systematic design and real time 
implementation of video processing algorithms using a 
network of multiple processors. Recent research and 
development in Grid technology can provide an 
alternative architecture for such implementation and 
research needs to be done to explore the feasibility of 
such innovative approach. 
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We present a pragmatic approach to using large-scale ontologies as contexts. The approach is based on 
a light-weight ontology model and grounding of the ontology concepts in textual documents. These 
assumptions allow for efficient implementation of the basic operations (classification, population and 
mappings between ontologies), and, as a consequence, exploitation of several large-scale ontologies as 
background, contextual knowledge. We demonstrate one possible scenario how contextual information 
can be exploited during semi-automatic ontology construction from text corpora 
Povzetek: Članek opisuje pragmatičen pristop k uporabi velikih ontologij kot kontekstov.  

1 Introduction 
Ontologies represent isolated pieces of knowledge. By 
networking them, one can explore their interrelations. 
One form of networked ontologies are contextualized 
ontologies. In this case, one ontology represents a 
context of the other and its constituent ingredients 
(concepts and relations). So, for a given ontology, its 
ingredients can be interpreted in different contexts by 
selecting appropriate ontologies which represent 
appropriate contexts. 

In this paper we describe OntoLight, a software suite 
which implements basic reasoning functionalities for 
contextualized ontologies. It is limited to light-weight 
ontologies which are grounded with appropriate text 
corpora. The representation and reasoning scales to the 
largest currently available ontologies, comprising up to 
one million concepts. In particular, OntoLight currently 
incorporates the following five ontologies: AgroVoc and 
ASFA (relevant for the Food and Agricultural 
Organization of the UN), EuroVoc (EU legislation), Cyc 
(common-sense knowledge) and DMoz (a WWW 
directory).  

There are two basic reasoning mechanisms imple-
mented in OntoLight. First, new textual instances without 
a known class can be classified into the selected onto-
logy. Second, soft (probabilistic) mappings between a 
pair of selected ontologies can be computed, thus provi-
ding a contextual relationship between the ontologies. 

We are using OntoLight as a basic building block for 
extensions to OntoGen [1], where contextual mappings 
are used to improve semi-automatic construction of light-
weight ontologies from text corpora. The same mecha-
nism of contextual reasoning will be used to extend 
OntoGen to support simultaneous, collaborative deve-
lopment of an ontology. Our soft mappings between 
grounded ontologies  also complement methods for onto-
logy alignment, where mappings are computed on the 

basis of common, background ontologies (as provided by 
Swoogle, for example) [2, 3]. 

The OntoLight software package presented in this 
paper consists of several executable modules and a data 
library of ontologies. The main functionality we cover is 
the contextualization of ontologies through generation of 
soft mappings between ontologies, thus enabling to view 
concepts of one ontology through the perspective of 
another one. The second goal was achieving scalability 
needed for large case studies – i.e. being able to deal with 
large ontologies such as AgroVoc and ASFA. To achieve 
this we constrained the representation to a light-weight 
ontology model which covers targeted functionality 
needed in the case studies. Finally, we took care of the 
software engineering aspects of the result – namely, the 
software package is built on top of an existing Text-
Garden software library [4]. It is written in C++ with a 
proper API and accessible through several development 
platforms (Java, Python, Matlab, Mathematica, Prolog). 

In the next section we first present the ontology 
model used in OntoLight. Next, in Section 3 we present 
the library of ontologies already incorporated in 
OntoLight – each ontology is presented through its main 
features. In Section 4, the software package is presented 
by describing each module separately and through 
possible integration of the modules which could be used 
in a pipeline. Finally, in Section 5, we show an 
integration of OntoLight with OntoGen, where light-
weight ontologies are used as background, contextual 
knowledge which helps the users during the process of 
semi-automatic ontology construction from text corpora. 

2 The ontology model 
The ontology model used in OntoLight is a relatively 
simple model which covers most of the well known light-
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weight ontologies. The model we use is a subset of richer 
ontology formalisms (such as OWL) in the sense that 
richer ontologies could be imported but not all their 
expressiveness can be used. Informally, the light-weight 
ontology model is defined by: 

• A list of languages used for lexical terms. 

• A list of class-types used for representing 
different types of nodes in the ontology 
structure. 

• A list of classes where each class can have 
several lexical representations in one or several 
languages. One class represents one node in the 
graph. 

• A list of relation-types used to label relations 
(links) between classes in the ontology graph. 

• A list of relations connecting classes in the 
ontology graph. 

• Each ontology can have one or several 
grounding models. Each grounding model is a 
function which proposes zero, one or more 
classes for a given instance. This corresponds to 
a classification /categorization model in 
machine learning terminology. 

The above model has a one-to-one mapping into C++ 
classes in the OntoLight module of the Text-Garden 
library [4]. 

3 Library of ontologies 
To perform experiments on real data, we had to import 
several ontologies into the OntoLight framework. Since 
most of the larger real life ontologies are still in non-
standard formats we needed to develop specialized filters 
for pre-processing the available data into the common 
“.OntoLight” format used by the rest of the OntoLight 
package. In the first version of the software we decided 
to prepare filters for importing five medium to large scale 
ontologies. They are all used on a daily basis in real life 
applications. They model different types of knowledge – 
from relatively specific ones (AgroVoc, ASFA), a 
general one with legal bias (EuroVoc) to generic ones for 
Web contents (DMoz) and common sense (Cyc). 

3.1 AgroVoc 
AgroVoc is a multilingual structured thesaurus of all 
subject fields in Agriculture, Forestry, Fisheries, Food 
security and related domains (e.g. Sustainable 
Development, Nutrition, etc). It consists of words or 
expressions (terms) in different languages and is 
organized in the thesaurus relationships (e.g. "broader", 
"narrower", and "related") used to identify or search 
resources. Its main role is to standardize the indexing 
process in order to make search simpler and more 
efficient, and to provide users with the most relevant 
resources. 

The AgroVoc thesaurus was developed by the Food 
and Agriculture Organization of the United Nations 
(FAO) and the Commission of the European Com-
munities, in the early 1980s. It is updated by FAO 
roughly every three months and users can see the specific 
changes on the AgroVoc website [5]. AgroVoc is 
available in the five official languages of FAO, which are 
English, French, Spanish, Chinese and Arabic. Addi-
tionally, it is also available in Czech, German, Japanese, 
Portuguese, Slovak and Thai. Other translations, such as 
Hindi, Hungarian, Italian and Korean are currently 
underway or being revised. 

AgroVoc is downloadable in several formats – we 
used the MS Access package which includes several 
tables with all the data about the ontology. Specifically, 
AgroVoc includes 12 languages, 65 relation-types, and 
47101 classes. AgroVoc classes were grounded with text 
abstracts from ASFA document corpus (see below) 
which are close to AgroVoc terms. 

3.2 ASFA 
ASFA (Aquatic Sciences and Fisheries Abstracts) is a 
thesaurus used for the Aquatic Sciences and Fisheries 
Information System (ASFIS), an international co-
operative information system for the collection and 
dissemination of information covering the science, 
technology and management of marine, brackish water, 
and freshwater environments. It contains approximately 1 
million bibliographic references to the world's aquatic 
science literature accessioned since 1971 (for some 
journals and/or subject areas the coverage precedes 
1971). All references are machine readable. 

ASFA is produced as a cooperative effort by the 
international network of ASFA partners [6] which 
consists of: United Nations Co-sponsoring Partners, 
National and International Partners, and the Publishing 
Partner. The objective is to disseminate bibliographic 
information to the relevant research community. A good 
description of several aspects of ASFA is available at [7]. 

In our case we extracted the ASFA thesaurus and 
abstracts by crawling the web search interface. The 
extracted data were all in the English language. The 
thesaurus structure included two types of classes 
(descriptor and non-descriptor), 5 link types, and 9882 
classes. ASFA classes were grounded with text abstracts 
available within the records of the crawled data (over 
360.000 abstracts). 

3.3 EuroVoc 
EuroVoc is a multilingual thesaurus covering the fields 
in which the European Communities are active – it 
provides a means of indexing the documents in the 
documentation systems of the European institutions and 
of their users. The European Parliament, the Office for 
Official Publications of the European Communities, the 
national and regional parliaments in Europe, some 
national government departments and European 
organizations are currently using this controlled 
vocabulary. The recent version EuroVoc 4.2 exists in 21 
official languages of the European Union (Bulgarian, 
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Spanish, Czech, Danish, German, Estonian, Greek, 
English, French, Italian, Latvian, Lithuanian, Hungarian, 
Dutch, Polish, Portuguese, Romanian, Slovak, Slovene, 
Finnish and Swedish), and one other language (Croatian). 
In addition to these versions, it has been translated by the 
Parliaments of several other countries: Albania, Russia 
and the Ukraine.  

The data of the thesaurus are available from [8] 
where we extracted the thesaurus structure by crawling 
the HTML pages (since the officially proposed way of 
getting the data was non-functioning) while the multi-
lingual part (without the structure) was downloadable 
from the web site as an MS Excel file. The extracted data 
is available in 21 languages, it has two types of nodes 
(descriptors and non-descriptors), 5 relation types, and 
13416 nodes (out of which 6645 are descriptors).  We 
grounded the EuroVoc classes with the documents from 
Acquis Communitarian, the corpus of European legis-
lation indexed with EuroVoc descriptors. 

3.4 Cyc 
The Cyc [9] knowledge base (KB) is a formalized 
representation of a vast quantity of fundamental human 
knowledge: facts, rules of thumb, and heuristics for 
reasoning about the objects and events of everyday life. 
The original form of representation is a formal language 
CycL. The KB consists of terms which constitute the 
vocabulary of CycL and assertions which relate those 
terms. These assertions include both simple ground facts 
and rules with variables. 

The Cyc KB is available for researchers from the 
Cycorp company homepage [10] in two different forms – 
OpenCyc (vocabulary only) and ResearchCyc (full 
version). In our case, we are using the data retrieved 
directly from the company under the ResearchCyc 
license. Since the Cyc KB is very rich (it includes 
~50.000 first order logic rules) we decided to deal only 
with the static part of the KB. It is written only in 
English, it has two types of classes (concepts and lexical 
nodes), it has 3295 relations, and 464.988 concepts. 

Since Cyc has only structure (concepts and facts) we 
grounded each Cyc’s concept by querying Google with 
lexical representation for that class. 

3.5 DMoz / Open directory project 
The Open Directory Project (ODP), also known as 
DMoz, is the largest multilingual open content directory 
of World Wide Web links that is constructed and 
maintained by a community of volunteer editors. The 
browsing and search service is accessible from [11]. 

The directory data (structure and content) are 
available from [12] in the RDF format. The version we 
are using here uses only the English part of the directory, 
it has 3 types of relations, and 642.995 concepts. 

The taxonomic part was grounded with the content 
which is available within the downloadable data. The 
main data source for grounding were short textual 
descriptions of the manually categorized web sites within 
each DMoz category. 

4 Software modules 
In the following subsections we present each of the 
OntoLight modules (or module groups) dealing with 
ontology data – from raw data to classification models 
and mappings. The software is available from [13].  

4.1 Ontology data transformation utilities 
The function of the ontology data transformation utilities 
is to process specific formats of each of the selected 
ontologies for the ontology library. The result of all the 
utilities is saving the ontology data in the unifying binary 
format with the file-extension “.OntoLight” and its 
textual counterpart with the file extension 
“.OntoLight.Txt”. As described in section 3, the ontology 
library consists of five ontologies – therefore we 
prepared five command line utilities for processing the 
data: 

• AgroVoc2OntoLight.Exe 

• Asfa2OntoLight.Exe 

• Cyc2OntoLight.Exe 

• DMoz2OntoLight.Exe 

• EuroVoc2OntoLight.Exe 

Each of the utilities takes on the input file name or file 
path to the data and produces the binary file 
(“.OntoLight”) and the textual file (“.OntoLight.Txt”). 
An example run of the transformation of the EuroVoc is 
the following: 

[d:\textgarden\eurovoc2ontolight] 
EuroVoc2OntoLight.exe 
EuroVoc To Ontology-Light [Feb 12 2007] 
======================================= 
Input-EuroVoc-FilePath (-i:)=f:/data/EuroVoc/ 
Output-OntoLight-FileName  
       (-o:)=f:/Data/OntoLight/EuroVoc.OntoLight 
Output-Text-FileName  
  (-ot:)=f:/Data/OntoLight/EuroVoc.OntoLight.Txt 
========================= 
Loading 'f:/data/EuroVoc/listMultiLg_All.txt' 
... 6645/6646 
Done. (6645) 
Loading 'f:/data/EuroVoc/eurovoc.txt' ... Done. 
(48044) 
Saving OntoLight to 
'f:/Data/OntoLight/EuroVoc.OntoLight' ... Done. 
Saving Text to 
'f:/Data/OntoLight/EuroVoc.OntoLight.Txt' ... 
Done. 

4.2 Ontology grounding module 
The ontology grounding module OntoLight2Onto-
Cfier.exe creates from an ontology stored in the “.Onto-
Light” format an additional file with the extension 
“.OntoCfier” (and its textual representation “.Onto-
Cfier.Txt”). This file includes a classification model 
which is used by the OntoClassify module (next 
subsection) for classification of new instances in the 
ontology classes. The current version uses a centroid-
based classifier which calculates a centroid vector for 
each class in the ontology. It takes into account the data 
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used for grounding and the hierarchical part of the 
ontology structure. The actual classification is performed 
with the k-NN (k-nearest-neighbour) algorithm [14]. 

Here is an example run of the OntoLight2Onto-
Cfier.exe module for ontology grounding. On the input 
the utility takes “.OntoLight” data and a pre-processed 
bag-of-words file with the text documents and the 
descriptors from the ontology. On the output the system 
creates “.OntoCfier” file with a classifier and its textual 
representation (“.OntoCfier.Txt”). With additional 
parameters we specify the language we are using for 
grounding (in the case when data exists in several lan-
guages), to see whether the document’s category equals 
descriptors in the ontology and the threshold for writing 
weighted words in the textual output. 

[d:\textgarden\ontolight2ontocfier]OntoLight2Ont
oCfier.exe 
Ontology-Light To Ontology-Classifier  
[Feb 12 2007] 
================================================ 
Input-OntoLight-FileName  
     (-iol:)=f:/Data/OntoLight/EuroVoc.OntoLight 
Input-BagOfWords-FileName  
     (-ibow:)=f:/Data/OntoLight/Acquis.Bow 
Output-OntoClassifier-FileName  
     (-oom:)=f:/Data/OntoLight/EuroVoc.OntoCfier 
Output-OntoClassifier-Text-FileName  
     (-oom:)=f:/Data/OntoLight/EuroVoc.OntoCf 
Language-Name (-lang:)=EN 
DocumentCategory-Is-TermId (-catisid:)=Yes 
Cut-Word-Weight-Sum-Percent (-cwwprc:)=0.33 
================================================ 
Loading Onto-Light from 
'f:/Data/OntoLight/EuroVoc.OntoLight' ... Done. 
Loading Bag-Of-Words from 
'f:/Data/OntoLight/Acquis.Bow' ... Done. 
Generating Ontology-Classifier... 
  Creating BowDocWgtBs ... Done. 
  Collecting documents per ontology-term ... 
    Docs:7972/7972 Pos:26915 Neg:149 
  Done. 
  Creating sub-terms & up-terms vectors ...   
Done. 
  Creating centroids ... 
    Active-Terms:1399 
    Active-Terms:441 
    Active-Terms:85 
    Active-Terms:7 
    Active-Terms:0 
    Active-Terms:0 
  Done. 
Done. 
Saving Onto-Classifier to 
'f:/Data/OntoLight/EuroVoc.OntoCfier' ... Done. 
Saving Text to 
'f:/Data/OntoLight/EuroVoc.OntoCfier.Txt' ... 
Done. 

4.3 Ontology population module 
The ontology population module OntoClassify.Exe takes 
as input a grounded ontology in the “.OntoCfier” format 
and instance data (in various textual formats) and 
produces XML and textual file with the possible 
categories for the given instance. 

In the following example we take a grounded version 
of the EuroVoc and the query “Slovenia and Croatia are 
having a fishing industry”. The result is in the files 
OntoCfy.Xml and OntoCfy.Txt. 

[d:\textgarden\ontoclassify]OntoClassify.exe 
Ontology-Classify [Feb 12 2007] 
=============================== 
Input-OntoClassifier-FileName  
     (-ioc:)=f:/Data/OntoLight/EuroVoc.OntoCfier 
Input-Query-String (-qs:)=Slovenia and Croatia 
are having a fishing industry. 
Input-Query-Html-File (-qh:)= 
Input-Query-CompactDocument-FileName (-qcpd:)= 
Input-Query-Url (-qu:)= 
Input-Query-URL-Vector-FileName (-quf:)= 
Output-Classification-Xml-File  
                            (-ox:)=OntoCfy.Xml 
Output-Classification-Txt-File  
                            (-ot:)=OntoCfy.Txt 
================= 
Loading Onto-Classifier from 
'f:/Data/OntoLight/EuroVoc.OntoCfier' ... Done. 

The resulting textual file lists classes from the EuroVoc 
grounded ontology to which the query should belong 
with the highest confidence. Each line of the file 
OntoCfy.Txt includes the following three fields: rank, 
confidence, and class name: 

 1. 0.201 Croatia 
 2. 0.171 fisheries policy 
 3. 0.162 Slovenia 
 4. 0.161 fishing area 
 5. 0.159 national independence 
 6. 0.159 fishing regulations 
 7. 0.156 fishery management 
 8. 0.147 fisheries structure 
 9. 0.147 fishing fleet 
10. 0.144 Community fisheries 

4.4 Ontology mapping module 
The last module in the pipeline of utilities is the utility 
OntoJoint.exe which takes as an input two grounded 
ontologies in the “.OntoCfier” format and creates soft 
mappings between the classes of both ontologies. This is 
done in the following way: first, by aligning vocabularies 
of grounded ontologies (this typically means aligning 
words from respective bag-of-words representations), 
and second, by classifying centroid vectors from the first 
ontology into the classes of the second one. 

In the following example we take as an input the 
EuroVoc and ASFA ontologies and store mapping results 
into XML and textual files, OntoJoint.XML and 
OntoJoint.Txt, respectively: 

[d:\textgarden\ontojoint]OntoJoint.exe 
Join-Ontologies [Mar 12 2007] 
============================= 
Input-OntoClassifier-FileName-1  
    (-ioc1:)=f:/Data/OntoLight/EuroVoc.OntoCfier 
Input-OntoClassifier-FileName-2  
      (-ioc2:)=f:/Data/OntoLight/Asfa.OntoCfier 
Output-OntologyJoin-Xml-File  
                           (-ox:)=OntoJoint.Xml 
Output-OntologyJoin-Txt-File  
                           (-ot:)=OntoJoint.Txt 
=============== 
Loading Onto-Classifier-1 from 
'f:/Data/OntoLight/EuroVoc.OntoCfier' ... Done. 
Loading Onto-Classifier-2 from 
'f:/Data/OntoLight/Asfa.OntoCfier' ... Done. 

The following is an example mapping from the resulting 
OntoJoint.Txt file where we see a mapping from the 
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ASFA “fishing licence” class to 10 related classes from 
the EuroVoc ontology. 

'fishing licence' -> 
    1. 'Legal aspects' (0.003) 
    2. 'Ships' (0.003)  
    3. 'Disputes' (0.002)  
    4. 'Ecology' (0.002) 
    5. 'Military operations' (0.001) 
    6. 'Rare species' (0.001) 
    7. 'Public health' (0.001) 
    8. 'Fish culture' (0.001) 
    9. 'Commercial fishing' (0.001) 
   10. 'Resource development' (0.001) 

5 Contextualized ontology 
generation with OntoGen 

OntoGen [1] is a software tool for semi-automatic, data-
driven ontology construction. It incorporates methods for 
discovering concepts from a collection of documents. 
Documents are represented by the well known bag-of-
words representation, where each document is encoded 
as a vector of term frequencies. The similarity of a pair 
of documents is calculated by the number and weights of 
the words that these documents share. The weights of the 
words are usually calculated by the so-called TFIDF 
weighting, but there are other alternatives. 

OntoGen implements two methods for concept 
discovery: Latent Semantic Indexing (LSI) [15] and k-
means clustering [16]. LSI is a method for linear 
dimensionality reduction by learning an optimal sub-
basis which approximates documents’ bag-of-words 
vectors. The sub-basis vectors are proposed as concepts. 
The k-means method discovers concepts by clustering the 
documents’ bag-of-words vectors into k clusters where 
each cluster is then proposed as a concept. 

We have extended OntoGen with OntoLight, 
specifically with five general-purpose light-weight 
ontologies: AgroVoc, ASFA, EuroVoc, DMoz and Cyc. 
These ontologies provide contexts to the user during the 
user-guided, data-driven generation of an ontology from 
a corpus of documents. OntoGen structures the docu-
ments into concepts and subconcepts, but, until now, has 
used only extracted keywords to suggest concept names. 
With contextual ontologies available, OntoGen is now 
able to provide much better suggestions for concept 
names based on the similarity between structured 
documents and grounded concepts from the selected 
contexts. As a consequence, the user can view each 
concept suggested by OntoGen through different 
“sematic lenses”: each view corresponds to a different 
context as implemented by a different light-weight 
ontology. Figure 1 gives an example. 

6 Conclusion 
In the paper we describe OntoLight, a set of software 
modules for: 

• transforming raw ontology data for several 
ontologies from their specific formats into a 
unifying light-weight ontology format,  

• grounding the ontology and storing it into 
grounded ontology format, 

• populating grounded ontologies with new 
instance data, and 

• creating mappings between grounded 
ontologies. 

As a part of OntoLight we already prepared the ontology 
library consisting of five different ontologies: AgroVoc, 
ASFA, Cyc, DMoz, and EuroVoc. Additional ontologies 
(e.g., WordNet) will be incorporated in the future. 

We will be using OntoLight as a basic building block 
for extensions to OntoGen, where contextual mappings 
are used to improve semi-automatic construction of light-
weight ontologies from text corpora. The same 
mechanism of contextual reasoning will be used to 
extend OntoGen to support simultaneous, collaborative 
development of an ontology. Our soft mappings between 
grounded ontologies  also complement methods for 
ontology alignment, where mappings are computed on 
the basis of common, background ontologies. We plan to 
integrate our approach to mappings with the mechanisms 
for ontology alignments. 
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Augmented marked graphs possess some structural characteristics desirable for modelling shared 
resource systems such as manufacturing systems. However, there are only a few known properties on 
augmented marked graphs, and these known properties are mainly on liveness and reversibility. In this 
paper, the properties of augmented marked graphs are reviewed extensively. Siphon-based and cycle-
based characterisations for liveness and reversibility as well as transformation-based characterisations 
for boundedness and conservativeness are proposed. Pretty simple conditions and procedures are then 
derived for checking the liveness, reversibility, boundedness and conservativeness of augmented marked 
graphs. The dining philosopher problem is used for illustration. 
Povzetek: Opisane so lastnosti grafov za predstavitev sistemov z deljenimi viri. 

 

1 Introduction 
Augmented marked graphs were first introduced by Chu 
and Xie [1]. They are not well known as compared to 
other sub-classes of Petri nets such as free-choice nets [2], 
and the properties of augmented marked graphs are not 
studied extensively. However, augmented marked graphs 
possess a structure which is desirable for modelling 
shared resources, and for this reason, they are often used 
in modelling shared resource systems, such as 
manufacturing systems [1, 3, 4, 5, 6, 7]. 

In the literature, the studies of augmented marked 
graphs mainly focus on deadlock-freeness, liveness and 
reversibility. Based on mathematical programming, Chu 
and Xie proposed a necessary and sufficient condition of 
live and reversible augmented marked graphs, which 
checks the existence of potential deadlocks [1]. However, 
this involves analysis on the flow of tokens during 
execution and the checking cannot be simply made by 
looking into the structure. Chu and Xie also proposed a 
siphon-based characterisation for live and reversible 
augmented marked graphs but it provides a sufficient 
condition only. The boundedness and conservativeness of 
augmented marked graphs were not investigated. 

There are other studies of augmented marked graphs, 
which are mainly on the property-preserving synthesis or 
composition of augmented marked graphs. Jeng proposed 
a synthesis method of process nets for manufacturing 
system design [4, 5]. (Note : Process nets broadly cover 
augmented marked graphs.) Based on siphons and the 
firability of transitions, sufficient conditions for liveness 
and reversibility are derived. Huang also investigated the 
composition of augmented marked graphs via common 
resource places, so that some essential properties such as 
liveness, boundedness and reversibility can be preserved 
under certain conditions [6]. 

In our previous works on augmented marked graphs, 
we proposed new characterisations for live and reversible 
augmented marked graphs as well as the synthesis of 
augmented marked graphs for system design [7, 8, 9, 10, 
11]. This paper extends our previous works with a focus 
on the properties of augmented marked graphs. It reports 
the following two contributions. 

First, we propose a number of characterisations for 
live and reversible augmented marked graphs, based on 
siphons and cycles. In particular, a new property called 
R-inclusion property is introduced to characterise the 
siphon-trap property of augmented marked graphs. With 
this property, a pretty simple necessary and sufficient 
condition for live and reversible augmented marked 
graphs is then proposed. Second, for analysis of the 
boundedness and conservativeness of augmented marked 
graphs, a R-transform is introduced to transform an 
augmented marked graph into marked graphs. With the 
R-transform, a pretty simple necessary and sufficient 
condition for bounded and conservative augmented 
marked graphs is proposed. These characterisations will 
be illustrated using the dining philosopher problem. 

The rest of this paper is organised as follows. 
Following this introduction, Section 2 provides the 
preliminaries to be used in this paper. Section 3 briefly 
introduces augmented marked graphs. Section 4 focus on 
liveness and reversibility of augmented marked graphs, 
where siphon-based and cycle-based characterisations are 
proposed. Section 5 then focus on boundedness and 
conservativeness of augmented marked graphs, where 
transformation-based characterisations are proposed. 
Section 6 illustrates these characterisations using the 
dining philosopher example. Finally, Section 7 concludes 
our results. 

It should be noted that, in this paper, proofs of the 
proposed properties are shown in the appendix. 
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2 Preliminary 
This section provides the preliminaries to be used in this 
paper for those readers who are not familiar with Petri 
nets [12, 13, 14, 15]. 

A place-transition net (PT-net) is a directed graph 
consisting of two sorts of nodes called places and 
transitions, such that no arcs connect two nodes of the 
same sort. Graphically, a place is denoted by a circle, a 
transition by a box, and an arc by a directed line. A Petri 
net is a PT-net with tokens assigned to its places, and the 
token distribution is denoted by a marking. 

A Petri net is usually used to represent a discrete 
system, where the places denote conditions, the 
transitions denote events and the arcs between places and 
transitions denote the relationship between conditions 
and events. 

Definition 1. A place-transition net (PT-net) is a 4-
tuple N = 〈 P, T, F, W 〉, where P is a set of places, T is a 
set of transitions, F ⊆ (P × T) ∪ (T × P) is a flow relation 
and W : F → { 1, 2, ... } is a weight function. N is said to 
be ordinary if and only if the range of W is { 1 }. 

An ordinary PT-net is usually written as 〈 P, T, F 〉. 
In the rest of this paper, unless specified otherwise, all 
PT-nets refer to ordinary PT-nets. 

Definition 2. Let N = 〈 P, T, F, W 〉 be a PT-net. For 
any x ∈ (P ∪ T), •x = { y | (y, x) ∈ F } and x• = { y | (x, 
y) ∈ F } are called the pre-set and post-set of x, 
respectively. 

For clarity in presentation, the pre-set and post-set of 
a set of places or transitions X = { x1, x2, ..., xn } can be 
written as •X and X• respectively, where •X = •x1 ∪ •x2 ∪ 
... ∪ •xn and X• = x1

• ∪ x2
• ∪ ... ∪ xn

•. 
Definition 3. For a PT-net N = 〈 P, T, F, W 〉, a path 

is a sequence of places and transitions ρ = 〈 x1, x2, ..., xn 
〉, such that (xi, xi+1) ∈ F for i = 1, 2, ..., n-1. ρ is said to 
be elementary if and only if it contains no duplicate 
places or transitions. 

Definition 4. For a PT-net N = 〈 P, T, F, W 〉, a 
sequence of places 〈 p1, p2, ..., pn 〉 is called a cycle if and 
only if there exists a set of transitions { t1, t2, ..., tn }, such 
that 〈 p1, t1, p2, t2, ..., pn, tn 〉 forms an elementary path and 
(tn, p1) ∈ F. 

Definition 5. For a PT-net N = 〈 P, T, F, W 〉, a 
marking is a function M : P → { 0, 1, 2, ...}, where M(p) 
is the number of tokens in p. (N, M0) represents N with 
an initial marking M0. 

Semantically, a marking represents the state of a 
Petri net. The initial marking specifically represents the 
initial state of a Petri net. A transition is enabled and can 
be fired at a state (marking) where all the places in its 
pre-set hold tokens. On firing the transition, tokens will 
be moved from the places in its pre-set to the places in its 
post-set. The firing of a transition is formally defined as 
follows. 

Definition 6. For a PT-net (N, M0), a transition t is 
said to be enabled at a marking M if and only if ∀ p ∈ •t : 
M(p) ≥ W(p,t). On firing t, M is changed to M' such that 
∀ p ∈ P : M'(p) = M(p) - W(p,t) + W(t,p). In notation, M 
[N,t〉 M' or M [t〉 M'. 

Definition 7. For a PT-net (N, M0), a sequence of 
transitions σ = 〈 t1, t2, ..., tn 〉 is called a firing sequence if 
and only if M0 [t1〉 ... [tn〉 Mn. In notation, M0 [N,σ〉 Mn or 
M0 [σ〉 Mn. 

Definition 8. For a PT-net (N, M0), a marking M is 
said to be reachable if and only if there exists a firing 
sequence σ such that M0 [σ〉 M. In notation, M0 [N,∗〉 M 
or M0 [∗〉 M. [N, M0〉 or [M0〉 represents the set of all 
reachable markings of (N, M0). 

The structure of a PT-net can be represented by a 
matrix called incidence matrix. 

Definition 9. Let N = 〈 P, T, F, W 〉 be a PT-net, 
where P = { p1, p2, ..., pm } and T = { t1, t2, ..., tn }. The 
incidence matrix of N is an m × n matrix V whose typical 
entry vij = W(pi,tj) - W(tj,pi) represents the change in 
number of tokens in pi after firing tj once, for i = 1, 2, ..., 
m and j = 1, 2, ..., n. 

Liveness, boundedness, safeness, reversibility and 
conservativeness are best known properties of Petri nets. 
Liveness implies freeness of deadlocks. Boundedness 
and safeness imply freeness of capacity overflow. 
Reversibility refers to the capability of being reinitialised 
from any reachable states. Conservativeness is a special 
form of boundedness. 

Definition 10. For a PT-net (N, M0), a transition t is 
said to be live if and only if ∀ M ∈ [M0〉, ∃ M' : M [∗〉 M' 
[t〉. (N, M0) is said to be live if and only if every 
transition is live. 

Definition 11. For a PT-net (N, M0), a place p is said 
to be k-bounded if and only if ∀ M ∈ [M0〉 : M(p) ≤ k, 
where k is a positive integer. (N, M0) is said to be 
bounded if and only if every place is k-bounded, and safe 
if and only if every place is 1-bounded. 

Definition 12. A PT-net (N, M0) is said to be 
reversible if and only if ∀ M ∈ [M0〉 : M [∗〉 M0. 

Definition 13. For a PT-net N = 〈 P, T, F, W 〉, a 
place invariant is a |P|-vector α ≥ 0 such that αV = 0, 
where V is the incidence matrix of N. 

Definition 14. A PT-net is said to be conservative if 
and only if there exists a place invariant α > 0. 

Figure 1 shows an ordinary PT-net which is live, 
bounded, safe, reversible and conservative. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: A live, bounded, safe, reversible and 
conservative PT-net. 

 
Property 1. A PT-net (N, M0) is bounded if it is 

conservative [14, 15]. 
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Definition 15. For a PT-net N, a set of places S is 
called a siphon if and only if •S ⊆ S•. S is said to be 
minimal if and only if there does not exist another siphon 
S' in N such that S' ⊂ S. 

Definition 16. For a PT-net, a set of places T is 
called a trap if and only if T• ⊆ •T. 

Definition 17. A PT-net (N, M0) is said to satisfy the 
siphon-trap property if and only if every siphon contains 
a marked trap (or every minimal siphon contains a 
marked trap). 

A well known sub-class of Petri nets, marked graphs 
possess many special properties pertaining to its liveness, 
boundedness and reversibility. 

Definition 18. A marked graph is an ordinary PT-net 
N = 〈 P, T, F, W 〉 such that ∀ p ∈ P : |•p| = |p•| = 1. 

Property 2. A marked graph (N, M0) is live if and 
only if every cycle is marked by M0 [13, 14]. 

Property 3. A live marked graph (N, M0) is bounded 
if and only if every place belongs to a cycle marked by 
M0 [13, 14]. 

Property 4. A live and bounded marked graph is 
reversible [13, 14]. 

Property 5. For a marked graph, the corresponding 
place vector of a cycle is a place invariant [13, 14]. 

Figure 2 shows a marked graph which is live, 
bounded, safe and reversible. Places 〈 p1, p3, p6, p7, p4 〉 
form a cycle. The place vector is a place invariant. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: A live, bounded, safe and reversible 
marked graph. 

3 Augmented marked graphs 
Augmented marked graphs were first introduced by Chu 
and Xie [1]. This section briefly describes augmented 
marked graphs. 

Definition 19. An augmented marked graph (N, M0; 
R) is a PT-net (N, M0) with a specific subset of places R, 
such that : (a) Every place in R is marked by M0. (b) The 
net (N', M0') obtained from (N, M0; R) by removing the 
places in R and their associated arcs is a marked graph. 
(c) For each r ∈ R, there exist kr ≥ 1 pairs of transitions 
Dr = { 〈ts1, th1〉, 〈ts2, th2〉, ..., 〈tskr, thkr〉 }, such that r• = { ts1, 
ts2, ..., tskr } ⊆ T and •r = { th1, th2, ..., thkr } ⊆ T and that, 
for each 〈tsi, thi〉 ∈ Dr, there exists in (N', M0') an 
elementary path ρri connecting tsi to thi. (d) In (N', M0'), 
every cycle is marked and no ρri is marked. 

Figure 3 shows a typical augmented marked graph 
(N, M0; R), where R = { r1, r2 }. For r1, Dr1 = { 〈t1, t11〉, 
〈t3, t9〉 }. For r2, Dr2 = { 〈t2, t11〉, 〈t4, t10〉 }. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: An augmented marked graph. 
 
Augmented marked graphs possesses a number of 

special properties pertaining to liveness, boundedness, 
reversibility and conservativeness. In the following 
sections, these properties are thoroughly investigated. 

4 Liveness and reversibility 
This section focus on the liveness and reversibility of 
augmented marked graphs. After reporting several 
known properties, some siphon-based and cycle-based 
characterisations for live and reversible augmented 
marked graphs are proposed. 

Property 6. An augmented marked graph is live if 
and only if it does not contain any potential deadlock [1]. 
(Note : A potential deadlock is a siphon which would 
eventually become empty.) 

Property 7. An augmented marked graph is 
reversible if it is live [1]. 

Property 8. An augmented marked graph is live and 
reversible if and only if every minimal siphon would 
never become empty. 

Property 9. An augmented marked graph (N, M0; R) 
is live and reversible if every minimal siphon, which 
contains at least one place of R, contains a marked trap 
[1]. 

For the augmented marked graph (N, M0; R) shown 
in Figure 3, the minimal siphons are : { p1, p5, p8 }, { r1, 
p2, p4, p6, p7, p9 }, { r1, p2, p4, p6, p7, p10 }, { r2, p3, p5, p6, 
p8, p9 } and { r2, p3, p5, p6, p8, p10 }. Each of these 
minimal siphons contains a marked trap, and would 
never become empty. (N, M0; R) is live and reversible. 

The places and transitions generated by cycles are 
defined as follows. 

Definition 20. For a PT-net N, ΩN is defined as the 
set of all cycles in N. 

Definition 21. Let N be a PT-net. For a subset of 
cycles Y ⊆ ΩN, P[Y] is defined as the set of places in Y, 
and T[Y] = •P[Y] ∩ P[Y]• is defined as the set of 
transitions generated by Y. 
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For clarity in presentation, P[{γ}] and T[{γ}] can be 
written as P[γ] and T[γ], to denote the set of places in a 
cycle γ and the set of transitions generated by γ, 
respectively. 

Definition 22. For a PT-net N, an elementary path ρ 
= 〈 x1, x2, ..., xn 〉 is said to be conflict-free if and only if, 
for any transition xi in ρ, j ≠ (i -1) ⇒ xj ∉ •xi. 

Property 10. Let S be a minimal siphon of a PT-net. 
For any p, p' ∈ S, there exists in S a conflict-free path 
from p to p' [16]. 

Property 11. For a minimal siphon S of an 
augmented marked graph (N, M0; R), there exists a set of 
cycles Y ⊆ ΩN such that P[Y] = S. 

Property 12. Every cycle in an augmented marked 
graph is marked. 

Property 13. Every siphon in an augmented marked 
graph is marked. 

Property 14. Let (N, M0; R) be an augmented 
marked graph. For every r ∈ R, there exists a minimal 
siphon which contains only one marked place r. 

Consider the augmented marked graph (N, M0; R) 
shown in Figure 3. Every minimal siphon is covered by 
cycles. Consider a minimal siphon S1 = { r1, p2, p4, p6, p7, 
p9 }. There exists a set of cycles Y1 = { γ11, γ12 }, where 
γ11 = 〈 r1, p4, p7 〉 and γ12 = 〈 r1, p2, p6, p9 〉, such that S1 = 
P[Y1]. Consider another minimal siphon S2 = { r2, p3, p5, 
p6, p8, p10 }. There exists a set of cycles Y2 = { γ21, γ22 }, 
where γ21 = 〈 r2, p5, p8 〉 and γ22 = 〈 r2, p3, p6, p10 〉, such 
that S2 = P[Y2]. For S1, r1 ∈ R is the only one marked 
place. Also, for S2, r2 ∈ R is the only one marked place. 

For an augmented marked graph, minimal siphons 
can be classified into R-siphons and NR-siphons. Based 
on R-siphons and NR-siphons, some characterisations for 
augmented marked graphs are proposed. 

Definition 23. For an augmented marked graph (N, 
M0; R), a minimal siphon is called a R-siphon if and only 
if it contains at least one place in R. 

Definition 24. For an augmented marked graph (N, 
M0; R), a minimal siphon is called a NR-siphon if and 
only if it does not contain any place in R. 

Definition 25. Let N be a PT-net. For a set of places 
Q in N, ΩN[Q] is defined as the set of cycles that contains 
at least one place in Q. 

For clarity in presentation, ΩN[{p}] can be written as 
ΩN[p] to denote the set of cycles that contains a place p. 

Property 15. For an augmented marked graph (N, 
M0; R), a R-siphon is covered by a set of cycles Y ⊆ 
ΩN[R]. 

Figure 4 shows another augmented marked graph (N, 
M0; R), where R = { r1, r2 }. There are five minimal 
siphons, namely, S1 = { r1, p3, p4, p7, p8 }, S2 = { r1, p3, p5, 
p7, p8 }, S3 = { r2, p2, p4, p6, p8, p9, p10 }, S4 = { r2, p2, p5, 
p6, p8, p9, p10 } and S5 = { p1, p3, p7 }. S1, S2, S3 and S4 
are R-siphon as they contain at least one place in R. S5 is 
a NR-siphon which does not contain any place in R. For 
(N, M0; R), every R-siphon is covered by a set of cycles 
in ΩN[R]. For example, S1 = { r1, p3, p4, p7, p8 } is 
covered by a set of cycles Y1 = { γ11, γ12 } ⊆ ΩN[R], 
where γ11 = 〈 r1, p3, p7 〉 and γ12 = 〈 r1, p4, p8 〉. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: Another augmented marked graph. 
 
Property 16. Let S be a R-siphon of an augmented 

marked graph (N, M0; R). For every t ∈ (S• \ •S), there 
does not exist any s ∈ (S \ R) such that t ∈ s•. 

Property 17. For an augmented marked graph (N, 
M0; R), a NR-siphon contains itself as a marked trap and 
would never become empty. 

Property 18. An augmented marked graph (N, M0; 
R) is live and reversible if and only if no R-siphons 
eventually become empty. 

Property 19. An augmented marked graph (N, M0; 
R) satisfies the siphon-trap property if and only if every 
R-siphon contains a marked trap. 

Consider the augmented marked graph (N, M0; R) 
shown in Figure 4. Every R-siphon contains a marked 
trap. Each of the R-siphons S1 = { r1, p3, p4, p7, p8 }, S2 = 
{ r1, p3, p5, p7, p8 }, S3 = { r2, p2, p4, p6, p8, p9, p10 } and S4 
= { r2, p2, p5, p6, p8, p9, p10 } contains a marked trap and 
would never become empty. (N, M0; R) is live and 
reversible. 

Property 20. (characterisation of Property 9) An 
augmented marked graph (N, M0; R) is live and 
reversible if every R-siphon contains a marked trap. 

Property 18 provides a simple necessary and 
sufficient condition for live and reversible augmented 
marked graphs. With Properties 18 and 20, we can 
determine if an augmented marked graph is live and 
reversible based on R-siphons. Besides, Property 15 
provides a characterisation for R-siphons so that R-
siphons can be identified by finding cycles in ΩN[R]. We 
may now derive a strategy for checking the liveness and 
reversibility of an augmented marked graph (N, M0; R) : 

(a) Find all R-siphons based on ΩN[R]. 
(b) Check if every R-siphon contains a marked trap. 

If yes, report (N, M0; R) is live and reversible. Otherwise, 
go to (c). 

(c) For each R-siphon which does not contain any 
marked trap, check if it would never become empty. If 
yes, report (N, M0; R) is live and reversible. Otherwise, 
report (N, M0; R) is neither live nor reversible. 
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In the following, conflict-free cycles are introduced. 
Based on conflict-free cycles, a new property called R-
inclusion is proposed. It is then used for characterising 
liveness and reversibility of augmented marked graphs. 

Definition 26. For a PT-net N, a set of cycles Y ⊆ 
ΩN is said to be conflict-free if and only if, for any q, q' 
∈ P[Y], there exists in P[Y] a conflict-free path from q to 
q'. 

Figure 5 shows a PT-net N. Consider three cycles γ1, 
γ2, γ3 ∈ ΩN[p3], where γ1 = 〈 p3, p2, p7 〉, γ2 = 〈 p3, p4 〉 and 
γ3 = 〈 p3, p1, p6, p10, p8 〉. The set of cycles Y1 = { γ1, γ2 } 
is conflict-free because for any q, q' ∈ P[Y1], there exists 
in P[Y1] a conflict-free path from q to q'. The set of 
cycles Y2 = { γ2, γ3 } is not conflict-free. We have p4, p8 
∈ P[Y2]. p4 is connected to p8 via only one path ρ = 〈 p4, 
t5, p3, t1, p1, t3, p6, t6, p10, t9, p8 〉 in Y2, and ρ is not 
conflict-free because p4, p8 ∈ •t5. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5: A PT-net for illustration of conflict-free cycles. 
 
Property 21. Let S be a minimal siphon of an 

augmented marked graph (N, M0; R), and Y ⊆ ΩN be a 
set of cycles such that S = P[Y]. Then, Y is conflict-free. 

For the augmented marked graph shown in Figure 3, 
{ r1, p2, p4, p6, p7, p9 } is a minimal siphon covered by a 
set of cycles { 〈 r1, p4, p7 〉, 〈 r1, p2, p6, p9 〉 } which is 
conflict free. { r2, p3, p5, p6, p8, p10 } is another minimal 
siphon covered by a set of cycles { 〈 r2, p5, p8 〉, 〈 r2, p3, 
p6, p10 〉 } which is conflict-free. For the augmented 
marked graph shown in Figure 4, { r1, p3, p4, p7, p8 } is a 
minimal siphon covered by a set of cycles { 〈 r1, p3, p7 〉,  
〈 r1, p4, p8 〉 } which is conflict free. { r1, p3, p5, p7, p8 } is 
another minimal siphon covered by a set of cycles { 〈 r1, 
p3, p7 〉, 〈 r1, p5, p8 〉 } which is conflict free. 

Definition 27. Let (N, M0; R) be an augmented 
marked graph. A place r ∈ R is said to satisfy the R-
inclusion if and only if, for any set of cycles Y ⊆ ΩN[R] 
such that Y is conflict-free, •r ⊆ T[Y] ⇒ r• ⊆ T[Y]. 

Figure 6 shows an augmented marked graph (N, M0; 
R), where R = { r1, r2 }. Consider r1. For any set of cycles 
Y1 ⊆ ΩN[R] such that Y1 is conflict-free, •r1 ⊆ T[Y1] ⇒ 
r1
• ⊆ T[Y1]. Next, consider r2. For any set of cycles Y2 ⊆ 

ΩN[R] such that Y2 is conflict-free, •r2 ⊆ T[Y2] ⇒ r2
• ⊆ 

T[Y]. Both r1 and r2 satisfy the R-inclusion. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: An augmented marked graph for illustration of 
R-inclusion. 

 
Figure 7 shows another augmented marked graph (N, 

M0; R). For r1 ∈ R, there exists a set of cycles Y1 = { γ11, 
γ12 } ⊆ ΩN[R], where γ11 = 〈 r1, p5 〉 and γ12 = 〈 r1, p5, r2, 
p6 〉. •r1 = { t5, t6 } ⊆ T[Y1] = { t3, t4, t5, t6 } but r1

• = { t2, 
t3 } ⊄ T[Y1]. For r2 ∈ R, there exists a set of cycles Y2 = 
{ γ21, γ22 } ⊆ ΩN[R], where γ21 = 〈 r2, p6 〉 and γ22 = 〈 r2, 
p6, r1, p5 〉. •r2 = { t5, t6 } ⊆ T[Y2] = { t3, t4, t5, t6 } but r2

• = 
{ t1, t4 } ⊄ T[Y2]. Both r1 and r2 do not satisfy the R-
inclusion property. 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7: Another augmented marked graph for 

illustration of R-inclusion. 
 
Property 22. For an augmented marked graph (N, 

M0; R), a R-siphon S contains itself as a marked trap if 
every place r ∈ R in S satisfies the R-inclusion property. 

Property 23. An augmented marked graph (N, M0; 
R) satisfies the siphon-trap property if and only if every 
place r ∈ R satisfies the R-inclusion property. 

Property 24. An augmented marked graph (N, M0; 
R) is live and reversible if every place r ∈ R satisfies the 
R-inclusion property. 

Consider the augmented marked graph (N, M0; R) 
shown in Figure 6. We have R = { r1, r2 }, where both r1 
and r2 satisfy the R-inclusion property. Any R-siphon, 
such as { r1, p3, p4 } or { r2, p5, p6 }, contains itself as a 
marked trap. (N, M0; R) satisfies the siphon-trap 
property, and is live and reversible. 

Property 24 provides a cycle-based condition for live 
and reversible augmented marked graphs. We need to 
check the R-inclusion property which involves finding 
cycles and checking their pre-sets and post-sets. 
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Based on Properties 15, 18, 20, 22 and 24, we revise 
the strategy for checking the liveness and reversibility of 
an augmented marked graph (N, M0; R) with the use of 
the R-inclusion property, as follows. 

(a) Check if every r ∈ R satisfies the R-inclusion 
property. If yes, report (N, M0; R) is live and reversible. 
Otherwise go to (b). 

(b) Let R' ⊆ R be the set of places which do not 
satisfy the R-inclusion property. Based on ΩN[R'], find 
all R-siphons which contain at least one place in R'. 

(c) For each R-siphon identified in (b), check if it 
contains a marked trap. If yes, report (N, M0; R) is live 
and reversible. Otherwise, go to (d). 

(d) For each R-siphon identified in (b) that does not 
contain any marked trap, check if it would never become 
empty. If yes, report (N, M0; R) is live and reversible. 
Otherwise, report (N, M0; R) is neither live nor 
reversible. 

5 Boundedness and conservativeness 
This section focus on the boundedness and 
conservativeness of augmented marked graphs, which are 
less studied in the literature. Some transform-based 
characterisations for bounded and conservative 
augmented marked graphs are proposed. 

In the following, we introduce a new transformation 
called R-transform for augmented marked graphs. It 
simply transforms an augmented marked graphs (N, M0; 
R) into a number of marked graphs by replacing each 
place in R by a set of places. 

Property 25. Let (N, M0; R) be an augmented 
marked graph to be transformed into (N', M0') as follows. 
For each place r ∈ R, where Dr = { 〈ts1, th1〉, 〈ts2, th2〉, ..., 
〈tskr, thkr〉 }, replace r with a set of places { p1, p2, ..., pkr }, 
such that M0'[pi] = M0[r] and pi

• = { tsi } and •pi = { thi } 
for i = 1, 2, ..., kr. Then, (N', M0') is a marked graph. 

Definition 28. Let (N, M0; R) be an augmented 
marked graph. The marked graph (N', M0') transformed 
from (N, M0; R) as stated in Property 25 is called the R-
transform of (N, M0; R). 

Property 26. The R-transform of an augmented 
marked graph is live. 

Figure 8 shows an augmented marked graph. Figure 
9 shows its R-transform, where r is replaced by { q1, q2 }. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8: An augmented marked graph for illustration 
of R-transform. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9: The R-transform of the augmented marked 
graph shown in figure 8. 

 
Property 27. Let (N', M0') be the R-transform of an 

augmented marked graph (N, M0; R), where r ∈ R is 
replaced by a set of places Q = { q1, q2, ..., qk }, and P0 be 
the set of marked places in N'. Then, for each qi in N', 
there exists a place invariant αi of N' such that αi[qi] = 1 
and αi[s] = 0 for any place s ∈ P0 \ {qi}. 

Property 28. Let (N, M0; R) be an augmented 
marked graph, where R = { r1, r2, ..., rn }. Let (N', M0') be 
the R-transform of (N, M0; R), where each ri is replaced 
by a set of places Qi, for i = 1, 2, ..., n. If every place in 
(N', M0') belongs to a cycle, then there exists a place 
invariant α of N' such that α > 0 and α[q1] = α[q2] = ... = 
α[qk] for each Qi = { q1, q2, ..., qk }. 

Consider the R-transform (N', M0') shown in Figure 
9. It is a live marked graph. For q1, there exists a place 
invariant α1, such that α1[q1] = 1 and α1[q2] = α1[p1] = 
α1[p2] = 0. For q2, there also exists a place invariant α2, 
such that α2[q2] = 1 and α2[q1] = α2[p1] = α2[p2] = 0. In 
(N', M0'), every place belongs to a cycle. There also 
exists a place invariant α > 0, where α[q1] = α[q2]. 

Based on R-transform, a necessary and sufficient 
condition for bounded and conservative augmented 
marked graphs is proposed. 

Property 29. Let (N', M0') be the R-transform of an 
augmented marked graph (N, M0; R). (N, M0; R) is 
bounded and conservative if and only if every place in 
(N', M0') belongs to a cycle. 

With Properties 29, we derive the following strategy 
for checking the boundedness and conservativeness of an 
augmented marked graph (N, M0; R) : 

(a) Create the R-transform (N', M0') of (N, M0; R). 
(b) For each place p in (N', M0'), check if there 

exists a cycle that contains p. If yes, report (N, M0; R) is 
bounded and conservative. Otherwise, report (N, M0; R) 
is neither bounded nor conservative. 

Property 30. Let (N', M0') be the R-transform of an 
augmented marked graph (N, M0; R). (N, M0; R) is 
bounded and conservative if and only if (N', M0') is 
bounded. 

Consider the augmented marked graph (N, M0; R) 
shown in Figure 8, and the R-transform (N', M0') of (N, 
M0; R) in Figure 9. Every place in (N', M0') belongs to a 
cycle. (N, M0; R) is bounded and conservative. (N', M0') 
is also bounded and conservative. 
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Figure 10 shows an augmented marked graph (N, 
M0; R), and Figure 11 shows the R-transform (N', M0') of 
(N, M0; R). For (N', M0'), p3 does not belong to any 
cycle. Also, p8 does not belong to any cycle. (N, M0; R) 
is neither bounded nor conservative. 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10: Another augmented marked graph for 

illustration of R-transform. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 11: The R-transform of the augmented marked 
graph shown in figure 10. 

6 The dining philosopher problem 
This section illustrates the properties of augmented 

marked graphs obtained in the previous sections using 
the dining philosopher problem. 

 
The dining philosopher problem (version 1) : 

 
Six philosophers (H1, H2, H3, H4, H5 and H6) are 

sitting around a circular table for dinner. They are either 
meditating or eating the food placed at the centre of the 
table. There are six pieces of chopsticks (C1, C2, C3, C4, 
C5 and C6) shared by them for getting the food to eat, as 
shown in Figure 12. For one to get the food to eat, both 
the chopstick at the right hand side and the chopstick at 
the left hand side must be available. The philosopher 
then grasps both chopsticks simultaneously and then 
takes the food to eat. Afterwards, the chopsticks are 
released and returned to their original positions 
simultaneously. 

Figure 13 shows the augmented marked graph (N, 
M0; R) which represents the dining philosopher problem 
(version 1). 

 
 
 
 
 
 
 
 
 
 
 

Figure 12: The dinning philosopher problem. 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 13 : The dining philosopher problem (version 1). 
 

Semantic meaning for places and transitions 

p11 H1 is meditating. 
p12 H1 has got C1 and C2 and takes the food. 
p21 H2 is meditating. 
p22 H2 has got C2 and C3 and takes the food. 
p31 H3 is meditating. 
p32 H3 has got C3 and C4 and takes the food. 
p41 H4 is meditating. 
p42 H4 has got C4 and C5 and takes the food. 
p51 H5 is meditating. 
p52 H5 has got C5 and C6 and takes the food. 
p61 H6 is meditating. 
p62 H6 has got C6 and C1 and takes the food. 
r1 C1 is available for pick. 
r2 C2 is available for pick. 
r3 C3 is available for pick. 
r4 C4 is available for pick. 
r5 C5 is available for pick. 
r6 C6 is available for pick. 
t11 H1 takes the action to grasp C1 and C2. 
t12 H1 takes the action to return C1 and C2. 
t21 H1 takes the action to grasp C2 and C3. 
t22 H1 takes the action to return C2 and C3. 
t31 H1 takes the action to grasp C3 and C4. 
t32 H1 takes the action to return C3 and C4. 
t41 H1 takes the action to grasp C4 and C5. 
t42 H1 takes the action to return C4 and C5. 
t51 H1 takes the action to grasp C5 and C6. 
t52 H1 takes the action to return C5 and C6. 
t61 H1 takes the action to grasp C6 and C1. 
t62 H1 takes the action to return C6 and C1. 
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For (N, M0; R), every R-siphons contains a marked 
trap and would never become empty. Every place in its 
R-transform belongs to a cycle. Based on the results 
obtained in Sections 4 and 5, (N, M0; R) is live, bounded, 
reversible and conservative. 

 
The dining philosopher problem (version 2) : 

 
The Dining Philosopher Problem is revised. For one 

to get the food to eat, he or she first grasps the chopstick 
at the right hand side if available, then grasps the 
chopstick at the left hand side if available, and then takes 
the food to eat. Afterwards, the chopsticks are released 
and returned to their original positions simultaneously. 

Figure 14 shows the augmented marked graph (N, 
M0; R) which represents the dining philosopher problem 
(version 2). The set of places {r1, p13, r2, p23, r3, p33, r4, 
p43, r5, p53, r6, p63} is a R-siphon which would become 
empty after firing the sequence of transitions 〈t11, t12, t13, 
t14, t15, t16〉. Deadlock would occur after firing 〈t11, t12, t13, 
t14, t15, t16〉. Based on the results obtained in Section 4, 
(N, M0; R) is neither live nor reversible. On the other 
hand, for the R-transform of (N, M0; R), every place 
belongs to a cycle. Based on the results obtained in 
Section 5, (N, M0; R) is bounded and conservative. 

7 Conclusion 
In the past decade, augmented marked graphs have 
evolved into a sub-class of Petri nets for modelling 
shared resource systems. One major reason is that 
augmented marked graphs possess a structure which is 
desirable for modelling shared resources. However, the 
properties of augmented marked graphs are not 
extensively studied. 

In this paper, a number of new characterisations for 
live and reversible augmented marked graphs are 
proposed. In particulars, some of these characterisations 
are based on cycles, instead of siphons. Besides, a R-
transform is introduced. Based on the R-transform, a 
number of new characterisations for bounded and 
conservative augmented marked graphs are proposed. 
Consolidating these results, pretty simple conditions and 
procedures for checking the liveness, reversibility, 
boundedness and conservativeness of augmented marked 
graphs are derived. These have been illustrated using the 
dining philosopher problem. 

Augmented marked graphs are often used for 
modelling shared-resource systems wherein the system 
analyst need to achieve the system design objectives on 
two folds. On one hand, the resources are scarce and 
should be maximally shared. On the other hand, the 
system should be carefully designed so that erroneous 
situations, such as deadlock and capacity overflow, due 
to sharing of resources should be avoided. For a shared-
resource system modelled as an augmented marked 
graph, essential properties such as liveness, reversibility, 
boundedness and conservativeness can be effectively 
analysed with the new characterisations for augmented 
marked graphs. These contribute to ensuring the design 
correctness of shared resource systems. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 14 : The dining philosopher problem (version 2). 
 

Semantic meaning for places and transitions 

p11 H1 is meditating. 
p12 H1 has got C1 and prepares to pick C2. 
p13 H1 has got C1 and C2 and takes the food. 
p21 H2 is meditating. 
p22 H2 has got C2 and prepares to pick C3. 
p23 H2 has got C2 and C3 and takes the food. 
p31 H3 is meditating. 
p32 H3 has got C3 and prepares to pick C4. 
p33 H3 has got C3 and C4 and takes the food. 
p41 H4 is meditating. 
p42 H4 has got C4 and prepares to pick C5. 
p43 H4 has got C4 and C5 and takes the food. 
p51 H5 is meditating. 
p52 H5 has got C5 and prepares to pick C6. 
p53 H5 has got C5 and C6 and takes the food. 
p61 H6 is meditating. 
p62 H6 has got C6 and prepares to pick C1. 
p63 H6 has got C6 and C1 and takes the food. 
r1 C1 is available for pick. 
r2 C2 is available for pick. 
r3 C3 is available for pick. 
r4 C4 is available for pick. 
r5 C5 is available for pick. 
r6 C6 is available for pick. 
t11 H1 takes the action to grasp C1. 
t12 H1 takes the action to grasp C2. 
t13 H1 takes the action to return C1 and C2. 
t21 H2 takes the action to grasp C2. 
t22 H2 takes the action to grasp C3. 
t23 H2 takes the action to return C2 and C3. 
t31 H3 takes the action to grasp C3. 
t32 H3 takes the action to grasp C4. 
t33 H3 takes the action to return C3 and C4. 
t41 H4 takes the action to grasp C4. 
t42 H4 takes the action to grasp C5. 
t43 H4 takes the action to return C4 and C5. 
t51 H5 takes the action to grasp C5. 
t52 H5 takes the action to grasp C6. 
t53 H5 takes the action to return C5 and C6. 
t61 H6 takes the action to grasp C6. 
t62 H6 takes the action to grasp C1. 
t63 H6 takes the action to return C6 and C1. 
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Appendix 
For clarify in presentation, proofs of the proposed 
properties for augmented marked graphs are shown in 
this appendix as follows. 

Proof of Property 8. (⇐) For an augmented marked 
graph, if every minimal siphon would never become 
empty, every siphon which contains at least one minimal 
siphon would never become empty. It follows from 
Properties 6 and 7 that the augmented marked graph is 
live and reversible. (⇒) It follows from Property 6 that 
every siphon (and hence, every minimal siphon) would 
never become empty. 

Proof of Property 11. Let S = { p1, p2, ..., pn }. For 
each pi, by definition of augmented marked graphs that 
•pi ≠ ∅. Then, there exists pj ∈ S, where pj ≠ pi, such that 
(pj

• ∩ •pi) ≠ ∅. Since S is a minimal siphon, according to 
Property 10, pi connects to pj via a conflict-free path in S. 
Since pj connects to pi, this forms a cycle γi in S, where pi 
∈ P[γi] ⊆ S. Let Y = { γ1, γ2, ..., γn }. We have P[Y] = 
P[γ1] ∪ P[γ2] ∪ ... ∪ P[γn] ⊆ S. On the other hand, S ⊆ 
(P[γ1] ∪ P[γ2] ∪ ... ∪ P[γn]) = P[Y] because S = { p1, p2, 
..., pn }. Hence, P[Y] = S. 

Proof of Property 12. (by contradiction) Let (N, M0; 
R) be an augmented marked graph. Suppose there exists 
a cycle γ in (N, M0; R), such that γ is not marked. γ does 
not contain any place in R, and also exists in the net (N', 
M0') obtained from (N, M0; R) after removing the places 
in R and their associated arcs. However, by definition of 
augmented marked graphs, γ is marked. 

Proof of Property 13. For an augmented marked 
graph, according to Properties 11 and 12, every minimal 
siphon contains cycles and is marked. Hence, every 
siphon, which contains at least one minimal siphon, is 
marked. 

Proof of Property 14. Let Dr = { 〈ts1, th1〉, 〈ts2, th2〉, 
..., 〈tsn, thn〉 }, where r• = { ts1, ts2, ..., tsn } and •r = { th1, th2, 
..., thn }. For each 〈tsi, thi〉 ∈ Dr, tsi connects to thi via an 
elementary path ρi which is not marked. Let S = P1 ∪ P2 
∪ ... ∪ Pn ∪ { r }, where Pi is the set of places in ρi. We 
have •Pi ⊆ (Pi

• ∪ r•) because, for each p ∈ Pi, | •p | = | p• | 
= 1. Then, (•P1 ∪ •P2 ∪ ... ∪ •Pn) ⊆ (P1

• ∪ P2
• ∪ ... ∪ Pn

• 
∪ r•). Besides, •r = { th1, th2, ..., thn } ⊆ (P1

• ∪ P2
• ∪ ... ∪ 

Pn
•). Hence, •S = (•P1 ∪ •P2 ∪ ... ∪ •Pn ∪ •r) ⊆ (P1

• ∪ P2
• 

∪ ... ∪ Pn
• ∪ r•) = S•. Therefore, S is a siphon in which r 

is the only one marked place. Let S' be a minimal siphon 
in S. According to Property 13, S' is marked. Since r is 
the only one marked place in S, r is also the only one 
marked place in S'. 

Proof of Property 15. (By contradiction) Let S be a 
R-siphon. According to Property 11, S is covered by 
cycles. Suppose there exists a cycle γ in S, such that γ ∉ 
ΩN[R]. By definition of augmented marked graphs, for 
any p ∈ P[γ], | •p | = | p• | = 1. Hence, •P[γ] = P[γ]•, and 
P[γ] is a siphon. Since there exists a place r ∈ R such that 
r ∈ S but r ∉ P[γ], we have P[γ] ⊂ S. However, since S is 
a minimal siphon, there does not exists any siphon S' = 
P[γ] ⊂ S. 
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Proof of Property 16. (by contradiction) Suppose 
there exists s ∈ (S \ R) such that t ∈ s•. By definition of 
augmented marked graphs, | •s | = | s• | = 1. S is covered 
by cycles in accordance with Property 15. Hence, t is the 
one and only one transition in s•, where t ∈ T[Y] = (S• ∩ 
•S). This however contradicts t ∈ (S• \ •S). 

Proof of Property 17. Let S be a NR-siphon. 
According to Property 13, S is marked. By definition of 
augmented marked graphs that, for any s ∈ S, | •s | = | s• | 
= 1. Then, •S = S• and S is also a trap. Hence, S contains 
itself as a marked trap and would never become empty. 

Proof of Property 18. (⇐) According to Property 
17, a NR-siphon would never become empty. Given that 
no R-siphons (and hence, no minimal siphon) eventually 
become empty, according to Property 8, (N, M0; R) is 
live and reversible. (⇒) It follows from Property 6 that 
no R-siphons eventually become empty. 

Proof of Property 19. (⇐) According to Property 
17, a NR-siphon contains a marked trap. Given that every 
R-siphon contains a marked trap, every minimal siphon 
contains a marked trap. (⇒) Since R-siphons are minimal 
siphons, every R-siphon contains a marked trap. 

Proof of Property 20. For (N, M0; R), if every R-
siphon contains a marked trap, according to Property 19, 
the siphon-trap property is satisfied. Hence, every 
minimal siphon contains a marked trap and would never 
become empty. It then follows from Property 8 that (N, 
M0; R) is live and reversible. 

Proof of Property 21. Since S is a minimal siphon, 
according to Property 10, for any q, q' ∈ S = P[Y], there 
exists in S = P[Y] a conflict-free path from q to q'. 
Hence, Y is conflict free. 

Proof of Property 22. Let S = { p1, p2, ..., pn }. 
According to Property 13, S is marked. It follows from 
Properties 15 and 21 that there exists a set of cycles Y ⊆ 
ΩN[R], such that Y is conflict-free and P[Y] = S. Since S 
is a siphon, for each pi ∈ S, •pi ⊆ (•S ∩ S•) = (•P[Y] ∩ 
P[Y]•) = T[Y]. In case pi ∉ R, pi

• ⊆ T[Y] because | •pi | = 
| pi

• | = 1. In case pi ∈ R, given that pi satisfies the R-
inclusion property, pi

• ⊆ T[Y]. Every pi
• ⊆ T[Y] = (•P[Y] 

∩ P[Y]•) and pi
• ⊆ •P[Y] = •S. Since S• = (p1

• ∪ p2
• ∪ ... 

∪ pn
•) ⊆ •S, S is also a trap. 
Proof of Property 23. (⇐) It follows from 

Properties 19 and 22. (⇒ by contradiction) Suppose there 
exists r ∈ R, not satisfying the R-inclusion property. 
According to Property 14, there exists a R-siphon S, in 
which r is the only marked place. It follows from 
Properties 15 and 21 that there exists Y ⊆ ΩN[R], such 
that Y is conflict-free and S = P[Y]. According to 
Property 19, S contains a marked trap Q. Then, r ∈ Q and 
r• ⊆ (•Q ∩ Q•). Since S is a siphon, we have •r ⊆ (•S ∩ 
S•) = (•P[Y] ∩ P[Y]•) = T[Y]. However, as r does not 
satisfy the R-inclusion property, r• ⊄ T[Y] = (•P[Y] ∩ 
P[Y]•) = (•S ∩ S•), implying r• ⊄ (•Q ∩ Q•). 

Proof of Property 24. According to Property 23, (N, 
M0; R) satisfies the siphon-trap property. It follows from 
Property 20 that (N, M0; R) is live and reversible. 

Proof of Property 25. For each place p ∉ R in N, 
M0; R), | •p | = | p• | = 1. Each place r ∈ R is replaced by a 
set of places { p1, p2, ..., pkr }, where | •pi | = | pi

• | = 1 for 
i = 1, 2, ..., kr. Hence, for every place q in N', | •q | = | q• | 
= 1. (N', M0') is a marked graph. 

Proof of Property 26. Let (N', M0') be the R-
transform of an augmented marked graph (N, M0; R). As 
the transformation does not create cycles, cycles in (N', 
M0') exist in (N, M0; R). According to Property 12, 
cycles in (N, M0; R) are marked, and hence, cycles in (N', 
M0') are marked. Since (N', M0') is a marked graph, it 
follows from Property 2 that (N', M0') is live. 

Proof of Property 27. Let Dr = {〈ts1, th1〉, 〈ts2, th2〉, ..., 
〈tskr, thkr〉}. By definition of augmented marked graphs, 
for each 〈tsi, thi〉, there exists an unmarked path ρ = 〈ts1, 
..., th1〉 in (N, M0; R). Hence, ρ also exists as an unmarked 
path in (N', M0'), and ρ together with qi forms a cycle γi 
which is marked at qi only. Since (N', M0') is a marked 
graph, according to Property 5, the corresponding vector 
of γi is a place invariant αi of N'. Since qi is the only one 
marked place in γi, αi[qi] = 1 and αi[s] = 0 for any s ∈ P0 
\ {qi}. 

Proof of Property 28. Let P = { p1, p2, ..., pn } be the 
places in N', and P0 ⊆ P be those marked places. Since 
each pi belongs to a cycle γi and (N', M0') is a marked 
graph, according to Property 5, the corresponding vector 
of γi is a place invariant αi' of N'. Then, α' = α1' + α2' + ... 
+ αn' > 0 is a place invariant of N'. Consider Qi = { q1, q2, 
..., qk }. Let qm ∈ Qi such that α'[qm] ≥ α'[qj] for any qj ∈ 
Qi. For each qj, according to Property 27, there exists a 
place invariant αj' > 0 such that αj'[qj] = 1 and αj'[s] = 0 
for any s ∈ P0 \ {qj}. There also exists a place invariant 
α" = α' + hαj', where h ≥ 1, such that α"[qj] = α"[qm] and 
α"[s] = α'[s] for any s ∈ P0 \ {qj}. Therefore, there 
eventually exists a place invariant α of N' such that α[q1] 
= α[q2] = ... = α[qk]. 

Proof of Property 29. (⇐) Let R = { r1, r2, ..., rn }, 
where each ri is being replaced by a set of places Qi, for i 
= 1, 2, ..., n. Since every place in (N', M0') belongs to a 
cycle, according to Property 28, there exists a place 
invariant α' of N' such that α' > 0 and α'[q1] = α'[q2] = ... 
= α'[qk] for each Qi = { q1, q2, ..., qk }. Intuitively, there 
also exists a place invariants α of N such that α > 0 and 
α[ri] = α'[q1] = α'[q2] = ... = α'[qk] for each Qi. Hence, 
(N, M0; R) is conservative. According to Property 1, (N, 
M0; R) is also bounded. (⇒) Since (N, M0; R) is 
conservative, there exists a place invariant α of N such 
that α > 0. Consider each ri ∈ R which is being replaced 
by Qi = { q1, q2, ..., qk }. Intuitively, there also exists a 
place invariant α' of N' such that α' > 0 and α'[q1] = 
α'[q2] = ... = α'[qk] = α[ri] and α'[s] = α[s] for any s ∈ 
P'\Qi. Hence, (N', M0') is conservative. It follows from 
Property 1 that (N', M0') is also bounded. Since (N', M0') 
is a marked graph, according to Property 3, every place 
in (N', M0') belongs to a cycle. 

Proof of Property 30. It follows from Properties 3 
and 29. 
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The article presents the abstract of doctoral dissertation on learning predictive
clustering rules.

Povzetek: Članek predstavlja povzetek doktorske disertacije o učenju pravil za
napovedno razvrščanje.

1 Introduction

In the thesis [10] we developed and empirically evalu-
ated a method for learning predictive clustering rules. The
method [10, 9] combines ideas from supervised and unsu-
pervised learning and extends the predictive clustering ap-
proach to methods for rule learning. In addition, it general-
izes rule learning and clustering. The newly developed al-
gorithm is empirically evaluated, in terms of performance,
on several single and multiple target classification and re-
gression problems. The new method compares favorably
to existing methods. The comparison of single target and
multiple target prediction models shows that multiple tar-
get models offer comparable performance and drastically
lower complexity than the corresponding sets of single tar-
get models.

2 Thesis overview

The predictive clustering approach [1, 2] builds on ideas
from two machine learning areas, predictive modeling and
clustering [6]. Predictive modeling is concerned with the
construction of models that can be used to predict some
object’s target property from the description of this object.
Clustering, on the other hand, is concerned with grouping
of objects into classes of similar objects, called clusters;
there is no target property to be predicted, and usually no
symbolic description of discovered clusters. Both areas
are usually regarded as completely different tasks. How-
ever, predictive modeling methods that partition the exam-
ple space, such as decision trees and rules are also very sim-
ilar to clustering [7]. They partition the set of examples into
subsets in which examples have similar values of the target
variable, while clustering produces subsets in which exam-
ples have similar values of all descriptive variables. Predic-
tive clustering builds on this similarity. As is common in

‘ordinary’ clustering, predictive clustering constructs clus-
ters of examples that are similar to each other, but in gen-
eral taking both the descriptive and the target variables into
account. In addition, a predictive model is associated with
each cluster which describes the cluster, and, based on the
values of the descriptive variables, predicts the values of
the target variables.

Methods for predictive clustering enable us to construct
models for predicting multiple target variables which are
normally simpler and more comprehensible than the cor-
responding collection of models, each predicting a single
variable. So far, this approach has been limited to the tree
learning methods. The aim of the thesis was to extend
predictive clustering towards methods for learning rules,
i.e., to develop a method for learning predictive clustering
rules. Of the existing rule learning methods, majority are
based on the sequential covering algorithm [8], originally
designed for learning ordered rule lists for binary classi-
fication domains. We have developed a generalized ver-
sion of this algorithm that enables learning of ordered or
unordered rules, on single or multiple target classification
or regression domains. The newly developed algorithm is
empirically evaluated on several single and multiple target
classification and regression problems.

3 Conclusion
The work presented in the thesis comprises several contri-
butions to the area of machine learning. First, we have de-
veloped a new method for learning unordered single target
classification rules. It is loosely based on the commonly
used rule learning method CN2 [4, 3], but uses a general-
ized weighted covering algorithm [5].

Second, the developed method is generalized for learn-
ing ordered or unordered rules, on single or multiple tar-
get classification or regression domains. It uses a search
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heuristic that takes into account several rule quality mea-
sures and is applicable to all the above mentioned types of
domains.

The third contribution is the extension of the predictive
clustering approach to models in the form of rules. The
developed method combines rule learning and clustering.
The search heuristic takes into account the values of both
the target and the descriptive attributes. Different weight-
ing of these two types of attributes enable us to traverse
from predictive modeling to clustering.

The final contribution is an extensive empirical evalua-
tion of the newly developed method on single target classi-
fication and regression problems, as well as multiple target
classification and regression problems. Performance of the
new method is compared to some existing methods. The re-
sults show that on single target classification problems, the
performance of predictive clustering rules (PCRs) is com-
parable to that of CN2 rules and predictive clustering trees
(PCTs), while in the case of unordered rules, PCRs are bet-
ter than CN2 rules. Unordered PCRs are in general better
than ordered PCRs. On multiple target classification prob-
lems, PCRs are comparable to PCTs, but PCRs tend to pro-
duce smaller rule sets than (transcribed) trees. Single tar-
get regression PCRs are comparable to existing regression
rule methods, however, their performance is much worse
than that of PCTs; on multiple target regression problems,
PCRs are also much worse than PCTs. We believe the
main reason that PCTs are better than PCRs on regression
problems is the fact that PCTs use a state-of-the-art post-
pruning method, while PCRs use no post-pruning. The
comparison of the performance of single target and mul-
tiple target PCRs on multiple target problems shows, that
multiple target prediction provides comparable accuracy as
single target prediction, but multiple target prediction rule
sets are much smaller than the corresponding single target
rule sets.
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The paper is the extended abstract of dissertation which is concerned with the estimation of reliability for
the individual predictions of regression models (in contrast to estimating the accuracy of the whole model)
and with the use of sensitivity analysis in that area. The dissertation studies the ways of optimal reliability
estimate selection among 9 studied reliability estimates and evaluates the methodology on large number of
standard benchmark domain as well as on real domains.

Povzetek: Članek povzema doktorsko disertacijo, ki se ukvarja z ocenjevanjem zanesljivosti posameznih
regresijskih napovedi v strojnem učenju.

1 Introduction

The dissertation [1, 2, 3] discusses the reliability estima-
tion of individual regression predictions in the field of su-
pervised learning. In contrast with average measures for
the evaluation of model accuracy (e.g. mean squared er-
ror), the reliability estimates for individual predictions can
provide additional information which could be beneficial
for evaluating the usefulness of the prediction and possible
consequential actions.

Measuring the expected prediction error is very impor-
tant in risk-sensitive areas where acting upon predictions
may have financial or medical consequences (e.g. medical
diagnosis, stock market, navigation, control applications).
In such areas, appropriate local accuracy measures may
provide additional necessary information about the predic-
tion confidence. The described challenge is illustrated in
Figure 1.

test

examples

Regression

model

unseen

examples

prediction + reliability

prediction + reliability

prediction + reliability
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prediction
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Figure 1: Reliability estimate for the whole regression
model (above) in contrast to reliability estimates for indi-
vidual predictions (below).

The methods for reliability estimation of individual pre-
diction can be either bound to a particular model formalism
[4] or be model-independent and therefore more general.
The dissertation focuses on the objective to develop a new
approach from the second group.

2 Reliability Estimates

The dissertation proposes 9 new individual prediction re-
liability estimates which are independent of the regression
model. Three of newly proposed estimates are developed
by adapting the sensitivity analysis [5] approach for the
use in supervised learning. To apply the principles of the
sensitivity analysis, we propose a framework for controlled
modification of the input (learning set) and outputs (regres-
sion predictions) in supervised learning setting. By making
minor modifications in the learning set we exploit the insta-
bilities in predicted values and use them to compose relia-
bility estimates. Six remaining estimates are either adapted
from related work (three estimates are generalized for use
with all 8 regression models), newly proposed using lo-
cal error modeling approach (two estimates) or based on
linearly combining two individual estimates among former
(one estimate). The linear combination of estimates is per-
formed for all combinations of eight individual estimates
by equally weighing (averaging) estimates in the combina-
tion. The best combined estimate was selected for further
evaluation.
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3 Automatic Selection of the Best
Estimate

We study the problem of the reliability estimate selec-
tion based on the given problem domain and the regres-
sion model. We discuss and define two possible solu-
tions of this problem, based on meta-learning and internal
cross-validation approach. In the context of meta-learning
we propose a possible attribute description of the meta-
learning problem and define it as a classification problem,
where each class represents one of the 9 proposed relia-
bility estimates. We also use the meta-classifier to explain
which estimate is optimal for the given model and domain
properties.

In the approach with internal cross-validation, we se-
lect such estimate for the use with the test examples which
achieved the best results on the separate subset of learn-
ing examples. This approach was tested in standard cross-
validation manner.

4 Results and Conclusion

The testing of reliability estimates was performed by cor-
relating the estimates with the prediction error and by sta-
tistically evaluating the obtained correlations. For testing,
28 standard benchmark domains from publicly accessible
repositories and 8 regression models were used (regres-
sion trees, linear regression, neural networks, bagging, sup-
port vector regression, locally weighted regression, random
forests, generalized additive model). The testing results
showed usefulness of the proposed reliability estimates es-
pecially for the use with regression trees, where one of the
proposed estimates correlated with the prediction error in
86% of the testing domains. Both methods for automatic
selection of reliability estimates outperformed individual
estimates.

The individual estimates and both approaches for auto-
matic selection of the optimal estimate were tested in a real
domain from the area of medical prognostics. The results
exhibited a significant number of correlations between the
reliability estimates and the prediction error in the majority
of tests. The statistical comparison of reliability estimates
to prediction evaluations of the medical experts showed
that our reliability estimates correlate to prediction error
with statistically equal correlation as the manual evalua-
tions of the experts do. This results therefore showed the
potential of the proposed methodology in practice.
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JOŽEF STEFAN INSTITUTE

Jožef Stefan (1835-1893) was one of the most prominent
physicists of the 19th century. Born to Slovene parents,
he obtained his Ph.D. at Vienna University, where he was
later Director of the Physics Institute, Vice-President of the
Vienna Academy of Sciences and a member of several sci-
entific institutions in Europe. Stefan explored many areas
in hydrodynamics, optics, acoustics, electricity, magnetism
and the kinetic theory of gases. Among other things, he
originated the law that the total radiation from a black
body is proportional to the 4th power of its absolute tem-
perature, known as the Stefan–Boltzmann law.

The Jožef Stefan Institute (JSI) is the leading indepen-
dent scientific research institution in Slovenia, covering a
broad spectrum of fundamental and applied research in the
fields of physics, chemistry and biochemistry, electronics
and information science, nuclear science technology, en-
ergy research and environmental science.

The Jožef Stefan Institute (JSI) is a research organisation
for pure and applied research in the natural sciences and
technology. Both are closely interconnected in research de-
partments composed of different task teams. Emphasis in
basic research is given to the development and education of
young scientists, while applied research and development
serve for the transfer of advanced knowledge, contributing
to the development of the national economy and society in
general.

At present the Institute, with a total of about 800 staff,
has 600 researchers, about 250 of whom are postgraduates,
nearly 400 of whom have doctorates (Ph.D.), and around
200 of whom have permanent professorships or temporary
teaching assignments at the Universities.

In view of its activities and status, the JSI plays the role
of a national institute, complementing the role of the uni-
versities and bridging the gap between basic science and
applications.

Research at the JSI includes the following major fields:
physics; chemistry; electronics, informatics and computer
sciences; biochemistry; ecology; reactor technology; ap-
plied mathematics. Most of the activities are more or
less closely connected to information sciences, in particu-
lar computer sciences, artificial intelligence, language and
speech technologies, computer-aided design, computer ar-
chitectures, biocybernetics and robotics, computer automa-
tion and control, professional electronics, digital communi-
cations and networks, and applied mathematics.

The Institute is located in Ljubljana, the capital of the in-
dependent state of Slovenia (or S♥nia). The capital today
is considered a crossroad between East, West and Mediter-

ranean Europe, offering excellent productive capabilities
and solid business opportunities, with strong international
connections. Ljubljana is connected to important centers
such as Prague, Budapest, Vienna, Zagreb, Milan, Rome,
Monaco, Nice, Bern and Munich, all within a radius of 600
km.

From the Jožef Stefan Institute, the Technology park
“Ljubljana” has been proposed as part of the national strat-
egy for technological development to foster synergies be-
tween research and industry, to promote joint ventures be-
tween university bodies, research institutes and innovative
industry, to act as an incubator for high-tech initiatives and
to accelerate the development cycle of innovative products.

Part of the Institute was reorganized into several high-
tech units supported by and connected within the Technol-
ogy park at the Jožef Stefan Institute, established as the
beginning of a regional Technology park "Ljubljana". The
project was developed at a particularly historical moment,
characterized by the process of state reorganisation, privati-
sation and private initiative. The national Technology Park
is a shareholding company hosting an independent venture-
capital institution.

The promoters and operational entities of the project are
the Republic of Slovenia, Ministry of Higher Education,
Science and Technology and the Jožef Stefan Institute. The
framework of the operation also includes the University of
Ljubljana, the National Institute of Chemistry, the Institute
for Electronics and Vacuum Technology and the Institute
for Materials and Construction Research among others. In
addition, the project is supported by the Ministry of the
Economy, the National Chamber of Economy and the City
of Ljubljana.

Jožef Stefan Institute
Jamova 39, 1000 Ljubljana, Slovenia
Tel.:+386 1 4773 900, Fax.:+386 1 251 93 85
WWW: http://www.ijs.si
E-mail: matjaz.gams@ijs.si
Public relations: Polona Strnad
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Aliu, Richard Amoroso, John Anderson, Hans-Jurgen Appelrath, Iván Araujo, Vladimir Bajič, Michel Barbeau,
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Družovec, Jozo Dujmović, Pavol Ďuriš, Amnon Eden, Johann Eder, Hesham El-Rewini, Darrell Ferguson, Warren
Fergusson, David Flater, Pierre Flener, Wojciech Fliegner, Vladimir A. Fomichov, Terrence Forgarty, Hans Fraaije,
Stan Franklin, Violetta Galant, Hugo de Garis, Eugeniusz Gatnar, Grant Gayed, James Geller, Michael
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