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To access a network system legally, efficiently and securely, the authentication scheme is essential and very
important. In this paper, we propose a nonce-based authentication scheme using smart card. We use Diffie-
Hellman scheme to enhance the security of our protocol. To lessen the computation load, the remote system
alone proceeds the exponentiation computation and it also implements only once. The other computations
are all concerned with simple one-way hash functions or exclusive-or operations. No verification table
is needed in our protocol. The protocol provides not only mutual authentication between a user and the
remote server but also achievement of key agreement. The protocol also supports convenient password
update at the user’s terminal. To avoid the identity duplication, we introduce the idea of transformed
identity in our protocol.

Povzetek: Opisana je nova shema dostopa do omrežja s pomočjo pametne kartice.

1 Introduction
In recent years, people communicate via networks much
more frequently than before. The frequency that net-
work users transmit information and share the comput-
ing resources increases very quickly. Moreover, with e-
commerce being prosperous, people use computers daily
to link with server to ask for service. In these situations,
the remote authentication and network security become in-
evitable and very important.

The authentication scheme is an essential part to assure
legitimate, secure and efficient access to a network system.
Among authentication schemes, password-based authenti-
cation is widely used. But password-based authentication
is vulnerable to the dictionary attacks [1,2,3,4], i.e. the
password guessing attacks, because people are inclined to
choose easy-to-remember identities or meaningful phrases.
As a result, a number of protocols have been proposed to
overcome the guessing attacks [1,5–7]. Some of the im-
proved protocols [1,8–12] use public key encryption in au-
thentication. The others [6,11,12,14] use nonces and one-
way hash functions. The nonce-based protocol is more se-
cure because the nonce is randomly generated. As for one-
way hash functions, it is irreversible. Thus, the protocol
using hash functions and nonces is safe and secure.

Recently, some authentication protocols using smart
card have been proposed [6,11,12,14]. Using smart card
has many merits. Not only can it implement computations
and store a wealth of useful information, like identifica-
tion number, password and basic personal data, but also
it is portable. Although the protocol using public key en-
cryption is much more secure, it may incur a burdensome
computation load. Therefore, we propose an authentica-
tion protocol using Diffie-Hellman scheme [15] to enhance
the security level and efficiency but to reduce the compu-
tation load for a smart card. In our method, the smart card
is responsible for simple computations and the server is re-
sponsible for complicated ones. The proposed scheme also
uses the one-way hash function and the exclusive-or oper-
ation to maintain security and convenience. To prevent the
replay attacks and the synchronization problem, we adopt
the nonces in our scheme instead of using time-stamp. Fur-
thermore, we introduce the design of transformed identity
[16] in our scheme to avoid the duplication of identities.

The rest of this paper is organized as follows: Some re-
lated schemes are reviewed in Section 2. The proposed
authentication scheme is described in Section 3. The secu-
rity analysis of our scheme is discussed in Section 4. The
efficiency and specialities of the proposed scheme are dis-
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cussed in Section 5. The functionality and performance of
the proposed scheme are compared with related schemes
and the result is listed in Table 1. Finally, the conclusions
are given in Section 6.

2 Reviews of related schemes

In this section, we review some related schemes briefly and
closely.

2.1 Chien and Jan’s scheme (ROSI scheme)

Chien and Jan proposed a nonce-based authentication
scheme using smart card: Robust and Simple authentica-
tion protocol (ROSI) [6], in 2003. The ROSI scheme con-
sists of two phases: “The registration phase” and “The au-
thentication phase”.

In the scheme, a prospective user, u, selects his identity,
IDu, password, PWu, and an initial nonce, N1. Then, the
user transmits these values to the server, S, in registration
phase. After accepting the application, the server stores
IDu and h2(PWu||N1) in its database, where the symbol
“ || ” is the string concatenation. The server also uses its
secret key to calculate some parameters and stores them in
a smart card. Then, the server issues the smart card to the
applicant, u. After the authentication phase, the user and
the server can mutually authenticate each other. However,
in this scheme, it is necessary to set up a verification table
and a legitimate user cannot update his password conve-
niently and freely when the security faces potential threats.

2.2 Juang’s password authenticated key
agreement scheme

In Juang’s authenticated key agreement scheme using smart
card [12], two phases are included: “The registration
phase” and “The login and session key agreement phase”.

A prospective user submits his identity and password to
the server for registration. After getting a smart card, the
user can use it to access the server. The user applies his
smart card to compute a secret key and uses the key to en-
crypt a message, which includes a random value and an au-
thentication tag. After receiving the message, the server
computes the secret key and decrypts the received mes-
sage to extract the embedded authentication tag. Then, the
server verifies the validity of this tag. In order to attain
the shared session key, the user’s smart card has to encrypt
a forwarding message and decrypt the received message
from server to perform a nonce-checking. In this scheme,
we found that the smart card should encrypt and decrypt
several messages by using the cryptographic scheme. In
this situation, the smart card has to compute the modular
exponential operations, which require a large amount of
computations. These computations may overload the ca-
pability of the smart card.

2.3 Hwang et al’s remote user
authentication scheme

The scheme [14] is comprised of three main phases and
an additional one. The main phases are “The registration
phase”, “The log in phase” and “The authentication phase”.
The additional phase is “The password changing phase”
within the user’s discretion.

When a prospective user, u, wants to register with a
server, S, he submits his identity, IDu, and a hash value of
password, h(PWu) to the registration center of S. Then,
the center uses the server’s secret key, xs, and the hash
value of password to compute a shifted password, PW1u =
h(IDu ⊕ xs) ⊕ h(PWu) and stores it with the hash func-
tion, h(·), into a smart card, where “⊕ ” is the exclusive-or
operation. Then, the smart card is issued to the user.

To access the server, the user connects his smart card
to a card reader and keys in his identity and password at
the user’s terminal. The smart card executes the exclusive-
or operation on the shifted password and h(PWu) to at-
tain a crucial parameter, h(IDu ⊕ xs). The smart card
then combines this parameter with a time-stamp to com-
pute an authenticating value. Next, the user transmits these
values to the server for authentication. On receiving the
messages, the server executes the verification procedures
and performs the authentication. However, although the
scheme can verify a legitimate user, the user and the server
cannot achieve the mutual authentication and the session
key agreement. The scheme cannot avoid the time syn-
chronization problem, either.

2.4 Behind the reviews

In reviewing the related schemes, we are motivated to pro-
pose an improved scheme. Not only do we supplement
the deficiencies, but we also enhance the efficiency and the
functionality. In our scheme, the verification table is not re-
quired and the mutual authentication can be achieved. Fur-
thermore, a user is allowed to select and update his pass-
word freely. Finally, the computation cost is reduced in the
proposed scheme.

3 The proposed authentication
scheme

Our authentication scheme consists of four phases: the reg-
istration phase, the login and authentication phase, the key
agreement phase and the password update phase. As men-
tioned before, for the sake of security, we prefer to adopt
modular exponentiation in registration phase. But, it is per-
formed only at the remote server to reduce the computa-
tion load for smart card. The login phase is executed at
the user’s terminal and the authentication is verified mutu-
ally between the user and the server. The key agreement is
achieved by the user and the server respectively, and is kept
temporarily for mutual communication in the session. As
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for the password update phase, it is completed only at the
user’s terminal.

To describe our proposed scheme with ease, we use the
following symbols and operations:

1. The operator “ ⊕ ” is the bit-wise exclusive-or opera-
tion.

2. The symbol “ || ” is the string concatenation.

3. The function “ h ” is a one-way hash function.

4. For the sake of convenience, let the expression “
X −→ Y : M ” mean a sender X transmits a message
M to a recipient Y .

3.1 The registration phase

The registration phase is performed with the remote server.
When a person, u, wants to be a legitimate user to a server,
S, he offers an account application to S. The procedure is
as follows:

Step 1: u −→ S : IDu, PWu. Responding the challenge
from the server, the applicant submits his identity,
IDu, and password, PWu, to the server for registra-
tion via a secure communication channel. Both IDu

and PWu are selected by himself freely.

Step 2: After receiving the response, the server confirms the
formats of the submitted identity and password first.
Then, the server takes note of the registration time,
TSu and archives the user’s IDu and related TSu for
later authenticating use. Then the server performs the
following four processes:

(1) Compute the transformed identity [16], TIDu =
TSu||IDu, automatically by itself. The trans-
formed identity, TIDu, can ensure the unique-
ness of the identity. At this stage, the appli-
cant only needs to remember his selected iden-
tity, IDu, and password, PWu.

(2) Compute Au = h(TIDu⊕ x), where the param-
eter x is the secret key of S and is kept confiden-
tially.

(3) Compute Bu = (gAu mod p)⊕PWu, where p is
a large prime positive integer and g is a primitive
element in Galois field GF (p).

(4) Store the values, TSu, Bu and h(·), in a smart
card and issue the smart card to the applicant.

3.2 The login and authentication phase

When a legitimate user, u, intends to login the server, S, the
user’s terminal and the server need to mutually authenticate
each other.

Step 1: u −→ S : M1 = {IDu, NTIDu, Cu}.
The user, u, connects his smart card to a reader. The
smart card challenges the user for his identity, IDu,
and password, PWu, which are selected at his appli-
cation. The smart card automatically performs the fol-
lowing processes:

(1) Generate a nonce, nu. Store the value, nu, tem-
porarily until the end of the session.

(2) Retrieve the stored registration time to generate
the transformed identity, TIDu = TSu||IDu.

(3) Compute NTIDu = TIDu ⊕ nu.

(4) Compute the value Cu = h(Bu ⊕ PWu)⊕ nu.

(5) Send the message M1 = {IDu, NTIDu, Cu} to
the server, S.

Step 2: S −→ u : M2 = {Du, NTIDs}.
After receiving the message M1, S does the following
processes:

(1) Retrieve from the database the registration time,
TSu, which is corresponding with the identity,
IDu, of the connecting user. If no such corre-
sponding user matches, the server terminates the
connection. Otherwise, it goes on to the next
processes.

(2) Compute TIDu = TSu||IDu, and n′u =
NTIDu ⊕ TIDu.

(3) Compute Au = h(TIDu ⊕ x) and gAu mod p,
then h(gAu mod p).

(4) Compute n′′u = Cu ⊕ h(gAu mod p). If n′u =
n′′u, the received NTIDu is truly sent from u and
the parameters n′u and n′′u should be the same
as nu, which is generated by the smart card at
the user’s terminal. Hence, the legitimacy of the
connecting user is authenticated. See Theorem
1. So, the communication will carry on. On the
other hand, if n′u 6= n′′u, the server terminates the
connection. Furthermore, the server stores nu in
memory temporarily for later use.

(5) Create a nonce, ns, randomly. Compute Du =
Cu⊕nu⊕ns and NTIDs = TIDu⊕ns. Then the
server sends the message, M2 = {Du, NTIDs},
to the connecting user, u.

Theorem 1: If n′u = n′′u, the user, u, is authenticated.

Proof. Since NTIDu = TIDu ⊕ nu, thus, n′u =
NTIDu ⊕ TIDu = nu.
Also, given Bu = (gAu mod p)⊕ PWu, we have

Cu = h(Bu ⊕ PWu)⊕ nu

= h((gAu mod p)⊕ PWu ⊕ PWu))⊕ nu

= h(gAu mod p)⊕ nu.
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Then,

n′′u = Cu ⊕ h(gAu mod p)
= h(gAu mod p)⊕ nu ⊕ h(gAu mod p)
= nu.

It follows that n′u = n′′u = nu.
The nonce, nu, is generated at the user terminal when
the user, u, inserts his smart card into a card reader. So
it is fresh and unique. It is also embedded in NTIDu

and never exposed. No one can impersonate it or
pry about it. Both TIDu and NTIDu are unique, and
NTIDu can be computed by u only. Once n′u = n′′u
is proven, we verify NTIDu is really transmitted by
u. Hence, the genuineness of the user, u, is authenti-
cated.

Step 3: u −→ S : M3 = {Eu}.
When u receives the message M2, he executes the fol-
lowing processes:

(1) Compute n′s = NTIDs ⊕ TIDu and n′′s =
Cu ⊕ nu ⊕ Du. If n′s = n′′s , the communica-
tion goes on. In this situation, both n′s and n′′s
are equal to ns, which is generated by the server.
Thus, the server is authenticated. See Theorem
2. On the other hand, if n′s 6= n′′s , u ceases the
communication. Furthermore, u keeps ns tem-
porarily at the user terminal for later use.

(2) Compute Eu = (Cu ⊕ nu)||(ns + 1). Then u
sends the message M3 = {Eu} to S. The pa-
rameter ns + 1 is the response to the server.

Theorem 2: The server, S, is authenticated if n′s =
n′′s .
Proof. Since NTIDs = TIDu ⊕ ns, n′s = NTIDs ⊕
TIDu = ns.
Also, since Du = Cu ⊕ nu ⊕ ns, n′′s = Cu ⊕ nu ⊕
Du = ns.
Then, we have n′s = n′′s = ns.
The nonce, ns, is immediately generated by S, when
S verifies the genuineness of the user, u. So ns is fresh
and unique. The transformed identity, TIDu is also
unique. Thus, NTIDs is unique and it can be com-
puted by the server only. Furthermore, Du is com-
puted with Cu, nu and ns. A false server can not forge
all of them. Once n′s = n′′s is proven, the integrity of
S is authenticated.

Step 4: After receiving the message, M3, the server finds
Eu in it. Since Bu ⊕ PWu = gAu mod p, Cu =
h(Bu ⊕ PWu) ⊕ nu = h(gAu mod p) ⊕ nu. Thus,
Cu⊕nu = h(gAu mod p). So, Eu = (Cu⊕nu)||(ns+
1) = h(gAu mod p)||(ns+1), and it is really the string
concatenation of h(gAu mod p) and ns+1. The server
can easily extract ns +1 from Eu and find ns in there.
At this time, the server ensures that the authenticating
user does have the nonce, ns.

Now, both the user and the server can try for a session key
agreement.

3.3 The key agreement phase
After receiving the nonce, ns, sent from the server, the user
creates a session key SKu = h((Bu ⊕ PWu)||ns||nu).
Once the server ensures that u has the nonce, ns, it gen-
erates a session key SKs = h((gAu mod p)||ns||nu).

Since Bu = (gAu mod p) ⊕ PWu is computed in the
registration phase,

h((Bu ⊕ PWu)||ns||nu) = h((gAu mod p)||ns||nu).

Thus, SKu = SKs. Therefore, the key agreement is
achieved and the session key for the session communica-
tion is

SK = h((Bu⊕PWu)||ns||nu) = h((gAu mod p)||ns||nu).

3.4 The password update phase
When a user wants to change his password for personal
reasons or for the sake of security. He can do so at the
user’s terminal by performing the following:

Step 1: Insert the smart card into a reader and announce a
password update request at the user’s terminal.

Step 2: Key in the original password, PWu. The smart card
calculates Bu ⊕ PWu.

Step 3: Responding to the challenge of the smart card, the
user gives a new password PW ∗

u . The smart card cal-
culates B∗

u = (Bu ⊕ PWu)⊕ PW ∗
u and then replaces

Bu with this new B∗
u. At this time, the password up-

date phase is completed.

4 Security analysis
Not only do we concern with the efficiency and the spe-
cialties of our scheme, but also we ask for security and the
computational complexity in our proposed scheme. In this
section, we will display the strength of our scheme first,
and later we discuss the computational complexity. The
security analysis is listed as follows:

(1) Our scheme can overcome the guess attacks:
The user is allowed to select his own identity and pass-
word freely in our scheme, so he is apt to choose
easy-to-remember or meaningful identity and pass-
word. In this situation, it seems easy to guess the
identity and the password of a legitimate user. How-
ever, the construction of transformed identity in our
proposed scheme makes the transformed identity be
an independent unity. The uniqueness can prevent the
transformed identity from being duplicate and resist
the guess attacks. An intruder guesses a legitimate
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user’s identity. The guessed identity can not be con-
verted into a valid transformed identity without the
exact registration time, which is stored in the user’s
smart card. As a result, a intruder’s intent to access a
remote server should be rejected without a valid trans-
formed identity.

(2) Our scheme is capable of resisting the man-in-the-
middle attacks:
A malicious intruder may intercept or eavesdrop on
the communication between a legitimate user, u, and
the server, S. After intercepting the message M1 sent
by u, he may impersonate u and replay the message
to S. Then, he waits for a response message from S.
The intruder can not compute the efficient TIDu from
the intercepted NTIDu without the nonce, nu, which
is generated randomly by the smart card and is never
exposed on the communication. Even though the in-
truder has the response message, M2, from S, he can
not extract the nonce, ns, from NTIDs, which is in-
cluded in M2, because he has no TIDu at hand. The
nonce, ns, is generated by S and is needed to authen-
ticate the server in Step 3(1) in the login and authen-
tication phase. This nonce is also required to achieve
the session key agreement. Furthermore, the intruder
must respond the server with ns + 1. Because the
nonce, ns, is unavailable, this response can’t be com-
pleted, either. Eventually, an illegitimate user should
be rejected and the connection is terminated.

On the other hand, when a malicious person intercepts
the message M1, he may pretend to be the server that
u is connecting to. Furthermore, he has no TIDu and
he can’t compute it because he has no TSu at hand.
The intruder has no nonce, nu, either. Thus, he can
not send an available parameters to the user u for au-
thenticating the integrity of the server. The communi-
cation terminates when the authentication fails.

(3) An intruder can not achieve session key agreement:
The user’s password is never exposed in the transmis-
sion. An intruder can not intercept the password or
any information about it. Meanwhile, the parameter
Bu is stored in the user’s smart card, no one can access
it. So, the parameter gAu mod p can not be computed
from Bu ⊕ PWu. On the other hand, if an intruder
intends to compute gAu mod p directly. He needs to
compute Au = h(TIDu ⊕ x) first. But, the secret
key x of the server is kept confidentially. No one can
have it. Hence, it is impossible to compute gAu mod p
directly. Therefore, no session key agreement can be
achieved without all of gAu mod p, nu and ns at hand.

(4) An intruder will be confronted with the complexity of
the discrete logarithm:
The secret key x of the server is protected by the one-
way hash function. It is not possible to derive it from
Au = h(TID ⊕ x). Trying to solve out Au from
gAu mod p is also impossible, because the adversary

will be confronted with the difficulty and the complex-
ity of the discrete logarithm problem. Without secret
key x, an adversary can not pretend to be the server,
S, in the communication. The parameter, Bu, can’t
be derived without Au. Thus, an adversary can not
pretend to be the connecting user, u, either.

5 The efficiency and specialties of
our scheme

From the procedures of the construction, we point out some
merits in our scheme. We concern not only efficiency but
also special properties.

(1) No verification table is needed:
Once a prospective user, u, offers his identity, IDu,
and password, PWu, in registration phase. The server,
S, takes note of the registration time, TSu, to derive
the transformed identity, TIDu. Then, S calculates
the parameter, Bu, and stores it in a smart card. When
the legitimate user wants to access the system, he only
gives his selected identity to compute the transformed
identity and then transmits it to the remote server. The
smart card also generates automatically a nonce, nu,
to compute the authenticating values, Cu and NTIDu.
Then the values are transmitted to the server. It is not
necessary for the remote server to set up any verifica-
tion table of passwords or other personal information.

(2) The transformed identity is unique:
The construction of transformed identity makes the
identity unique. A few users could select the same
identities, but the transformed identities should even-
tually be different since our scheme takes the regis-
tration time into account. It prevents the duplication
from happening.

(3) The user’s identity and password can be selected
freely:
Since our proposed scheme uses the transformed iden-
tity to discriminate different users, the original iden-
tity is allowed to be selected according to the user’s
preference. Taking into account the registration time,
the proposed scheme converts the selected identity
into transformed identity. The transformed identities
should be different from one another even if the se-
lected identities might be the same. Thus, a user’s
identity can be selected freely.

The transformed identity is used to compute the pa-
rameter Au. Then, gAu mod p is computed. The pa-
rameter Bu is generated by performing exclusive-or
operation on PWu and gAu mod p. Because Bu is
stored in the user’s smart card, no one can pry about
it. Therefore, the password can also be selected freely.

(4) Diffie-Hellman scheme is used:
In registration phase, the server calculates the param-
eter Bu through Diffie-Hellman scheme to enhance
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security. Because the computation of modular expo-
nentiation is burdensome for a smart card, the pro-
posed scheme makes the server execute the operation
in order to lessen the troublesome implementation for
smart card and to speed up the computation.

(5) The computations proceed very quickly and the load
is low:
The modular exponentiation is the only burdensome
and time-consuming computation. It is used on the
Diffie-Hellman scheme and is performed only once
at the remote server. The other computations at both
the user’s terminal and the remote server are just the
one-way hash functions, string concatenations and the
exclusive-or operations. The computations proceed
very quickly, and the load is extremely low for either
of them. The Table 1 demonstrates the computational
complexity is simple.

(6) The password can be conveniently updated at the
user’s terminal:
The server needs no password-verification table to
check the a user’s genuineness. The proposed scheme
allows a user to update his password at his terminal. It
is convenient and efficient for users.

(7) The mutual authentication is executed:
The scheme can mutually authenticate each other be-
tween the user and the server. From the Theorem 1
and 2, the correct methods of the mutually authen-
tication between the user and the remote server are
proven.

At the end of this section, we compare our proposed
scheme with some other schemes on the computational
complexity and the performances.

The comparison on computational complexity is also
listed in Table 1.

From an objective point of view about the performance,
we include some criteria in the following items:

Item 1. No verification table needed: At the remote server,
a password-verification table is not needed to authen-
ticate the users.

Item 2. Using unique transformed identity: Describe
whether a user can choose his identity according to
his preference and prevent it from duplication.

Item 3. Choosing a password freely: Display whether a
scheme allows a user to choose his password freely or
not.

Item 4. Mutual authentication: Demonstrate whether a le-
gitimate user and the remote server can mutually au-
thenticate each other or not.

Item 5. Password update conveniently: Discuss whether
a user can conveniently update his password at the
user’s terminal or not.

Item 6. Session key agreement: Show whether a scheme
can achieve the session key agreement or not.

Item 7. Avoiding time synchronization problem: Exhibit
whether a scheme can avoid the time synchronization
problem or not.

The result of the comparisons on the performances is listed
in Table 2.

6 The conclusions
We have proposed an exquisite mutual authentication
scheme without verification table of passwords and other
users’ personal information. The proposed scheme in-
cludes session key agreement and convenient password
update. Our scheme uses the registration time to create
the unique transformed identity in order to discriminate a
user from the others efficiently, even if they may choose
the same value for their identities. Through the storage
of important information in the smart card, the proposed
scheme can generate necessary parameters without expos-
ing the password in transmission. Our scheme can with-
stand the replay attacks and resist the man-in-the-middle
attacks. Moreover, the security of our scheme relies on
the intractability of discrete logarithm because the Diffie-
Hellman scheme is used.
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Phase Registration Login and Key Password
Authentication Agreement Update

1Co 3Co
Our scheme 1Ha 2Ha Yes Yes

2⊕ 9⊕
1ME 1ME
2Co 5Co

Chien et al [6] 3Ha 17Ha No No
1⊕ 10⊕

1ME 2Ha
Hwang and Li [11] 2⊕ No No

5ME
2MM

1Ha 1Co
1⊕ 4Ha

Juang’s [12] 1⊕ Yes No
3En
3De

Hwang et al [14] 2Ha 1Ha No Yes
2⊕ 2⊕

Co: concatenation; Ha: one-way hash function; ⊕: exclusive-or;
ME: modular exponentiation; MM: modular multiplication;
En: encryption; De: decryption

Table 1: Comparison on Computational Complexity

No veri- Using Choosing Mutual PW Session Avoiding
Criterion item fication transformed PW authenti- update key synchro-

table ID freely cation agreement nization
Our scheme Yes Yes Yes Yes Yes Yes Yes
Chien et al’s [6] No No Yes Yes No No Yes
Hwang and Li’s [11] Yes No No No No No No
Juang’s [12] Yes No Yes Yes No Yes Yes
Hwang et al’s [14] Yes No Yes No Yes No No

Table 2: The result of the comparisons on performancesamong schemes
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The integration of multicore processors into wireless mobile devices is creating new opportunities to en-
hance the speed and scalability of message routing in ad hoc networks. In this paper we study the impact of
multicore technology on routing speed and node efficiency, and draw conclusions regarding the measures
that should be taken to conserve energy and prolong the lifetime of a network.
We formally define three metrics and use them for performance evaluation: Time-to-Destination (T2D),
Average Routing Speedup (ARS), and Average-Node-Efficiency (ANE). The T2D metric is the time a
message takes to travel to its destination in a loaded traffic network. ARS measures the average routing
speed gained by a multicore-based network over a single-core based network, and ANE measures the
average efficiency of a node, or the number of active cores.
These benchmarks show that routing speedup in networks with multicore nodes increases linearly with the
number of cores and significantly decrease traffic bottlenecks, while allowing more routings to be executed
simultaneously. The average node efficiency, however, decreases linearly with the number of cores per
node. Power-aware protocols and energy management techniques should therefore be developed to turn
off the unused cores.

Povzetek: Narejena je analiza povezljivosti vozlov omrežja.

1 Introduction

The recent emergence of affordable dual-core processors in
consumer products will overturn many currently accepted
standards for software applications(5). The transition from
single to multicore CPUs calls for the parallelization of
all applications. Developers will be faced with the chal-
lenge of designing single-threaded applications that run ef-
ficiently on multiple cores.

Dual-core processors are only the beginning. Chip mak-
ers are currently working on the next generation of mul-
ticore processors, which will contain 4, 8 or 16 cores on
a single die. According to the roadmap introduced by
Intel(15), dual core processors are slated to reach mobile
devices as well.

The integration of multicore processors into wireless
communication and mobile computation devices will in
general strengthen the communication infrastructure. Ad
hoc wireless networks of mobile devices will also become
more robust. An ad hoc network is a self-organized mobile
network, whose every node is responsible for both compu-
tation and communication operations (1; 11).

In this paper we address the problem of how to measure
the gain in routing speedup in ad hoc wireless networks
where nodes are equipped with multicore processors, in
particular when the network is heavily loaded. Moreover,
we analyze the efficiency of multicore nodes in the network
and show that the energy consumption of multicore nodes

could be dramatically reduced by adapting existing meth-
ods and techniques.

We use location-based routing protocols in our traf-
fic simulations(12). Location-based protocols are usually
compared and analyzed by means of the “hops count” met-
ric; i.e., the best single-path routing protocol is the one
that finds a path from the origin node to destination node
with the fewest number of hops. In real networks, however,
many routing tasks are carried out at the same time. This
is known in the literature as a multiple-sessions scenario,
in which several routing sessions compete for the node’s
services. Each message wants to reach its destination node
without waiting in a queue of routing sessions to be served.
In such a scenario, we need a metric to quantify the arrival
time of messages to their destinations.

This work therefore starts by defining a routing met-
ric, called the Time to Destination (T2D). This metric will
quantify the time required for a message to travel along
the best path determined by the routing protocol. Then,
two other metrics are defined based on the T2D: the Aver-
age Routing Speedup (ARS) and Average Node Efficiency
(ANE). The first quantifies the average improvement in
message travel time for a multicore network compared to
a single-core network. The second measures the average
node efficiency in a multicore network, compared to the
efficiency of a network with single-core nodes.

These metrics serve to analyze the behavior of routings
in our simulations of heavily loaded networks. We de-
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rive conclusions regarding the benefits of message routing
in multicore networks, and show how power-aware man-
agement protocols can reduce the consumption of energy.
Moreover, we analyze the effect of mobility on the deliv-
ery success rate in multicore ad hoc networks and show
that multicore nodes can improve the dependability of mo-
bile networks. To the best of our knowledge, this is the first
work in the open literature discussing routing protocols in
ad hoc networks of multicore devices.

The design principles behind the speedup and the ef-
ficiency metrics present in this work were inspired from
the parallel computing literature. However, our evaluation
methods using scalable networks for measuring the real
scalability of routing protocols are novel. In order to ex-
plore how protocols scale as the number of the nodes in-
creases and as the average-node-degree increases, our sim-
ulator has the capability to generate extendable networks.
In the open literature, the scalability is evaluated by mea-
suring the performance of different number nodes such as
10, 20, 30,... where, for example, the 10-nodes network
has different topology from the 20-nodes network. Our
unique method for generating planar random networks en-
ables us to generate 20-nodes network which is extension
of the 10-nodes network and therefore to measure and to
evaluate real scalability. In Section 4 we describe in detail
this method, that to the best of our knowledge, we are the
first to use. A work-in-progress versions of this paper was
presented in (9; 10).

The remainder of the paper is organized as follows. Sec-
tion 2 describes state-of-the-art works in the area of MIMO
ad hoc networks. Section 3 defines the network model. In
section 4, the metrics described above are defined. Section
5 details the simulations and analyzes the resulting data.
Section 6 summarizes our results.

2 State-of-the-Art of MIMO
MANET

Multiple-input Multiple-output (MIMO) wireless commu-
nication systems are the most promising multiple antenna
technology today (16; 17). The advantages of MIMO com-
munication, which exploits the physical channel between
many transmit and receive antennas, are currently receiv-
ing significant attention (18). The integration of an air
interface technology, such as MIMO, with a modulation
scheme called orthogonal frequency division multiplexing
(OFDM) (19) has the potential to lay the foundation for the
data rate and capacity gains that will be needed for years to
come. Since multiple data streams are transmitted in par-
allel from different antennas there is a linear increase in
throughput with every pair of antennas added to the sys-
tem. MIMO systems do not increase throughput simply by
increasing bandwidth. They exploit the spatial dimension
by increasing the number of unique spatial paths between
the transmitter and receiver.

MIMO-OFDM combines OFDM and MIMO tech-

niques thereby achieving spectral efficiency and increased
throughput. A MIMO-OFDM system transmits indepen-
dent OFDM modulated data from multiple antennas si-
multaneously. At the receiver, after OFDM demodulation,
MIMO decoding on each of the sub-channels extracts the
data from all the transmit antennas on all the sub-channels.
The IEEE 802.16e standard incorporates MIMO-OFDMA.

The MIMO capability of antenna arrays has been stud-
ied at the physical layer and over a single link. There
are few research directions that have studied MIMO in a
multi-hop network from the perspective of higher layers.
The research in (20) proposed a scheduling algorithm to
offer fair medium access in a network where nodes are
equipped with MIMO antennas. The model under study
provides a simple abstraction of the physical layer prop-
erties of MIMO antennas. At the routing layer, a routing
scheme to exploit MIMO gains is proposed (21). The idea
is to adaptively switch the transmission/reception strategy
using MIMO so that the aggregate throughput at the routing
layer is increased. At each hop along a route this decision
is made dynamically based on network conditions such as
node density and traffic load.

At the transport layer, TCP performance over MIMO
communications was studied (22). Focusing on the two
architectures previously proposed to exploit spatial multi-
plexing and diversity gains (namely BLAST and STBC),
the authors studied how the ARQ and packet combining
techniques impact on the overall TCP performance. Their
results indicate that, from the standpoint of TCP perfor-
mance, the enhanced reliability offered by the diversity
gain is preferable to the higher capacities offered by spa-
tial multiplexing.

3 A Multicore Network Model
A highly realistic network model would take into account
many complexities, such as the control traffic overhead,
traffic congestion, mobility of the nodes, the irregular shape
of radio coverage areas, and the intermittence of commu-
nication due to weather conditions and interference from
preexisting infrastructure (power lines, base stations, etc.).
Including all these details in the network model, how-
ever, would make it extremely complicated and scenario-
dependent. This would hamper the derivation of meaning-
ful and sufficiently general analytical results. It was shown
that a simple parameterized model can accurately reflect
the simulations (14). The model defined here, which is
used in our simulations, therefore makes some widely ac-
cepted simplifying assumptions.

We formally define a multicore network model as fol-
lows:

Definition 1: A multicore network model is an undirected
graph G ≡ (V, E, D,M), where:

1. V is the set of nodes;
2. E ⊆ V xV is the set of undirected edges

i.e., (u, v) ∈ E if u is able to transmit to v;
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3. D is the average node degree;
4. M is the number of cores in a node;
5. Pi,j is the link probability of retransmission;
6. For v ∈ V , the node mobility is determined every

pause time pau(v) by its velocity vel(v) towards
destination des(v).

A realistic multicore model must reflects the potential
cost of retransmissions required to recover from link errors.
We use a linear transmission cost function: Ti,j = λL

1−Pi,j

where a link is assumed to exist between node pair (i, j) as
long as node j lies within the transmission range of node i,
λ is the transmission rate, L is the message size and Pi,j is
the link packet error probability associated with that link.
This cost function captures the cumulative delay expended
in reliable data transfer, for both reliable and unreliable link
layers.

Node mobility is based on the random waypoint param-
eterized model (2): a node chooses a destination uniformly
at random in the simulated region, chooses a velocity uni-
formly at random, and then moves to that destination at the
chosen velocity. Upon arriving at the chosen waypoint, the
node pauses for a period before repeating the same process.
In this model, the pause time represents the degree of mo-
bility in a simulation; a longer pause time amounts to more
nodes being stationary for more of the simulation.

The nodes communicate using omnidirectional antennas
with maximum range r. We assume that all the nodes are
equipped with identical transceivers, and further that each
M − core node is equipped with M transceivers and M
antennas. Each core has multiple wireless channels and
identical hardware and software mechanisms. A multicore
node can hence transmit multiple packets at the same time
to different nodes. The network is assumed to be homo-
geneous, consisting of nodes with the same transmission
range, number of cores, and battery power. Imposing a
common transmission range induces a strongly connected
communication graph, often called a unit disk graph in the
literature of routing protocols.

We assume that the traffic in the network is highly
loaded, and that routing sessions are issued in a random
manner. In other words, the origin and destination nodes of
each routing are chosen randomly and no a priori knowl-
edge is available regarding future sessions. Each node
maintains a queue, so that incoming routing sessions are
served on a FIFO basis. For simplicity it is assumed that
the queue is large enough to store all arriving messages, so
no messages are lost due to overflow. If the network con-
sists of multicore nodes with M cores, then each node can
serve M routing requests simultaneously.

The model assumes that different networks may have
different ratios of computation time to communication
time, and that communication and computation overlap.
The communication time is the amount of time it takes for
a packet transmitted by one node to be received by the next
node on the path. The computation time is the amount of
time it takes for a packet to be processed, from the time
it is received by a node to the time it is transmitted to the

next node. This interval includes computationally intensive
functions such as signal processing, encoding and decod-
ing, and encrypting and decrypting. It also includes rela-
tively lightweight functions such as next-hop routing deci-
sions and channel access delay.

Routing requests in our model are managed by localized,
location-based protocols (12). In such protocols the loca-
tion of the destination node is known, and the distance to
neighboring nodes can be estimated on the basis of incom-
ing signal strengths. The routes between nodes are created
through a series of localized hop decisions; each node de-
cides which neighbor will receive the message based on
its own location, its neighboring nodes, and the message’s
destination. In our simulations we use the Most Forward
within Radius (MFR) protocol (13), which forwards the
message to the neighbor that maximizes its progress.

4 Routing Speedup and Efficiency
In measuring the scalability of parallel applications, the
most commonly used practical metrics are relative speedup
and relative efficiency (7; 8). Relative Speedup is the ratio
of a parallel application’s run time on a single processor
to its run time on N processors; it is important to empha-
size that the application and its test problem are identical in
both situations. Relative Efficiency is the relative speedup
divided by the number of processors N . Researchers use
the speedup metric to check the performance of their appli-
cations on multiple platforms; it is a natural choice, since it
is dimensionless and captures the relative benefit of solving
a problem in parallel.

Motivated by these definitions, we define similar metrics
for measuring the scalability of routing in heavily loaded,
multi-session ad hoc networks. First, we define a time-
based routing metric called the Time-to-Destination (T2D).
Second, we define the Routing-Speedup (RS) and the
Average-Routing-Speedup (ARS) metrics. Finally, we de-
fine the Node-Efficiency (NE) and Average-Node-Efficiency
(ANE) metrics.

The metrics used in simulations of wireless ad hoc net-
works usually reflect the goal of the network design proto-
col. Most routing schemes thus use hop count as their met-
ric, where hop count is the number of transmissions along a
given route from source to destination. This choice agrees
with the assumption that delay is proportional to hop count,
which is reasonable when the impact of congestion is not
significant. However, this assumption is not warranted for
realistic ad hoc network scenarios in which routing sessions
are issued from many and various origin nodes simultane-
ously and to random destinations. We therefore need a met-
ric that reflects the delay caused by traffic congestion in a
wireless network.

We formally define the Time-to-Destination metric as
follows:

Definition 2: Time-to-Destination (T2D).
Assume a unit disk multicore graph G, and a route
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R = vs, ..., vd from source node vs to destination node vd.
The Time-to-Destination (T2D) is the aggregate time taken
to route a message from the origin node to the destination
node.

The T2D metric is also known in the open literature as
the end-to-end latency. We assume that different networks
have different ratios of computation time to communication
time, and that communication and computation overlap.
Thus, in the case of a routing with delay times ds, ..., dd

at each hop the total time it takes for a message to traverse
the route is given by

T2D = L ∗ (Tcomm + Tcomp) +
∑d

i=s di,
Where Tcomm and Tcomp are the total communication

time and total computation time respectively. L is the
length of the route, the number of hops from the source
node to the destination node.

Definition 3: Routing Speedup (RS).
Given a unit disk multicore graph G and a route R =

vs, ..., vd from source node vs to destination node vd, the
Routing Speedup (RS) of R is the ratio of message routing
time for a network with single-core nodes to the message
routing time for a network with M -core nodes:

RS = T2D1
T2Dm

,
Where the subscripts 1 and m indicate the single-core

and M -core networks respectively. Since it is more practi-
cal to measure the average speedup in a scenario with mul-
tiple sessions, we also define the Average Routing Speedup
as follows:

Definition 4: Average Routing Speedup (ARS).
The Average Routing Speedup (ARS) is the average

speedup over R routings in G: ARS = 1
n

∑n
i=1 RSi.

The ARS metric is a practical tool for evaluating the
speed gained by moving from an ad hoc network with
single-core nodes to one with multicore nodes. ARS does
not, however, measure the efficiency of a multicore node.
(By node efficiency, we mean the average number of cores
that are busy per node.) As will be shown in the next sec-
tion, knowing the node efficiency permits a dramatic reduc-
tion of power consumption in each node and thus increases
the lifetime of the whole network.

Definition 5: Node Efficiency (NE).
Assume a unit disk multicore graph G, and R routings

executed in G over a period ∆t. The Node Efficiency (NE)
of a given node during ∆t is the ratio of T 1

comp, its aggre-
gate computation time in the case of a single-core network,
to M times Tm

comp, its aggregate computation time in the
case of an M -core network.

NE = T 1
comp

M∗T m
comp

,
For the same practical reasons mentioned with respect

to the RS and ARS metrics, we define the Average Node
Efficiency as follows:

Definition 6: Average Node Efficiency (ANE).
The Average Node Efficiency (ANE) in G of |V | = n

nodes during time ∆t is: ANE = 1
n

∑n
i=1 NEi.

It is important to notice that NE and ANE do not take
into account idle times, only those times when the nodes

Figure 1: Illustration of Scalable Planar Network of 27
nodes with c=3.

are involved in the routing process. The aim of these met-
rics is to measure the efficiency of the cores within a node,
rather than a given node’s dominance over other nodes in
the routing process. Although this information is impor-
tant for intelligent power management and energy conser-
vation, the efficiency metrics we define here focus on what
happens inside a multicore node.

In the next section we use these metrics to evaluate and
analyze the implications of multicore nodes on position-
based routing protocols and power management strategies
in ad hoc networks.

5 Simulator and Simulations
A discrete event simulator was developed in order to mon-
itor, observe, and measure ARS and ANE in multicore ad
hoc networks. We generated a database with hundreds of
random unit graphs, with values of V and D spanning
a wide range of sparse and dense networks. The results
shown in this paper are only a representative sample of the
many simulations performed, and each result is averaged
over many runs.

The network generator first partitions the plane into k re-
gions: an innermost disk whose radius is equal to the trans-
mission range r, and a series of concentric annuli of width r
surrounding the disk. The number of nodes in each annulus
is proportional to its area. If c nodes are randomly located
in the inner disk of a network with k regions, then a total of
c ∗ k2 nodes will be randomly placed in the entire network.
For example, if the innermost region of a network has 3
nodes (c=3) then 9, 15, and 21 nodes will be located in the
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Figure 2: A randomly generated 4-regions network of 48
nodes and average node degree of 4.

first three rings respectively. Figure 1 illustrates a network
of 27 nodes for c=3. The networks are thus generated in-
crementally, ring after ring. A network with k regions is
just an extension of the network with (k − 1) regions. In
this way we can calculate the scalability of our protocols
exactly.

For small networks (up to 50) we choose the value of c
to be 3 and for large networks the value was 4. The net-
works were extension of a base network of 27 nodes (in
case of c=3) or 36 nodes (in case of c=4). The average-
node-degree of the base network was preserved in the ex-
tended networks. Usually, the topology of randomly gen-
erated scalable networks are not symmetrical like the il-
lustration shown in Figure 1. An example of a randomly
generated 4-region network of 48 nodes and average-node-
degree of 4 is shown in Figure 2.

All the simulations shown in this paper were carried out
on a network of 108 nodes, with an average node degree of
7. Measurements were performed for three traffic loads:
100, 1K and 10K routings. The source and destination
nodes of each route were randomly chosen, and all routings
were issued simultaneously. The scalability of routing was

tested assuming values of 2, 4, 8, and 16 cores per node.
Each simulation shown in this section (except Fig. 5) was
performed assuming that the ratio of computation time to
communication time is 1. The routing protocol used in our
benchmarks is the Forward within Radius (MFR) protocol.

For the simulations of our multicore network model we
used parameter values that are the average values of the
IEEE 802.11-based interfaces as appeared in (4) and sum-
marized in table 1. Each core is assumed to be able to trans-
mit and receive 2Mbps. The packet size was of 64KB and
the link probability of retransmission was set to 0.25.

For the network mobility it was assumed that all nodes
move according to the random waypoint model. First, a
node chooses a destination uniformly at random in the sim-
ulated region. The area A(N, R) of a simulated region is
determined relative to the number of nodes in the network
(N = c ∗ k2) and the data transmission range R. Thus,
A(N, R) = (k ∗R)2 ∗ π = (N/c) ∗R2 ∗ π. For example,
a scalable network of 48 nodes with c = 3 has 4 rings and
thus the area of the network region is (4R)2π. In the simu-
lations we used data transmission range of 250m. Next, the
node chooses a velocity uniformly at random, with a max-
imum velocity of 10 m/s, and moves to that destination at
the chosen velocity. Upon arriving at the chosen waypoint,
the node pauses for a period before repeating the same pro-
cess. We simulate pause times in the range of 0-10 seconds.

Table 1: Parameter values used in the simulations.

Communication
Packet size 64KB

Retransmission probability 0.25
Mobility

Simulated area (N/c) ∗R2 ∗ π
Transmission range 250m

Velocity 0-10m/s
Pause time 0-10s

Figures 3 and 4 depict the routing scalability that can be
expected from a multicore-based network. Figure 3 plots
ARS as a function of the number of routings for nodes with
2, 4, 8 and 16 cores. Figure 4 plots ARS as function of the
number of cores per node for traffic loads of 100, 1K and
10K routings. We choose to present the same information
in two different ways to make all the relationships clearly
visible.

Analysis of these results leads to the following findings.
First, ARS increases as the number of the routings in-
creases; this is obvious from Figure 3. For 10K routings the
ARS increases linearly with the number of cores, up to val-
ues of 1.96, 3.82, 7.26 and 13.27 for 2, 4, 8 and 16 cores re-
spectively. For 100 routings, however, the ARS reaches its
maximum value of 1.35 at only 4 cores (Figure 4). Adding
more cores does not increase the ARS unless there is more
traffic to handle. These encouraging results show that mul-
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Figure 3: Graphs of Average-Routing-Speedup as function
of number of routings.

ticore nodes decrease the congestion of loaded networks,
increase the routing speedup, and decrease the travel time
of messages.

Figure 5 plots the ARS as function of the number of
cores per node and the ratio of computation time to com-
munication time. The goal of this paper is to study the
impact of various multicore ad hoc networks on routing
scalability, so we varied the ratio of computation time to
communication time in the range 0.5 to 3. Delays in com-
putation and communication can be incurred from many
sources: next-hop routing decisions, channel access de-
lays, transmission delays, traffic load, the sizes of contend-
ing packets, the medium access control algorithm used by
the nodes, the modulation and symbol rate of the pack-
ets, and finally the distance that the packets must travel.
Moreover, wireless communication usually requires sev-
eral network-dependent, computationally-intensive func-
tions such as signal processing, encoding and decoding,
and encrypting and decrypting. Figure 5 shows that as the
ratio of computation time to communication time increases,
the degree of speedup for large core numbers improves. In
the case of 16 cores the ARS increases by 34% as the com-
putation time to communication time ratio is varied in the
range 0.5 to 3. In the case of 8 cores the improvement is
only by 8% and for 2 and 4 cores there is no improvement
at all. However, in the case of 2, 4 and 8 cores the ARS is
high. This phenomenon matches also the results shown in
Figure 8. The network reaches its load balancing equilib-
rium point when the number of cores reaches 16. At this

Figure 4: Graphs of Average-Routing-Speedup as function
of number of cores.

point each node has enough available cores to amortize the
increase in the ratio of computation time to communication
time.

Figures 6, 7 and 8 describe the node efficiency of
multicore-based networks. Figure 6 graphs ANE as a func-
tion of core number for the cases of 100, 1K and 10K rout-
ings. Figure 6 graphs ANE as a function of the number of
routings for the cases of 2, 4, 8, and 16 cores. Once again,
we choose to present the same information in two different
ways to clarify the relations. Figure 8 is a histogram show-
ing the distribution of routing loads over all nodes for the
case of 10K simultaneous, random routings.

Analysis of these results reveals the following relation-
ships. The ANE asymptotically increases with the num-
ber of routings (Figure 6). For example, in the case of 8-
core network ANE approaches the values 0.18, 0.54 and
0.70 for 100, 1K, and 10K routings respectively. However,
the ANE decreases dramatically as the number of cores in-
creases (Figure 7). For example, in the case of 10K rout-
ings ANE approaches the values 0.88, 0.78, 0.70 and 0.63
for 2, 4, 8 and 16 cores respectively. In other words, as the
number of cores increases more cores will remain idle.

Figure 8 presents another view of this phenomenon. This
histogram shows how the routing load is distributed among
the nodes. For example, in the case of a single-core net-
work most nodes (80 of 108) were not busy at least 40%
of the time (marked low in the histogram). 18 nodes were
busy between 40% to 80% of the time (marked moderate),
and 10 nodes were busy more then 80% of time (marked
high). These 10 nodes are the dominant set of the network,
through which most of the traffic passes. However, as the
number of cores increases more nodes become busy more
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Figure 5: Graphs of Average-Routing-Speedup as function
of number of cores and computation to communication ra-
tio.

of the time. This indicates improved load balancing and
decreased traffic congestion. For example, in the case of
16 cores only 42 nodes are idle most of the time, 28 nodes
are busy about half of the time, and 38 are busy most of the
time.

These observations have important implications for the
power management strategies that should be taken to re-
duce energy consumption in multicore-based networks.
Many design techniques for reducing the power consump-
tion of mobile devices have been introduced over the last
decade (4; 6; 3). Among these are technologies which en-
able the processor to operate at multiple voltages and fre-
quencies depending on the workload required by the user.
Thus, when workload drops the processor steps down to
a lower voltage and frequency, conserving battery power.
Processors including a power-optimized system bus with a
low-power L2 cache, which turn off parts of the high-speed
memory when it isn’t needed, also result in an overall re-
duction of the power consumption. A minimization of ca-
pacitance can also be achieved by relying on chip-based
resources such as caches and registers.

Our measurements of Average Node Efficiency show
that it is essential to develop power-aware protocols and

Figure 6: Graphs of Average-Node-Efficiency as function
of number of routings.

complementary hardware capabilities that will permit a
multicore node to dynamically adjust the number of active
cores. As can be seen from Figure 6, a 16-core network un-
der traffic loads of 10K and 1K routings has ANE values of
0.6 and 0.4 respectively. In other words, energy savings of
up to 40% to 60% could be achieved by allowing individual
cores to be turned off or put in a sleep mode.

Figure 9 and Figure 10 depict the effect of the network
topology characteristics on the routing scalability. Figure
9 plots the speedup as function of number of nodes, 16
cores each, for 100, 1K and 10K routings. It can be ob-
served from the graphs that for high traffic load (10K rout-
ings) the speedup decreases from 15.4 to 13.27 when the
number of nodes increases from 27 to 108 respectively.
Since low traffic load leads to low speedup, as shown in
Figure 3, increasing the number of nodes, for the same
global traffic load, decreases the local traffic load in each
node and thus decreases the speedup. For low traffic loads
(100 and 1K routings) the impact of the number of nodes
on the speedup is marginal. Figure 10 plots the speedup
as function of average-node-degree for network of 108
nodes, 16 cores each, and for 100, 1K and 10K routings.
Since low average-node-degree increases the traffic load
in the nodes, it is expected that the speedup will increase
as well. Figure 10 shows that for high traffic load (10K
routings) the speedup increases from 12.2 to 14.8 when the
average-node-degree decreases from 9 to 4 respectively as
expected. For traffic load of 1K routings the speedup in-
creases slightly and for 100 routings the speedup remains
1.35 for 4, 7 and 9 degrees.

Figure 11 depicts the effect of mobility on the delivery
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Figure 7: Graphs of Average-Node-Efficiency as function
of number of cores.

success rate in multicore ad hoc networks. Figure 11 plots
the routing delivery success rate as a function of pause time
for 1, 2, 4, 8 and 16 cores per node. The delivery success
rate decreases as the number of cores per node decreases
since less cores means higher traffic load. High traffic load
increases the time-to-destination a message travels and thus
increases the possibility that the message will not reach its
destination due to nodes mobility. For example, for the
case of pause time of 0 (continuous mobility) the delivery
success rate increases from 0.75 to 0.85 when the num-
ber of cores per node increases from 1 to 16 respectively.
Moreover, increase in the number of cores per node may
achieves the desired delivery success rate although the mo-
bility rate increases. For example, for the case of pause
time of 10 seconds and single core nodes, the success de-
livery rate is 0.85. Increasing the mobility rate, by decreas-
ing the pause time to 5 seconds, and using 8 cores per node,
instead of one, yield success delivery rate of 0.89. The con-
clusion arises from these results is that multicore nodes de-
crease the the number of messages that do not reach their
destination due to mobility and thus increase the depend-
ability of ad hoc networks.

6 Conclusions
We have studied the effects of introducing multicore nodes
on the routing performance of wireless ad hoc networks.
First, we formally defined a multicore-based network
model and three metrics as evaluation tools: Time-to-
Destination, Routing Speedup, and Node Efficiency. Next
we evaluated the routing speedup over a wide range of net-

Figure 8: Histogram of routings load distribution. The
nodes are grouped into three load levels: low (nodes that
were busy between 0% and 40% of the time), moderate
(40%-80%) and high (80%-100%).

work configurations through intensive routing simulations.
We discovered that a network with more cores in each

node has a larger routing speedup and handles more rout-
ings efficiently. Multicore networks decreased traffic con-
gestion, balanced the load among the nodes and improve
the dependability of mobile networks. However, there are
side effects that must still be resolved. Adding more cores
also decreases node efficiency; not all the node’s cores are
used all the time. This phenomenon calls for the develop-
ment of better power-saving protocols and energy manage-
ment strategies in order to conserve battery power.
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Intel ŚTechnology in MotionŠ conference, May 30
2005, Ramat-Gan, Israel.

[16] E. Biglieri, R. Calderbank, A. Constantinides
,A. Goldsmith, A. Paulraj, H. Poor, MIMO Wireless
Communications, Cambridge University Press, 2007

[17] C. Oestges, B. Clerckx, MIMO Wireless Communica-
tions : From Real-world Propagation to Space-time
Code Design, Academic, 2007.

[18] D. Gesbert, M. Kountouris, R. Heath, C. Chae,
T. Salzer, Shifting the MIMO Paradigm: From Sin-
gle User to Multiuser Communications, IEEE Signal
Processing Magazine, vol. 24, no. 5, pp. 36-46, Oct.,
2007.

[19] A. Bahai, B. Saltzberg, M. Ergen, Multi Carrier Dig-
ital Communications: Theory and Applications of
OFDM, Springer, 2004.

[20] K. Sundaresan, R. Sivakumar, M. Ingram, T. Chang,
A fair medium access control protocol for ad-hoc net-
works with MIMO links, In IEEE Infocom, 2004.

[21] K. Sundaresan and R. Sivakumar, Routing in ad-hoc
networks with MIMO links, In IEEE ICNP, 2005.

[22] A Toledo and X Wang, TCP performance over wire-
less MIMO channels with ARQ and packet com-
bining, IEEE Transactions on Mobile Computing,
5(3):208-223, 2006.



Informatica 33 (2009) 135–141 135

Similarity Measures for Relational Databases

Melita Hajdinjak
University of Ljubljana, Faculty of Electrical Engineering, Tržaška 25, 1000 Ljubljana, Slovenia
melita.hajdinjak@fe.uni-lj.si and http://matematika.fe.uni-lj.si/

Andrej Bauer
University of Ljubljana, Faculty of Mathematics and Physics, Jadranska 21, 1000 Ljubljana, Slovenia
andrej.bauer@fmf.uni-lj.si and http://andrej.com/

Keywords: relational algebra, related answers, similarity search

Received: November 5, 2008

We enrich sets with an integrated notion of similarity, measured in a (complete) lattice, special cases of
which are reflexive sets and bounded metric spaces. Relations and basic relational operations of traditional
relational algebra are interpreted in such richer structured environments. An canonical similarity measure
between relations is introduced. In the special case of reflexive sets it is just the well known Egli-Milner
ordering while in the case of bounded metric spaces it is the Hausdorff metric. Some examples of how to
perform approximate searches (e.g., similarity search and relaxed answers) are given.

Povzetek: Z željo po iskanju bližnjih informacij in relaksiranih odgovorov množice obogatimo z merami
podobnosti. Interpretiramo relacije in operacije relacijske algebre.

1 Introduction

The relational algebra (4; 15), a relational data model with
five basic operations on relations, i.e., Cartesian product×,
projection π, selection σ, union∪, and set difference−, and
several additional operations such as θ-join or intersection,
has three main advantages over non-relational data models
(13):

– From the point of view of usability, the model has a
simple interpretation in terms of real-world concepts,
i.e., the essential data structure of the model is a rela-
tion, which can be visualized in a tabular format.

– From the point of view of applicability, the model
is flexible and general, and can be easily adapted to
many applications.

– From the point of view of formalism, the model is el-
egant enough to support extensive research and analy-
sis.

Hence, the relational data models have gained acceptance
from a broad range of users, they have gained popularity
and credibility in a variety of application areas, and they
facilitate better theoretical research in many fundamental
issues arising from database query languages and depen-
dency theory.

However, there are several applications that have evolved
beyond the capabilities of traditional relational data mod-
els, such as applications that require databases to coop-
erate with the user by suggesting answers which may be

helpful but were not explicitly asked for. The cooperative-
behaviour or cooperative-answering techniques (5) may be
differentiated into the following categories:

i.) consideration of specific information about a user’s
state of mind,

ii.) evaluation of presuppositions in a query,

iii.) detection and correction of misconceptions in a query,

iv.) formulation of intensional answers,

v.) generalization of queries and of responses.

The cooperative behaviour plays an important part, for
instance, in information-providing dialogue systems (7),
where the most vital cooperative-answering technique
leading to user satisfaction is generalization of queries and
of responses as shown by Hajdinjak and Mihelič (8). Gen-
eralization of queries and of responses, the aim of which is
to capture possibly relevant information, is often achieved
by query relaxation (6).

Another kind of applications not suitable for the tradi-
tional relational data models are applications which require
the database to be enhanced with a notion of similarity that
allows one to perform approximate searches (9). The goal
in these applications is often one of the following:

i.) Find objects whose feature values fall within a given
range or where the distance from some query object
falls into a certain range (range queries).
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ii.) Find objects whose features have values similar to
those of a given query object or set of query objects
(nearest neighbour queries and approximate nearest
neighbour queries).

iii.) Find pairs of objects from the same set or different
sets which are sufficiently similar to each other (clos-
est pairs queries).

Examples of such approximate-matching or similarity-
search applications are databases storing images, finger-
prints, audio clips or time sequences, text databases with
typographical or spelling errors, text databases where we
look for documents that are similar to a given document,
and computational-biology applications where we want to
find a DNA or a protein sequence in a database allowing
some errors due to typical variations.

Persuaded that many applications will never reach the
limitations of the widespread relational data model this
article focuses on traditional relational algebra equipped
with extra features that allow query relaxation and simi-
larity searches. Although a large body of work has ad-
dressed how to extend the relational data model to incor-
porate cooperativity, neighbouring information, and/or or-
derings (2; 3; 10; 11; 13), neither of them have succeeded
to fit into the representational and operational uniformity
of traditional relational algebra or even to reach a certain
degree of generality.

Therefore, we are going to talk about domains, similar-
ity, approximate answers, and nearness of data in a highly
systematic and comprehensive way, which will lead us to-
wards an usable, applicable, and a formaly strong general-
ization of the relational data model.

2 Sets with similarity
Most applications and proposed solutions of non-exact
matches and similarity search, which are not covered by
traditional relational algebra, have some common charac-
teristics – there is a universe of objects and a non-negative
distance or distance-like function defined among them. The
distance function measures how close are the non-exact
matches to the exact specifications that were given by the
user willing to accept approximate answers.

Instead of restricting only to distance metrics, we con-
sider more general similarity measures that satisfy the only
condition of being reflexive, i.e., every object is most simi-
lar to itself. Hence, rather than focusing on (ordinary sets)
or metric spaces, we will consider more general sets with
similarity, where a measure of similarity assigns to a pair of
objects a similarity value, which tells us how similar they
are. Note, we speak of similarity instead of distance – if a
point x moves toward a point y, the distance between x and
y gets smaller, but their similarity gets larger.

For the domain of possible similarity values we choose
complete lattices, i.e., partially ordered sets in which all
subsets have both a least upper bound (join) and a greatest
lower bound (meet).

Definition 1. A set with similarity is an ordered triple

A = (A,LA, ρA),

where A is the underlying set, LA is a complete lattice with
the least element 0A and the greatest element 1A, and

ρA : A×A → LA

is a measure of similarity in A satisfying the reflexivity con-
dition

ρA(x, x) = 1A

for all x ∈ A.

In the trivial case, if we take the complete lattice L2 of
boolean values {0, 1} equipped with minimum and maxi-
mum as the operations meet and join, respectively, ordered
with relation ≤, and define the similarity by

ρ(x, y) =

{
1, if x = y

0, if x 6= y,

the resulting set with similarity gains no additional struc-
ture. That is, it is equivalent to the underlying set.

There are many non-trivial similarities and, conse-
quently, non-trivial sets with similarity, such as reflexive
sets and bounded metric spaces.

Definition 2. A reflexive set is an ordered pair (A, /A),
where A is the underlying set, and

/A : A×A → L2

is a reflexive relation in A. Habitually, instead of
/A(x, y) = 1 we write x /A y.

Since x /A x for all x ∈ A, the reflexive relation /A can
be understood as a special case of a measure of similarity,
thus the reflexive set (A, /A) can be transformed to the set
with similarity (A,L2, /A) and embedded into sets with
similarity.

Definition 3. A bounded metric space is an ordered pair
(A, dA), where A is the underlying set, and

dA : A×A → [0,∞]

is a distance function, which satisfies the conditions of non-
negativity, symmetry, and triangle inequality:

a.) d(x, y) ≥ 0 (non-negativity)
and d(x, y) = 0 ⇐⇒ x = y,

b.) d(x, y) = d(y, x), (symmetry)

c.) d(x, y) ≤ d(x, y) + d(y, z).
(triangle inequality)
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In an arbitrary metric space the distance is measured by
values strictly smaller than ∞. By allowing ∞ as a dis-
tance we have in effect restricted to bounded metric spaces.
While the modest generalization of allowing ∞ as a sim-
ilarity value does not pose a serious restriction (databases
are usually built from finite, and therefore bounded sets of
data), it makes the set [0,∞], when ordered by the usual ≥
relation, a complete lattice L[0,∞] as required in sets with
similarity. Meet and join are computed as supremum and
infimum, respectively. Note that we turned [0,∞] upside
down so that the least element is ∞ and the greatest is 0.

Hence the metric dA is again a special case of a mea-
sure of similarity because dA(x, x) = 0, which is the
greatest element of the complete lattice L[0,∞]. Thus the
bounded metric space (A, dA) can be transformed to the
set with similarity (A,L[0,∞], dA) and embedded into sets
with similarities.

3 Tables, relations, and basic
relational operations

A relational database is composed of several relations in the
form of two-dimensional tables of rows and columns con-
taining related tuples. The rows (tuples) are called records
and the columns (fields in the record) are called attributes.
Each attribute has a data type that defines the set of possible
values. Thus a relation is a subset of a Cartesian product of
sets (value domains).

3.1 Cartesian products and subsets

In order to use sets with similarity instead of (ordinary)
sets we need a suitable notion of relation between sets with
similarity. Hence we first need to know how to interpret
Cartesian products and subsets of sets with similarity in a
natural and effective way.

Definition 4. The Cartesian product of sets with similarity
A = (A,LA, ρA) and B = (B,LB , ρB) is the set with
similarity

A×B = (A×B, LA × LB , ρA×B),

where A×B is the Cartesian product of sets, LA×LB is the
product of complete lattices, and the measure of similarity
ρA×B is given by

ρA×B((x1, y1), (x2, y2)) = (ρA(x1, x2), ρB(y1, y2)).

The corresponding canonical projections are (π1, p1) :
A × B → A and (π2, p2) : A × B → B, where π1 and
π2 are projections of sets, but p1 and p2 are projections of
complete lattices.

This interpretation of Cartesian products of sets with
similarity is sound since a product of complete lattices is

a complete lattice (14) and ρA×B satisfies the condition of
being a measure of similarity:

ρA×B((x, y), (x, y)) = (ρA(x, x), ρB(y, y))
= (1A, 1B)
= 1A×B ,

where 1A is the greatest element of LA, 1B is the greatest
element of LB , and 1A×B is the greatest element of the
complete lattice LA × LB .

Further, we have decided to consider only those sub-
objects or substructures I of the set with similarity A =
(A, LA, ρA) whose similarity measure is induced by the
structure of A. That is, the underlying set is a subset of
A but the measure of similarity and the corresponding lat-
tice are inherited from (A). Even though the domain of the
measure of similarity has changed from A×A to I× I , we
will keep the notation ρA and write I = (I, LA, ρA).

Definition 5. (i.e., the Egli-Milner ordering and the Haus-
dorff metric) A subset of the set with similarity A =
(A, LA, ρA) is a set with similarity I = (I, LA, ρA), where
I ⊆ A. Subsets of sets with similarity will also be called
induced subobjects.

3.2 Relations and basic relational
operations

The family of subsets of A, denoted by IndSub(A), is es-
sentially just the power set P(A).

Theorem 1. The induced subobjects of a set with simi-
larity A = (A,LA, ρA) form a complete boolean algebra
equivalent to P(A), in which all the basic relational opera-
tions can be properly interpreted.

The formal proof is given in (7). However, the Boolean
lattice IndSub(A) is ordered with the usual subset rela-
tion, where the least element is the empty subobject ∅ =
(∅, LA, ρA) and the greatest element is A. Hence selection,
union, and difference are calculated as usual (A1, A2 ⊆ A):

σF (A1, LA, ρA) = (σF (A1), LA, ρA),
(A1, LA, ρA) ∪ (A2, LA, ρA) = (A1 ∪A2, LA, ρA),
(A1, LA, ρA)− (A2, LA, ρA) = (A1 −A2, LA, ρA).

Moreover, Cartesian products, projections, selections,
unions, and differences of induced subobjects satisfy all the
abstract properties that are axiomatized by relational calcu-
lus (15; 16).

A relation between two objects of the category of simi-
larities, namely A = (A,LA, ρA) and B = (B, LB , ρB),
is now determined by a subset R ⊆ A×B, which induces
a subobject (R, LA × LB , ρA×B) of the Cartesian product
A × B. Hence tables and answers to queries are modeled
as induced subobjects.
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4 Similarity of relations
Sets with similarity enjoy additional constructions, which
do not exist at the level of underlying sets. For instance, a
suitable notion of similarity / between induced subobjects
can be defined.

In the case of the reflexive set (A, /A), which is equipped
with a reflexive relation /A establishing connections be-
tween certain elements of A, we propose to take the nat-
urally integrated Egli-Milner ordering. Its importance in
data models was also recognized by Buneman, Jung, and
Ohori (1).

Definition 6. Let A1 = (A1, /A) and A2 = (A2, /A) be
two induced subobjects of the reflexive set A = (A, /A).
The Egli-Milner ordering is given as follows:

A1 / A2 ⇐⇒ (∀x ∈ A1 ∃y ∈ A2 : x /A y) and
(∀y ∈ A2 ∃x ∈ A1 : x /A y).

On the other hand, in the case of the bounded metric
space (A, dA), which is equipped with a distance function
dA, we propose to take the well-known Hausdorff metric.
It has several applications, for instance, in fractal geometry,
in numerical mathematics, and in pattern recognition.

Definition 7. Let A1 = (A1, dA) and A2 = (A2, dA) be
two induced subobjects of the bounded metric space A =
(A, dA). The Hausdorff metric is defined as follows:

d(A1, A2) = max{supx∈A1
infy∈A2{dA(x, y)},

supy∈A2
infx∈A1{dA(x, y)}}.

Note, in the trivial example of ordinary sets (without
similarity), it is straightforward that two induced subob-
jects (ordinary subsets) of a given set can only be similar if
they are equal, i.e., if they share all the elements.

The following theorem generalizes the above-defined,
special notions of similarity between induced subobjects
and proposes a similarity measure in IndSub(A).

Theorem 2. Let A1 = (A1, LA, ρA) and A2 =
(A2, LA, ρA) be two induced subobjects of the set with
similarity A = (A,LA, ρA). The Egli-Milner ordering
from reflexive sets and the Hausdorff metric from bounded
metric spaces can be generalized to sets with similarity as
follows:

ρ(A1, A2) =

= (
∧

x∈A1

∨

y∈A2

ρA(x, y) ) ∧ (
∧

y∈A2

∨

x∈A1

ρA(x, y) ),

where all the meets and joins are computed in the complete
lattice LA.

The proof of this theorem and some highly-desirable
properties of the generalized similarity measure ρ, such as

i.) the empty induced subobject is completely dissimilar
to any other induced subobject and

ii.) every induced subobject is most similar to itself,

are given in (7). Note, if infinite sets are allowed, theorem 2
requires from the sets with similarity to be equipped with
complete (!) lattices (see definition 1).

5 Approximate searches

As already explained, tables and answers to queries are
modeled as induced subobjects. Each column is equipped
with its own measure of similarity (integrated within sets
with similarity), and from all these we build the measure
of similarity for the whole table (see definition 4), which
can be used to make comparisons between pairs of rows,
find rows whose distance from some origin falls into a cer-
tain range, find nearest neighboring rows or closest pairs of
rows. Hence we can perform all types of similarity search.

Moreover, the measure of similarity ρ (see theorem 2)
between induced subobjects could serve to measure the
nearness or exchangeability of the exact and the relaxed
answer to a query, for comparing instances of a time-
dependent table, or track changes made to a table. While
in the special case of reflexive sets, the Egli-Milner rela-
tion tells us only when a table or an answer is interchange-
able with another one, in the special case of bounded met-
ric spaces, the Hausdorff metric allows a more fine-grained
control of relaxation.

Example 1. Let tables 1 and 2 contain data about the users
of an Internet forum at two consecutive days (day 1 and day
2).

NAME NICK CITY
Marko obi Maribor
Maja maja Ljubljana

Darko Koren dare Koper

Table 1: Table of users at day 1.

NAME NICK CITY
Hujs Marko marko Pragersko

Maja maja Ljubljana
Darko Koren dare Koper
Meta Novak metan Maribor

Jernej jernej Kranj

Table 2: Table of users at day 2.

The relational schema of tables 1 and 2 is

[P : NAME,N : NICK, C : CITY],

where the domains corresponding to the atributes P , N ,
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and C are the following sets with similarity:

NAME = (Strings, LStrings, ρStrings),
NICK = (Strings, LStrings, ρStrings),
CITY = (Cities, L[0,∞], dCities).

Here, Strings is the set of all strings of maximum length
30 and Cities is the set of all possible cities, towns, and
villages in the world. The complete lattice LStrings is the
linearly ordered set {0, 1, . . . , 30} with the order relation
≥ and L[0,∞] is the complete lattice from definition 3. The
measures of similarity are defined as follows:

• The measure of similarity ρStrings is the Damerau-
Levenshtein distance (12), given as the minimum
number of operations needed to transform one string
into the other, where an operation is an insertion, dele-
tion, or substitution of a single character or a transpo-
sition of two characters. Since the length of the strings
is bounded by 30, the Damerau-Levenshtein distance
is at least 0 (the greatest element in the lattice LStrings)
and at most 30 (the least element in the lattice LStrings).

• The measure of similarity dSlovenia calculates the
similarity of two cities as their air distance given as the
Euclidean distance (in kilometres) between the Gauss-
Krüger coordinates of the city centers (we have used
the tool from http://www2.arnes.si/).

The measure of similarity corresponding to the Cartesian
product

USERS = NAME× NICK× CITY

of given sets with similarity is defined in accordance with
definition 4:

ρUsers((p1, n1, c1), (p2, n2, c2)) =
= (ρStrings(p1, p2), ρStrings(n1, n2), dCities(c1, c2)),

where (p1, n1, c1) and (p1, n1, c1) are two rows of the
given table instance, i.e., elements of the Cartesian prod-
uct of sets:

Users = Strings× Strings× Cities.

For instance, the similarity between the first rows of the
two tables 1 and 2 is equal to (5, 5, 18.3), but the similar-
ity of the last two rows of table 2 is equal to (9, 5, 189.9).
Clearly, (9, 5, 189.9) ≥ (5, 5, 18.3), which means that the
first pair of rows is more similar than the second one, i.e.,
the similarity value of the first pair is higher in the complete
lattice

LUsers = LStrings × LStrings × L[0,∞]

than the similarity value of the second pair. Note, since
LUsers is not linearly ordered, there are also uncomparable
elements in the lattice.

Furthermore, the measure of similarity ρ between in-
duced subobjects A and B of the Cartesian product USERS
can be defined in accordance with theorem 2:

ρ(A, B) =

= (
∧

x∈A

∨

y∈B

ρUsers(x, y) ) ∧ (
∧

y∈B

∨

x∈A

ρUsers(x, y) ),

where all the meets and joins are computed in the complete
lattice LUsers. Hence the similarity between the given ta-
ble instances is equal to (9, 4, 106.9). The similarity would
certainly decrease if one of the tables would be increased
in size by users living far from Slovenia and/or have or
use much longer names or nicks. Clearly, if the similar-
ity measures integrated within the sets with similarity were
changed, the similarity value between the two table in-
stances would also change and possibly have a different
interpretation. Hence the usefullness of the calculated sim-
ilarity values depends highly on the definitions of the basic
similarity measures.

Example 2. Let table 3 contain a portion of public-
transport bus routes in Ljubljana (Slovenia).

The relational schema of table 3 corresponding to rela-
tion BUSES is

[R : ROUTE,D : DEPATURE,DT : DTIME,

A : ARRIVAL,AT : ATIME],

where the domains corresponding to the atributes R, D,
DT , A, and AT are the following sets with similarity:

ROUTE = (Buses, L2, σBuses),
DEPARTURE = (Stops, LStops, σStops),

DTIME = (Time, LTime, σTime),
ARRIVAL = (Stops, LStops, σStops),

ATIME = (Time, LTime, σTime).

Here, Buses and Stops are the sets of bus routes and bus
stops in Ljubljana, respectively. Time is the set of all pos-
sible times of the form HH:MM, where HH denotes hours
written as 00, 01, . . . , 23 and MM denotes minutes writ-
ten as 00, 01, . . . , 59. The complete lattice LStops is the
linearly ordered set {0, 1, . . . ,M,∞} of non-negative in-
tegers (smaller than the number of all bus stops M ) and the
infinity value ∞ with the order relation ≥. The complete
lattice LTime is the linearly ordered set Time with 23:59 be-
ing the least element and 00:00 being the greatest element.
Moreover, lattice L2 is the lattice of boolean values from
definition 2.

The measures of similarity are defined as follows:

• The measure of similarity σBuses says 1 if the given bus
routes are equal and 0 if they are not.

• The measure of similarity σStops calculates the similar-
ity of the given bus stops as the minimum number of
bus stops needed to pass by bus to come from the first
bus stop to the second. If it is impossible to do this,
the similarity value given is equal to ∞.
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ROUTE DEPARTURE DTIME ARRIVAL ATIME Exchangeability

9 (Štep. naselje-Trnovo) 145 (Emona) 9:58 026 (Konzorcij) 10:25 (1,0,23:58,4,00:25)
5 (Štep. naselje-Podutik) 145 (Emona) 10:10 025 (Hotel Lev) 10:26 (1,0,00:10,6,00:26)
13 (Sostro-Bežigrad) 145 (Emona) 10:11 059 (Bavarski dvor) 10:24 (1,0,00:11,5,00:24)
9 (Štep. naselje-Trnovo) 145 (Emona) 10:14 026 (Konzorcij) 10:41 (1,0,00:14,4,00:41)
6 (Črnuče-Dolgi most) 058 (Bavarski dvor) 10:29 034 (Hajdrihova) 10:32 (1,6,00:29,0,00:32)
1 (Vižmarje-Mestni log) 024 (Kolizej) 10:36 034 (Hajdrihova) 10:49 (1,7,00:36,0,00:49)
6 (Črnuče-Dolgi most) 026 (Konzorcij) 10:41 034 (Hajdrihova) 10:46 (1,8,00:41,0,00:46)
1 (Vižmarje-Mestni log) 026 (Konzorcij) 10:44 034 (Hajdrihova) 10:49 (1,8,00:44,0,00:49)
6 (Črnuče-Dolgi most) 026 (Konzorcij) 10:47 034 (Hajdrihova) 10:54 (1,8,00:47,0,00:54)

Table 3: Table of public-transport bus routes in Ljubljana. The last column contains data about the exchangeability of
each row with an exact answer to the query given within example 2.

• The measure of similarity σTime calculates the similar-
ity of two time moments as their difference (second
minus first) in form of HH:MM.

Now consider the query “It is 10 o’clock and I am at
the Emona bus stop. Are there any buses to Hajdrihova?
I would like to arrive as soon as possible.”, written in the
language of relational algebra (4):

σD=Emona∧DT =10:00∧A=Hajdrihova∧AT =10:00(BUSES).

The last column of table 3 contains the calculated similarity
or exchangeability values of the exact and the possibly re-
laxed answer (row). Notice that in table 3 there are no buses
satisfying all the conditions given by the user but there are
several buses that could be interesting for the user, such as
the buses described by the second or the third row. These
have a different destination, which is not a real handicap
since the user could take another bus to come to Hajdri-
hova, i.e., bus routes 1 and 6, respectively. However, if
we would like to suggest a suitable bus or a sequence of
buses, we just need to calculate a θ-join of the given re-
lation with the requirement that the arrival bus stop of the
first and the departure bus stop of the second bus are (basi-
cally) the same, i.e., there are no bus stops between them,
maybe one only needs to cross the street.

6 Conclusion
We have defined the mathematical structure of sets with
similarity that allows us to treat the features of richly-
structured data, such as order, distance, and similarity, in
a theoretically sound and uniform way. The proposed mea-
sures of similarity allow us to perform all types of similar-
ity search.

In addition, we now briefly discuss possible implemen-
tations of the resulting databases enriched with measures of
similarity. Clearly, the user should be able to query approx-
imate or cooperative data from databases without being
concerned about the internal structure of data. Hence some
default similarity measures should be integrated within the
database. But still, the user should have the opportunity to
modify the default notions of similarity if he/she is willing
to do this.

However, the question that arises is how to store the de-
fined similarity measures. When the size of the data set
A is small, the evident way to store a similarity measure
ρA : A×A → LA is in tabular form, i.e., as a relation

ρA ⊆ A×A× LA.

This kind of representation quickly becomes inefficient
since it requires space quadratic in the size of A. Fortu-
nately, in most cases the similarity measure can be easily
calculated so that there is no need for storing it.

There are two typical examples of similarity measures
that can be computed rather than stored. First, distance-
like similarities are computed from auxiliary data, such as
geographic location, duration, and various other features
that only require a minimal amount of additional storage.

Second, reflexive relations are often defined in terms of
deduction rules, e.g., it may be known that the relation is
symmetric or transitive. In such cases we only store the
base cases in a database, and deduce the rest from them.
This is precisely the idea behind deductive database lan-
guages, such as Datalog.
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The doubly fed asynchronous machine is among the most used electrical machines due to its low cost, 
simplicity of construction and maintenance [1]. In this paper, we present a method to synthesize a 
robust controller of doubly fed asynchronous machine which is the main component of the wind turbine
system (actually the most used model [2]), indeed: there is different challenges in the control of the wind
energy systems and we have to take in a count a several parameters that perturb the system as: the wind 
speed variation, the consumption variation of the electricity energy and the kind of the power consumed 
(active or reactive) ...etc.. The method proposed is based on the H control problem with the linear 

matrix inequalities (LMI’s) solution: Gahinet-Akparian [3], the results show the stability and the 
performance robustness of the system in spite of the perturbations mentioned before.

Povzetek: Opisana je metoda upravljanja motorja vetrnih turbin.

1 Introduction
From all the renewable energy electricity production 
systems, the wind turbine systems are the most used 
specially the doubly fed asynchronous machine based 
systems, the control of theses systems is particularly 
difficult because all of the uncertainties introduced such 
as: the wind speed variations, the electrical energy 
consumption variation, the system parameters 
variations, in this paper we focus on the robust control 
( H controller design method) of the doubly fed 

asynchronous machine which is the most used in the 
wind turbine system due to its low cost, simplicity of 
construction and maintenance [1]. 
This paper is organised as follow: 
Section 2 presents the wind turbine system equipped 
with the doubly fed asynchronous machine and then the 
mathematical electrical equations from what the system 
is modelled (in the state space form) are given.
The section 3 presents the H robust controller design 

method with the LMI’s solution used to control our 
system.
The section 4 presents a numerical application and  
results in both the frequency and time plan are presented 
And finally a conclusion is given in section 5. 

2 System presentation and 
modelling

The following figure represents the wind turbine system

                
           
           The system use the wind power to drag the double fed 

asynchronous machine who acts as a generator, the 
output power produced must have the same high quality 
when it enters the electrical network, i.e.: 220 volts 
amplitude and 60 Hz frequency and the harmonics held 

Active
Power

Doubly fed
asynchronous
machine

Wind

Electrical
network

Electrical
energy
consumption

Reactive
Power

Figure 1: The Wind turbine system 
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to a low level in spite of wind speed changes and 
electrical energy consumption in active or reactive 
power form. References [4], [5], [6] describe detailed 
models of wind turbines for simulations, we use the 
model equipped with the doubly fed induction 
generators (asynchronous machine) (for more details see 
[7]), the system electrical equations are given 
in  qd , frame orientation, then the stator voltage 

differential equations are:

qssdsdssds w
dt

d
IRV  .                       (1)

dssqsqssqs w
dt

d
IRV  .                        (2)

The rotor voltage differential equations are:

qrrdrdrrdr w
dt

d
IRV  .                        (3)

drrqrqrrqr w
dt

d
IRV  .                  (4)

The stator flux vectors equations are:

drdssds IMIL ..                                    (5)

qrqssqs IMIL ..                                    (6)

The rotor flux vectors equations:

dsdrrdr IMIL ..                                  (7)

qsqrrqr IMIL ..                                   (8)

The electromagnetic couple flux equation :

)..(. drqsqrds
s

em II
L

M
pC                   (9)     

The electromagnetic couple mecanic equation :




 .f
dt

d
JCC rem                           (10)

With:

qsds VV , : Statoric voltage vector components in ‘d’

and ‘q’  axes respectively.

qrdr VV , : Rotoric voltage vector components in ‘d’

and ‘q’  axes respectively.

qsds II , : Statoric current vector components in ‘d’

and ‘q’  axes respectively.

qrdr II , : Rotoric current vector components in ‘d’ 

and ‘q’  axes respectively.

qsds  , : Statoric flux vector components in ‘d’

and ‘q’  axes respectively.

qrdr  , : Rotoric flux vector components in ‘d’

and ‘q’  axes respectively.

rs RR , : Stator and rotor resistances (of one phase)

respectively.

rs LL , : Stator and rotor cyclic inductances 

respectively.

rs ww , : Statoric and rotoric current pulsations 

respectively.
M : Cyclic mutual inductance.
p : Number of pair of the machine poles.

rC : Resistant torque.

f : Viscous rubbing coefficient.

J : Inertia moment.

2.1 State space model
In order to apply the robust controller design method, 
we have to put the system model in the state space from; 

we consider the rotoric voltage qrdr V,V as the inputs 

and the statoric voltage qsds VV , as the outputs, i.e. we 

have to design a controller who acts on the rotoric 
voltages to keep the output statoric voltages at 

volts220 and Hz50 frequency in spite of the electric 
network perturbations (demand variations … etc) and 
the wind speed variations (see figure.2).

Figure 2:  A Doubly fed wind turbine system control                                     
configuration

Where: u , y and e are the rotoric voltage vector 

(control vector), statoric output voltage vector and the 
error signal between the input reference and the output 
system respectively. K , G are the controller and the
wind turbine system respectively. R : is the statoric
voltage references vector and onsperturbati are the 

electric energy demand variations, wind speed 
variations …etc.

Let us consider  Tqrdrx  as a state vector, and 

 Tqsdsqsds VVIIu  as the command vector, the 

stator flux vector is oriented in d axis of Parks reference 
frame then : 0 qs and qsds II , are considered 

constant in the steady state i.e.: 0 qsds II  .

We use the folowing doubly fed asynchronous machine 
parameters:  

 5sR ;  0113.1rR ; HM 1346.0
HLs 3409.0 ; HLr 605.0 ; Hzwr 6.146 ;

Hzws 502  

Let rs www  and
rs LL

M




2

1 .

The state space (11) can be obtained by the combining
of the equations (1) to (8) as follow:     








uDxCy

uBxAx
                    (11)

Where:

onsperturbati

GR e u y

-
K
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3 The H∞ controller design method
It is necessary to recall the basics of a control loop 
(figure.3). With G’: the perturbed system.

Figure 3: The control loop with the output 
multiplicative uncertainties

The multiplicative uncertainties at the process output 
which include all the perturbations that act in the system 

are then : 1' ).(  GGGm , with )( mIGG  : is 

the perturbed system, figure.4 show the singular values 

plot at the frequency plan of m , we can see that the 

uncertainties are smaller at low frequencies and grow at 
the medium and high frequencies, this mean a strong 
perturbation at high frequencies (the transient phase), 
we also note a pick at: srad /260 , this is due to 
the fact that the system is highly coupled at this 
pulsation.
We can bound the system uncertainties by the following 
weighting matrix function:



























)0001.01(

)102.0(55.0
0

0
)0001.01(

)102.0(55.0

)(

jw

jw
jw

jw

jwWt     (12)

The figure.5 show that the singular values of 
)( jwWt bounds the maximum singular values of the 

uncertainties in the entire frequency plan.
The robust stability condition [11] is then:

                         1jwWjwT t                          (13)

Or: 

                   1 jwWjwT t                   (14)

Where:  is the maximum singular value and  jwT is 

the nominal closed loop transfer matrix defined by:

           1 jwKjwGIjwKjwGjwT            (15)

The equations (13) allow us to guaranty the stability 
robustness, in other hand we most guaranty satisfying 
performances (no overshoot, time response …etc) in the 
closed loop (performances robustness), this can by done 
by the performance robustness condition [8]:

     1jwWjwS p                          (16)

Or:

      1 jwWjwS p                     (17)

Where: 
 jwS is the sensitivity matrix given by:  

       1 jwKjwGIjwS           (18)

)( jwWP is a weighting matrix function designed to meet 

the performance specifications desired in the frequency 
plan, we choose the following matrix function:

























jw

jw
jw

jw

jwW p

05.0

)1005.0(
0

0
05.0

)1005.0(

)(           (19)

The figure.6 represent the singular values of  jwWP in 

the frequency plan, one notice that the specifications on 
the performances are bigger in low frequencies 
(integrator frequency behaviour), and this guaranty no 
static error.
Then the standard problem of H∞ Control theory is 
then: 

   
   





jwWjwS

jwWjw

p
gstabiliK

t

sin

T
min                          (20)                             

i.e.: to find a stabilising controller K that minimise the 
norm (20).

With:  


is The Hinfinity norm.

∆m

K G
y

G’

_
R ++ +
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4 Application
The minimisation problem (20) is solved by using two 

Riccati equations [9] or with the linear matrix 

inequalities approach. For our system, we use the linear 

matrix inequalities solution (for more details see [10]). 

The solution (controller) can be obtained via the Matlab 

instruction hinflmi available at ‘LMI Toolbox’ of 

Matlab® Math works Inc [11].

The figure 7 and the figure 8 show the satisfaction of 
the stability and performances robustness conditions 
(14) and (17).
The figure.9 show the step responses step responses of 
the closed loop controlled nominal system with: 

 1
0

0
1

__  refqsrefds VVR respectively.

The Outputs dsV and qsV follow the references with a 

good time response and no overshoot. 
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Figure 4:  The system uncertainties maximum singular values
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Figure 6: Singular Values of the weighting performance specification
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Figure 7:  Stability robustness condition
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Figure 8:  Performances robustness condition

Figure 9: Step response of the controlled closed loop nominal system

5 Conclusion
In this paper we deal with the control problem of a wind 
turbine equipped with a doubly fed asynchronous 
machine subject to various perturbations and system 
uncertainties (wind speed variations, electrical energy 
consumption, system parameters variations ...etc), we 
show that the H∞ controller design method can be 
successfully applied to this kind of systems keeping 

stability and good performances in spite of the 
perturbations and system uncertainties. 
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Load balancing is substantial when developing parallel and distributed computing applications. The 
emergence of computational grids extends the necessity of this problem. Ant colony is a meta-heuristic 
method that can be instrumental for grid load balancing. This paper presents an echo system of adaptive 
fuzzy ants. The ants in this environment can create new ones and may also commit suicide depending on 
existing conditions. A new concept called Ant level load balancing is presented here for improving the 
performance of the mechanism. A performance evaluation model is also derived. Then theoretical 
analyses, which are supported with experiment results, prove that this new mechanism surpasses its 
predecessor.

Povzetek: Metoda inteligentnih mravelj je uporabljena na problemu razporejanju bremen.

1 Introduction
A computational grid is a hardware and software 
infrastructure which provides consistent, pervasive and 
inexpensive access to high end computational capacity. An 
ideal grid environment should provide access to all the 
available resources seamlessly and fairly.
The resource manager is an important infrastructural 
component of a grid computing environment. Its overall 
aim is to efficiently schedule applications needing 
utilization of available resources in the grid environment. 
A grid resource manager provides a mechanism for grid 
applications to discover and utilize resources in the grid 
environment. Resource discovery and advertisement offer 
complementary functions. The discovery is initiated by a 
grid application to find suitable resources within the grid. 
Advertisement is initiated by a resource in search of a 
suitable application that can utilize it. A matchmaker is a 
grid middleware component which tries to match 
applications and resources. A matchmaker may be 
implemented in centralized or distributed ways. As the grid 
is inherently dynamic, and has no boundary [1], so the 
distributed approaches usually show better results [2] and 
are also more scalable. A good matchmaker (broker)
should uniformly distribute the requests, along the grid 
resources, with the aid of load balancing methods. 
As mentioned in [1], the grid is a highly dynamic 
environment for which there is no unique administration. 

Therefore, the grid middleware should compensate for the 
lack of unique administration. 
ARMS is an agent-based resource manager infrastructure 
for the grid [3, 4]. In ARMS, each agent can act 
simultaneously as a resource questioner, resource provider, 
and the matchmaker. Details of the design and 
implementation of ARMS can be found in [2]. In this 
work, we use ARMS as the experimental platform. 
Cosy is a job scheduler which supports job scheduling as 
well as advanced reservations [5]. It is integrated into 
ARMS agents to perform global grid management [5]; 
Cosy needs a load balancer to better utilize available 
resources. This load balancer is introduced in part 3.
The rest of the paper is organized as follows: Section 2 
introduces the load balancing approaches for grid resource 
management. In Section 3, ant colony optimization and 
self-organizing mechanisms for load balancing are 
discussed. Section 4 describes the proposed mechanism. 
Performance metrics and simulation results are included in 
Section 5. Finally, the conclusion of the article is presented 
as well as future work related to this research.

2 Load balancing
Load balancing algorithms are essentially designed to 
spread the resources’ load equally thus maximizing their 
utilization while minimizing the total task execution time 
[7]. This is crucial in a computational grid where the most 
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pressing issue is to fairly assign jobs to resources. Thus, 
the difference between the heaviest and the lightest 
resource load is minimized.
A flexible load sharing algorithm is required to be general, 
adaptable, stable, scalable, fault tolerant, transparent to the 
application and to also induce minimum overhead to the 
system [8]. The properties listed above are interdependent. 
For example, a lengthy delay in processing and 
communication can affect the algorithm overhead 
significantly, result in instability and indicate that the 
algorithm is not scalable. 
The load balancing process can be defined in three rules: 
the location, distribution and selection rule [7]. The 
location rule determines which resource domain will be 
included in the balancing operation. The domain may be 
local, i.e. inside the node, or global, i.e. between different 
nodes. The distribution rule establishes the redistribution 
of the workload among available resources in the domain, 
while the selection rule decides whether the load balancing 
operation can be performed preemptively or not [7].

2.1 Classification of load balancing 
mechanisms

In general, load balancing mechanisms can be broadly 
categorized as centralized or decentralized, dynamic or 
static [10], and periodic or non-periodic [11].
In a centralized algorithm, there is a central scheduler 
which gathers all load information from the nodes and 
makes appropriate decisions. However, this approach is not 
scalable for a vast environment like the grid. In 
decentralized models, there is usually not a specific node 
known as a server or collector. Instead, all nodes have 
information about some or all other nodes. This leads to a 
huge overhead in communication. Furthermore, this 
information is not very reliable because of the drastic load 
variation in the grid and the need to update frequently. 
Static algorithms are not affected by the system state, as 
their behaviour is predetermined. On the other hand, 
dynamic algorithms make decisions according to the 
system state. The state refers to certain types of 
information, such as the number of jobs waiting in the 
ready queue, the current job arrival rate, etc [12]. Dynamic 
algorithms tend to have better performance than static ones 
[13]. 
Some dynamic load balancing algorithms are adaptive; in 
other words, dynamic policies are modifiable as the system 
state changes. Via this approach, methods adjust their 
activities based on system feedback [13].

3 Related works
Swarm intelligence [14] is inspired by the behaviour of 
insects, such as wasps, ants or honey bees. The ants, for 
example, have little intelligence for their hostile and 
dynamic environment [15]. However, they perform 
incredible activities such as organizing their dead in 
cemeteries and foraging for food. Actually, there is an 
indirect communication among ants which is achieved 
through their chemical substance deposits [16].

This ability of ants is applied in solving some heuristic 
problems, like optimal routing in a telecommunication 
network [15], coordinating robots, sorting [17], and 
especially load balancing [6, 9, 18, 19]. 
Messor [20] is the main contribution to the load balancing 
context.

3.1 Messor
Messor is a grid computing system that is implemented on 
top of the Anthill framework [18].
Ants in this system can be in Search–Max or Search–Min 
states. In the Search–Max state, an ant wanders around 
randomly until it finds an overloaded node. The ant then 
switches to the Search–Min state to find an underloaded 
node. After these states, the ant balances the two 
overloaded and underloaded nodes that it found. Once an 
ant encounters a node, it retains information about the 
nodes visited. Other ants which visit this node can apply 
this information to perform more efficiently. However, 
with respect to the dynamism of the grid, this information 
cannot be reliable for a long time and may even cause 
erroneous decision-making by other ants. 

3.2 Self-Organizing agents for grid load 
balancing

In [6], J.Cao et al propose a self-organizing load balancing 
mechanism using ants in ARMS. As this mechanism is 
simple and inefficient, we call it the “seminal approach”. 
The main purpose of this study is the optimization of this 
seminal mechanism. Thus, we propose a modified 
mechanism based on a swarm of intelligent ants that 
uniformly balance the load throughout the grid. 
In this mechanism an ant always wanders ‘2m+ 1’ steps to 
finally balance two overloaded and underloaded nodes.
As stated in [6], the efficiency of the mechanism highly 
depends on the number of cooperating ants (n) as well as 
their step count (m). If a loop includes a few steps, then the 
ant will initiate the load balancing process frequently, 
while if the ant starts with a larger m, then the frequency of 
performing load balancing decreases. This implies that the 
ant’s step count should be determined according to the 
system load. However, with this method, the number of 
ants and the number of their steps are defined by the user 
and do not change during the load balancing process. In 
fact, defining the number of ants and their wandering steps 
by the user is impractical in an environment such as the 
grid, where users have no background knowledge and the 
ultimate goal is to introduce a transparent, powerful 
computing service to end users.
Considering the above faults, we propose a new 
mechanism that can be adaptive to environmental 
conditions and turn out better results. In the next section, 
the proposed method is described.

4 Proposed method
In the new mechanism, we propose an echo system of 
intelligent ants which react proportionally to their 
conditions. Interactions between these intelligent, 
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autonomous ants result in load balancing throughout the 
grid. 
In this case, an echo system creates ants on demand to 
achieve load balancing during their adaptive lives. They 
may bear offspring when they sense that the system is 
drastically unbalanced and commit suicide when they 
detect equilibrium in the environment. These ants care for 
every node visited during their steps and record node 
specifications for future decision making. Moreover, every 
ant in the new mechanism hops ‘m’ steps (the value of ‘m’ 
is determined adaptively) instead of ‘2m+1’. At the end of 
the ‘m’ steps, ‘k’ overloaded are equalized with ‘k’ 
underloaded nodes, in contrast to one overloaded with one 
underloaded according to the previous method. This results 
in an earlier convergence with fewer ants and less 
communication overhead. 
In the next sections, the proposed method is described in 
more detail.

4.1 Creating ants
If a node understands that it is overloaded, it can create a 
new ant taking only a few steps to balance the load as 
quickly as possible. Actually, as referred in [2], 
neighbouring agents, in ARMS, exchange their load status 
periodically. If a node’s load is more than the average of its 
neighbours, for several periods of time, and it has not been 
visited by any ant during this time, then the node creates a 
new ant itself to balance its load throughout a wider area.
Load can be estimated several ways by an agent to 
distinguish whether a node is overloaded or not. For the 
sake of comparison with similar methods, the number of 
waiting jobs in a node is considered the criterion for load 
measurement.

4.2 Decision-making
Every ant is allocated to a memory space which records 
specifications of the environment while it wanders. The 
memory space is divided into an underloaded list (Min 
List) and an overloaded list (Max List). In the former, the 
ant saves specifications of the underloaded nodes visited. 
In the latter, specifications of the overloaded nodes visited 
are saved.
At every step, the ant randomly selects one of the node’s 
neighbours. 

4.2.1 Deciding algorithm
After entering a node, the ant first checks its memory to 
determine whether this node was already visited by the ant 
itself or not. If not, the ant can verify the condition of the 
node, i.e. overloaded, underloaded or at an equilibrium, 
using its acquired knowledge from the environment.
As the load quantity of a node is a linguistic variable and 
the state of the node is determined relative to system 
conditions, decision making is performed adaptively by 
applying fuzzy logic [21, 22]. 
To make a decision, the ant deploys the node’s current 
workload and the remaining steps as two inputs into the 
fuzzy inference system. Then, the ant determines the state 
of the node, i.e. Max, Avg or Min.

The total average of the load visited is kept as the ant’s 
internal knowledge about the environment. The ant uses 
this for building membership functions of the node’s 
workload, as shown in Figure1.a. The membership 
functions of Remain steps and Decide, as the output, are on 
the basis of a threshold and are presented in Figures 1.b, 
1.c:

Figure 1: Membership functions of fuzzy sets 
a) The Node’s Load, b) Remain steps, c) Decide.

The inference system can be expressed as the following 
relation:
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Where L, ML, MH, H in Figure1.a indicates Low, Medium 
Low, Medium High, High respectively and F, A, V in 
Figure 1.b indicates Few, Average and Very.
Thus, the ant can make a proper decision. If the result is 
“Max” or “Min”, the node’s specifications must be added 
to the ant’s max-list or the min-list. Subsequently, the 
corresponding counter for Max, Min, or Avg increases by 
one. These counters also depict the ant’s knowledge about 
the environment. How this knowledge is employed is 
explained in the next sections.

4.2.2 Ant level load balancing
In the subtle behaviour of ants and their interactions, we 
can see that when two ants face each other, they stop for a 
moment and touch tentacles, probably for recognizing their 
team members. This is what inspired the first use of ant 
level load balancing.
With respect to the system structure, it is probable that two 
or more ants meet each other on the same node. As 
mentioned earlier, each of these ants may gather 
specifications of some overloaded and underloaded nodes. 
The amount of information is not necessarily the same for 
each ant, for example one ant has specifications of four 
overloaded and two underloaded while the other has two 
overloaded and six underloaded nodes in the same 
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position. In this situation, ants extend their knowledge by 
exchanging them. We call this “ant level load balancing.”
In the aforementioned example, after ant level load 
balancing of the two co-positions, the ants have 
specifications of three overloaded and four underloaded 
nodes in their memories. This leads to better performance 
in the last step, when the ants want to balance the load of 
‘k’ overloaded with ‘k’ underloaded nodes. This operation 
can be applied to more than two ants. 
Actually, when two or more co-positioned ants exchange 
their knowledge, they extend their movement radius to a 
bigger domain, thus improving awareness of the 
environment. Another idea is taken from the ant’s 
pheromone deposits while travelling, which is used by ants 
to pursue other ants. This is applied in most ant colony 
optimization problems [23, 24]. There is, however, a subtle 
difference between these two applications. In the former 
the information retained by the ant may become invalid 
over time. This problem can be solved by evaporation [23, 
24]. Evaporation, however, is not applicable in some cases, 
e.g. in the grid, where load information varies frequently. 
On the other hand, in the latter application, the knowledge 
exchanged is completely reliable.

4.2.3 How new ants are created
In special conditions, particularly when the its life span is 
long, the ant’s memory may fill up, even though the ant 
may still be encountering nodes which are overloaded or 
underloaded. In this situation, if a node is overloaded, the 
ant bears a new ant with predefined steps. If encountering 
an underloaded node, the ant immediately exchanges the 
node’s specification with the biggest load on the list of 
underloaded elements. This results in better balancing 
performance and adaptability to the environment. Here, 
adaptability translates into increasing the number of ants 
automatically, whenever there is an abundance of 
overloaded nodes. 

4.3 Load balancing, starting new itineration
When its journey ends, the ant has to start a balancing 
operation between the overloaded (Max) and underloaded 
(Min) elements gathered during its roaming. In this stage, 
the number of elements in the Max-list and Min-list is 
close together (because of ant level load balancing). To 
achieve load balancing, the ant recommends underloaded 
nodes to the overloaded nodes and vice versa. In this way, 
the amount of load is dispersed equally among 
underloaded and overloaded nodes. 
After load balancing, the ant should reinitiate itself to 
begin a new itineration. One of the fields that must be 
reinitiated is the ant’s step counts. However, as stated in 
previous sections, the ant’s step counts (m) must be 
commensurate to system conditions [6]. Therefore, if most 
of the visited nodes were underloaded or in equilibrium, 
the ant should prolong its wandering steps i.e. decrease the 
load balancing frequency and vice versa. Doing this 
requires the ant’s knowledge about the environment. This 
knowledge should be based on the number of overloaded, 
underloaded and equilibrium nodes visited during the last 
itineration.

Because of fuzzy logic power in the adaptation among 
several parameters in a problem [22] and the consideration 
of the step counts (m) as a linguistic variable, e.g. short, 
medium, long, it is rational to use fuzzy logic for 
determining the next itineration step counts. 
Actually, this is an adaptive fuzzy controller which 
determines the next itineration step counts (NextM, for 
short) based on the number of overloaded, underloaded and 
equilibrium nodes visited, along with the step counts 
during the last itineration (LastM). In other words, the 
number of overloaded, underloaded and equilibrium nodes 
encountered during the LastM indicate the recent condition 
of the environment, while the LastM, itself, reports the 
lifetime history of the ant.
The membership functions of the fuzzy sets are shown in 
Figure 2.

(c)
Figure 2: Membership functions of fuzzy sets 

a) Last m, b) Next m, c) count of Max, Min and Average 
nodes visited

Where TL, L, M, H, TH shows Too Low, Low, Medium, 
High and Too High in Figure 2.a, 2.b and L, M, H 
indicates Low, Medium and High in Figure 2.c.
This fuzzy system can be displayed as a relation and a 
corresponding function as follows:
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Where ix
shows the input data into the system, 

ry is the 
centre of the specific membership function declared in 

rule r . 
)( iB

xr
i


indicates the membership value of the i 

th input in membership functions of the r th rule. In this 
inference system, we also have 4 inputs and 135 rules 
defined, as stated in (3).
In this system, a large number of underloaded and, 
especially, equilibrium elements indicate equilibrium 
states. Consequently, the NextM should be prolonged, thus 
lowering the load balancing frequency. One can say that, if 
an ant’s step counts extend to extreme values, its effect 
tends to be zero. Based on this premise, we can conclude 
that an ant with overly long step counts does not have any 
influence on the system balance. Rather, the ant imposes 
its communication overhead on the system. In this 
situation, the ant must commit suicide. This is the last ring 
of the echo system. Therefore, if the NextM is fired in the 
“Dead” membership function, the ant does not start any 
new itineration.
Below is a diagram exhibiting the ant’s behaviour in 
different environmental conditions. Figure 3.a shows the 
relation between the LastM and the amount of overloaded 
nodes visited, while Figure 3.b illustrates the relation 
between the LastM and the number of equilibrium nodes 
visited.

5 Performance valuations
In this section, several common statistics are investigated, 
which show the performance of the mechanism.

5.1 Efficiency
To prove that the new mechanism increases efficiency, it 
should be compared with the mechanism described in [4]. 
First, we introduce some of the most important criteria in 
load balancing:

Figure 3: Schematic view of adaptive determining of next 
itineration step counts. a) LastM –MaxCount–output, 
b) LastM – avgCount–output

Let P be the number of agents and Wpk where (p: 1, 2... P) 

is the workload of the agent p at step k . The average 
workload is:

P

W

W

P

p
pk

k


 1

          (4)
The mean square deviation of Wpk, describing the load 
balancing level of the system, is defined as:
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Finally, The system load balancing efficiency ( e ) is 
defined as:
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Where ek means efficiency at step k and Ck is the total 
number of agent connections that have achieved a load 
balancing level Lk. To compare the efficiency of these two 

mechanisms, we should consider Tradnew kk ee /
. 

As L0 indicates the load balancing level at the beginning 
of the load balancing process and is also equal in both new 
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and seminal mechanisms, we shall discuss the value of Lk. 
For the sake of simplicity, assume that every node gets to 

kW after the balancing process and no longer requires 
balancing, i.e. 

0 pkk WW
(7)

On the other hand, after the k stage, if the memory space 
considered for overloaded and underloaded elements is 
equal to ‘a’ (a>2), then we have ka elements balanced: 
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While in the seminal approach we have:
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If we suppose that a>2, we can conclude:

kaPkP  2 (10)
After the k stages, the difference in the balanced nodes in 
these two mechanisms is:
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With respect to (14), we have:
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One of the most important parameters in the efficiency of 
the new mechanism is the ant’s memory space (a). In an 
extreme case, if a=2, then the mechanism resembles the 
seminal one, with half steps (S), i.e. 

Tradnew SS *21
(16)

Consider that memory space (a) is effective if and only if it 
can be filled during the ant’s wandering steps. Therefore, if 
a increases, then the amount of steps (S) must increase 
accordingly to prevent performance degradation. This 
means that:

If a then S    (17)
Increasing S causes a decrease in load balancing frequency 
and consequently an increase in convergence time. 

Overly long trips also lead to many reserved nodes. At the 
same time, there may be other roaming ants looking for 
free, unbalanced nodes. On the other hand, expanding the 

ant’s memory leads to occupying too much bandwidth as 
well as increasing processing time. Actually, there is a 
trade-off between the step counts (S) and the memory 
allocated to each ant (a).

If a<<S, then the memory allocated expires rapidly and the 
ant is compelled to generate new ants. This explodes the 
ant population, subsequently augments their 
communication and the remaining pheromone and finally 
leads to an increase in time. However, as the probability of 
balancing every node more than once rises, the load 
balancing level falls.
On the other side, if aS, then the probability of creating 
new ants lessens. Subsequently, the ant’s population is 
reduced. Cutting down on the ant population results in 
faster speed, diminished communication and the 
pheromone left by the ants. The final result, however, is 
not satisfactory (final load balancing level is high). Due to 
the reasons discussed and with respect to several 
experiments shown in Figures 4, 5 and Table 1, we deduce 
that, in order to satisfy the different parameters mentioned, 
it is better to set the allocated memory at about half of the 
step counts.

2/Sa  (18)
Experiments achieved with a different memory size 
allocated, where S=15 initially, are reported here.
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Figure 4: Relation between memory allocated to each ant 
(a) and a) load balancing level(L) b) time(T) base on 

millisecond c) Ant no (Ant), where the Ant initial Step 
Counts (S)=1

a Time(ms) Level Ant No

5 10274 1.9455 1197

8 4906 3.0363 797

14 971 8.6015 325

Table 1: Relation between ants’ memory size (a) and Ants 
with initial Step Counts (S=15).

5.2 Load balancing speed
Adaptively determining the step counts, actually, causes a 
differentiation in load balancing frequency over time. In 
other words, as time increases, the whole system 
approaches convergence and the load balancing frequency 
lessens, hence postponing the final convergence time. On 
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the contrary, the new mechanism imposes less overhead as 
the system nears the balance state. In reality, in an 
environment such as the grid, attaining final convergence 
is impractical because of its inherent dynamism and 
vastness. However, if balancing occurs, it would not last 
long.
Figure 5 shows a schematic comparison for load balancing 
frequency between the new and the seminal mechanism.
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Figure 5: Comparison between the Seminal (Trad) and the 
new method’s load balancing frequency (F).

5.3 Experimental results
Experiments are achieved according to the specifications 
of Simorgh mini-grid [25]. This mini-grid will include 
different clusters throughout Ferdowsi University. 
However, as this mini-grid is under construction now, we 
have simulated its behaviour. In this simulation, Agent 
system, Workload, and Resources are modelled as follows:
 Agents. Agents are mapped to a square grid. This 
simplification has been done in similar works [6, 13]. All 
of experiments described later include 400 agents.
 Workload. A workload value and corresponding 
distribution are used to characterize the system workload. 
The value is generated randomly in each agent.
 Resources. Resources are defined in the same way as 
workload.
The first experiment involves total network connections. In 
this experiment, as shown in Figure 6.a, ant 
communication in the new mechanism is drastically less 
than in the seminal approach. This is mainly because every 
time an ant wanders ‘S’ steps in the new method, it 
balances ‘k’ elements. In the traditional method, however, 
the ant wanders ‘2S+1’ steps and then balances only two 
elements. Therefore, as seen below, with an equal initial 
step count (S=15), the ant in the new mechanism only goes 
through 2,000 stages to achieve final convergence, while in 
the traditional method, the ant passes 7,000 stages. Figure 
6.b illustrates the comparison between a colony of ants 
using S=15 and a memory size=7. This figure elucidates 
that, in the new mechanism, the communication count goes 
flat. This occurs when the step counts enlarge and load 
balancing frequency decreases, i.e. in the last seconds. 
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Figure 6: Comparing agent communications (C) between 
the new and seminal (Trad) method. Final results using. a) 
One ant S=15, a=7 b) a colony of ants, N=220, S=15, a=7

The second experiment focuses on the relation between 
load balancing levels and the number of dead ants. As 
illustrated in Figure 7, as the number of dead ants rises, the
load balancing level declines, i.e. it approaches final 
convergence. This experiment is conducted with different 
initial ants. Repeating the experiment with a different 
number of initial ants proves that, deploying more ants 
would result in better balancing level.
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Figure 7: Impact number of created ants (DeadAntNo) on 
the load balancing level (L), the experiment achieved with 
different numbers of initial ants (init).

The third experiment concentrates on the correlation 
between an ant’s step counts and the load balancing level. 
The average step counts of the swarm over time are used
for measurement. As Figure 8 shows, the step count 
increases by approaching convergence. This results in 
delay to achieve final convergence.

(b)

(a)
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Figure 8: Relation between average Step count (avgStep) 
and load balancing Level (L)

The fourth experiment indicates the effect of proposed load 
balancing method on the final job distribution. As 
understood from Figure 9, ant level load balancing 
produces a better convergence.
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Figure 9: Comparison between effects of using ant level 
load balancing on final balancing level (L) during the time 
(T).

It is clear that this load balancing method cannot be 
achieved without any cost. As illustrated in Figure 9, 
although the proposed method results are better than 
previous ones, it consumes more time. We must 
acknowledge that the new method enables the ant to obtain 
global information even while moving locally. 
Furthermore, the validity of the exchanged information is 
guaranteed in contrast to using the pheromone, which is 
not, even with evaporation.
The fifth experiment presents the efficiency of the new 
method in comparison with the seminal approach. Figure 
10 illustrates that the new method, with different initial 
steps and different memory allocated, is more efficient
than the seminal one. 
On the other hand, comparing the new method’s 
efficiencies, with different initial step counts(S) and 
different memory allocated shows the effect of the trade-
off in determining the memory allocated to each ant (a). In 
this case, if the memory allocated is high, e.g. a=10, then 
the probability of creating new ants decreases. So, the 
probability of visiting a node by different ants is decreased 
which causes a fall in efficiency. In the other way, as 
mentioned earlier, low values for memory allocated (a), 
e.g. a=5, increase the ant population and consequently their 
interconnections (Ck). This again results in decreasing the 
final efficiency in regard to (6).

Consider that stages do not have a completely standard 
meaning in our method. Thus, we think of periods of time 
as stages (k). 
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Figure 10: Efficiency (e) comparison between the 
traditional and the new method with different step counts 
and memory allocated, during the time (T).  

6 Conclusion
As described in the previous sections, equalizing the load 
of all available resources is one of the most important 
issues in the grid. In this way, with respect to grid 
specifications, an echo system of autonomous, rational and 
adaptive ants is proposed to meet the challenges of load 
balancing. There are great differences between the 
proposed mechanism and similar mechanisms which 
deploy ant colony optimization. We believe that ant level 
load balancing is the most important difference.
In future work, we plan to extend the applications of ant 
level load balancing in addition to implementing this 
mechanism in a more realistic environment. Promoting ant 
intelligence and adaptation, establishing billing contracts 
among resources as they exchange customer loads, as well 
as overcoming security concerns are other future work.
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This paper investigates several methods of combining a second order hidden Markov model part-of-
speech (morphosyntactic) tagger and a high-coverage inflectional lexicon for Croatian. Our primary 
motivation was to improve tagging accuracy of Croatian texts by using our newly-developed tagger
CroTag, currently in beta-version. We also wanted to compare its tagging results – both standalone and 
utilizing the morphological lexicon – to the ones previously described in (Agić and Tadić 2006), 
provided by the TnT statistical tagger which we used as a reference point having in mind that both 
implement the same tagging procedure. At the beginning we explain the basic idea behind the 
experiment, its motivation and importance from the perspective of processing the Croatian language. 
We also describe tools – namely tagger and lexicon – and language resources used in the experiment, 
including their implementation method and input/output format details that were of importance. With the 
basics presented, we describe in theory four possible methods of combining these resources and tools 
with respect to their operating paradigm, input and production capabilities and then put these ideas to 
test using the F-measure evaluation framework. Results are then discussed in detail and conclusions and 
future work plans are presented.

Povzetek: Za hrvaški jezik je razvita metoda za označevanje besedila.

1 Introduction
After obtaining satisfactory results of the preliminary 
experiment with applying a second order hidden Markov 
model part-of-speech/morphosyntactic tagging paradigm 
by using TnT tagger on Croatian texts, we decided to
attempt reaching a higher level of accuracy based on 
these results. Detailed description of the previous 
experiment is given in (Agić and Tadić 2006) and TnT 
tagger is described in (Brants 2000). Please note that 
abbreviation HMM is used instead hidden Markov model 
and PoS (MSD) tagging instead part-of-speech
(morphosyntactic) tagging further in the text.

In the section about our future work plans in (Agić 
and Tadić 2006), we provided two main directions for 
further enhancements:
a. Producing new, larger and more comprehensive 

language resources, i.e. larger, more precisely 
annotated and systematically compiled corpora of 
Croatian texts, maybe with special emphasis on 
genre diversity and

b. Developing our own stochastic tagger based on 
HMMs (being that TnT is available to public only as 
a black-box module) and then altering it by adding 

morphological cues about Croatian language or other 
rule-based modules.
We considered both courses of action as being 

equally important. HMM PoS/MSD trigram taggers 
make very few mistakes when trained on large and 
diverse corpora encompassing most of morphosyntactic 
descriptions for a language and, on the other hand, they
rarely seem to surpass 98% accuracy on PoS/MSD, 
excluding the tiered tagging approach by (Tufis 1999.) 
and (Tufis and Dragomirescu 2004), not without help of 
rule-based modules, cues from morphological lexica or 
other enhancements which in fact turn stochastic tagging 
systems into hybrid ones. We have therefore chosen to 
undertake both courses of action in order to create a 
robust version of Croatian PoS/MSD tagger that would 
be able to provide us with high-quality MSD-annotated 
Croatian language resources automatically.

However, knowing that manual production of MSD-
tagged corpora takes substantial amounts of time and 
human resources, we put an emphasis on developing and 
fine-tuning the trigram tagger in this experiment. Here 
we describe what is probably the most straightforward of 
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currently available fine-tuning options for Croatian –
combining CroTag tagger and Croatian morphological 
lexicon. The lexicon itself is described in (Tadić and 
Fulgosi 2003) and implemented in form of Croatian 
lemmatization server, described in (Tadić 2006) and 
available online at http://hml.ffzg.hr. Our notion of 
tagger-lexicon combination in this paper refers to several
possibilities of utilizing high coverage of the lexicon on 
Croatian texts in order to assist CroTag where it makes 
most errors, namely while tagging tokens that were not 
encountered by its training procedure.

Section 2 of the paper describes all the tools, 
language resources, annotation standards, input and 
output formats used in the experiment, while section 3 
deals in theory with four conceptually different but 
functionally similar methods of pairing CroTag tagger 
and Croatian morphological lexicon. Section 4 defines 
the evaluation framework that would finally provide us 
with results. Discussion and conclusions along with 
future plans are given in sections 5 and 6.

2 Resources and tools
In this section, we give detailed insight on tools and 
resources used in the experiment, along with other facts 
of interest – basic characteristics of available annotated 
corpora and input-output file format standard used.

2.1 Inflectional lexicon
At the first stage of the experiment, we had available the 
Croatian morphological lexicon in two forms – one was 
the generator of Croatian inflectional word forms, 
described in (Tadić 1994) and another was the Croatian 
lemmatization server, detailed in (Tadić 2006). As it can 
be verified at http://hml.ffzg.hr, the server takes as input 
a UTF-8 encoded verticalized file. File verticalization is 
required because the server reads each file line as a single 
token which is used as a query in lemma and MSD 
lookup. Output is provided in form of a text file and an 
equivalent HTML browser output. Figure 2.1 represents 
a simplified illustration of this output: first token is the 
word form given at input and it is followed by pairs of 
lemmas and corresponding morphosyntactic descriptors 
compliant to MULTEXT-East v3 specification, given by 
e.g. (Erjavec 2004).

da [da2 Qr] [dati Vmia2s] [dati Vmia3s] 
[dati Vmip3s] [da1 Css]

Figure 2.1: Output of inflectional lexicon (illustration).

Therefore, a text document was extracted from the 
server containing all (lemma, token, MSD) triples and 
any computer program or a programming library 
implementing fast search capability over this document 
could be utilized in our experiment as a black-box 
module. For this purpose, we used the Text Mining Tools
library (TMT), described in (Šilić et al. 2007), that had 
implemented a very fast and efficient dictionary module 
based on finite state automata, storing triples of word 

forms, lemmas and tags into an incrementally 
constructed deterministic automaton data structure. This
TMT dictionary module has thus provided us with the 
needed object-oriented interface (conveniently developed 
in C++, same as CroTag) that we could use to get e.g. all 
lemmas and MSDs for a token, all MSDs for a (token, 
lemma) pair etc. By utilizing this library, a working 
inflectional lexicon interface was at our disposal to be 
used both as an input-output black-box and rule-based 
module for integration with CroTag at runtime.

2.2 Stochastic tagger
Stochastic PoS/MSD trigram tagger for Croatian (or just 
CroTag from this point on) was developed and made 
available in form of an early beta-version for purposes of 
validation in this experiment, enabling us to envision 
future improvement directions and implementation 
efforts. Although many stochastic taggers have been 
made available to the community for scientific purposes 
during the years – for example, the TnT tagger (Brants
2000) and its open source reimplementation made in 
OCaml programming language, named HunPos (Halacsy 
et al. 2007) – and could be utilized in research scheme of 
our experiment, we still chose to develop our own 
trigram HMM tagger. This enabled us to alter its 
operation methods whenever required and also allowed 
us to integrate it with larger natural language processing 
systems that are currently under development for 
Croatian, such as the named entity recognition and 
document classification libraries. CroTag is developed 
using standard C++ with some helpful advice from the 
HunPos development team and additional interpretation 
of the OCaml source of HunPos tagger itself.

At this moment, the tagger implements only a second 
order hidden Markov model tagging paradigm (trigram 
tagging), utilizing a modified version of the Viterbi 
algorithm (Thede and Harper 1999), linear interpolation, 
successive abstraction and deleted interpolation as 
smoothing and default unknown word handling 
paradigms. These are de facto standard methods, also 
found in both TnT and HunPos. CroTag presumes token 
emission upon reached state and is trained as a visible 
Markov model, i.e. on pre-tagged corpora, from which it 
acquires transition and emission probability matrices, as 
described in e.g. (Manning and Schütze 1999).

Input and output formats of CroTag are once again 
virtually identical to ones of TnT and HunPos The 
training procedure takes a verticalized, sentence 
delimited corpus and creates the language model – i.e. 
tag transition and token emission probability matrices –
while the tagging procedure takes as input a verticalized, 
sentence delimited, non-tagged text and utilizes the 
language model matrices to provide an output formatted 
identical to that required for training input:  verticalized 
text containing a token and MSD per line.

Since CroTag is still under heavy development 
taking several different implementation directions, 
tagging procedures do not offer any possibility of setting 
the parameters to the user at the moment, although 
implementation of these options is placed on our to-do 



IMPROVING PART-OF-SPEECH… Informatica 33 (2009) 161–167 163

list. Once we develop a final version of CroTag, it will be 
made available to the community as a web service and 
possibly as an open source project as well. Additional
work planned for CroTag beta is discussed in section 6 
together with other possible research directions.

2.3 Annotated corpus
The Croatia Weekly 100 kw newspaper corpus (CW100
corpus further in the text) consists of articles extracted 
from seven issues of the Croatia Weekly newspaper, 
which has been published from 1998 to 2000 by the 
Croatian Institute for Information and Culture. This 100 
kw corpus is a part of Croatian side of the Croatian-
English parallel corpus, as described by (Tadić 2000).

PoS Corpus % Different MSD
Noun 30.45 119
Verb 14.53 62

Adjective 12.06 284
Adposition 09.55 9

Conjunction 06.98 3
Pronoun 06.16 312

Other 20.27 107

Table 2.1: PoS distribution on the CW100 corpus.

The CW100 corpus was manually tagged using the 
MULTEXT-East version 3 morphosyntactic descriptors 
specification, detailed in (Erjavec 2004) and encoded 
using XCES encoding standard (Ide et al. 2000). The 
corpus consists of 118529 tokens, 103161 of them being 
actual wordforms in 4626 different sentences, tagged by 
896 different MSD tags. Nouns make for a majority of 
corpus wordforms (30.45%), followed by verbs (14.53%) 
and adjectives (12.06%), which is in fact a predictable 
distribution for a newspaper corpus.

Some details are provided in Table 2.1. Please note 
that PoS category Other includes acronyms, punctuation, 
numerals, etc. A more detailed insight on the CW100 
corpus stats and pre-processing methods can be found in 
(Agić and Tadić 2006).

3 Combining lexicon and tagger
Four different methods were considered while planning 
this experiment. They all shared the same preconditions 
for input and output file processing, as described in the 
previous section. We now describe in theory these 
methods of pairing our trigram tagger and morphological 
lexicon.

3.1 Tagger resolving lexicon output
The first idea is based on very high text coverage 
displayed by the inflectional lexicon (more than 96.5% 
for contemporary newspaper texts documented). The 
text, consisting of one token per line to be tagged, could 
serve as input to the lexicon, providing all known MSDs 
given a wordform in each output line. The tagger would 
then be used only in context of tag sequence probabilities
obtained by the training procedure and stored in the 
transition probability data structure. Namely, a program 

module could be derived from basic tagger function set, 
using tagger’s tag transition probabilities matrix to find 
the optimal tag sequence in the search space, narrowed 
by using output of the inflectional lexicon instead of a 
generally poor lexical database stored in the emission 
probability matrix acquired at training.

3.2 Lexicon handling unknown words
A second-order HMM tagger such as CroTag is largely
(almost exclusively) dependent of matrices of transition 
and emission probabilities, both of which are usually 
obtained from previously annotated corpora by a training 
procedure. As mentioned before, both CroTag and TnT 
(and HunPos, for that matter) use visible Markov model 
training procedures. It is well-known that it this case a 
large gap occurs when comparing PoS/MSD tagging 
accuracies on tokens known and unknown to the tagger 
in terms of the training procedure. If the training 
procedure encounters wordforms and discovers their 
respective tag distributions at training, error rates for 
tagging these words decrease substantially compared to 
tagging words that were not encountered at training. 
Improving trigram tagger accuracy therefore often means 
implementing an advanced method of guessing 
distributions of tags for unknown wordforms based on 
transition probabilities and other statistical methods, e.g. 
deleted interpolation, suffix tries and successive 
abstraction. Namely, TnT tagger implements all the 
methods listed above. However, most of these heuristic 
procedures frequently assign MSD tag distributions 
containing morphosyntactic descriptions having no 
linguistic sense for given unknown wordforms. We based 
our second method of pairing CroTag and inflectional 
lexicon on that fact alone; it would be worth 
investigating whether lexicon – as a large, high-coverage
database of wordforms and associated lemmas and MSDs 
– could serve as unknown word handling module for the 
tagger at runtime. As it is expected that in most cases 
lexicon would recognize more word forms than tagger, 
implementation of this setting seemed to us as a logical 
and feasible course of action.

Suffix trie Lexicon Distribution
p(tagi1|suffi)

...
p(tagii|suffi)
p(tagij|suffi)
p(tagik|suffi)

...
p(tagin|suffi)

(wi l1 tag1)
...

(wi l1 tagii)
(wi l1 tagij)
(wi l2 tagik)

...
(wi lm tag1)

p’(tagii|wi)
p’(tagij|wi)
p’(tagik|wi)

∑p’ = ∑p

Table 3.1: Lexicon improving the suffix trie.

In more detail, the idea builds on (Halacsy et al.
2006) and (Halacsy et al. 2007) and is basically a simple 
extension of the unknown word handling paradigm using 
suffix tries and successive abstraction (Samuelsson
1993). Trigram tagger such as TnT uses algorithms to 
disambiguate between tags in tag lists provided by 
emission probability matrix for a known wordform. 
Upon encountering an unseen wordform, such a list 
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cannot be found in the matrix and must be constructed 
from another distribution, e.g. based on wordform 
suffixes acquired from specific types of encountered 
wordforms and implemented in the suffix trie data 
structure. Successive abstraction module contributes by 
iteratively choosing a more general distribution, i.e. 
distribution for shorter suffixes, shortening until a 
distribution of tags for a matching is finally assigned to 
the unknown token. This results in large and 
consequently low-quality distributions of MSD tag 
probabilities for unknown word forms, resulting in lower 
tagging accuracy. Taking high coverage of the 
inflectional lexicon into consideration, our idea was to 
choose from the suffix trie distribution only those MSDs 
on which both lexicon and suffix trie intersect, falling 
back to suffix tries and successive abstraction alone 
when both lexicon and tagger fail to recognize the 
wordform. By this proposition, we utilize wordform and 
tag probabilities as given by the suffix trie and yet 
choose only meaningful wordform and tag pairs, i.e. 
pairs confirmed by reading the lexicon. Probabilities of 
tags that remain in distributions after the selection are 
recalculated, increasing and thus becoming more reliable 
for calculating the optimal tag sequence. Table 3.1
illustrates this principle: if suffix trie tag and lexicon tag 
for an unknown token match, this tag is chosen for the 
new emission distribution of the previously unknown 
wordform and emission probability is recalculated.

3.3 Lexicon as pre-processing module
In this method, we train CroTag and obtain matrices 
containing transition and emission probabilities. The 
latter one, emission probability matrix, links each of the 
tokens found in the training corpus to its associated tags 
and counts, i.e. probabilities as is shown in Figure 3.1. 
The figure provides an insight on similarities and 
differences of storing language specific knowledge of 
tagger and inflectional lexicon.

%% ...
ime 26 Ncnsa 24 Ncnsn 2
imena 8 Ncnpa 1 Ncnpg 1 Ncnpn 3 Ncnsg 3
imenima 2 Ncnpd 1 Ncnpi 1
imenom 3 Ncnsi 3
imenovan 2 Vmps-smp 2
imenovana 1 Vmps-sfp 1
imenovanja 3 Ncnpg 2 Ncnsg 1
imenovanje 1 Ncnsv 1
imenovanjem 1 Ncnsi 1
imenovanju 4 Ncnsl 4

%% ...

%% ...
ime ime Ncnsa ime Ncnsn ime Ncnsv
imenima ime Ncnpd ime Ncnpi ime Ncnpl
imenom ime Ncnsi
%% ...

Figure 3.1: Emission probability matrix file and lexicon 
output file comparison.

It was obvious that inflectional lexicon and tagger 
lexicon acquired by training have common properties, 
making it possible to create a lexicon-derived module for 
error detection and correction on the acquired lexicon 
used internally by the tagger. From another perspective, 
inflectional lexicon and tagger lexicon could also be 
merged into a single resource by some well-defined 
merging procedure.

3.4 Lexicon as post-processing module
Similar to using language knowledge of the inflectional 
lexicon before tagging, it could also be used afterwards. 
Output of the tagger could then be examined in the 
following manner:
1. Input is provided both to tagger and inflectional 

lexicon, each of them giving an output.
2. The two outputs are then compared, leading to 

several possibilities and corresponding actions:
a. Both tagger and lexicon give an answer. 

Lexicon gives an unambiguous answer identical 
to the one provided by the tagger. No action is 
required.

b. Both tagger and lexicon give an answer. 
Lexicon gives an unambiguous answer and it is 
different from the one provided by the tagger. 
Action is required and we choose to believe the 
lexicon as a manually assembled and thus
preferred source of language specifics.

c. Both tagger and lexicon give an answer. 
Lexicon gives an ambiguous answer, i.e. a 
sequence of tags. One of the tags in the 
sequence is identical to taggers answer. We keep 
the tagger’s answer, being now confirmed by the 
lexicon.

d. Both tagger and lexicon give an answer. 
Lexicon gives an ambiguous answer and none of 
the tags in the sequence matches the one 
provided by the tagger. A module should be 
written that takes into account the sequence 
provided by the lexicon and does re-tagging in a 
limited window of tokens in order to provide the 
correct answer. Basically, we define a window 
sized 3 tokens/tags and centred on the 
ambiguous token, lookup the most frequent of 
various trigram combinations available for the 
window (these are given by the lexicon!) in 
transition probability matrix of the tagger and 
assign this trigram to the window, 
disambiguating the output. By this we bypass 
tagger knowledge and once again choose to 
prefer lexicon output, unfortunately disregarding 
the fact that Viterbi algorithm outperforms this 
simple heuristic disambiguation.

e. Tagger provides an answer, but token is 
unknown to the lexicon. We keep the tagger’s 
answer, this being the only possible course of 
action.

f. Tagger does not provide an answer and lexicon
does. If its answer is unambiguous, we assign it 
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to the token. If it is ambiguous, we apply the 
procedure described in option 2d.

3. Final output produced by the merge is then 
investigated by the evaluation framework.
It should by all means be noted that each of the 

presented paradigms had to undergo a theoretical debate 
and possibly – if considered to be a reasonable course of 
action – a full sequence of tests described in section 4 in 
order to be accepted or rejected for introducing overall 
improvement of tagging accuracy or creating additional 
noise, respectively. Details are given in the following 
sections.

4 Evaluation method
As a testing paradigm, we chose the F-measure 
framework for evaluation on specific PoS and general 
accuracy for overall tagging performance. Firstly, we 
provide a comparison of CroTag beta and TnT: overall 
PoS vs. MSD accuracy and also F-measures on nouns, 
pronouns and adjectives, proven to be the most difficult 
categories in (Agić and Tadić 2006). We then discuss the 
proposed tagger-lexicon combinations and provide the 
measures – overall accuracy and F1-scores for those 
methods judged as suitable and meaningful at the time of 
conducting the investigation.

Each test consists of two parts: the worst-case 
scenario and the default scenario. Worst-case is a 
standard tagging accuracy measure scenario created by 
taking 90% of the CW100 corpus sentences for training 
and leaving the other 10% for testing. Therefore, in a 
way, this scenario guarantees the highest number of 
unknown words to be found at runtime given the corpus. 
The default scenario chooses 90% of sentences from the 
CW100 pool for training and then 10% for testing from 
the same pool, making it possible for sentences to 
overlap in these sets. The default scenario is by definition 
not a standard measure scenario and was introduced in 
order to respect the nature of random occurrences in 
languages, leaving a possibility (highly improbable) of 
tagger encountering identical sentences at training and at 
runtime. Also, we argue that investigating properties of 
errors occurring on highest accuracy scores, derived by 
the default testing scenario, provides additional insight 
on properties of trigram tagging in general.

Note that we do not include testing scenarios 
debating on training set size as a variable: in this test, we 
consider improving overall tagging accuracy and not 
investigating HMM tagging paradigm specifics as in 
(Agić and Tadić 2006), being that conclusions on this 
specific topic were already provided there.

5 Results
The first set of results we present is from the set of tests 
evaluating overall tagging accuracy of CroTag on full 
MULTEXT East v3 MSD and on PoS information only
(by PoS we imply the first letter of the MSD tag – not 
comparable to English PoS of e.g. English Penn 
Treebank). Acquired results are displayed in Table 5.1.

It could be stated from this table that results on TnT 
and CroTag are virtually identical and the differences 

exist merely because testing environment – mainly the 
number of unknown words – was variable. It is however 
quite apparent that CroTag outperformed TnT on part-of-
speech, especially regarding unknown tokens, but this 
should be taken with caution as well, being that CroTag
dealt with fewer unknowns in that specific test.

Second testing case considers combining CroTag and 
the inflectional lexicon. Before presenting the results and 
in order to interpret them correctly, it should be stated 
that only two of the four initially proposed merging 
methods were chosen to proceed to the practical testing 
session: method (3.2) using the inflectional lexicon as an 
unknown world handler (3.4) using the inflectional 
lexicon as a postprocessing module to resolve potential 
errors produced by the tagger. We rejected applying (3.1) 
tagger as a disambiguation module for inflectional 
lexicon output because it would be costly to develop yet 
another tagger-derived procedure to handle transition 
probabilities only. This procedure would, in fact, do 
nothing different than a common HMM-based tagger 
does with its own acquired lexicon: disambiguates its 
ambiguous entries upon encountering them in the text 
and applying the transition probability matrix and 
handling procedures on unknown words.

TnT CroTag
MSD PoS MSD PoS

Worst 
case

Overall 86.05 96.53 86.05 96.84
Known 89.05 98.29 89.26 98.42

Unknown 66.04 86.02 65.95 87.29
Corp. unk. 13.07 14.40 13.77 14.11

Default 
case

Overall 97.54 98.51 97.51 99.31
Known 98.04 98.74 98.05 99.43

Unknown 62.21 83.11 63.75 88.39
Corp. unk. 01.42 01.51 01.59 01.13

Table 5.1: Overall tagging accuracy on MSD and PoS.

The idea of inflectional lexicon as preprocessing 
module (3.3) was also rejected, mainly because we were 
unable to define precisely how to merge its database to 
the one acquired by tagger at training procedure. Being 
that tagger training procedure assigns each entry with a 
number of its occurrences overall and number of 
occurrences under various MSDs, in order to apply the 
inflectional lexicon as proposed by (3.3), we would have 
to assign these numbers so the tagger could understand 
the new entries. If we assign all to 1, it does not 
contribute and is redundant and if we assign any other 
number, we are in fact altering the tagging procedure 
outcome in such a manner that is not in any way bound 
by the language model, i.e. the training corpus. 
Therefore, we proceed with considering proposed cases 
(3.2) and (3.4) only.

We have also omitted PoS results from this testing 
case because TnT and CroTag are both able to achieve an 
accuracy over 95% without additional modules so we 
were focused in investigating MSD accuracy, keeping in 
mind that most errors do not occur on PoS but on sub-
PoS levels resolvable by the lexicon. Details are provided 
by Table 5.2.

The first apparent conclusion is that method (3.4) that 
cleans up the errors on tagger output has failed and that it 
has failed on unknown words – where we may have 
expected it (or hoped for it) to perform better. The reason 
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is, on the other hand and second thought, quite obvious: 
the tagger applies a tag to an unknown word using 
transition probabilities and smoothing procedures that are 
proven to operate quite satisfactory in TnT, HunPos and 
CroTag. When the postprocessing lexicon-based module 
encounters a word tagged as unknown, this word is rarely 
unambiguous in the inflectional lexicon. Therefore, a 
resolution module using transition probabilities has to be 
applied quite frequently and this module clearly and 
expectedly does not outperform default unknown word 
handling procedures.

TnT
CroTag

+3.2
CroTag

+3.4

Worst 
case

Overall 86.05 85.58 83.94
Known 89.05 88.84 88.18

Unknown 66.04 65.13 57.38
Corp. unk. 13.07 13.77 13.77

Default 
case

Overall 97.54 97.97 97.88
Known 98.04 98.53 98.51

Unknown 62.21 63.49 59.40
Corp. unk. 01.42 01.59 01.59

Table 5.2: Tagging accuracy with (3.2) unknown word 
handler and (3.4) postprocessing.

Based on other stats in Table 5.2, we could end the 
section by stating that CroTag, when combined with the 
inflectional lexicon in such a manner that the lexicon
provides morphological cues to the tagger upon 
encountering unknown words, outperforms TnT by a 
narrow margin on the default MSD test case. However, a 
more sincere and exact statement – taking in regard all 
section 5 tables – would be that both TnT and CroTag
share the same functional dependency regarding the 
number of unknown words they encounter in the tagging 
procedure. That is, CroTag outperforms TnT when less 
unknown tokens occur for him at runtime and vice versa,
the inflectional lexicon contributing for around 1.3% 
improvement on unknown words. We can thus argue that 
our beta-version of CroTag tagger performs as well as 
TnT tagger and that we succeeded in implementing a 
state-of-the-art solution for tagging large-scale corpora of 
Croatian, given the test environment we had at hands, its 
drawbacks noted and hereby included.

In Table 5.3 we present results of evaluation broken 
down by three most difficult PoS categories: adjectives, 
nouns and pronouns. Data and analysis is given for PoS 
information only, as mentioned before.

Adjective Noun Pronoun

TnT
Worst case 64.56 81.63 75.42

Default case 94.79 96.75 96.94

CroTag
Worst case 65.31 80.85 74.62

Default case 95.86 97.40 95.88
CroTag

+3.2
Worst case 66.72 82.61 77.32

Default case 95.06 96.79 95.82

Table 5.3: Tagging accuracy with adjectives, nouns and 
pronouns.

It can be clearly noticed that suggested combination 
mode (3.2) outperforms both TnT and CroTag in the 
worst case scenario on all parts of speech since it has the 

support of HML when handling unknown words, that 
obviously do occur somewhat more frequently in this 
scenario. In the default case scenario, results are 
expectedly more even and inconclusive – default CroTag
actually outperforms lexicon combination (3.2) because 
unknown tokens were found in small numbers in the test 
sets, much too small for the inflectional lexicon to 
contribute significantly to overall tagging accuracy.

6 Conclusion
In this contribution we have presented CroTag – an early 
beta-version of statistical PoS/MSD tagger for Croatian 
and proposed combining it with a large scale inflectional 
lexicon of Croatian, creating a hybrid system for high-
precision tagging of Croatian corpora. We have 
presented several possible types of combinations, tested 
and evaluated two of them using the F-measure 
evaluation framework. CroTag provided results virtually 
identical to TnT, differing only in fractions of percentage 
in both directions in different evaluating conditions. This 
way we have shown that CroTag functions at the level of 
state-of-the-art regarding HMM-based trigram tagging
and PoS/MSD-tagging in general.

Our future directions for improvement of this system 
could and probably can and probably will fall into 
several different research pathways.

The first of them should be analyzing tagging 
accuracy on morphological (sub-part-of-speech) features 
in more detail and fine-tuning the tagger accordingly.

Various parameterization options could also be 
provided at tagger runtime. Such options could include 
parameters for unigram, bigram and trigram preference 
or implementing token emissions depending on 
previously encountered sequences (multiword unit 
dependencies). As was previously mentioned, once we 
remove the beta-version appendix from CroTag by 
implementing these features and optimizing and tidying 
its source code, it will firstly be made available as a web 
service and then most probably as a freely-downloadable 
open source project on the web.

Fine-tuned rule-based modules for Croatian language 
specifics could also be considered and applied before or 
after the statistical procedure. Another option would be 
integration of inflectional lexicon into tagger as they 
have been programmed as separate modules, inducing 
some overhead to execution speed.

The next direction would be to build a full 
lemmatizer which, unlike inflectional lexicon presented 
in this paper, gives fully disambiguated lemmas as output 
relying on the results of the tagger. Selection of proper 
lemmas from sets of possible ones would be done on the 
basis of tagger output, once again fine-tuning levels of 
confidence between tagger and lemmatizer similar to 
section 3 of the paper.

It should also be noted that (Agić and Tadić 2008) 
takes into account an entirely different approach, putting 
an emphasis on corpora development. Namely, all the 
methods presented in previous sections are made 
exclusively for handling unknown word occurrences and 
all of them required lots of time and human effort to be 
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implemented. On the other hand, manual corpora 
development – although obviously also requiring time 
and effort – is by definition a less demanding and at the 
same time reasonable course of action: larger, better and 
more diverse corpora are always a necessity for any 
language, necessity that implicitly resolves many 
unknown wordform issues as well. Courses of action 
could therefore be argued; we decided to take most of 
them throughout our future work in order to additionally 
improve tagging accuracy on Croatian texts.

Acknowledgement
This work has been supported by the Ministry of 
Science, Education and Sports, Republic of Croatia, 
under the grants No. 130-1300646-1776, 130-1300646-
0645 and 036-1300646-1986.

References
[1] Agić, Ž., Tadić, M. (2006). Evaluating 

Morphosyntactic Tagging of Croatian Texts. In 
Proceedings of the Fifth International Conference 
on Language Resources and Evaluation. ELRA, 
Genoa – Paris 2006.

[2] Agić, Ž., Tadić, M. (2008). Investigating Language 
Independence in HMM PoS/MSD-Tagging. In 
Proceedings of the 30th International Conference on 
Information Technology Interfaces. Cavtat, Croatia, 
2008, pp. 657-662.

[3] Brants, T. (2000). TnT – A Statistical Part-of-
Speech Tagger. In Proceedings of the Sixth 
Conference on Applied Natural Language 
Processing. Seattle, Washington 2000.

[4] Erjavec, T. (2004). Multext-East Version 3: 
Multilingual Morphosyntactic Specifications, 
Lexicons and Corpora. In Proceedings of the Fourth 
International Conference on Language Resources 
and Evaluation. ELRA, Lisbon-Paris 2004, pp. 
1535-1538.

[5] Halácsy, P., Kornai, A., Oravecz, C. (2007). 
HunPos - an open source trigram tagger. In 
Proceedings of the 45th Annual Meeting of the 
Association for Computational Linguistics 
Companion Volume Proceedings of the Demo and 
Poster Sessions. Association for Computational 
Linguistics, Prague, Czech Republic, pp. 209-212.

[6] Halácsy, P., Kornai, A., Oravecz, C., Trón, V., 
Varga, D. (2006). Using a morphological analyzer 
in high precision POS tagging of Hungarian. In 
Proceedings of 5th Conference on Language 
Resources and Evaluation (LREC). ELRA, pp. 
2245-2248.

[7] Ide, N., Bonhomme, P., Romary, L., (2000). An 
XML-based Encoding Standard for Linguistic 
Corpora. In Proceedings of the Second International 
Conference on Language Resources and Evaluation, 
pp. 825-830. (see also at http://www.xces.org).

[8] Manning, C., Schütze, H. (1999). Foundations of 
Statistical Natural Language Processing, The MIT 
Press, 1999.

[9] Samuelsson, C. (1993). Morphological tagging 
based entirely on Bayesian inference. 9th Nordic 
Conference on Computational Linguistics 
NODALIDA-93. Stockholm University, 
Stockholm, Sweden.

[10] Šilić, A., Šarić, F., Dalbelo Bašić, B., Šnajder, J. 
(2007). TMT: Object-Oriented Text Classification 
Library. Proceedings of the 29th International 
Conference on Information Technology Interfaces. 
SRCE, Zagreb, 2007. pp. 559-566.

[11] Tadić, M. (1994). Računalna obrada morfologije 
hrvatskoga književnog jezika. Doctoral thesis. 
Faculty of Humanities and Social Sciences, 
University of Zagreb, 1994.

[12] Tadić, M. (2000). Building the Croatian-English 
Parallel Corpus. In Proceedings of the Second 
International Conference on Language Resources 
and Evaluation. ELRA, Paris-Athens 2000, pp. 523-
530.

[13] Tadić, M., Fulgosi, S. (2003). Building the Croatian
Morphological Lexicon. In Proceedings of the 
EACL2003 Workshop on Morphological 
Processing of Slavic Languages. Budapest 2003, 
ACL, pp. 41-46.

[14] Tadić, M. (2006). Croatian Lemmatization Server. 
Formal Approaches to south Slavic and Balkan 
Languages. Bulgarian Academy of Sciences, Sofia, 
2006. pp. 140-146.

[15] Thede, S., Harper, M. (1999). A second-order 
Hidden Markov Model for part-of-speech tagging. 
In Proceedings of the 37th annual meeting of the 
Association for Computational Linguistics, pp. 175-
182.

[16] Tufiş, D. (1999). Tiered Tagging and Combined 
Classifiers. In F. Jelinek, E. Nöth (Eds.) Text, 
Speech and Dialogue, Lecture Notes in Artificial 
Intelligence 1692, Springer, 1999, pp. 28-33.

[17] Tufiş, D., Dragomirescu, L. (2004). Tiered Tagging 
Revisited. In Proceedings of the 4th LREC 
Conference. Lisbon, Portugal, pp. 39-42.



168 Informatica 33 (2009) 161–167 Ž. Agić et al.



Informatica 33 (2009) 169-179 169

Applying SD-Tree for Object-Oriented Query Processing

I. Elizabeth Shanthi
Dept of Computer Science
Avinashilingam University for Women, Coimbatore, India.
E-mail: shanthianto@yahoo.com

R. Nadarajan
Dept of Mathematics and Computer Applications
PSG College of Technology, Coimbatore, India.
E-mail: nadarajan_psg@yahoo.co.in

Keywords: signature files, B+ tree, indexing, object oriented data bspases

Received: April 14, 2008

We follow signature-based approach to object-oriented query handling in this paper. The use of 
signature files as an index for full text search has been widely known and used.  Signature file based 
access methods initially applied on text have now been used to handle set-oriented queries in Object-
Oriented Data Bases (OODB). All the proposed methods use either efficient search method or tree 
based intermediate data structure to filter data objects matching the query. Use of search techniques 
retrieves the objects by sequentially comparing the positions of 1s in it.  Such methods take longer 
retrieval time. On the other hand tree based structures traverse multiple paths making comparison 
process tedious. In this paper we describe a new indexing technique for representing signature file using 
the dynamic balancing of B+ tree called Signature Declustering tree (SD-tree). The structure has the 
positions of 1s in the signatures distributed over a set of leaf nodes. Using this for a given query 
signature all the matching signatures can be retrieved cumulatively from a single node. Also for 
signature insertion an optimal search path is calculated by keeping a threshold value and by using 
forward pointers in leaf nodes. To promote optimal search between subsequent queries the backward 
leaf node pointers are used.  Experiments have been conducted to analyze the time and space overhead 
of the SD-tree by varying the signature length and the distribution of signature weight for varying query 
signature patterns. Also, to validate the proposed structure a hypothetical object schema is considered 
and sample queries evaluated.

Povzetek: SD drevesa so uporabljena za objektno obravnavo vprašanj.

1 Introduction
The advent of internet has made the volume of data 
going high everyday in all computer-based applications. 
This has entrusted researchers to design more powerful 
techniques to generate and manipulate large amounts of 
data to derive useful information. Indexing plays a vital 
role in the fast recovery of required data from large 
databases.

Among the many indexing techniques reported the 
signature file approach is preferred for its efficient 
evaluation of set-oriented queries and easy handling of 
insert and update operations. Initially applied on text data 
[2, 3, 12, 17, 21] it has now been used in other 
applications like office filing[6], relational and Object-
Oriented Databases[14,16,26] and hypertext[9]. 

Signatures are hash coded abstractions of the original 
data. It is a binary pattern of predefined length with fixed 
number of 1s. The attributes’ signatures are 
superimposed to form object’s signature. To resolve a
query, the query signature say Sq is generated using the 
same hash function and compared with signatures in the 

signature file for 1s sequentially and many non-
qualifying objects are immediately rejected. 

If all the 1s of Sq matches with that of the signature 
in the file it is called a drop. The signature file method 
guarantees that all qualifying objects will pass through 
the filtering mechanism; however some non-qualifying 
objects may also pass the signature test. The drop that 
actually matches the Sq is called an actual drop and drop 
that fails the test is called false drop.  The next step in the 
query processing is the false drop resolution. To remove 
false drops each drop is accessed and checked 
individually. The number of false drops can be
statistically controlled by careful design of the signature 
extraction method [7] and by using long signatures [3,6].

1.1 Related work
Different approaches have been discussed by researchers 
to represent Signature file in a way conducive for 
evaluating queries, such as Sequential Signature File[31], 
Bit-Slice Signature file[31], Multilevel Signature 
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file[25], Compressed Multi Framed Signature file[23], 
Parallel Signature file[20], S-Tree and its variants[13,24],  
Signature Graph[28] and Signature tree[27,29,30].

1.2 Motivation for the current work
The signature tree developed by Chen [30] is having the 
following drawbacks: 

 Signatures are inserted considering both 0s and 
1s whereas actual weight age is for set bits only.  

 Insertion path is dictated by the existing tree 
structure.  

 To process a query, bits appearing in the tree 
from root node are compared with query 
signature pattern for 0s and 1s and not by its set 
bits.  

 For a 0-bit in the query both left and right sub 
tree is followed leading to multiple traversals.  

These observations laid the foundation for the 
current work. We study a new indexing technique for 
OODBSs using the dynamic balancing of B+ tree called 
Signature Declustering (SD)-tree in which the positions 
of 1s in the signatures are distributed over a set of leaf 
nodes. Using this for a given query signature all the 
matching signatures can be retrieved cumulatively in a 
single node.

The rest of the paper is organized as follows. In 
section 2 we discuss briefly the different approaches used 
to represent the signature file. In section 3 the structure 
of the proposed SD-tree is shown. Section 4 is devoted to 
the algorithms for insert, search and delete operations. 
Section 5 proposes a sample data set and queries to 
validate the new structure. Section 6 reports the results of 
the experiments conducted with the analytical 
comparison of SD-tree with that of Signature tree [30]. 
Finally section 7 concludes the work with further outlook 
on the work.

2 A summary of signature file
techniques

2.1 Signature files
A Signature is a bit string formed from a given value. 
Compared to other index structures, signature file is more 
efficient in handling new insertions and queries on parts 
of words. Other advantages include its simple 
implementation and the ability to support a growing file. 
But it introduces information loss which can be 
minimized by carefully selecting the signature extraction 
method. 

Techniques for signature extraction such as Word 
Signature (WS) [2,3,4,6], Superimposed Coding (SC) 
[1,2,3,4,5,6,10], Multilevel Superimposed Coding [12], 
Run Length Encoding (RL) [3,4,6], Bit-block
Compression (BC) [3,4], Variable Bit-block 
Compression (VBC) [4,6] have been reported. The 
encoding scheme sets a constant number say m, of 1s in 
the range [1..F], where F is the length of the signature. 

The resulting binary pattern with m number of 1s and (F-
m) number of 0s is called a word signature.  The 
signature of a text block or object can be obtained by 
superimposing (logical OR operation) all its constituent 
signatures (i.e) word signatures for text block and 
attributes’ signatures for object. The set of all signatures 
form a signature file. An example of Superimposed 
Coding and a sample query evaluation is given below.

Information
Retrieval

0010 0100
0100 0001

Block Signature 0110 0101

Sample queries
Matching query

Keyword = Information     0010 0100
Query descriptor                0010 0100

Block signature matches              (Actual Drop)

False Match query
Keyword = Coding 0010 0001

Query descriptor               0010 0001
Block signature matches               (False Drop)
     but keyword does not 

Non-matching query
Keyword = Information   0010 0100
Keyword = Science          0000 0110
Query descriptor             0010 0110

Block signature does not match

2.2 Applications of signatures
Signatures are applied mainly in database access methods 
useful for text retrieval such as Full text scanning, 
Inversion, Clustering, Multi attribute retrieval methods 
like hashing and signature files. Such applications are 
discussed in [3,5,21]. Here the documents are stored 
sequentially in the “Text File”.

Signatures which are abstractions of the documents 
are stored in the “Signature File”. The latter serves as a 
filter on retrieval. It helps in discarding a large number of 
non-qualifying documents.  Signatures have been applied 
in areas rich in text documents like telephone directory 
[1], office systems [3,4,6], Optical and Magnetic disk
access [8],  Data base Management system and Library 
automation.

Other applications include
Access method for documents
Indexing method for large text file [17, 18].
Access method for formatted data[1].
To speed up searching in editor[7].
To compress a vocabulary[7].
For a spelling checking program[7].
In differential file[7].
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   Text   
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Figure 3: A typical Compressed  Bit-Sliced Signature 
File organization.

2.3 Physical representations of signature 
files

This section discusses briefly the various techniques used 
to represent signature files. We follow the lead of [30] 
for figures in this section.

2.3.1 Sequential Signature File (SSF)
The signatures are sequentially stored in a file called SSF 
as in Fig. 1. In single level signature methods every 
signature must be accessed and tested. Since signatures 
are abstractions of original data with smaller size, the 
method is faster than sequential scan of objects 
themselves. This method is easy to implement and 
requires low storage space and low update cost. The 
disadvantage is that more the number of objects exist, the 
more is the time spent on scanning signature file [8,31]. 
Therefore it is generally slow in retrieval. To support 
faster access multilevel signature methods are suggested.

Figure 1: A typical Sequential signature file.

2.3.2 Bit-Sliced Signature File (BSSF)

BSSF stores signatures in a column-wise manner as 
illustrated in Fig. 2. Thus F bit-slice files one for each bit 
position of the set signatures are used. In retrieval only a 
part of the F bit-slice files have to be scanned and hence 
the search cost is lower than SSF. However update cost is 
higher. This is because a new signature insertion requires 
about F disk accesses one for each Bit-slice file [8,31].

Figure 2: A typical Bit-Sliced Signature File.

2.3.3 Compressed Bit-Sliced Signature File 
(CBSSF)

By choosing a proper hashing function for signature 
extraction the number of 1s is forced to be one. Here, the 
signature length should be increased to maintain the false 
drop probability at minimum. This creates a sparse 
matrix which is easy to compress [8, 23]. A simple way 
to compress is to replace each 1 with its corresponding 
physical address. 
In Fig. 3 the hash table has a list of pointers pointing to 
the heads of linked list [8]. 

For example assume that the word Text has its   first 
bit set to 1 and it appears at the 50th byte of text file                

then searching the first bucket list, we find the position of    
the word Text.  Although this approach gives some space     
saving, the number of false drops will definitely be 
increased due to sparse signature files.

2.3.4 S-Tree
S-Tree [24] is a B+ tree like structure [11,22] with leaf 
nodes containing a set of signatures with their Object 
Identifiers (OIDs). The internal nodes are formed by 
superimposing the lower level nodes as shown in Fig. 4. 
For example to retrieve a query signature Sq = 
11000000, we search S-ree top down.  From root node v1 
we compare and move to v6. In the next level both v7 
and v8 match and finally we end up with signatures o11, 
o12 in v7 and o13 in v8. 

The advantage is simple tree searching way of 
obtaining signatures rather than searching the whole 
signature file.

Figure 4: A typical  S-tree organization.

The disadvantage is that due to superimposing, 
internal nodes in the upper level tend to have more 
weight which ultimately decreases selectivity. The S-
Tree has been further improved in [13, 14]. In [13] a 
number of new split methods namely Linear split, 
Quadratic split, Cubic split and hierarchical clustering for 
S-tree is proposed to improve query response time. In 
[14] a new hybrid scheme combining linear hashing, S-
tree and parametric weighted filter is used to evaluate 
subset-superset queries.

2.3.5 Multilevel Signature file
The structure is similar to S-Tree. However a signature at 
non-leaf node is formed by superimposed coding from all
text blocks indexed by the subtree of which the signature 
is the root. Fig. 5 shows multilevel    signature file for the
set of signature values depicted in                                                                                       

Hash 
table
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4 Fig 4. Though this method improves selectivity in an                                                                                                     
n internal node, it requires more space. An improved                     
e   method for multilevel signature file is discussed in 
[25].

2.3.6 Signature Graph 
The signature file is organized as a trie like structure 
[28,30].  However, the path visited in the graph to find a 
signature that matches a given query signature 
corresponds to a signature identifier which is not a
continuous piece of bits, differentiating the signature 
graph from trie.

Figure 5.A: Typical Multilevel Signature file
organization.                            

      
Though signatures are represented compactly, the 

search path length is not same for all queries. In other 
words the graph is not balanced. In worst case it degrades 
to a signature file. Fig. 6. shows the signature file and the 
corresponding signature graph.

Figure 6: A typical signature file and signature graph.

2.3.7 Signature Tree
The signature tree is a binary tree like structure with 
nodes representing the bit positions and left and right sub 
tree followed for binary values 0 and 1 respectively.  
Each signature is identified from the root by checking the 
bit positions dictated by the nodes. Nevertheless for a 
query signature the tree is searched top to bottom 
according to the bit positions dictated by the nodes rather 
than the 1s in query signature. Also, for a match with bit 
1, searching follows the right sub tree and for 0 at a node 
both left and right sub trees are followed. 

That is for a balanced signature tree more than one 
path is traversed. Fig. 7. indicates a signature file and its 
corresponding signature tree. The thick lines in Fig 7(b) 
indicates the signature identifier that corresponds to S3.
In the following section we discuss a quite different 
method called SD-tree which considers only the positions 
of 1s in a given signature and decluster them over a set of 
leaf nodes so that query response time is improved.

Figure 7:  A typical signature file and signature tree.

3 The Structure of SD-tree
In this section we describe the structure of SD tree. 
There are three types of nodes:

 Internal nodes
 Leaf nodes
 Signature nodes

The internal nodes and leaf nodes are somewhat 
similar to the internal nodes and leaf nodes of B+ trees 
respectively. The internal nodes form the upper tree and 
leaf nodes at last but one level. The signature nodes are 
at the bottom level of the SD-tree. We will now explain 
the structure of the nodes in detail. To make discussion 
simple, we assume the tree order as 3 for a signature file 
with 8 block signatures of length 12.

3.1 Structure of Internal node
An internal node of SD-tree is illustrated in Fig. 8. Like 
B+ tree internal node pointers and keys alternate each 
other. For a tree of order 3 the internal node has two keys 
K1 and K2 and three pointers P1, P2, P3. These pointers 
are tree pointers pointing to the nodes at the lower level. 

While searching, the left tree pointer is followed for
values less than or equal to the node value, else right 
pointer is followed for values greater than the node value 
as in B+ tree.

P
1

K
1

P
2

K
2

P
3

Figure 8: A typical structure of an internal node.

3.2 Structure of a leaf node
The leaf nodes appear in the last but one level of the SD 
tree. Like B+ tree all the key values appear in ascending 
order of their values in the leaf nodes and are connected 
to promote sequential   search.   But   unlike
B+ tree in SD-tree each value is followed by a signature 

node instead of data pointer. This is depicted in   Fig 2.
Pointers P1 and P2 point to the corresponding signature 
nodes for K1, K2; P3 is the sequential pointer to next leaf 
node and P4 is the backward pointer from next leaf node.

K
1

P
1

K
2

P
2

P
3 P4

Figure 9: A typical leaf node entry.
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3.3 Structure of signature node
The structure of a signature node is shown in Fig. 10. 
The signature node for Ki has 2i-1 binary combinations 
denoting the possible prefixes. When a signature Su with 
1 in the i th position is to be inserted the intermediate 
prefix formed (explained in section 4) is compared with 
the binary combinations in the signature node at Ki and u 
is inserted in the list.

B1 Signatures having prefix B1

B2 Signatures having prefix B2

... ...

Bn Signatures having prefix Bn

Figure 10: A typical signature node entry.

3.4 Overall structure of SD-tree  
Consider the partially filled SD-tree shown in Fig 11(a) 
for discussion. The tree has been constructed for 
signature length F = 12. It is obvious from Fig. 11(a) tree 
of order 3 has height 2.  Consider the signature file in Fig 
11(b). To insert signature S1 with first occurrence of 1 at 
position 2, access the leaf node with value 2, follow its 
signature node and write the signature value as 1 (for S1) 
with the prefix 0 (for bit 1). In the same way S2 is 
inserted in signature node 1 with no prefix and signature 
node 3 with prefix 10 (for bits 1 and 2).  S4 will be 
inserted at signature node 1 with no prefix and signature 
node 2 with prefix 1.

While inserting a signature there are two possible 
options to move to next 1s position in the leaf node. One 
is via the sequential pointer between leaf nodes and the 
other is the top-down traversal of tree from root. To 
ensure optimal search path the threshold (Th) is fixed at 
h+1 (h being the tree height plus one more level for 
accessing signature nodes).  As long as the number of 
sequential pointers traversed in leaf nodes is within the 
specified Th value, follow the sequential pointers.

This is calculated by finding the difference (d) 
between two consecutive 1s in a signature divided by the 
number of entries per leaf node. This is given by the 
condition

          d
        ──    ≤      Th   , where p is the order of the tree.
         p-1

The division here is integer division. When the above 
condition is not true, a new tree access is initiated from 
root.  Similarly to promote optimal query processing the 
query signature value Sq is taken in decimal form. The 
occurrence of the last one (in the least significant 
position) is found by performing D Mod 2 operation. The 
remaining binary prefix is formed in the process of 
decimal–to-binary conversion of D. The procedures for 
tree maintenance are explained in the following section.

                   

                                      (a)

S1 : 010……….
S2 : 101……….
S3 : 000……….
S4 : 110……….

                 (b)

Figure 11: Overall structure of SD-tree.

To minimize the number of false drops the database size 
is selected according to [4, 27, 30] as

    F ln 2  = mD                           ………………… (1)

where F is the signature length, m the number of set bits 
and D the average data block size.

4 Tree Search and Updates
This section lists the algorithms for signature insert, 
delete and search operations on SD-tree. A global flag F 
is set to 0 indicating the search path from the root of the 
tree by default.  In the procedure after the first 1’s 
insertion, depending on the d value F may be set to 1.

4.1 Insertion
The algorithm for signature insertion is outlined in 

this section. The call to procedure New(node) returns a 
new link in the signature node.
Insert (Su)

Input : The signature to insert Su ;  
1.  Let i1, i2, ….. in  be the positions of 1 in Su ;
     F ← 0;  Th = h+1;  // for tree of order p
2. Move i2 to in to queue Q.  B = NULL;
3. If (i1 = 1) then begin
Access leaf node i1;   // from root
New(node); 

        insert u;
        B = strcat ( B, ‘1’); // to denote bit 1 position
           end

     else begin
         for k = 1 to i1 – 1 do
         B = strcat ( B, ‘0’);

Rootnode

I
nterna

Leaf 
node

Signature 
node

    6         

    2

1          2 3          4 

  2              2          4   2              10         2  2              0          1

1           4
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         Access leaf node i1;   // from root
         New(node); write (B);
         insert u ;
         B = strcat ( B, ‘1’);
       end
        f = i1; // store the current bit position
        F ← 1; // enable sequential search in leaf   
                                                                  nodes               
4. While Q not empty do
     begin
         read x from Q;
         if (x = f+1) then
         begin
             Access leaf node x;  // via leaf node 
                                                           pointers

                     If (not(B)) then  New(node); // create 
                                                                         node

      Write(B);
      Write u @ prefix B;

                 end
               else begin

    d = x – f;
                          If (d/(p-1)) > Th then  F ← 0;  
                        for k = f +1 to x-1 do

                        B = strcat ( B, ‘0’);
                   Access leaf node x;
                   If (not(B)) then  New(node);
            Write(B);
              Write u @ prefix B
                  end
              B = strcat (B, ‘1’);
               f = x;
           end.  // until queue is empty

4.2 Searching
The following algorithm outlines the steps to search for 
signatures matching a given query signature Sq. In the 
procedure F ← 0 always and the algorithm lands up 
directly in the signature node corresponding to last 1 
from root. The match here is the exact match and the 
optimal signature length selected in equation (1) 
minimizes the false drops.
Search(Sq)

Input : The (query) signature to search as decimal D.
Output : The list of signatures matching the given   
               signature.
1 Repeat  i = D mod 2; D = D div 2; until i  = 1
2 Let n be the corresponding bit position of i.
3 Let B = toBinary(D);  // convert D to binary
4 Access leaf node n  // from root node
5 Search for B.
6 If Found() then read and output the list of 

signatures.

4.3 Deletion
The algorithm to delete a signature from SD-tree 

is described below.
Delete (Su)

Input : Su, the signature to delete.

1. Let i1, i2, ….. in  be the positions of 1 in Su.
2. For each ik (1 ≤ k ≤ n)  form prefix B as in Insert 

(Su). 
3. Access the leaf node and follow the signature 

node;
4. Access prefix B and search for u.
5. If present, delete it .
6. Repeat steps (2) through (5) for all iks.

5 A sample validation model
This section discusses the evaluation of sample Object-
Oriented queries on a hypothetical object base. Fig 12 
shows the class diagrams in UML notation [15,19]. The 
classes and their relationships are listed in Table 1.

S. No Class 1 Class 2 Relationship

1. University Dept Composition
2. University Student Aggregation
3. Student Programme Association

4. Dept Instructor Association
5. Student Male Generalization

6. Student Female Generalization
7. Programme Subject Association

Table 1: Class relationships

The sample hashing outputs of attributes values are listed 
in Table 2.

Dept-name Pgm-name
Mathematics – 1010 0000 M.E – 0001 0100
Computerscience–0100 1000      M.Sc (S.E) – 1000 1000
Physics – 0001 0010 M.Sc (Mat) – 0100 1000

M.sc (Phy) – 0011 0000

Inst-name Stud-name Male
John – 1000 0010 David – 0100 0010 Sex – 0010000
Adams – 1000 1000 Elena – 1001 0000 Female
James – 0000 1001 Maria – 0100 0001    Sex –00001001
Janes – 0110 0000  Peter – 0010 0001

Grace – 0000 1100
Antony – 0000 0011

Table 2: Sample attributes

The attributes’ hash coded values are superimposed 
to produce object’s signature. The set of all object 
signatures of a class correspond to the signature file. The 
signature files created for various attribute combinations 
of objects are listed in Table 3.
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University
Name: str
Addr: str

Dept

Dept-name: str
Programs: Pgm-name[]

Student

Stud-name: str
Pgm-name: str

Instructor

Inst-name: str
Dept-name:str
Subjects: Sub-name[]

Programme

Pgm-name: str
Subjects: Sub-name[]

Male

Sex: str

Female

Sex: str

Subject

Sub-name:str;

has

contains

teaches

offers

assigned 
to chairperson

member

1 1..*

1..*

0..1

0..1

1..*

1..*

attends

Figure 12: Sample Object schema.

Table 3: Signature files of classes

Class : Subject
Sub-name

1. Software engg – 0100 0001
2. Comp. applns – 0010 1000
3. Comp. engg – 0100 0100
4. Applied Maths – 1000 0001
5. Calculus – 0010 0100
6. Nuclear physics – 0101 0000

Class : Male
Stud-name Pgm-name Sex Object 

signature
1. David M.Sc (S.E) Male 1101 1010
2. Peter M.E Male 1011 0101
3. Antony M.E Male 1001 0111

Class : Female
Stud-name Pgm-name Sex Obj signature
1. Elena M.Sc (S.E) Female 1001 1001
2. Maria M.Sc (S.E) Female 1100 1001
3. Grace M.Sc (Phy) Female 0011 1101

Class : Dept
Dept-name Programs Obj signature
1.Computer science M.E,M.Sc (S.E) 1101 1100
2. Mathematics M.Sc (Mat) 1110 1000
3. Physics M.Sc(Phy) 0011 0010

Class : Programme
Pgm-name Subjects Obj.

signature
1. M.E Comp.applns, 

Applied Maths
1011 1101

2. M.Sc (S.E) Software engg, 
Comp. engg

1100 1101

3. M.Sc(Phy) Comp. applns, 
Nuclear physics

0111 1000

Class : Instructor
Inst-
name

Dept-name Subjects Obj 
signature

1. John Comp.sc Software 
engg, 
Comp. 
applns

1110 1011

2. Adams Mathematic
s

Applied 
Mathematic
s, calculus    

1010 1101

3. James Comp.sc Software 
engg

0100 1001

4. Janes Physics Nuclear 
physics

0111 0010

Class : Student
Stud-name Pgm-name Obj signature
1. David M.Sc(S.E) 1100 1010
2. Peter M.E 0011 0101
3. Antony M.E 0001 0111
4. Elena M.Sc(S.E) 1001 1000
5. Maria M.Sc(S.E) 1100 1001
6. Grace M.Sc(Phy) 0011 1100
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6 Experimental results
To validate the proposed structure we implement SD-tree 
in Java and for every test run the tree is constructed 
statically before signature insertion. The parameters 
considered in the experiments’ data sets are Signature 
length (F), Signature weight (m) and signature weight
distribution (swd).

The experiments were carried out in a standalone 
system with Intel Pentium IV processor. The main 
memory size is 512 MB and the hard disk capacity is 80 
GB.

6.1 Signature tree Versus SD-tree
In this section the parameters which are generally 
considered in the analysis of indexing structures like time 
and space complexities are reported. We compare the 
results of Y. Chen’s Signature tree [30] with that of the 
SD-tree. The observed results are listed in Table 5.

6.2 Time Complexity
Like in other signature applications we use the response 
time as the performance measure [23]. The time 
complexity of the insert algorithm initially is the sum of 
time taken to construct the B+ tree of order p and the 
time taken for inserting. Here B+ tree is constructed with 
values 1,2, ….. , F where F is the length of the signature 
for a given dataset. Hence compared to the use of B+ tree 
as index structure for large datasets the value F is small 
which reduces the time taken for SD-tree construction 
considerably. In algorithm 4.1 the time complexity for 
insertion is bounded by O(nm) where n is the number of 
signatures in the file and m is the number of 1s in the 
given signature as against the O(nF) in the signature tree 
insertion[30], n being the number of signatures in the file 
and F is the full length of signature including 0’s and 1’s. 
Since deletion follows similar steps as insertion the time 
complexity is same for both. Another desirable 
characteristic of SD-tree is that for higher F values, by 
varying p, the value of h, height of the tree can be kept 
small to promote faster search. It is observed that the 

time taken for tree construction when F = 10 and p = 3 is 
2015421 nano seconds.

Table 5:  Signature tree Vs SD-tree

In Table 5,
n -  Number of signatures in signature file
F – Length of signature
m -  Number of set bits 
p – Order of SD-tree
λ – Number of path traversed in query searching
a – Average no. of signatures / signature node
k – log 2 n
f -  Average no. of prefix values / signature node

Similarly search time is the sum of time taken to access 
the leaf node (Tl ) and signature node search time (Tsi). 
This is given by

Ts = Tl +Tsi

Here, Tl is constant for all leaf nodes for a 
dynamic balanced structure like SD- tree and Tsi is 
directly dependent on the i value and the number of 
signatures inserted in the signature node. In the worst 
case the search time is bounded by O(Tl + 2 i -1).

To analyze the query response time the signature 
weight distribution was fixed as 100% , 70%, 50% and
30% for signature lengths 10 and 30. The values are 
plotted in Fig. 13. through Fig. 16. The weight of the 

Parameter Signature tree SD-tree Inference

Time  
complexity

O(nF) O(nm)
m < F; 
Faster 
insertion

Tree height O(log 2 n) O(log p (F/(p-1)) p>2 ; 
Shorter tree

Search cost O(λ.log 2 n) O(log p F+a )
F < n; 
Cost < Sig. 
tree

Space 
complexity

nlog 2 F + 2 ∑ 2 i  

(i+1)
i=0 to k

O(F(a+f))
< Sig. tree 
when k>F

1. List of students doing a 
given programme

Pgm-name       = 
M.Sc(S.E)

Student 1000 1000 1100 1010 (David)
1001 1000 (Elena)
1100 1001 (Maria)

2. Instructors handling a 
given subject

M.Sc(S.E) in 
subjects

Instructor 0100 0001 1110 1011 (John)
0100 1001 (James)

3. Dept(s) offering a given 
subject

1. Comp. applns in 
subjects

2. Pgm-name = 
00010100,
00110000

Programme

Dept

0010 1000 1011 1101 (M.E)
0111 1000 (M.ScPhy)

1101 1100 (Comp.sc)
0011 0010
(Phy)

3. All instructors of a given 
dept

Dept-name = 
Comp.sc

Instructor 0100 1000 1110 1011 (John)
0100 1001 (James)

4. Female students attending 
a given programme

Pgm-name = 
M.Sc(S.E)

Female 1000 1000 1001 1001 (Elena)
1100 1001 (Maria)

Table 4: Sample queries
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signature was biased in upper byte(U), lower byte(L) or 
uniformly distributed(M) and time values noted.

For 100% swd the insertion and search time is a 
constant of the signature weight bias. This is depicted in 
Fig. 13.  In the same way the swd was fixed at 70, 50 and 
30 and the observed values are plotted in Fig. 14, Fig. 15 
and Fig. 16 respectively. The query response time 
between two consecutive queries is minimized by 
following the backward pointers in leaf nodes when the 
following condition is true. That is,

                         d i,j  

                      ────    ≤     Th
                          p-1

where d i,j  is the difference in Sqi’s last 1’s position and 
Sqj’s first 1’s position.

All the graphs show that the time taken for signature 
insertion grows linearly with the values of swd, F and the 
weight bias. Insertion time increases in upper nodes due 
to the complexity of the circuit in creating prefixes.

SD-tree maintenance and space overhead
SD-tree  maintenance is quite simple that the tree is not 
subject to extensive node split or merge. This is because 
the insertions and deletions do not affect the node values 
or the height of the tree. Operations are reflected only in 
the signature node. In the experiments the binary prefix 
pattern nodes are created dynamically. The space 
consumption for insertion of a signature number at a 
signature node depends on the binary prefix length (l), 
the pointer size (p) and the space for writing the 
signature number(n). The prefix is created anew each 
time if it does not exist. Hence, the space complexity to 
insert with prefix for a signature of weight (w) is given 
by O[w((l+2p)+(n+p))]. Similarly the space complexity 
of a signature for which prefix already exists is bounded 
by O[w(n+p)].

Fig. 17 shows the space overhead of SD-tree. The 
tree is created statically. Signature nodes are created 
dynamically and are of fixed size. It is clear from the 
graph that the space consumption increases linearly with 
F and w. It is obvious that for all combinations of values
the query search time for SD-tree is lesser than signature 
insertion time.

For swd of 70%, 50% and 30% the signature weight 
was biased in lower byte, upper byte or uniformly 
distributed and values noted.  All the outputs clearly 
indicate that the time taken for signature insertion and 
query response is slightly higher in upper levels.
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Figure 13:  100% swd.
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Figure 14: 70% swd.

Sig. wt. distrn = 50 %
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Figure 15: 50% swd.

Nevertheless the query response time is lesser than 
signature insertion time. As the structure complexity 
increases in signature nodes in upper levels the swd was 
analyzed for both ends separately.
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Figure 16: 30% swd.
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Space overhead
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Figure 17: Space overhead of SD-tree.

7 Conclusion and research 
directions

In this paper we presented a novel way to represent 
signatures in a B+ tree like structure called SD-tree and 
analyzed the performance for query response time. 

By varying the signature length and distribution of 
1s in the signature the query response time was noted and 
results plotted.  It is clear from the graphs that 
considerable search time is saved.

The space overhead in SD-tree may be higher due to 
the presence of binary prefixes in higher order signature 
nodes, but the flexibility provided by the SD-tree 
outweighs all besides simple maintenance and faster 
query retrieval time.

The work is proposed to extend in the following 
directions. The synthetic data sets are to be replaced 
with, run and verified on a real Object Oriented Data 
Base system. Another direction is when the signature 
weight is more than 50%, use 0s so that number of 
signature nodes accessed for insertion and search is 
optimal. Also the structure can be modified to support 
point and range queries in Object Oriented Data Base 
system.
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In software engineering, an efficient approach towards reuse has become a crucial success factor. 
Conceptual simple high level approaches to reuse are the most appropriate for performing it in a useful 
manner. Design patterns are reliable and an effective high level approach that enables developers to 
produce high quality software in less time. Unfortunately, the rapidly growing number of design 
patterns has not yet been adequately supported by efficient search and management tools, making the 
patterns uninviting for a large part of the software development community. In this way, the issue of 
managing and selecting design patters in a straight-forward way has become the main challenge.
In this paper, we propose a possible solution for the improvement of design pattern adoption and 
present a platform that should give design patterns some new and long-overdue momentum. Using our 
proposed technique for formal design pattern specifications, we have developed an experimental 
prototype of a new design pattern repository based on semantic web technologies. A new Ontology-
Based Design Pattern Repository (OBDPR) has been developed that can also be used as a platform for 
introducing advanced services. Some fundamental services – searching, design pattern proposing, 
verification and training services – have already been developed and many others are proposed. Based 
on the conducted experiments, it is our strong belief that the proposed approach together with the 
platform’s potential -- can significantly contribute to the improvement of design pattern adoption.

Povzetek: Za ponovno uporabo programske opreme je razvita nova metoda z uporabo ontologije in 
repozitorija.

1 Introduction
Software patterns offer the possibility of achieving reuse 
in the area of software engineering. In software 
engineering, several levels of reuse are established. The 
reuse of concrete software elements such as functions, 
classes and components have already been well 
established and practiced on a daily basis. However, if 
we observe reuse at higher levels of abstraction, i.e. 
software patterns, reuse is still not practiced on a daily 
basis.

A pattern is a form of knowledge that is used to 
capture a recurring successful practice [10]. Basically, a 
pattern is an idea that has been used in a practical context 
and probably will be useful in others [24]. As such,
software patterns delineate the best practices for solving 
recurring software design problems and are a proven way 
of building high quality software [5]. They capture 
knowledge that experienced developers understand 
implicitly and facilitate training and knowledge transfer 
to new developers [17]. One survey [13] has indicated a 
low adoption of design patterns among practitioners –
respondents estimated that no more than half of the 
developers and architects in their organization knew of, 
or used, design patterns. Therefore, bridging the gap 
between the pattern expert communities and the typical 

pattern user is critical for achieving the full benefits of 
design patterns [4].

The goal of this paper is to improve design-pattern 
adoption within the context of a typical pattern use case:
a user has to select an appropriate design pattern, 
understand it and its consequences in detail, and also use 
it efficiently. To achieve this lofty goal, we will firstly 
explain how to introduce an appropriate design pattern 
presentation technique. In order to do this, we will 
consider several formal design pattern presentation 
techniques, as presented in this paper. Before we dig 
deeper, let us clarify the boundaries of our research. 
While speaking of software patterns we are addressing a 
whole family of patterns. There are a lot of software 
pattern types that have been recognized so far. Some 
authors have proposed a general software-pattern 
taxonomy [24]:

 Patterns in software analysis, which are the most 
abstract software patterns;

 Architectural patterns;
 Design patterns;
 Interaction patterns and
 Patterns in software implementation (also 

known as idioms).
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We can, however, split software pattern categories 
further (e. g. database design patterns, ontology design 
patterns, communication design patterns etc). It is almost 
impossible to provide a formal specification for software 
patterns in general, since every software pattern family 
addresses a different set of aspects. Software pattern 
formal specification is, as will be discussed later, 
necessary in order to provide advanced automatic 
services. We have limited our research to object-oriented 
design patterns, since they are the most used and well-
known software patterns [27]. This limitation is based on 
the observation that catalogues with only a few design 
patterns have clearly been shown to be problematic [5]. 
However, it is our belief that the approach we propose 
could eventually also be used with other software 
patterns, especially when considering the requirement 
that one could also formalize aspects specific to covering 
expert knowledge.

In our work, we do not try to formalize all possible 
aspects. Our goal is to provide a human and machine 
understandable foundation, primarily to support the 
design pattern selection process. We do not therefore 
cope with formalizing the pattern implementation or 
verification, for instance. Instead, we formalize object-
oriented concepts, relationships and expert knowledge on 
design patterns.
Design patterns improve software design productivity 
and quality for the following reasons [22]:

 They capture previous design experiences, and 
make it available to other designers - designers 
do not need to discover solutions for every 
problem from scratch.

 They form a more flexible foundation for reuse, 
as they can be reused in many ways.

 They can be used as a tool for communication 
among software designers. In fact, this was the 
original idea of introducing design patterns.

Although design patterns could help significantly in 
producing high-quality software, developers are 
continuing to experience more and more difficulties e. g. 
when finding patterns to match their design problems. It 
seems that managing and searching facilities are not
catching the growing number of design patterns. In this 
paper, we will also address this challenge. Since we have 
had many positive experiences in initiating developers to 
use design patterns, we have also decided to develop an 
integral web-based platform, primarily to help select 
design patterns. The platform (Ontology-Based Design 
Pattern Repository – OBDPR) presented in this paper is a 
platform and, as such, provides the basis for automatic 
and intelligent services to be built on top of formally 
presented design pattern knowledge. We have developed 
a set of services, also described in this paper, on top of 
OBDPR:

 design pattern searching service,
 design pattern proposing service, which can also 

be used as a design pattern suitability 
verification service,

 training service.

Based on formal design pattern representation, we 
have introduced capabilities known from the artificial 
intelligence area into OBDPR and its services. In this 
paper, we will present the initial experiment performed, 
which should demonstrate the usefulness of our 
approach. Moreover, we are planning to perform 
additional rigorous experiments to indicate if and how 
much our platform helps software engineers, especially 
inexperienced ones. We assume that positive experiences
with students could also be achieved with full-time 
developers.

The structure of this paper is as follows: In the
“Related work” chapter we present known techniques in 
formalizing design patterns and their possible and 
concrete applications. Based on this, we present our own 
method for formal design pattern representation in 
chapter three. In that chapter, we also discuss why and 
how to use ontologies while addressing challenges 
related to selecting, understanding and using design 
patterns. Chapter four gives a detailed insight into the 
conceptual and technical background of OBDPR. The 
platform’s functionality and additional services are also 
described. The results of introducing the platform are 
presented in chapter five. The findings of the initial 
experiment, where users were exposed to solving design 
problems with and without our tools, are also presented. 
Chapter six shows some future trends in our research 
activities. The final chapter summarizes the most 
important points of this paper and concludes it.

2 Related work
Since 1994, when design patterns were introduced, many 
different approaches have been used for documentation 
purposes. In general, there are three main categories for
descriptions:

 informal representations,
 semiformal representations based on graphical 

notations such as UML and
 various formal representations, which also 

include notations using semantic web 
technologies.

Design patterns are traditionally represented by
informal, loosely structured documents. These 
documents are in a canonical form, which consists of a 
series of fields (name, intent, applicability, structure, 
participants, consequences, implementation etc), defined 
by informal descriptions. They help developers 
understand patterns, but there are glaringly obvious 
issues regarding advanced knowledge management 
possibilities. We can also find several semiformal 
representations, most of them are based on UML [6, 8, 3, 
12]. These representations are efficient for a basic 
understanding of patterns since they cover their structural 
elements. They are strongly supported by tools, which 
enable developers to include design patterns in their 
solutions in a straightforward way. They are successful at
capturing structures (static image, usually shown with 
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class diagrams) and behavior (dynamic image, usually 
shown with sequence or collaboration diagrams). They 
do not provide information and knowledge on high level 
aspects such as intent, usability and consequences, on the 
other hand. For enabling sophisticated services on design 
patterns, e.g. the ones listed in the prior chapter, we need 
fully formal representations. The main goals of 
formalizing design patterns that are recognized within the
community are [22]:

 Better understanding of patterns and their 
composition. It helps to know when and how to 
use patterns properly in order to take full 
advantage of them.

 Resolving issues regarding relationships 
between patterns. It is not only relevant which 
design patterns are used to solve a problem, it is 
also important in which order they are applied.

 Allow the development of tool support in 
activities related to patterns.

In general, when talking about tool support, researchers 
are currently trying to develop a formal representation of 
design patterns, primarily for [22]:

 searching for patterns in existing solutions,
 automatic code generation,
 formal solution validation.

A typical use case for this would be the following:
 Developers include a design pattern in their solution. 

The code is generated automatically. Tool support 
mostly includes the design pattern in UML 
diagrams. Other languages are also supported in 
some tools (e. g. DPML, RSL, RBML, LePUS – see 
[22]).

 After further development the solution is completed.
 Testers can use tools for formal testing based on 

design patterns. Tools can find semantic errors in a 
syntactically perfect solution. Improvements can 
also be proposed. Since this functionality can really 
demonstrate the tool’s ability to do some inference,
it is supported by almost all tools based on 
languages that enable code X-ray and inference (see 
Table 1). PEC (Pattern Enforcing Compiler) goes 
even further – it includes design patterns in the
solution at compile time in order to avoid some 
errors.

There have been several attempts at introducing
formal representations in the design patterns area. Some 
of them are based on pure mathematics, such as first-
order logic, temporal logic, object-calculus, -calculus 
and others [22]. On the other hand, some authors [7][8] 
are trying to formalize design patterns and keep them 
understandable for humans at the same time. It is the 
idea, similar to the semantic web (to keep data 
semantically understandable both to human and 
machine). Their representation is mostly supported with 
ontologies. It is used primarily to describe the structure 
of source code, which is done according to particular 
design pattern. One of those used in the “Web of 

Patterns” (WoP) project [1] has addressed the area of 
describing knowledge on design patterns.

As stated above, the authors [22] propose several 
tools; some of them are available for production 
environments. However, one could also imagine other 
tools supporting activities regarding design patterns. For 
instance: before we introduce a design pattern to our 
solution, how to select an appropriate one? If we have an 
idea of using a design pattern, one can imagine if the 
selected pattern would do the desired job. One could also 
speculate if there is any design pattern that is more 
suitable than the one currently used. Those were just a 
few ideas about how to use formal design pattern 
knowledge in applications. We have not found complete 
and proven solutions to these challenges, even if there 
are a few tries, based on keywords rather on design 
pattern knowledge (for instance [25]). To summarize, for 
supporting those and other activities, the authors are 
trying to formalize several aspects of design patterns. 
They can be divided into the following areas [21]:

 pattern structure (classes, methods, relationships 
etc),

 pattern behavior (e.g. method call sequence),
 pattern implementation,
 context prerequisites for using design patterns,
 verifying design and implementation based on 

patterns,
 pattern compositions.

It depends on the formal representation goal for 
which area of pattern will be formalized (see Table 1). 
For details on several methods see [22]. In Table 1, we 
summarize the most important techniques available 
today. We believe it is important if a method has only 
theoretical foundations or if it actually has direct tool 
support. In Table 1, we also show the aspects being 
formalized by a certain method (we limit the summary to 
a static and dynamic aspect of a design pattern). 

Table 1: The most important formal methods for 
representing design patterns

Name
Tool 
support?

Static or 
dynamic 
aspect Purpose

DPML  both
MDA (Model-Driven 
Architecture)

RSL  both MDA, code verification

OCSID both

SPINE  static Code verification

SPQR static Code X-ray
Object-
Calculus both

RBML  both MDA

Slam-SL  both Inference in general
ODOL 
(OWL)  static Pattern Repository

URN both Ease of use

PEC  static Enforcing compiler

LePUS  static Pattern Repository

TLA dynamic
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FOL static

Prolog static

BPSL both Inference in general

After reviewing related works and the benefits of 
using ontologies, which will be explained later, we also 
decided to employ them in our work. Although there are 
some ontologies available (e.g. ODOL), we did not use 
any existing one. Having a separate ontology is not a 
problem, since there is a possibility of connecting
ontologies in a straightforward way. As will be seen in 
subsequent chapters, we can benefit from combining our 
solution with others – especially the WoP project [1].

3 The role of ontology in OBDPR

3.1 Using semantic web technologies in 
OBDPR

The idea of the semantic web allows automatic, 
intelligent inferring of knowledge, supported by 
ontologies. The basic idea of the semantic web is a 
different organization and storage of data and,
subsequently, new possibilities for using this data [19]. 
The barrier that prevents more advanced usage of 
available data is believed to be the semantic poorness of 
today’s solutions. The vast majority of data is presented 
as a very simple, non-structured human readable and 
human understandable material. The result is an inability 
to make real use of the enormous amount of available 
“knowledge”. In order to overcome these difficulties, the 
concept of meta-data was introduced into the core of the 
semantic web. Using meta-data, so called smart agents 
can be used to search for information by content and to 
infer on gathered concepts. As a foundation, there has 
been a lot of work done with regard to common formats 
for the interchange of data and the common 
understanding of common concepts. This allows a person 
to browse, understand and use data in a more 
straightforward way, and a machine to perform some 
intelligent tasks on data automatically. Furthermore, 
semantic web ideas can be used in an internal enterprise 
information system for knowledge management in a 
different way to introduce new intelligent services. In the 
semantic web, knowledge is represented as graphs, and 
written down in an XML-based language called RDF 
(Resource Description Framework) [16]. RDF deals with 
URIs (another W3C standard for naming resources 
globally unique). The advanced use of semantically 
annotated data can only be accomplished using 
ontologies in RDFS or OWL (Web Ontology Language)
[14] documents. There is also a language for efficiently
querying RDF-represented knowledge, SPARQL [18]. 
The whole stack of semantic web technologies is 
available and described in [20] (see Figure 1).

Figure 1: The semantic web technologies stack [20]

3.2 A new ontology
The semantic web allows knowledge to be expressed in a 
way that enables machine processing and its use in web 
environments by both intelligent agents and human users 
[23]. It is considered to provide an efficient way of
presenting data, information and knowledge on the 
internet or in the scope of a global interconnected 
database. Since many semantic web technologies have 
reached high community consolidation and have become 
W3C standards (including RDF and OWL) it can also be 
considered a long-term platform for intelligent services 
based on a common knowledge base [20].

One of the enabling approaches used in the semantic 
web is metadata. It is supported by the concept of 
ontologies and has its foundation in W3C standards. 
Ontology describes the subject domain using the notions 
of concepts, instances, attributes, relations and axioms. 
Among others, concepts can also be organized into 
taxonomies whereby inheritance mechanisms can be 
used in ontology. Ontologies are built on description 
languages, such as RDF(S) and OWL, and add semantics 
to the model representation. Their formal, explicit and 
shared nature makes them an ideal object repository for 
catalogues.

With the presented facts, we also justify our decision 
to use ontologies as well as other semantic web 
technologies to provide a basis, not only for design 
pattern descriptions, but also for future intelligent 
services:

 Ontologies in the semantic web has its
foundation in W3C standards.

 Ontology-based design pattern descriptions are 
computer readable and therefore suitable for 
automated (computer) processing.

 Transforming OWL and RDF based design 
pattern representations into other kinds of 
representations (in textual or graphical form) 
can be achieved easily with simple 
transformations.

 Enabling technologies are well established, 
recognized and extendable.
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 They enable the exchangeability of design 
pattern descriptions in a straightforward way.

 The semantic web introduces technology that
enables knowledge to be distributed.

 More and more OWL–enabled tools are 
available which can use and manipulate an 
ontology-enabled knowledge base.

OBDPR’s underlying ontology is implemented using 
OWL. A core ontology fragment is shown in Figure 2. 
We use a hierarchical organization of pattern containers. 
Every pattern container may contain several pattern 
containers and patterns. This enables us to capture 
several divisions of design patterns, not only those found 
in fundamental literature. Every pattern can be included 
in several containers; the same is true for containers. 
Patterns themselves are connected in a more logical way 
by means of related, similar, composed patterns and 
pattern hierarchies (also mentioned as a pattern language 
by some authors). Not only patterns and pattern 
containers themselves are included in the ontology, but 
there are also real-world examples using patterns to give 
more meaning to the OBDPR user (“TestCase” class).

Figure 2: Core of OBDPR ontology

There are many benefits to using such ontology. 
Beware of transitive relations. Using a relation which has 
transitive properties can help significantly when dealing 
with design patterns and design-pattern containers. For 
instance: a service, built on top of OBDPR, has direct 
access to all members of a particular pattern container –
without performing advanced searching. A pattern 
language (i. e. interrelated patterns) can also be presented 
in straightforward way. The solution is also prepared for 
connecting our own ontology and ODOL (ontology in 
WoP project [1]). We can introduce the relation 
theSameAs (a relation supported by OWL) between our 
Pattern concept and Pattern in ODOL. So we have 
automatic access to a formal representation not only to 
expert knowledge, but also the structure and behavior of 
a particular design pattern. Those were just a couple of 
strong mechanisms supported by the presented ontology.

Furthermore, the expert knowledge aspect is also 
supported by the presented ontology. Design pattern 
experts can provide experiences in question-answer pairs, 
which enables them to capture their implicit knowledge 

on design patterns. Not only experts can give experiences 
to tell which design pattern is used in a particular real-
life situation (“Question” class), but they can also specify 
more possible solutions to a real-life situation 
(“Answer”) with specified probability 
(“AnswerRelevance”). This value ranges from 0% to 
100% and tells the user how likely it is that their
particular candidate (“Pattern” or “PatternContainer”) is 
used when the answer to a given question is confirmed as 
positive. Answers and possible candidates can easily be 
updated or added to questions at any time with the aid of 
a rich user-friendly web interface. For instance:
Question: How do you want to create objects?
Possible answer: Separate construction of a complex 
object from its representation so that the same 
construction process can create different 
representations.  You should use the Builder pattern 
(100%).
Possible answer: Ensure that the class has only one 
instance.  You should use the Singleton pattern 
(100%).
Possible answer: Create objects without prior knowledge 
about their concrete classes.  You can use several 
design patterns: Prototype (33%), Abstract Factory(33%)
or Factory Method(33%).

This knowledge can also be used by services, run on 
top of OBDPR in order to achieve intelligent 
functionalities, such as a guided question-answer 
dialogue for selecting patterns or verifying design 
decisions.

4 OBDPR – repository and platform
OBDPR is completely based on semantic web 
technologies. As a data store, it uses RDF. Since we do 
not want to rediscover all design pattern knowledge from 
scratch, we have also integrated knowledge found in 
other data sources (e. g. Wikipedia, Sun J2EE BluePrints, 
GoF online patterns etc). These are transformed to RDF, 
integrated and supported by the presented ontology (see 
Figure 3). Furthermore, OBDPR is not just a design 
pattern repository. It is a platform for building intelligent 
services to improve design pattern adoption. As such, it
includes several functionalities:

 It holds design pattern descriptions, containers 
and an expert knowledge repository.

 Allows design pattern experts to annotate 
patterns with additional knowledge.

 Integrates knowledge on a particular design 
pattern from the web (Wikipedia, Sun 
Blueprints etc) and additional data sources.

 User-friendly transformations of raw RDF data.
 Indexes all the integrated data for supporting 

full text-search capabilities.
 Full access to RDF data to services built on the 

platform including questions and answers, 
which will enable intelligent services to use 
expert system-like proposing or validating 
services.
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 A set of real world examples and appropriate 
design patterns solutions in order to enable 
services to be used to train users or to 
demonstrate the appropriate use of design 
patterns in real-world examples.

Figure 3: OBDPR architecture

To achieve all the above-mentioned functionalities 
efficiently, we have also used other standard-based tools. 
For example, to access data written in RDF we use the 
Jena framework [9]. It is also exposed for services that 
will run on top of a platform. Figure 4 shows the user 
interface that uses an RDF presentation of design 
patterns, accessed with SPARQL queries. The data is 
then transformed to show a user-friendly view on design 
pattern container structure and selected design pattern 
details. This view is provided with minimum coding 
effort and is truly one of the most successful experiences
within OBDPR.

The current OBDPR prototype implements all 
functionalities mentioned at the start of this chapter. It 
also offers services built on top of them:

 A full-text search service,
 A design pattern proposing service and
 A training service 

All of them are primarily intended to help the design 
pattern novice.

At the moment, the OBDPR prototype includes all 
design patterns found in GoF [5] and J2EE [2] design 
pattern catalogues. It is not limited to those since it is 
possible to include additional patterns – even those

Figure 4: Simple pattern view

recognized in a particular enterprise. Additional expert 
knowledge can also be provided. Implementing this
knowledge is supported for services as well as for 
browsing with a user-friendly interface – using relatively 
simple SPARQL queries and transformations (see Figure 
5).

Figure 5: Expert knowledge view

The implementation technology for OBDPR is Java
EE with a Jena [9] framework for accessing and 
performing core semantic operations on data and 
ontology. A simple user interface framework with basic 
functionalities like a raw and user-friendly view on the 
repository is prepared as previously shown. A framework 
is fully prepared to host additional services, which are 
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developed in the future. To address this requirement 
efficiently, we have implemented an MVC design pattern 
into our solution. As a case, we have implemented three 
services on top of the platform. Since they are the core 
ones, they can also be used by other services. They 
enable us to use full text search capabilities in OBDPR 
(Figure 6) as well as training (Figure 5) and proposing 
services (figure 7). Not only is the data in OBDPR 
indexed for a full text search, but also data from the web, 
such as design-pattern-related content from Wikipedia 
and other design pattern related pages. The underlying 
ontology also improves the full text search capabilities.

Figure 6: Search module

Figure 7: Proposing module

5 Preliminary experiment
We preliminary tested our approach and a platform for 
advising on design patterns by conducting an experiment 
on a group of software developers who had different 
levels of expertise in the field of design patterns. A series 
of 19 design problems were presented to each of them. 
Each participant tried to identify the most appropriate 
design pattern to solve each of the design problems. The 
experiment was done in four phases: in the first phase, 
participants had to answer a few questions concerning 
their development background and level of expertise. In 
the second phase, they were given the opportunity to 
solve their design problems without any assistance and/or 
tools. In the third phase, the platform was provided to 
help them solve the same set of design problems. In the 
end, a post-experiment survey was conducted to gather 
participants’ opinions regarding the usefulness of the 
platform. 

We invited 10 software developers to participate in 
the experiment. According to their own assessment of 
their design patterns expertise, five of them self-
described as “good”, two as “very good” and two as
“excellent”. Only one participant claimed poor 

knowledge of GoF design patterns. The level of expertise 
was assessed in terms of how many patterns of the GoF 
catalogue a participant could identify. A comparison of 
the results achieved in the second and third phase showed 
that only one participant did not make any progress when 
using the platform. For the rest of the participants, the 
platform helped identify, at a minimum, an additional 50 
percent in correct solutions. Using the statistical analysis 
of the results (paired t-test) we determined that the 
difference between the number of correct solutions found 
both with and without the platform is statistically 
significant (P = 0.000706). The results of the post-
experiment survey have shown that only one of the 
participants found the use of the platform to be less 
efficient than searching for an appropriate solution 
without the platform. A decreased standard deviation in 
the results showed that the efficiency of the less-
experienced developers (according to design patterns) 
became more similar to experienced developers. At the 
same time, the mean value of successfully solved 
problems rose significantly. We can conclude that 
developers with less experience in the area of design 
patterns benefited the most from using the platform. By 
comparing the frequency of the correct solutions 
representing a particular design pattern and the 
frequency1 of use for the same pattern in practice, we 
found that they did not directly correlate. This can be at 
least partly explained by the fact that the design problems 
presented to participants were not of equal complexity. 
The second possible explanation is that a higher 
frequency of use does not necessarily mean that the 
design pattern is better known or indeed easier to 
understand.

It should be noted that the results have to be taken 
with some caution, since the number of participants was 
quite small. Nevertheless, the experiment shows that our 
platform for advising is helpful to those developers who 
have a relatively poor knowledge of design patterns. For 
developers who already have solid expertise, this 
approach does not offer as many advantages, because the 
questionnaire does not follow their thought processes 
(mind maps). However, should a wider variety of design 
patterns be covered by the platform, the differentiation 
between experienced developers and those who lack 
expertise would presumably decrease.

For detailed information about experiment please see 
[26]. In that paper you can find detailed experiment 
structure, proposing service is also discussed in depth.

6 Further work
We have developed an integral web-based platform, 
primarily to help select design patterns. To strengthen 
confidence in the results, some rigorous real life 
experiments should be performed in addition to this
initial one. They might show if and how much OBDPR
helps with formally presented design patterns when 
adopting design patterns. As previously shown, some 

                                                          
1

Frequency of use was taken from 
http://www.dofactory.com/Default.aspx
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preliminary experiments have already been performed. 
Since the results were promising (design pattern adoption 
rose significantly) we are quite confident that we are on 
the right track. More rigorous experiments are planned 
for the future.

Besides experimenting with a repository, there is 
also another idea to expose OBDPR to simple software 
interfaces. It would not only enable further integration 
but can also enable the development of plug-ins for the 
most popular development tools, such as Eclipse, 
NetBeans or Visual Studio. Having OBDPR always at 
hand during development would certainly seem 
beneficial.

Even existing services need some improvements 
before going into production. For example, we are trying 
to personalize the proposing service. The proposing 
component could learn about the user from past 
proposals and, for instance, ask personalized questions or 
ask more questions to verify possibly contradictory 
answers. The idea behind the proposing service includes 
verifying if the developer knows what a certain question 
mean. This could be achieved with question redundancy: 
if the developer answers a question with an option that 
prefers pattern A and another question with an option 
that does not prefer pattern A, it is possible that the 
developer is confused. With this in mind, we can reduce 
questions asked during the proposing service, if we 
consider the developer’s past dialogues. OBDPR enables 
the analysis of exhaustive logs of usage. We have data on 
each proposing process if a selection is well done. If not, 
we can review which question was shown to be 
problematic and where the user starts to get confused (by 
measuring several attributes for each question including 
repetition number, time spent, premature finishing etc). 
This can be used as guidance for experts to review and 
improve questions and answers or to provide more 
questions connecting particular candidates.

After performing research activities by means of 
experimenting with the platform on industry developers,
we plan to develop a holistic methodology for design 
pattern selection. It will include both a design pattern 
expert and user activities. OBDPR will be given the role 
of an enabling tool for the developed methodology. To 
take full advantage of formalized design patterns aspects,
there is basically no limitation for creating additional 
services on top of the platform.

7 Conclusions
The platform (Ontology-Based Design Pattern 
Repository – OBDPR) presented in this paper is the basis 
for automatic and intelligent services built on top of 
formally presented design pattern knowledge. The main 
aim of OBDPR is to introduce formal methods of design 
pattern representation in order to drawn upon capabilities 
known from the area of artificial intelligence. It also 
simultaneously keeps patterns in human-friendly form. 
Therefore, the semantic web approach and technology
were used. OBDPR addresses the challenges of selecting, 
understanding and using design patterns in the rapidly
increasing number of design patterns.

In the paper, we have presented several important 
components for our approach:

 The proposed formal design pattern presentation 
technique can easily be used by automatic 
intelligent services as well as by human users. It
can additionally be integrated with existing 
presentations, especially ODOL [1].

 A new, fully functional OBDPR with the 
capability to serve as a basis for more advanced 
services (we have so far developed a searching, 
proposing, training and validating service).

 The platform and services have initially been 
exposed to real-world usage. The initial 
experiment has encouraged us to carry on with 
our work and perform additional, rigorous 
experiments.

We are confident that our work can contribute to an 
increase in using design patterns, especially by helping to 
find a suitable design pattern for a given situation. This 
issue constitutes a great challenge for the typical 
developer. OBDPR was therefore developed primarily to 
capture design patterns, explicit and implicit expert 
knowledge, and to enable the further development of 
intelligent services and to test our belief that we can 
improve design pattern adoption.

Introducing semantic web concepts and technology
into the design pattern field has revealed itself to be the 
correct solution so far. It creates new possibilities for 
making design patterns more approachable for software 
engineers. 
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We compare average impulse response of rate of return curves computed from more than sixty-seven 
years of historical Dow Jones Industrial, Transportation, and Utility Average closing values. The curves
are relatively consistent in shape until the 1990s, when marked changes, indicative of improved market 
efficiency, occur for the Dow Jones Industrial Average. We argue that the effect is a result of the 
increased availability and reduced cost of online stock trading and of the more rapid dissemination and 
diffusion of information made possible by information technology. The basis for this argument is that: 1) 
the effect occurs only for the Industrial Average, which is comprised of stocks which are most well-
known to the investing public, and not for the Transportation or Utility Averages, which are comprised 
of less well-known stocks; and 2) the effect is progressive and contemporaneous with the growth of the 
use of personal computing and the internet.

Povzetek: Z analizo prejšnjih dogajanj je pokazano, da informacijske tehnologije izboljšujejo 
učinkovitost borz.

1 Introduction
The output signal response from a continuous system to a 
narrow pulse input signal is the system’s impulse 
response. Physical systems may be analyzed by 
observing the system’s response to a sharp input, by 
striking a bell, for example, and observing the movement 
of points on the surface of the bell. Economic systems 
are not amenable to the sort of laboratory analysis that 
may be applied to physical systems, but an investigator 
of the stock market may detect narrow pulses of 
increased (or decreased) rate of return in the time series 
of daily rates of return for the stock market and then 
observe the behavior of the subsequent daily returns, thus 
employing a synthetic impulse response analysis.

The assumption of market efficiency is important in 
the theory of the academic discipline of Finance. A 
perfectly efficient market adjusts its prices to new 
information instantaneously and correctly. This implies 
that for a perfectly efficient market, all relevant 
information available in the past history of stock price as 

well as any newly revealed information is considered and 
reflected in the current price, and this means that 
historical price information alone may not be used to 
forecast future prices with any useful degree of success. 
Perfect market efficiency requires the instantaneous 
availability and instantaneous correct application of 
perfect information by all market participants, and these 
assumptions are not true in the real world of the stock 
market. Thus, as friction is assumed to be negligible in 
order to consider an ideal “F=MA”, the effects of 
investor psychology and of non-instantaneous and non-
homogeneous information communication and 
application are assumed to be negligible by the 
assumption of a perfectly efficient market. Brynjolfsson 
and Smith (2000) consider internet retail as a 
“frictionless” commerce.

Society is interested in the fairness and efficiency of 
markets because society makes resource allocation 
decisions based on market prices. In practice our markets 
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may not be truly efficient, but perfect efficiency is a 
benchmark by which we can evaluate how well a market 
serves society. Perfect stock market efficiency is a 
worthwhile ideal, though perfect market efficiency is 
impossible. Kauffman and Walden (2001) identify the 
effect of the widespread use of modern information 
technology on market efficiency as a topic for future 
study.

Successes with the application of theory and 
techniques from physics, such as impulse response 
analysis, to understanding and predicting the behavior of 
the stock market are reported primarily in the physics 
journals (for example, Sornette and Zhou 2006). There 
are some reports in the economics and finance journals of 
the use of techniques from physics for modeling 
economic and financial systems (for example, Sornette 
and Zhou 2005), but as most academics in economics 
and finance hold to the assumption that the stock markets 
are perfectly efficient, and as the physics models tend to 
be useful only in modeling markets which are not 
perfectly efficient, the physics journals (where this work 
is sometimes called “econophysics”) are a more likely 
place to find the application of physics models to the 
stock markets than are the economics and finance 
journals.

Donella Meadows (1999) identifies “leverage 
points”, places to intervene in a system to effect change. 
These leverage points are, in increasing order of 
effectiveness:

 Constants, parameters.
 Sizes of buffers and stocks.
 Structure of material stocks and flows.
 Lengths of delays.
 Strength of negative feedback loops.
 Gain around driving positive feedback loops.
 Structure of information flows (who does and 

does not have access to what kinds of 
information.)

 Rules of system.
 Power to add or change the system structure.
 Goals of the system.
 Mindset out of which the system arises.
 Power to transcend paradigms.

The introduction of innovations in the stock market 
system is ongoing and continuous (White 2003). The 
behavior of the stock market may be affected by changes 
in the structure of the market itself, in the form of new 
products and new regulations, or by changes in the 
information systems used by the market participants. 
Offering new stock market products constitutes level 10 
leverage point change to the stock market system. New 
regulations, including the spate of new regulations 
enacted after the 1987 Crash (Lindsey and Pecora 1998), 
are examples of leverage point change no more powerful 
than level 8. The increased availability and reduced cost 
of online stock trading and the more rapid dissemination 
of information, all made possible by the personal 
computer and internet information technology revolution, 

constitute more powerful level 6 change at least, and may 
involve change as powerful as level 4. “Day trading”, 
enabled by information technology, may constitute 
change as strong as level 2.

Diffusion models are used to model the adoption of 
innovation, and this is well-studied; Rogers (1983) is a 
seminal survey. Physicists model radiation, dispersion, 
and diffusion phenomena, as surveyed in Beltrami 
(2002): for example, Frick’s Law of Diffusion, Newton’s 
Law of Cooling, Fisher’s Equation. These models from 
physics may be applicable to information diffusion in the 
stock market system. Houthakker and Williamson (1996) 
survey the research concerning the characteristics of the 
stock market traders’ information medium and how these 
characteristics may affect the diffusion of information. 
Surowiecki (2004) surveys the research explaining how 
markets can arrive at correct prices and can be efficient if 
the market participants receive timely information.

An impulse response of return graph may be 
constructed with rate of return for a period (40 trading 
days in this study) in the vertical axis and time in the 
horizontal axis. If there is no persistence of the effect of 
the impulse, then the average impulse response of return 
behavior for the period is “flat”, in graphical terms, after 
the impulse, and we may say that the market is perfectly 
efficient. If the graph is not flat then the market is not 
perfectly efficient.

Change in price in the stock market is the effect of 
information on the traders’ value estimates for the stocks. 
Lags in the diffusion and adoption of new information 
can explain non-flat response of return behavior. Using 
the terminology of the innovation diffusion literature, 
“early adopters” may receive information early and act 
quickly, while “late adopters” may receive new 
information late and/or act slowly.

2 Method
The results in this paper are from the use of a method for 
deriving an empirical impulse response function of 
return, such as is discussed in Koop et al (1996). The 
method is applied to rolling 5000 trading day intervals of 
closing values of three Dow Jones Averages (Industrial --
DJIA, Transportation -- DJTA, and Utility -- DJUA) for 
the period 5/28/1936 to 1/26/2004, which comprises 
17,000 trading days. 

For each trading day t, a return, rt, is computed, 
which is the change in closing price over the 40 trading 
days following as a fraction of price, pt. Next we 
determine a trading day history window for pt such that pt

is not included in calculating return values for prices in 
that history window. Since any return for trading days t-
40 through t includes pt in the calculation,  a 400 trading 
day history window preceding trading day t that does not 
include pt would begin at day a = t-400-40 = t-440 and 
end at day b = t-40-1 = t-41. This presentation uses 40 
trading days as the return horizon and 400 trading days 
as the history period throughout.

Hence we have:

t = 1,…,17000   trading days
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pt = closing value of Dow Jones Average on trading 
day t

rt = ( pt+40 – pt ) / pt   return for trading day t

Ra,b = { rt | a ≤ t ≤ b } a set of returns for trading days 
a to b

Rt-440,t-41 = { rt | t-440 ≤ t ≤ t-41 } Historical Return 
Set for pt

A positive impulse is identified if a return, rt,
exceeds the average of the returns in pt’s historical return 
set Rt-440,t-41 by a multiple of the standard deviation of the 
returns in that historical return set. A value of 1.5 is used 
for this multiplier throughout this paper.

řt = 1/n∑ⁿ
k=1

rk    the average return for the historical 

return set, Rt-440,t-41

st = √ [1/n-1∑ⁿ
k=1

(rk - řt)
2]   the standard deviation for 

the historical return set, Rt-440,t-41

m = 1.5     a constant multiplier

it =   1,  if  rt > řt + m•st the impulse for trading day t
  0,  otherwise

Table 1 contains the beginning and ending trading 
day numbers and the corresponding dates for the 
intervals used. For each interval the table lists the 
number of positive impulses which occurred in that 
interval for each of the three Dow Jones Averages.

Begin End Begin End DJIA DJTA DJUA
36-56 1 5000 05/28/36 05/21/56 415 427 395
56-76 5001 10000 05/22/56 05/03/76 376 528 500
60-80 6001 11000 05/11/60 04/17/80 409 522 491
64-84 7001 12000 05/04/64 03/30/84 469 496 481
68-88 8001 13000 04/24/68 03/16/88 541 510 507
72-92 9001 14000 05/16/72 02/28/92 497 466 477
76-96 10001 15000 05/04/76 02/13/96 514 446 441
80-00 11001 16000 04/18/80 01/31/00 525 393 458
84-04 12001 17000 04/02/84 01/26/04 470 378 521

Trading Day Date
Interval

Impulses

Table 1: Intervals used in terms of trading days and the 
number of impulses in each interval for each Dow Jones 
Average.

The method defines the “response” to the impulse in 
terms of time lags expressed in trading days. This 
impulse response function is derived from an aggregation 
of trading days in a response set. Returns for trading days 
are identified for inclusion in the impulse response return 
set by relating them to the return for the trading day 
preceding them by a lag of between 1 and 200 trading 
days. If a trading day’s return is identified as a return 
associated with an impulse, then the lagged trading day 

return is a member of the response set. There is an 
impulse response return set, Ia,b,L, for each of the 200 lag 
values for trading day interval from a to b.

That is, we have: 

L = 1,…, 200   the lag in trading days  

Ia,b,L = { rk | ik-L = 1 and a ≤ k ≤ b } the impulse 
response return set given L from trading day a 
to trading day b

ǐa,b,L = 1/n∑ⁿ
k=1

rk where rk is in Ia,b,L the average 

impulse response return in Ia,b,L for lag L

Figure 1(a) shows a graph of impulse responses for 
the time intervals 36-56 (the 200 ǐ1,5000,L values for the 
years 1936 to 1956, denoted by the squares in the graph) 
and 56-76 (the 200 ǐ5001,10000,L values for the years 1956 to 
1976, denoted by dashes) for lags of 1 to 200. Figure 1(b) 
graphs the impulse response values for interval 36-56 on 
the x-axis and interval 56-76 on the y-axis for lags of 40 
to 100. The method is ex-ante for lags of 40 and up, and 
so it is the impulse responses for those lags that are of 
interest for forecasting and trading applications.
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Figure 1: (a) Impulse response graphs for intervals 36-56 
(squares) and 56-76 (dashes) for lags 1 to 200. (b) Graph 
of impulse response values for interval 36-56 against 
impulse response values for interval 56-76 for lags of 40 
to 100.

3 Historical comparison
Table 2 shows correlation coefficient values calculated 
for each interval, for each of the three Dow Jones 
Averages, for lags 40 to 100, and for lags 40 to 200. The 
correlation coefficient is calculated for the impulse 
response curve for interval 36-56 for the respective Dow 
Jones Average as correlated against each of the other 
intervals for the same Dow Jones Average.  The 
correlation coefficients then are:

cX,Y = correlation coefficient as computed from 
the sets X and Y of values paired as (xL,yL) 
where L is the lag value

{
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Ca,b,c,d,L1,Ln
= correlation coefficient as computed 

from c ǐa,b, ǐc,d
( { ǐa,b,L | L1 ≤ L ≤ Ln}, { 

ǐc,d,L | L1 ≤ L ≤ Ln} )

For example, the top value in the second column of 
Table 2 is 0.907. This is the evaluation of 
C1,5000,5001,10000,40,100 for the Dow Jones Industrial 
Average. 

40-100 40-200 40-100 40-200 40-100 40-200
56-76 .907 .734 .434 .627 .654 .385
60-80 .943 .700 .667 .547 .376 .161
64-84 .923 .765 .661 .594 .343 .298
68-88 .910 .805 .700 .642 .334 .269
72-92 .863 .751 .600 .498 .077 .235
76-96 .893 .828 .490 .215 -.125 .124
80-00 -.496 .706 .330 .426 .355 .276
84-04 -.475 .391 .490 .026 .617 .301

DJIA DJTA DJUA
Interval

Table 2: Correlation coefficient values for the impulse 
response function of each interval correlated with the 
first interval 36-56 for each Dow Jones Average.

The correlation coefficient is useful for comparing 
the impulse response curves in a rough-and-ready way. 
In Table 2 it may be seen that the correlation coefficient 
values for lags 40 to 100 change markedly in sign and 
magnitude for the DJIA for intervals 80-00 and 84-04 as 
compared with the correlation coefficient values for the 
intervals which went before. Note the negative 
correlation values for the Industrial Average in the last 
two rows of Table 2.

Table 3 is prepared in a similar way to Table 2 
except that the 36-56 interval for the Dow Jones 
Industrial Average is used as the correlation partner for 
each of the other intervals (instead of the 36-56 interval 
in the respective Dow Jones Average.) 

40-100 40-200 40-100 40-200
56-76 .426 .816 .953 .217
60-80 .850 .812 .865 .203
64-84 .875 .827 .865 .395
68-88 .970 .895 .870 .459
72-92 .927 .727 .718 .557
76-96 .803 .537 .600 .683
80-00 .581 .594 .861 .749
84-04 .714 .367 .938 .609

DJTA DJUA
Interval

Table 3: Similar to Table 2 but 36-56 interval for DJIA is 
used as correlation partner for each of the intervals in the 
DJTA and in the DJUA.

In Table 3 the correlation coefficient values are 
generally higher for the DJTA and DJUA than they are in 
Table 2. The correlations continue to be relatively strong 
through the 80-00 and 84-04 intervals.

Figure 2 shows graphs of the impulse response 
functions for all of the intervals for the DJIA, except that 
the curves are offset by the average profit in each of the 
intervals. Thus, on the y-axis Figure 2 shows excess 
profit, which is the difference between ǐa,b,L, the average 
impulse response return in the set Ia,b,L for trading days a 
to b and for lag L, and the average of returns from trading 
days a to b, that is the set Ra,b. A market timing rule 
which would have worked before 1990 on the DJIA and 
still worked on the DJTA and DJUA to the end of the 
study: “Buy at impulse lag day 80 and sell after holding 
for 40 days”.

-0.02

-0.01

0

0.01

0.02

0.03

40 80 120 160 200

Figure 2: Impulse response for DJIA for each interval, 
adjusted by average profit in interval. Values for interval 
36-56 are denoted by the square, for interval 80-00 by 
“+”, and for interval 84-04 by “x”.

4 Conclusion
The stock market acts like an elastic medium in time 
which transmits shock waves, in this case for rate of 
return shocks. The impulse response behavior of the 
stock market information transmission medium was 
relatively homogeneous from 1936 up until about 1990. 
In Figure 2, an oscillating wave is seen, with over-
reaction and under-reaction out to 200 days. About 1990, 
the stock market price information transmission medium 
changed drastically for the DJIA, with the response from 
the shock dampened out immediately. No similar 
dampening is seen for the DJTA and DJUA, though 
perhaps we can expect the DJTA and DJUA to be 
transformed in the same way in the future.

The progressive and distinct flattening of the impulse 
response curves for DJIA intervals 80-00 and 84-04 (see 
Figure 2) can be considered to indicate increasing 
efficiency in the market underlying the DJIA, showing 
that the market mechanism has been improved. The 
changes in kind and velocity of information processing 
resulting from the computer and communications 
technology revolution of the last few decades is truly 
new to the stock market, and only for this information 
technology revolution is it possible that the impact be 
sufficient to have caused the effect observed. This with 
the fact that the effect on stock market information 
processing reported in this paper is exactly 
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contemporaneous with this revolution in information 
technology and that the effect is pronounced in the case 
of the stocks most widely known and traded by the 
segment of the stock trading population which has been 
newly empowered by the information technology 
revolution leads us to make the argument that the effects 
are primarily the result of information technology.

This work investigated a trading horizon of 40 
trading days. An objective of future work will be to 
determine the effect on impulse response of information 
technology through the full spectrum of trading horizons, 
from 1 day to 100 days or more. An interesting 
hypothesis, consistent with the idea that the technology 
and the traders use of it become more effective as time 
goes on, is that the “flattening” begins at the longer 
trading horizons and over time, progresses, to the shorter 
trading horizons.
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Due to the rapid aging of the European population, an effort needs to be made to ensure that the elderly 

can live longer independently with minimal support of the working-age population. The Confidence 

project aims to do this by unobtrusively monitoring their activity to recognize falls and other health 

problems. This is achieved by equipping the user with radio tags, from which the locations of body parts 

are determined, thus enabling posture and movement reconstruction. In the paper we first give a general 

overview of the research on fall detection and activity recognition. We proceed to describe the machine 

learning approach to activity recognition to be used in the Confidence project. In this approach, the 

attributes characterizing the user’s behavior and a machine learning algorithm must be selected. The 

attributes we consider are the locations of body parts in the reference coordinate system (fixed with 

respect to the environment), the locations of body parts in a body coordinate system (affixed to the 

user’s body) and the angles between adjacent body parts. Eight machine learning algorithms are 

compared. The highest classification accuracy of over 95 % is achieved by Support Vector Machine 

used on the reference attributes and angles. 

Povzetek: Članek opisuje zaznavanje padcev in prepoznavanja aktivnosti nasploh ter izvedbo 

prepoznavanja aktivnosti s strojnim učenjem za potrebe projekta Confidence. 

 

1 Introduction 
The European population is aging due to the increase in 

life expectancy and decrease in birth rate. The percentage 

of population aged over 65 years is anticipated to rise 

from 17.9 % in 2007 to 53.5 % in 2060 [7]. As a 

consequence, the number of the elderly will exceed the 

society’s capacity for taking care of them. Thus an effort 

needs to be made to ensure that the elderly can live 

longer independently with minimal support of the 

working-age population. This is the primary goal of the 

EC Seventh Framework project Confidence [4]. 

The Confidence project will develop a ubiquitous 

care system to unobtrusively monitor the user, raise an 

alarm if a fall is detected and warn of changes in 

behavior that may indicate a health problem. This will 

improve the chances of a timely medical intervention and 

give the user a sense of security and confidence, thus 

prolonging his/her independence. 

The user of the Confidence system will wear small 

inexpensive wireless tags on the significant places on the 

body, such as wrists, elbows, shoulders, ankles, knees 

and hips. The precise number and placement of tags will 

be defined during development. The tags may even be 

sewn into the clothes. The locations of the tags will be 

detected by a base station placed in the apartment and a 

portable device carried outside. This will make it 

possible to reconstruct the user’s posture and movement 

and to recognize his/her activity. Some tags may be 

placed in the user’s environment at locations such as bed 

and chair to recognize activities such as the user lying in 

a bed and sitting in a chair. Finally, the user’s behavior 

will be interpreted as normal or abnormal. An alarm or 

warning will be raised in the latter case. 

This paper describes machine learning methods for 

activity recognition [12][13] to be used in the Confidence 

project. We focus on the selection of attributes and 

machine learning algorithm to maximize the recognition 

accuracy. The activities to recognize are falling, the 

process of lying down, the process of sitting down,  

standing/walking, sitting and lying. Falling is important 

in itself because fall detection is one of the main goals of 

the project. For the processes of lying down and sitting 

down, we wanted to see whether they can be 

distinguished from falling. The recognition of 

standing/walking, sitting and lying is needed to detect 

changes in behavior, such as the user walking less and 

lying more, which may indicate a health problem. 

The paper is structured as follows. Section 2 gives a 

detailed overview of related work on fall detection and 

activity recognition [9]. Section 3 describes the 

recordings of user behavior used as input data. Section 4 

lists the attributes extracted from the input data that are 

fed into the machine learning algorithms. Section 5 

presents the experiments in which the various attributes 

and machine learning algorithms are compared. Finally, 

Section 6 concludes the paper in outlines the future work. 

mailto:mitja.lustrek@ijs.si
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2 Related work 
We divide the work on fall detection and activity 

recognition into four approaches presented in the 

following four subsections. They are distinguished by the 

equipment used and by the features extracted from sensor 

data. 

The first approach is based on accelerometers. An 

accelerometer is a device for detecting the magnitude and 

direction of the acceleration along a single axis or along 

multiple axes. Three-axis accelerometers are typically 

used. By detecting the acceleration caused by the earth’s 

gravity, one can also compute the accelerometer’s angle 

with respect to the earth. 

The second approach uses gyroscopes, which 

measure orientation. A gyroscope consists of a spinning 

wheel whose axle is free to take any orientation. It can 

measure the orientation along one axis or multiple axes. 

By equipping an object with the gyroscope(s) to measure 

the orientation along three axes, it is possible to exactly 

determine the object’s orientation and the changes in 

orientation, from which the angular velocity can be 

computed. 

The third approach is denoted visual detection 

without posture reconstruction. It is based on extracting 

input data from still images or from video. Various 

computer vision techniques are applied to the input data, 

but the human posture is not reconstructed explicitly. 

The fourth approach, named visual detection with 

posture reconstruction, is based on 3D locations of 

markers placed on an object, typically human body. The 

approach also uses video recordings, but, in contrast to 

the third approach, the visual information is used only to 

reconstruct the 3D locations of the markers. Additional 

processing uses the markers’ coordinates as input data. If 

a sufficient number of markers are provided, it is 

possible to reconstruct the shape of an object, which in 

our case means the human posture. 

2.1 Accelerometers 

The most common and simple methodology for fall 

detection is using a tri-axial accelerometer with threshold 

algorithms [3][10]. Such algorithms simply raise the 

alarm when the threshold value of acceleration is 

reached. There are several sensors with hardware built-in 

fall detection [1][5][15], having the accuracy of over 

80 %. 

Zhang et al. [25] designed a fall detector based on 

Support Vector Machine (SVM) algorithm. The detector 

was using one waist-worn accelerometer. The features 

for machine learning were the accelerations in each 

direction, changes in acceleration etc. Their method 

detected falls with 96.7 % accuracy. Researches 

embedded an accelerometer in a cell phone [24] and 

detected falls with the proposed method. The cell phone 

was put in a pocket of clothes or hanged around the neck, 

which made the detection more difficult as with the 

body-fixed sensor. The cell-phone system correctly 

raised the alarm in 93.3 % of the cases. 

Tapia et al. [18] presented a real-time algorithm for 

automatic recognition of not only physical activities, but 

also, in some cases, their intensities, using five wireless 

accelerometers and a wireless heart rate monitor. The 

accelerometers were placed at shoulder, wrist, hip, upper 

part of the thigh and ankle. The features, e.g., FFT peaks, 

variance, energy, correlation coefficients, were extracted 

from time and frequency domains using a predefined 

window size on the signal. The classification of activity 

was done with C4.5 and Naïve Bayes classifiers into 

three groups: postures (standing, sitting etc.), activities 

(walking, cycling etc.) and other activities (running, 

using stairs etc). For these three classes they obtained the 

recognition accuracy of 94.6 % using subject-dependent 

training and 56.3 % using subject-independent training. 

Willis [21] developed a fall detection system based 

on belief network models, which enable probabilistic 

modeling of scenarios (e.g., normal walking, 

tripping/stumbling and running) and the transitions 

between them. The sensors were placed under the heel 

and toe, which made it possible to reconstruct gait cycle 

and to detect falls. The accuracy was not reported. 

Researchers using accelerometers give a lot of 

attention to the optimal sensor placement on the body 

[3][10]. A head-worn accelerometer provides excellent 

impact detection sensitivity, but its limitations are 

usability and user acceptance. A better option is a waist-

worn accelerometer. The wrist did not appear to be an 

optimal site for fall detection. Some researchers made a 

step further and used accelerometers for trying to 

recognize the impact and posture after the fall [11]. 

In the Confidence system, accelerations could in 

principle be derived from the movement of tags. 

However, we believe this approach to be unreliable: first, 

because the acceleration is the second derivative of tag 

location and as such strongly affected by sensor noise, 

and second, because the data acquisition frequency in 

Confidence is expected to be relatively low. The studies 

of sensor placement may be valuable for deciding where 

to place tags in Confidence. 

2.2 Gyroscopes 

Bourke and Lyons [2] introduced a threshold algorithm 

to distinguish between normal activities (sitting down 

and standing up, lying down and standing up, getting in 

and out of a car seat, walking etc.) and falls. The ability 

to discriminate was achieved using a bi-axial gyroscope 

mounted on the torso, measuring pitch and roll angular 

velocities. They applied a threshold algorithm to the 

peaks in the angular velocity signal, angular acceleration 

and torso angle change. The system proved 100 % 

successful in fall detection. 

The Confidence system derives velocities from the 

movement of tags. The velocity, being the second 

derivative of tag location and being less affected by the 

low data acquisition frequency, is more reliable than 

acceleration. However, since the data available in 

Confidence is much richer than that provided by 

gyroscopes, we decided against simple threshold-based 

fall detection. 
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2.3 Visual detection without posture 

reconstruction 

Vishwakarma et al. [20] presented a video approach for 

fall detection. First, they eliminated the background of 

the video and extracted a set of features from the 

remaining objects’ bounding boxes, e.g., the aspect ratio, 

horizontal and vertical gradients etc. In the next step they 

detected falls based on the angle between an object’s 

bounding box and the ground. The final step was fall 

confirmation, which was rule-based, e.g., the 

abovementioned angle had to be less than 45°. The 

method achieved 95 % accuracy on single-object fall 

detection and 64 % accuracy on multiple objects. 

Fu et al. [8] described a vision system designed to 

detect accidental falls in elderly home care applications. 

They used a temporal contrast vision sensor, which 

extracts changing pixels from the background. An 

algorithm was observing the dynamic of motion and 

reported falls when it indicated significant changes in the 

vertical downward direction. They were able to 

distinguish falls from normal human behaviors, such as 

walking, crouching down and sitting down. The accuracy 

was not reported. 

The proposed methods are quite capable of dealing 

with fall detection, but it is not clear how to adapt them 

to the sensor data available in the Confidence system. 

2.4 Visual detection with posture 

reconstruction 

Wu [23] studied unique features of the velocity during 

normal and abnormal (i.e. fall) activities so as to make 

the automatic detection of falls during the descending 

phase of a fall possible. Normal activities included 

walking, rising from a chair and sitting down, descending 

stairs, picking up an object from the floor, transferring in 

and out of a tub and lying down on a bed. The study 

provides exhaustive velocity parameters for fall 

detection, gathered by three markers placed on the 

posterior side of the torso, recorded by three cameras 

with the sampling rate of 50 Hz. The aim of the study 

was to suggest velocity characteristics, so the author did 

not actually implement automatic fall detection. 

Qian et al. [16] introduced a gesture-driven 

interactive dance system capable of real-time feedback. 

They used 41 markers on the body recorded by 8 

cameras with the frame rate of 120 Hz to construct a 

human body model. The model was used to extract 

features such as torso orientation, angles between 

adjacent body parts etc., which was used to represent 

different gestures. Each gesture was statistically modeled 

with a Gaussian random vector defined as the statistical 

distribution of the features for that gesture. To recognize 

a new pose, the likelihood of its feature vector given the 

vector of each known gesture was computed. The new 

pose was classified as the gesture for which this 

likelihood was the largest. Experimental results with two 

dancers performing 21 different gestures achieved 

gesture recognition rate of 99.3 %. 

Sukthankar and Sycara [17] presented a system that 

reconstructs the users’ posture and recognizes pre-

defined behaviors. The data were captured with 43 body 

markers and 12 cameras with the sampling rate of 

120 Hz. They constructed a human body model from the 

raw marker coordinates, and computed features, e.g. the 

angles between body parts, limb lengths, range of motion 

etc. from the model. Learning was performed using 

SVM. The method achieved 76.9 % accuracy in 

detecting the following elementary activities: walking, 

running, sneaking, being wounded, probing, crouching, 

and rising. Behavior was defined as a sequence of 

elementary activities and was modeled with Hidden 

Markov models. The authors defined a number of 

behavior models and classified a new sequence of 

activities into the model that fit it best. 

The markers in the proposed systems have the same 

role as the tags in the Confidence system. The methods 

by Qian et al. and even more so by Sukthankar and 

Sycara inspired the approach we used for activity 

recognition in Confidence. We are not aware of anybody 

having used this kind of methods for fall detection, 

though. 

3 Input data 
The goal of our research was to classify the user’s 

behavior into one of the following activities: falling, 

lying down, sitting down, standing/walking, sitting and 

lying. To obtain training data for a classifier to recognize 

these activities, we recorded 45 examples of the behavior 

of three persons. Each recording consisted of multiple 

activities: 

 3 × 15 recordings of falling, consisting of 

standing/walking, falling and lying. 

 3 × 10 recordings of lying down, consisting of 

standing/walking, lying down and lying. 

 3 × 10 recordings of sitting down, consisting of 

walking, sitting down and sitting. 

 3 × 10 recordings of walking. 

The recordings consisted of the coordinates of 12 

body tags attached to the shoulders, elbows, wrists, hips, 

knees and ankles. This is the full complement of tags that 

will probably be reduced in the future. Since the 

equipment with which the Confidence system will 

acquire tag coordinates is still under development, the 

commercially available Smart infrared motion capture 

system [6] was used instead. The coordinates were 

acquired with 60 Hz. The frequency was afterwards 

reduced to 10 Hz, which is the expected Confidence data 

acquisition frequency. To make the recordings even more 

similar to what we expect of the Confidence equipment, 

we added Gaussian noise to them. The standard deviation 

of the noise was 4.36 cm horizontally and 5.44 cm 

vertically. This corresponds to the noise measured in the 

Ubisense real time location system [19]. The Ubisense 

system is similar to the equipment planned for acquiring 

tag coordinates in Confidence. The noise in the 

recordings was smoothed with Kalman filter [14]. 
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4 Attributes for machine learning 
Finding the appropriate representation of the user’s 

behavior activity was probably the most challenging part 

of our research. The behavior needs to be represented 

with simple and general attributes, so that the classifier 

using these attributes will also be general and work well 

on behaviors different from those in our recordings. It is 

not difficult to design attributes specific to our 

recordings; such attributes would work well on them. 

However, since our recordings captured only a small part 

of the whole range of human behavior, overly specific 

attributes would likely fail on general behavior. 

The attribute vector from which the classifier infers 

the user’s activity consists of ten consecutive snapshots 

of the user’s posture, describing one second of activity. 

When multiple activities took place within a given 

second, the attribute vector was assigned the longest one. 

We designed three sets of attributes describing the 

user’s behavior. Reference attributes are expressed in the 

reference coordinate system, which is fixed with respect 

to the user’s environment. Body attributes are expressed 

in a coordinate system affixed to the user’s body. Angle 

attributes are the angles between adjacent body parts. 

4.1 Reference attributes 

When selecting reference attributes, we ignored x and y 

coordinates. These coordinates describe the user’s 

location in the environment, but the activities of interest 

can generally take place at any location. 

In the list of reference attributes, the upper index t 

indicates the time within the one-second interval: t = 1 ... 

10. The lower index i indicates the tag: i = 1 ... 12. The 

lower index R indicates the reference coordinate system 

and distinguishes reference attributes from those 

belonging to the other two sets. 

 z
t
iR … z coordinate of tag i at time t 

 v
t
iR … the absolute velocity of the tag 

 v
t
ziR … the velocity of the tag in the z direction 

 d
t
ijR ... the absolute distance between the tags i 

and j; j = i + 1 ... 12 

 d
t
zijR ... the distance between tags i in j in the z 

direction 

4.2 Body attributes 

Body attributes are expressed in a coordinate system 

affixed to the user’s body. This makes it possible to 

observe x and y coordinates of the user’s body parts, 

since these coordinates no longer depend on the user’s 

location in the environment. 

The body coordinate system is shown in Figure 1. Its 

origin O is at the mid-point of the line connecting the hip 

tags (HR and HL for the right and left hip respectively). 

This line also defines the y axis, which points towards 

the left hip. The z axis is perpendicular to the y axis, 

touches the line connecting both shoulder tags (SR and SL 

for the right and left shoulder respectively) at point Sz, 

and points upwards. The x axis is perpendicular to the y 

and z axes and points forwards. 

 

Figure 1: The body coordinate system. 

In order to translate reference coordinates into body 

coordinates, we need to express the origin O and basis (i, 

j, k) of the body coordinate system in the reference 

coordinate system. Note that bold type denotes vectors 

and x denotes a vector from the origin to the point X. 

Equation (1) expresses the origin of the body coordinate 

system in the reference coordinate system. 

 (1)  

Equation (2) gives us the basis vector j. 

 (2)  

To obtain k, Equation (3) is first used to calculate sz. 

 

 

 

(3)  

Once sz is calculated, Equation (4) gives us k. 

 (4)  

Finally we obtain i using Equation (5). 

 (5)  

We also experimented with a variant of body 

coordinate system with the reference z axis, which is 

shown in Figure 2. Its origin O is again at the mid-point 

of the line connecting the hip tags. The z axis is the z 

axis of the reference coordinate system. The y axis is 

perpendicular to the z axis, lies on the plane defined by 

the hip tags and a point on the z axis, and points towards 

the left hip. The x axis is perpendicular to the y and z 

axes and points forwards when the user is upright (in 

general it points in the direction of the cross product of 

the basis vectors j and k). 
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Figure 2: The body coordinate system with reference z 

axis. 

In the body coordinate system with the reference z 

axis, the origin is again calculated with Equation (1). The 

basis vector k equals the basis vector k in the reference 

coordinate system: k = (0, 0, 1). The basis vector i is 

perpendicular to k and to the vector from O to HL, which 

is expressed with Equation (6). 

 (6)  

The basis vector j is obtained with Equation (7). 

 (7)  

To finally translate the coordinates in the reference 

coordinate system into the coordinates in either of the 

body coordinate systems, Equation (8) is used. The 

vector pR = (xR, yR, zR, 1) corresponds to the point (xR, yR, 

zR) in the reference coordinate system. The vector pB = 

(xB, yB, zB, 1) corresponds to the point (xB, yB, zB) in a 

body coordinate system. TR→B is the transformation 

matrix from the reference to the body coordinate system. 

Notation i(B)R refers to the basis vector i belonging to the 

body coordinate system, expressed in the reference 

coordinate system. 

 

 
(8)  

Body attributes (in either of the body coordinate 

systems) are labeled with a lower index B: 

 (x
t
iB, y

t
iB, z

t
iB) ... coordinates of the tag i at the 

time t 

 v
t
iB … absolute velocity of the tag 

 (φ
t
iB, θ

t
iB) … the angles of movement of the tag 

with respect to the z axis and xz plane 

If a body coordinate system is used, the attributes 

describing its location, orientation and movement with 

respect to the reference coordinate system are added to 

the attribute vector: 

 z
t
OR ... z coordinate of the origin of the body 

coordinate system 

 (Φ
t
OR, Θ

t
OR) ... the direction of the x axis of the 

body coordinate system with respect to the z 

axis and xz plane 

 v
t
OR … absolute velocity of the origin of the 

body coordinate system 

 (φ
t
OR, θ

t
OR) ... the angles of movement of the 

origin of the body coordinate system with 

respect to the z axis and xz plane 

So far we expressed body attributes in the body 

coordinate system of each snapshot of the user's posture. 

However, the attributes in all ten snapshots within a one-

second interval can be expressed in the coordinate 

system belonging to the first snapshot in the interval. 

This captures the changes in the x and y coordinates 

between snapshots within the interval. First-snapshot 

body attributes are the same as body attributes, except 

that they are labeled with Bf instead of B. The attributes 

describing the location and orientation of the first-

snapshot body coordinate system with respect to the 

reference coordinate system are somewhat different, 

though: 

 zOfR … z coordinate of the origin of the first-

snapshot body coordinate system 

 (ΦOfR, ΘOfR) … the direction of the x axis of the 

first-snapshot body coordinate system with 

respect to the z axis and xz plane 

4.3 Angle attributes 

The paper will not delve into the details of the 

computation of body angles. The angles between body 

parts that rotate in more than one direction are expressed 

with quaternions: 

 q
t
SL and q

t
SR ... left and right shoulder angles 

with respect to the upper torso at the time t 

 q
t
HL and q

t
HR ... left and right hip angles with 

respect to the lower torso 

 q
t
T ... the angle between the lower and upper 

torso 

 α
t
EL, α

t
ER, α

t
KL and α

t
KR ... left and right elbow 

angles, left and right knee angles 

5 Machine learning experiments 
We tried various machine learning algorithms to train 

classifiers for classifying the behavior into the six 

activities (falling, lying down, sitting down, 

standing/walking, sitting and lying). To do so, sections of 

the 135 recordings described in Section 3 were first 

manually labeled with the activities. Afterwards, the 

recordings were split into overlapping one-second 

intervals (one interval starting every one-tenth of a 

second). The attributes described in Section 4 were 

extracted from these intervals. This gave us 5,760 

attribute vectors consisting of 240–2,700 attributes each 

(depending on the combination of attributes used). An 

activity was then assigned to each attribute vector. 

Finally these vectors were used as training data for eight 

machine learning algorithms: C4.5 decision trees, 

RIPPER decision rules, Naive Bayes, 3-Nearest 

Neighbors, Support Vector Machine (SVM), Random 
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Forest, Bagging and Adaboost M1 boosting. The 

algorithms were implemented in Weka [22], an open-

source machine learning suite. Default parameter settings 

were used in all cases, except for Adaboost M1, where 

the algorithm to train the base classifier was replaced 

with Fast Decision Tree Learner. Machine learning 

experiments proceeded in two steps. 

In the first step of machine learning experiments we 

compared the classification accuracy of the eight 

machine learning algorithms and of all single attributes 

sets described Section 4: reference, body, body with 

reference z, first-snapshot body, first-snapshot body with 

reference z and angles. The results are shown in Table 1. 

The accuracy was computed with ten-fold cross-

validation. The accuracy of the best attribute set for each 

algorithm is in bold type; the accuracy of the best 

algorithm for each attribute set is on gray background. 

Attribute set 
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 Clean data 

C4.5 decision trees 94.1 92.8 93.7 92.9 93.2 91.8 

RIPPER  

decision rules 
93.1 91.4 92.8 92.0 93.0 90.9 

Naive Bayes 89.5 88.7 90.6 86.8 88.2 76.7 

3-Nearest Neighbor 97.1 92.0 82.8 88.1 85.1 96.9 

SVM 97.7 94.4 95.0 94.1 94.3 90.5 

Random Forest 97.0 96.5 96.8 96.0 96.0 96.8 

Bagging 95.9 95.3 95.7 95.4 94.9 94.5 

Adaboost M1 

boosting 
97.7 94.9 95.3 94.7 94.7 94.4 

 Noisy data 

C4.5 decision trees 90.1 88.4 89.9 88.9 90.0 80.8 

RIPPER  

decision rules 

87.5 84.7 88.1 86.2 88.6 80.0 

Naive Bayes 83.9 79.1 84.0 81.0 82.2 78.2 

3-Nearest Neighbor 95.3 74.6 79.7 73.4 74.7 93.3 

SVM 96.3 87.2 91.6 89.9 91.1 87.2 

Random Forest 93.9 90.5 93.4 91.9 93.2 90.5 

Bagging 93.6 91.8 93.3 92.3 93.5 89.1 

Adaboost M1 

boosting 
93.2 92.0 93.1 92.1 92.9 88.4 

Table 1: Classification accuracy for all the algorithms 

and all single attribute sets. 

For the next step of machine learning experiments, 

we retained the best algorithms and the best attribute 

sets. To rank them, we compared the classification 

accuracies of all pairs of algorithms and all pairs of 

attribute sets. Table 2 shows the number of comparisons 

in which a given algorithm statistically significantly (p < 

0.05) wins over another algorithm, minus the number of 

comparisons where it loses. Table 3 shows the same for 

the attribute sets. The accuracies of the algorithms and 

attribute sets selected for the second step are on grey 

background; the accuracies of the best algorithm and 

attribute set are in bold type. Since the second step 

consisted of combining the attribute sets, the selection of 

the sets to retain was based more on redundancy than 

classification accuracy.  Thus we retained angles, but not 

the two first-snapshot body attributes (even though the 

latter have a higher accuracy), because first-snapshot 

body attributes are very similar to regular body attributes. 

We chose body attributes with the body z axis over body 

attributes with the reference z axis (even though the latter 

again have a higher accuracy), because the reference z 

coordinates are already included in the reference 

attributes. The comparison between every-snapshot and 

first-snapshot body attributes slightly favors the latter, 

but we nevertheless retained the former because they are 

computed more quickly. 

Algorithm Wins – losses 

Clean Noisy 

C4.5 decision trees –12 –10 

RIPPER decision rules –18 –21 

Naive Bayes –38 –34 

3-Nearest Neighbor –13 –16 

SVM 13 11 

Random Forest 38 23 

Bagging 17 25 

Adaboost M1 boosting 13 22 

Table 2: The number of wins – the number of losses of 

every algorithm against the others for clean and noisy 

data 

Attribute set Wins – losses 

Clean Noisy 

reference 25 28 

body –2 –21 

body with reference z 9 20 

first-snapshot body –11 –9 

first-snapshot body with reference z –2 12 

angles –19 –30 

Table 3: The number of wins – the number of losses of 

every single attribute set against the others for clean and 

noisy data 

After selecting the best algorithms and attribute sets, 

we proceeded with the second step of machine learning 

experiments. In this step we tried combinations of 

attribute sets. Table 4 shows the classification accuracy 

for the four algorithms we retained and all the reasonable 

combinations of the remaining attribute sets. The 

accuracy of the best combination of attributes for each 

algorithm is in bold type; the accuracy of the best 

algorithm for each combination of attributes is on gray 

background. 
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 Clean data 

SVM 96.6 96.9 97.7 95.3 95.5 96.7 96.9 

Random Forest 97.0 97.0 97.2 96.7 96.9 97.1 97.0 

Bagging 96.1 96.0 96.1 95.6 95.7 96.3 96.0 

Adaboost M1 

boosting 
95.7 95.6 95.5 95.3 95.3 95.6 95.5 

 Noisy data 

SVM 95.5 95.4 96.5 91.9 92.5 95.6 95.5 

Random Forest 93.8 94.2 94.1 91.8 93.5 93.9 94.0 

Bagging 93.8 94.1 93.7 92.4 93.4 93.8 94.1 

Adaboost M1 

boosting 

93.6 93.7 93.2 93.2 93.3 93.6 93.7 

Table 4: Classification accuracy for the retained 

algorithms and combinations of attribute sets. 

6 Conclusion 
We first investigated the work done so far in the area of 

fall detection and activity recognition. Fall detection 

methods were based on the accelerations and velocities 

of body parts and on visual cues. These data will not be 

available in the Confidence system, at least not directly. 

What will be available are the locations of body parts. 

Accelerations and velocities can be computed from the 

changes in these locations, but with questionable 

accuracy. We decided to use velocities, since they are 

expected to be more accurate than accelerations, and the 

locations of body parts themselves. Some work on 

activity recognition was also based on accelerations and 

velocities, but there were approaches better suited to 

Confidence as well. We were mostly inspired by the 

work of Sukthankar and Sycara [17], who used machine 

learning on attributes representing the body posture. 

We then examined various attributes and machine 

learning algorithms to detect six common activities. The 

attributes were the coordinates of body parts in the 

reference coordinate system, the coordinates of body 

parts in four different body coordinate systems and the 

angles between adjacent body parts. We first compared 

the attribute sets in isolation and then in combinations. 

The reference coordinates were the best single attribute 

set. In combination with the angles, they gave the highest 

overall classification accuracy, although it should be 

noted that all the combinations were close in 

performance. We compared eight machine learning 

algorithms, from which Support Vector Machine 

produced the most accurate classifier: the accuracy on 

clean data was 97.7 % and on noisy data 96.5 %. It was 

closely followed by Random Forest, Bagging and 

Adaboost M1 boosting. 

There are four directions for future work. The first is 

tuning the machine learning algorithms discussed in this 

paper and augment them with feature selection 

techniques. This is done relatively easily, but will 

probably not contribute much to the classification 

accuracy. The second direction is to take into account the 

temporal information: each activity takes usually lasts for 

some time and some transitions between activities are 

more likely than others. This information can help us 

correct some erroneous classifications, e.g., a single 

falling in a long sequence of walking must be an error. 

The third direction is using fewer than 12 tags, since a 

potential product resulting from the Confidence project is 

unlikely to use the full complement of tags. The last 

direction for future work is experimenting with 

recordings of additional behaviors. These may be 

variations of the existing ones to test the robustness of 

the classifier or entirely new activities to increase the 

classifier’s scope. 

Concerning the Confidence project, the results 

described in this paper are encouraging. The 

classification accuracy of over 95 % leads us to believe 

that once the planned improvements are implemented, 

the frequency of false alarms will be low enough for the 

Confidence system to be useful. 
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This transform was introduced in the year 1997 by Rajan [2], [4] on the lines of Hadamard Transform. 

This paper presents, in addition to its formulation, the algebraic properties of the transform and its uses 

in pattern recognition. Rajan Transform (RT) is a coding morphism by which a number sequence 

(integer, rational, real or complex) of length equal to any power of two is transformed into a highly 

correlated number sequence of the same length. It is a homomorphism that maps a set consisting of a 

number sequence, its graphical inverse and their cyclic and dyadic permutations, to a set consisting of a 

unique number sequence ensuring the invariance property under such permutations. This invariance 

property is also true for the permutation class of the dual sequence of the number sequence under 

consideration. A number sequence and its dual are like an object and its mirror image. For example, the 

four point sequences x(n) = 3, 1, 3, 3 and y(n) = 2, 4, 2, 2 are duals to each other. Observe that the sum 

of each sequence is 10 and one sequence could be obtained from the other by subtracting the elements of 

the other sequence from 5, which is half of its sum. Since RT of a number sequence is an organized 

number sequence with a high degree of correlation, it is suitable for effective data compression. This 

paper describes in detail the techniques of using RT for pattern recognition purposes. For example, 

pattern recognition operations like extracting lines, curves, isolated points and points of intersection of 

lines from a digital gray or colour image could be carried out using RT based fast algorithms. 

Povzetek: Prispevek opisuje Rajanovo transformacijo in njeno uporabo v prepoznavanju vzorcev. 

1 Introduction 
Pattern recognition is essentially a classification process. 

Set-theoretically, it is partitioning of domain set by a 

rule. One can also visualize pattern recognition as a 

homomorphic map connecting domain and range sets, 

while isomorphic maps are used for the purpose of 

analysis. Mostly, mathematical transforms are associated 

with inverses and hence they are isomorphic in nature. 

For example, Discrete Fourier Transform is defined as an 

Analysis-Synthesis pair like many other transforms. It is 

reasonable to raise a question here whether at all it is 

possible to develop a homomorphic transform, which 

would advocate operations related to pattern recognition. 

It is after a prolonged research and study of related 

techniques like Permutation Invariant Systems and 

Number Theory, that Professor Rajan and his research 

team introduced in the year 1997 a novel algorithm for 

classification purposes, which they called as Rapid 

Transform. Subsequent research on the algebraic 

properties of this transform has exposed its richness and 

recently it was renamed as Rajan Transform (RT). The 

purpose of this paper is to report the research carried out 

till date on the algebraic properties of RT and its role in 

developing high- speed pattern recognition algorithms 

like contour detection, thinning, corners detection, lines 

detection, curves detection, and detection of isolated 

points in a given grey or colour image. Some algebraic 

properties like Regenerative Property of RT are found to 

have potential applications related to Cryptography. 

2 Rajan Transform 
Rajan Transform is essentially a fast algorithm developed 

on the lines of Decimation-In-Frequency (DIF) Fast 

Fourier Transform algorithm, but it is different from the 

DIF-FFT algorithm. Given a number sequence x(n) of 

length N, which is a power of 2, first it is divided into the 

first half and the second half each consisting of (N/2) 

points so that the following hold good. 

 

g(j) = x(i)+x(i+(N/2))      ;    0  j  N/2  ;  0  i  N/2 

h(j) = |x (i) – x(i-N/2) )|   ;    0  j  N/2  ;  (N/2)  i  N 
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Now each (N/2)–point segment is further divided into 

two halves each consisting of (N/4) points so that the 

following hold good. 

 

g1(k) =  g(j) + g(j + (N/4))  ;    0  k  (N/4) ;  0  j  (N/4) 

g2(k) =  |g(j) - g(j - (N/4))| ; 0  k  (N/4); (N/4)  j  (N/2) 

h1(k) =  h(j) + h(j + (N/4)) ; 0  k  (N/4);  0  j  (N/4) 

h2(k) =  |h(j) - h(j - (N/4))| ; 0  k  (N/4); (N/4)  j  (N/2) 

 

This process is continued till no more division is 

possible. The total number of stages thus turns out to be 

log2N. Let us denote the sum and difference operators 

respectively as + and ~.  

Then the signal flow graph for the Rajan Transform 

of a number sequence of length 8 would be of the form 

shown in figure 2.1. 

If x(n) is a number sequence of length N = 2
k
; K>0, 

then its Rajan Transform is denoted as X(k). RT is 

applicable to any number sequence and it induces an 

isomorphism in a class of sequences, that is, it maps a 

domain set consisting of the cyclic and dyadic 

permutations of a sequence on to a range set consisting 

of sequences of the form X(k)E(r) where x(k) denotes the 

permutation invariant RT and E(r) an encryption code 

corresponding to an element  in the domain set. This map 

is a one-to-one and on to correspondence and an inverse 

map also exists. Hence it is viewed as a transform. 

Consider a sequence x(n) = 3, 8, 5, 6, 0, 2, 9, 6. Then 

X(k) = 39, 5, 13, 9, 13, 1, 7, 5. The signal flow graph for 

Figure 2.1: Signal flow diagram of one-dimensional 8-

point RT. 

this transform together with the encryption key (number 

0 or 1 inside the brackets) is given in figure 2.1.  

Observe from the diagram that E(r) is a union of 

three sequences E1(r) = 0, 0, 0, 0, 1, 1, 0, 0 , E2(r) = 0, 0, 

0, 0, 0, 0, 0, 1 and E3(r) = 0, 0, 0, 1, 0, 1, 0, 0. That is, 

E(r) = E1(r)E2(r)E3(r). Now, the sequence X(k)E(r) = 39, 

5, 13, 9, 13, 1, 7, 5, 0, 0, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 

1, 0, 0, 0, 1, 0, 1, 0, 0 is the RT of the input sequence 

x(n) = 3, 8, 5, 6, 0, 2, 9, 6. In general, the first point in a 

RT is called ‗Cumulative point Index‘ (CPI).  

A closed form expression for RT is described below. 

RT is applicable to sequences consisting of both positive 

as well as negative numbers. The forward transform can 

be obtained by operating the input sequence using a 

matrix operator called R matrix, recursively by dividing 

input sequence as well as by partitioning the R matrix in 

the following manner. 

                            ….2.1 

X is the column matrix containing input sequence of 

length N. IN/2 is the identity matrix of size N/2, that is, 

half the size of the input sequence matrix XNX1. Basic 

identity matrix I1=1; and ek is the encryption function 

with k as encryption value which is defined as 

 ek =   (-1)
k
 such that 

  k =   1;     for x(i + N/2) <  x(i) ; 0≤i≤N/2            ... 2.2 

     =   0;     otherwise, 

and x(i) is the i
th

 element of matrix XNX1. Now divide the 

matrix ANX1 into two column matrices, namely A00 and 

A01 of size N/2 and treating these matrices as two input 

sequences, compute the two new A10 and A11 matrices by 

using the operator RN/2 for both the sequences. Note that 

size of the R matrices used is one half of the original RN 

matrix. Continue the above procedure iteratively till the 

size of the sub matrices is reduced to two. So, we have N 

= 2
n-p

, for p
th

 iteration stage, with p = 1, 2,…, n. All the 

encryption binary values, that is, k values thus generated 

during the process of computation per iteration are to be 

associated with the final spectrum, to recover the original 

sequence through inverse transformation technique. Note 

that this closed form expression precisely defines the 

algorithm stated in the beginning of this section. 

3 Inverse Rajan Transform 
Retrieval of the information or the signal x(n) can be 

done by Inverse Rajan Transform (IRT) [2], [4]. The 

basic requirements for the IRT computation are the RT 

coefficients associated with the encryption values (k 

values) that are generated by encryption function while 

computing forward RT.  

The strategy adopted here is to retrace the forward 

transform signal flow graph. It was observed that the 

point-wise addition of a constant value, say K to the 

sample sequence x(n) while computing forward RT, 

changes only the DC component X0, that is, the CPI to 

X0+NK, which is the first coefficient of the newly 

... 

2.1 
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computed RT, and the remaining spectral values remain 

the same of the original spectrum. For example, the RT 

spectrum X(k) of the sequence x(n) = 3, 8, 5, 6, 0, 2, 9, 6 

is 39, 5, 13, 9, 13, 1, 7, 5. Now let us build a new 

sequence x1(n) = 4, 9, 6, 7, 1, 3, 10, 7 by adding K=1 to 

the sequence x(n) = 3, 8, 5, 6, 0, 2, 9, 6. The RT 

spectrum of the new sequence is X1(k) = 47, 5, 13, 9, 13, 

1, 7, 5.  

Now, in order to work with sequences containing 

negative sample values, we proceed as usual in the case 

of forward transform. But, the inverse transform is 

calculated just by adding a constant value N(2
M

-1) to the 

CPI value of the spectrum. M is the bit length required to 

represent the maximum quantization level of the samples 

and N is the length of the sequence. This constant factor 

K = (2
M

-1) is chosen such that all the maximum possible 

negative values of the sequence x(n) are level shifted to 0 

or above. This DC shift is required, because we hide the 

sign of the negative values that are generated while 

computing the forward RT. As mentioned earlier, RT 

induces an isomorphism between the domain set 

consisting of the inverse, cyclic, dyadic and dual class 

permutations of a sequence on to a range set consisting 

of sequences of the form X(k)E(r) where X(k) denotes 

the permutation invariant RT and E(r) an encryption code 

corresponding to an element in the domain set. This map 

is a one-to-one and on-to correspondence and an inverse 

map also exists. Thus RT is viewed as a transform. Now 

we provide a technique for obtaining the inverse of Rajan 

Transform.  

Inverse Rajan transform (IRT) is a recursive 

algorithm and it transforms a RT code X(k)E(r) of length 

N(1+m) where N = 2
m
 and m is the number of stages of 

computation, into one of its original sequences belonging 

to its permutation class depending on the encryption code 

E(r). The computation of IRT is carried out in the 

following manner. First the input sequence is divided 

into segments each consisting of two points so that either 

g(2j+1)  =  (X(2k)+X(2k+1))/2 

g(2j)  =  max (X(2k), X(2k+1))-g(2j+1) 

  if E1 (2r)= 0 and E1(2r+1) = 0;  

  0 j<N; 0 k N; 0 r N,  

or 

g(2j)  =  (X(2k)+X(2k+1))/2  

g(2j+1)  =  max (X(2k), X(2k+1) - g(2j)  

  if E1 (2r) = 1 or E1 (2r+1) = 1;  

  0 j N; 0  k N; 0 r N.  

The resulting sequence is divided into segments each 

consisting of four points. Each 4-point segment is 

synthesized as per the above procedure. The resulting 

sequence is further divided into segments each consisting 

of eight points and the same procedure is carried out. 

This process is continued till no more division is 

possible. Consider X(k) = 39, 5, 13, 9, 13, 1, 7, 5. Then 

its IRT is x(n) = 3, 8, 5, 6, 0, 2, 9, 6. The inverse x(n) is 

obtained from the given X(k)E(r) as shown in figure 3.1.  

The symbols ^  > and ~ respectively denote the 

operators average of two, maximum of two and 

difference of two. Note that IRT will work only in the 

presence of encryption sequence E(r) and for every 

member of the permutation class there would be a unique 

encryption sequence. Study of the class of encryption 

sequences corresponding input sequences itself is a field 

of active research.   

 
 

Figure 3.1: Signal flow diagram of IRT of a spectral 

sequence. 

 

As already outlined that RT hides negative signs and so it 

is important to add N(2
M

-1) to X(0) in order to get back 

the original sequence. Let XNX1 be the column matrix of 

the RT coefficients of length N, and the associated 

encryption values generated per iteration are orderly 

arranged in the form of column matrices E
1
, E

2
, …, E

n-1
, 

of length N/2, where n = log2N . For N = 8, we have E
1

 

and E
2

, two encryption matrices of size 4X1 with binary 

encryption values as elements. Here XNX1 is the RT 

coefficient matrix. RNX1 is the intermediate matrix. ANX1 

is the matrix with the elements positioned in their 

appropriate positions using the encryption matrix E
r
 

corresponding to the current iteration. Ē
r 

is the matrix 

obtained by element wise complementing the E
r
 matrix, 

where r = n-1, n-2, …, 1.  

Since we trace back the forward algorithm, we start 

initially with N=2
p
, with p = 1, 2, 3, … , n. Hence, we 

use initially the encryption matrix that is generated at the 

last stage of forward RT computation and further use the 

remaining matrices in the reverse order, for IRT 
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computation. Each encryption matrix is to be partitioned 

as per the requirement. 

The closed form expression shown as equation 3.1 

represents the Inverse Rajan Transform. For example, let 

us consider a sequence x(n) which has a maximum 

sample value of –15. The RT of this sequence is X(k).  

     ……3.1 

 

Now one can assume the value of M to be 4 so that the 

maximum negative sample value in the sequence is –15. 

Addition of +15 to each sample value in an 8-point input 

sequence x(n) will lead to the sequence x1(n) = x(0)+15, 

x(1)+15, … , x(7)+15, which is level shifted to 0 and 

above. Now the spectrum of this level shifted sequence 

x1(n) would be X1(k) = X1(0), X1(1), … , X1(7), where 

X1(0) = X(0)+120, X1(1) = X(1), … , X1(7) = X(7).  

A specific example would make things easy. Let us 

consider a sequence x(n) = 3, 8, 5, 6, 0, 2, 9, 6 and its 

RT, X(k) = 39, 5, 13, 9, 13, 1, 7, 5. Now addition of 15 to 

each sample point in x(n) would yield a sequence x1(n) = 

18, 23, 20, 21, 15, 17, 24, 21 and its RT would be X1(k) 

= 159, 5, 13, 9, 13, 1, 7, 5. Observe that X1(0) = X(0) + 

120 = 39 + 120 = 159. As outlined earlier, one can add 

N(2
M

-1) to X(0) of a spectral sequence and compute the 

IRT as usual. Then it is important to subtract 2
M

-1 from 

every sample point so as to obtain the actual sample 

domain sequence. Let us take the case of X(k) = 39, 5, 

13, 9, 13, 1, 7, 5. Now let us add 120 only to X(0) so that 

the spectral sequence becomes 159, 5, 13, 9, 13, 1, 7, 5. 

The IRT of this sequence is 18, 23, 20, 21, 15, 17, 24, 21. 

By subtracting 15 from each sample value we obtain the 

actual sequence 3, 8, 5, 6, 0, 2, 9, 6. 

4 Algebraic Properties of Rajan 

Transform 
RT has interesting algebraic properties like permutation 

invariance, scalar property and linear pair forming 

property. All such properties are explained in detail in 

the following. 

4.1 Cyclic shift invariance property 

Let us consider the same sequence x(n) = 3, 8, 5, 6, 0, 2, 

9, 6. Using this sequence one can generate seven more 

cyclic shifted versions such as xc1(n) = 6, 3, 8, 5, 6, 0, 2, 

9 , xc2(n) = 9, 6, 3, 8, 5, 6, 0, 2 , xc3(n) = 2, 9, 6, 3, 8, 5, 6, 

0 , xc4(n) = 0, 2, 9, 6, 3, 8, 5, 6 , xc5(n) = 6, 0, 2, 9, 6, 3, 8, 

5 , xc6(n) = 5, 6, 0, 2, 9, 6, 3, 8 and xc7(n) = 8, 5, 6, 0, 2, 

9, 6, 3. It is obvious that the cyclic shifted version of 

xc7(n) is x(n) itself. One can easily verify that all these 

eight sequences have the same X(k), that is, the sequence 

39, 5, 13, 9, 13, 1, 7, 5 but different E(r). 

4.2 Graphical inverse invariance property 

The sequence x(n) = 3, 8, 5, 6, 0, 2, 9, 6 has the graphical 

inverse  x
-1

(n) = 6, 9, 2, 0, 6, 5, 8, 3. Using this sequence 

one can generate seven more cyclic shifted versions such 

as xc1
-1

(n)  =  3, 6, 9, 2, 0, 6, 5, 8 , xc2
-1

(n)  = 8, 3, 6, 9, 2, 

0, 6, 5 , xc3
-1

(n) = 5, 8, 3, 6, 9, 2, 0, 6 , xc4
-1

(n) = 6, 5, 8, 3, 

6, 9, 2, 0 , xc5
-1

(n) = 0, 6, 5, 8, 3, 6, 9, 2 , xc6
-1

(n)  =  2, 0, 

6, 5, 8, 3, 6, 9 and xc7
-1

(n)  =  9, 2, 0, 6, 5, 8, 3, 6. It is 

obvious that the cyclic shifted version of xc7
-1

(n) is x
-1

(n) 

itself. One can easily verify that all these eight sequences 

have the same X(k), that is, the sequence 39, 5, 13, 9, 13, 

1, 7, 5 but different E(r) 

4.3 Dyadic shift invariance property 

The term ‗dyad‘ refers to a group of two, and the term 

‗dyadic shift‘ to the operation of transposition of two 

blocks of elements in a sequence. For instance, let us 

take x(n) = 3, 8, 5, 6, 0, 2, 9, 6 and transpose its first half 

with the second half. The resulting sequence Td
(2)

[x(n)] = 

0, 2, 9, 6, 3, 8, 5, 6 is the 2-block dyadic shifted version 

of x (n). The symbol Td
(2) 

denotes the 2-block dyadic 

shift operator. In the same manner, we obtain 

Td
(4)

[Td
(2)

[x(n)]] = 9, 6, 0, 2, 5, 6, 3, 8 and 

Td
(8)

[Td
(4)

[Td
(2)

[x(n)]]]=6, 9, 2, 0, 6, 5, 8, 3. One can 

easily verify that all these dyadic shifted sequences have 

the same X(k), that is, the sequence 39, 5, 13, 9, 13, 7, 5 

but different E(r). There is yet another way of dyadic 

shifting the input sequence x(n) to Td
(2)

[Td
(4)

[Td
(8)

[x(n)]]]. 

Let us take x(n) = 3, 8, 5, 6, 0, 2, 9, 6 and obtain the 

following dyadic shifts: Td
(8)

[x(n)] = 8, 3, 6, 5, 2, 0, 6, 9 , 

Td
(4)

[Td
(8)

[x(n)]] = 6, 5, 8, 3, 6, 9, 2, 0 and 

Td
(2)

[Td
(4)

[Td
(8)

[x(n)]]] = 6, 9, 2, 0, 6, 5, 8, 3. Note that 

Td
(2)

[Td
(4)

[Td
(8)

[x(n)]]] = Td
(8)

[Td
(4)

[Td
(2)

[x(n)]]]. One can 

easily verify from the above that other than 

Td
(4)

[Td
(2)

[x(n)]] and Td
(8)

[x(n)], all other dyadically 

permuted sequences fall under the category of the cyclic 

permutation class of x(n) and x
-1

(n). This amounts to 

saying that the cyclic permutation class of x(n) has eight 

non-repeating independent sequences, that of x
-1

(n) has 

eight non-repeating independent sequences and the 

dyadic permutation classes of x(n) has two non-repeating 

independent sequences. To conclude, all these 18 

sequences could be seen to have the same X(k). Each of 

these 18 sequences has an independent encryption key 

E(r). 

... 3.1 



RAJAN TRANSFORM AND ITS USES...  Informatica 33 (2009) 205–212 209 

4.4 Dual class invariance 

Given a sequence x(n), one can construct another 

sequence y(n) consisting of at least one number which is 

not present in x(n) such that X(k) = Y(k). In such a case, 

y(n) is called the dual of x(n). Consider two sequences 

x(n) = 2, 4, 2, 2 and y(n) = 3, 1, 3, 3. Then X(k) = Y(k) = 

10, 2, 2, 2. Figure 4.4.1 shows the symmetry property of 

the sequences x(n) and y(n). The term Differential Mean 

(DM) refers to the mean about which the two sequences 

are symmetrical to each other. 

 

Figure 4.4.1: Symmetry property of dual sequences 

(DM=2.5). 

 

The major contribution of this paper is a 

characterization theorem (theorem 4.4.1) for classifying 

sequences, which have dual sequences.  

Theorem 4.4.1: A sequence of length N=2n is said to 

have a dual if and only if its CPI is an even number and 

is divisible by N/2. 

Corollary 4.4.1.1: Theorem 4.4.1 advocates a necessary 

condition but not a sufficient condition. This means that 

all sequences that satisfy theorem 4.4.1 need not form 

valid dual pairs with other sequence vide definition of 

dual. For example, let us consider the sequence x(n) = 6, 

8, 2, 0. This satisfies theorem 4.4.1. That is its CPI is 16 

and the value of CPI/(N/2) is 8. Now its dual is computed 

as y(n) = 2, 0, 6, 8 , which is not a dual of x(n) as per the 

definition. 

PROPERTIES OF DUAL SEQUENCES 
       1. If y(n) is a dual of x(n), then x(n) is also called 

the dual of y(n). Hence the pair <x(n), y(n)> is 

called ‗dual pair‘. 

       2. Dual of a sequence, say y(n) will necessarily 

exhibit geometric symmetry together with the 

original sequence x(n). 

      3.   Each dual pair has a value called ‗Differential 

Mean‘ (DM), which is equal to (|x(i)-y(i)|)/2; 0 

 i  (N-1). It is obvious that the DM could be a 

real number. 

4.5 Regenerative property 

As per theorem 4.4.1, an arbitrary sequence x(n) of 

length N=2
n
 is said to have a dual y(n) if and only if its 

CPI is an even number and is divisible by N/2. In other 

words, x(n) is said to form a dual pair with y(n). It was 

observed that the sequence |x(0)-y(0)|, |x(1)-y(1)|, |x(2)-

y(2)|, ….., |x(N-2)-y(N-2)|, |x(N-1)-y(N-1)| also satisfies 

theorem 4.4.1 and is eligible to form a dual pair with yet 

another sequence. For example let us consider a sequence 

x(n) = 3, 1, 3, 3. This satisfies theorem 4.4.1 since its CPI 

is 10 and it is divisible by N/2, that is, 2 yielding the 

value 5. Now one can obtain the dual sequence y(n) = 2, 

4, 2, 2 by subtracting each element of x(n) from 5. Now 

x(n) and y(n) form a pair and yield their ‗first generation 

sequence‘, say x1(n) = 1, 3, 1, 1 , which is obtained by 

finding the point wise difference between the parent 

sequences x(n) and y(n). One can easily verify that x1(n) 

also satisfies theorem 4.4.1 and forms a dual pair with 

y1(n) = 2, 0, 2, 2. This property is termed here as 

‗regenerative property‘. Another important observation 

follows. x1(n) forms a dual pair with y1(n) but this pair 

does not produce an offspring sequence as it was done by 

the pair <x(n), y(n)>.This could be easily verified by the 

fact that the point wise difference between x1(n) and 

y1(n) yields x1(n) only. Hence for brevity we call the 

sequences x1(n) and y1(n) as ‗sterile sequences‘ and the 

pair <x1(n), y1(n)> as a ‗sterile pair‘. This property 

exhibits the possibility of further research on generative 

and sterile pairs. 

4.6 Scalar property 

Let x(n) be a number sequence and  be a scalar. Then 

the RT of x(n) will be X(k), where X(k) is the RT of 

x(n). For example, let us consider a sequence x(n) = 1, 3, 

1, 2 and a scalar  of value 2. Now the RT X(k) of x(n) is 

7, 3, 1, 1. The RT of x(n) = 2, 6, 2, 4 is 14, 6, 2, 2 which 

is nothing but X(k). 

4.7 Linearity property  

In general, RT does not satisfy the linearity property. 

However, it was observed that for a pair x(n) and y(n) 

which are number sequences either in the increasing 

order or in the decreasing order, the linearity property 

holds. That is, for x(n)+my(n) where  and m are scalars 

and x(n) and y(n) are two number sequences either in the 

increasing or decreasing order, the RT will be 

X(k)+mY(k), where X(k) and Y(k) are respectively the 

RTs of x(n) and y(n). A characterization theorem is yet to 

be established for categorizing pairs of sequences which 

would satisfy linearity property. 

4.8 Linear pair forming property 

Two sequences x(n) and y(n) are said to form a linear 

pair when X(k)+Y(k) is the RT of x(n)+y(n), where X(k) 

and Y(k) are the RTs of x(n) and y(n) respectively. The 

symbol + denotes the point wise addition of two 

sequences. As outlined earlier, pairs of sequences 

consisting of increasing numbers of decreasing numbers 

only form linear pair. In general arbitrary sequences do 

not form linear pairs. Consequently RT could be viewed 

as  a nonlinear transform. However, higher order RT 

spectra do form linear pairs, and this has been identified 

as a very useful property for pattern recognition 
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purposes. For instance let us consider two arbitrary 

sequences x(n) and y(n) given below: 

x(n) = 2, 2, 2, 1, 6, 2, 6, 1, 2, 3, 0, 0, 2, 5, 5, 4; 

y(n) = 4, 5, 3, 1, 0, 1, 4, 6, 6, 8, 0, 0, 7, 9, 0, 5;    

Now the RT of x(n) denoted as X1(k) is computed as 

X1(k) = 43, 7, 7, 5, 19, 7, 7, 3, 15, 1, 1, 1, 9, 1, 3, 3 and 

the RT of y(n) denoted as Y1(k) is computed as Y1(k) = 

59, 11, 21, 1, 17, 9, 9, 5, 29, 3, 11, 7, 11, 1, 9, 1. Now, 

z(n) = x(n) + y(n) is given by the sequence 6, 7, 5, 2, 6, 3, 

10, 7, 8, 11, 0, 0, 9, 14, 16, 6, 8, 6, 8, 6, where as X1(k) + 

Y1(k) = 102, 18, 28, 6, 36, 16, 16, 8, 34, 4, 12, 8, 20, 2, 

12, 4. Note that Z(k) is not equal to X1(k) + Y1(k). Now, 

the second order RT spectra of X1(k) and Y1(k) are 

respectively computed as X2(k) = 132, 76, 72, 64, 32, 32, 

28, 28, 64, 32, 36, 20, 24, 16, 20, 12 and Y2(k) = 204, 

128, 76, 56, 80, 68, 48, 44, 72, 20, 32, 20, 36, 32, 16, 12. 

Let z1(n) be the sequence X1(k) + Y1(k). Then Z1(k) is 

the RT of  and z1(n) and is computed to be 326, 194, 138, 

110, 98, 86, 70, 66, 138, 70, 86, 42, 66, 62, 42, 38. Note 

that Z1(k) is not equal to X2(k) + Y2(k) = 336, 204, 148, 

120, 112, 100, 76, 72, 136, 52, 68, 40, 60, 48, 36, 24. 

This procedure is repeated for the third order spectra as 

follows: X3(k) = 688, 128, 128, 64, 304, 96, 96, 64, 240, 

0, 32, 32, 144, 32, 32, 32 and Y3(k) = 944, 184, 336, 104, 

272, 136, 144, 88, 464, 40, 176, 24, 176, 24, 144, 8 are 

the RTs of X2(k) and Y2(k)  respectively. The RT of 

X2(k) + Y2(k) is computed to be 1632, 312, 464, 168, 

576, 232, 240, 152, 704, 40, 208, 56, 320, 56, 176, 40 

which is nothing but X3(k) + Y3(k). Thus it is clear from 

the above example that higher order RT spectra of 

arbitrary sequences of equal length do form linear pairs, 

and so the name ‗linear pair forming property‘. Linear 

pair forming property is also called self-organizing 

property.  

5 Pattern Recognition and Processing 

using Rajan Transform 

5.1 Basic philosophy 

Spectral domain image processing advocates the 

manipulation of spectral components in deciding the 

conditions for extracting various features in a given 

image. For example, high pass filtering of frequency 

spectral components allows the extraction of edges in a 

digital image, where as, low pass filtering of frequency 

spectral components causes smoothing of edges. Rajan 

Transform is basically a fast algorithm which yields 

spectral components of a signal sequence. Thus it is 

reasonable to surmise that one can as well think of using 

RT for spectral domain processing of digital images and 

one may proceed on the following lines. The given 

digital image is scanned by the neighbourhood window, 

which is shown in figure 5.1.1. 

The image pixels corresponding to the cells in the 

window are labeled as x0, x1, x2, x3, x4, x5, x6 and x7. RT 

of this sequence is X(k). The CPI is divided by 8, which 

yields the average value. The number of spectral values 

in the RT sequence, which are below or above the 

average value, plays an important role in the processing 

of an image. Consider a sequence x(n) = 1, 3, 2, 1, 2, 3, 

1, 2 and its RT : X(k) = 15, 3, 3, 3, 3, 1, 1, 1.  

Figure 5.1.2: Pictorial representation of x(n) and X(k). 

 

With reference to figure 5.1.2, the CPI: X0 is 15 and the 

average value is X0 / 8 = 15 / 8 = 1.875. Note that there 

are three spectral values less than the average value and 

three are above the average value, excluding X0. The 

spectral components 1, 1 and 1 shown in figure 5.1.2 are 

less than the average value 1.875. The central pixel value 

of the image is updated based on such facts. 

5.2 Sample algorithms for image processing 

and pattern recognition 

In what follows, we discuss RT based fast algorithms for 

certain traditional image processing operations like 

contouring and thinning and for pattern recognition 

operations like corners detection, lines detection and 

curves detection [3]. 

5.2.1 Contouring algorithm 

The given digital image is scanned by a 3X3 empty 

window. On each move, the boundary pixels of the 3X3 

sub image covered by this window are stored in a 

temporary array and its RT found. Then the average 

value T is calculated by dividing the CPI by 8. Now each 

RT element is compared with T. The number of elements 

that are less than T is counted. If this count is greater 

than 6, then the central pixel is substituted with a value 0. 

 

 

Figure 5.1.1: Neighbourhood window. 
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Otherwise, the window moves to the right. This 

procedure is continued till the entire image is scanned.  

The overall effect is that the boundaries of regions 

that appear to be uniform are retained and the central 

pixels are erased. One can always choose the value of T 

from 3 to 7 depending on the requirement. Figure 5.2.1.1 

shows the digital image of a pattern and its contour map 

obtained the RT based algorithm.  

 

              
 

Figure 5.2.1.1: Original image and its contour map. 

5.2.2 Thinning algorithm 

Thinning is the complementing operation of contouring. 

The algorithm given for contouring is used in this case 

also but with the exception that instead of removing the 

central pixel, the boundary pixels are removed. This 

operation is otherwise called Onion Peeling. Repeated 

boundary removal leads to thinned version of the original 

image. Figure 5.2.2.1 shows the pattern and its thinned 

version obtained the above RT based thinning algorithm.  

 

            
 

Figure 5.2.2.1: Original image and its thinned version. 

5.2.3 Corners detection 

On every move of the 3X3 window, the RT sequence, 

say, G[0],G[1],G[2],G[3],G[4],G[5],G[6],G[7]  

corresponding to the sequence of the numbered cell 

values is checked for the following conditions : 

Corners due to pairs of lines subtending an angle of 

45  or its integral multiples: 

(1) The number of RT elements that are less than T must 

be 4. (2) Alternate RT elements G[0], G[2], G[4], and 

G[6] should be greater than T.  

Corners due to pairs of lines subtending 90  or its 

integral multiples: 

(1) The number of RT elements that are less than T must 

be 4. (2) The RT elements G[0], G[1], G[4] and G[5] 

should be greater than T. 

The above procedure is repeated till the entire image is 

scanned. The overall effect is that the resulting image 

would consist only of corner points. Figure 5.2.3.1 shows 

the image of the contoured pattern and its processed 

image consisting of corners only using the above RT 

based corners detection algorithm.  

 

             
      

Figure 5.2.3.1: Contoured pattern and image consisting 

of corners. 

5.2.4 Lines detection 

On every move of the 3X3 window, the RT of each 

boundary values sequence is checked for the following 

condition: 

(1) The number of RT elements that are less than T must 

be 4. (2) The first four RT elements including the CPI 

should be greater than T.  

In such a case, the central pixel has to be a mid point of a 

line and so is chosen. The overall effect is that the 

resulting image would consist only of straight lines. 

Figure 5.2.4.1 shows the image of the contoured pattern 

and its processed image consisting of lines only using the 

above RT based lines detection algorithm.  

 

        
       

Figure 5.2.4.1: Contoured pattern and image      

consisting of lines. 

5.2.5 Curves detection 

A curve is anything other than a straight line. So, the 

algorithm for detecting curves advocates the invalidity of 

the conditions for detecting a straight line. Figure 5.2.5.1 

shows the image of the contoured pattern and its 

processed image consisting of curves only using the 

above RT based curves detection algorithm.  
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Figure 5.2.5.1: Contoured pattern and image 

consisting of curves 

 

6 Conclusions 
Rajan Transform has been used as a high-speed spectral 

domain tool to carry out pattern recognition and digital 

image processing operations. Some of the algorithms 

meant for pattern recognition using feature extraction 

have been presented in this paper. Recent investigations 

show that RT could be one of the best tools that could be 

used in cryptography. RT based watermarking of text and 

images and character recognition would yield a repertoire 

of tools of the future. Efforts are being made to abstract 

the notion of RT to Symbolic Processing of Signals and 

Images in the DNA computing paradigm. 
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In object-oriented system design, functional requirements are given and expressed as object interaction 

scenarios whereas implementation is based on classes of objects. One need to derive, from the given 

object interaction scenarios, object-based behavioural specifications which reflect exactly these object 

interaction scenarios for implementation purposes. In this paper, a Petri-net-based method is proposed 

for the refinement. It begins with specifying each object interaction scenario as a labelled Petri net with 

an AMG-structure. These labelled Petri nets are synthesised into a single integrated net which 

represents the integrated system. By making use of the special properties of the AMG-structure, the 

system can be effectively analysed on its liveness, boundedness, reversibility and conservativeness. 

Duplicate labels are then eliminated by fusing common subnets, so as to attain a uniquely labelled net 

on which individual object-based behavioural specifications are obtained as projections. 

Povzetek: Uporabljen je pristop Petrijevih mrež za objektne specifikacije. 

 

1 Introduction 
In the past two decades, object orientation has been an 

influential discipline in software engineering
1
. According 

to the principles of object orientation, an object is an 

entity that encapsulates states and behaviours. A system 

is considered as a collection of objects which are 

interacting with others in order to accomplish the system 

functionalities. It can be abstracted in two aspects 

(structure and behaviour) and two levels (intra-object and 

inter-object) as shown in Figure 1 [1, 2, 3, 4, 5, 6, 7, 8, 

9]. Structurally, objects with the same attributes are 

grouped into classes while classes having common 

attributes are generalised to form an inheritance 

hierarchy. Objects exhibit different behaviours on 

interacting with others, thus demonstrating different 

object interaction scenarios. This paper investigates the 

behavioural aspect of objects. 

In object-oriented system design, the functional 

requirements of a system are given by the end-users as 

use cases - the typical cases of how a system can be used 

[10, 11]. These use cases are elaborated and expressed in 

terms of object interaction scenarios and specified as 

UML sequence diagrams and collaboration diagrams [11, 

12, 13, 14, 15, 16]. We need to create, from the object 

interaction scenarios, object-based specifications 

                                                           
1
This paper is an extended version of the authors' paper 

presented at the REFINE 2006 workshop. 

delineating the behaviours of individual objects for 

detailed system design and implementation. 
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Figure 1: An object-oriented system by aspects and 

abstraction levels. 

 

In this refinement process, at least the following 

problems have to be tackled. 

Specification constructs for object interaction 

scenarios being too primitive. Conventional specification 

constructs for object interaction scenarios lacks the 

formality for representing the pre-conditions and post-

conditions for each event occurrence. These are however 

essentially required in deriving the object behavioural 

specifications, where the conditions, events and their 

causal relationships need to be explicitly specified. 
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Different abstractions between intra-object lifecycle 

and inter-object interaction. It is difficult to derive 

individual object behaviours (within a single object 

lifecycle) from the object interaction scenarios (among 

multiple objects) because of the difference in abstraction 

(intra-object versus inter-object). In the literature of 

object-oriented system design, there is a lack of 

systematic approaches to solving this problem 

satisfactorily. 

 Difficulty in verifying the correctness of the object 

behavioural specifications. The object behavioural 

specifications so derived should be correct in the sense 

that they reflect exactly the given object interaction 

scenarios [4, 17, 18, 19, 20]. Without a formal method, 

one needs to go through all possible object interaction 

scenarios to ensure correctness of the specifications. The 

process is time-consuming. 

Lack of rigorous methods for analysing the system 

properties. One major objective in system design is to 

obtain a live, bounded and reversible system - liveness 

implies freeness of deadlocks, and boundedness implies 

absence of capacity overflows, while reversibility refers 

to recoverability. Without a rigorous analysis method, it 

is difficult for one to analyse whether the outcome 

system design is live, bounded and reversible. 

In the literature, there are only a few approaches or 

methods for deriving an object-based behavioural 

specifications from a given set of use cases or object 

interaction scenarios. Bordeleau proposed an approach 

which takes a traceable progression from use cases to the 

object-based state machines [21, 22]. Dano proposed an 

approach where the use cases are synthesised into a 

system design according to some mapping rules [23, 24]. 

However, these approaches solve only trivial issues. The 

system design cannot be rigorously analysed on its 

liveness, boundedness and reversibility. Moreover, they 

are themselves incomplete and insufficient in the sense 

that the derived object-based state machines may not 

reflect exactly the given use cases or object interaction 

scenarios. 

On the other hand, there are approaches or methods 

which derive a system from a given set of event traces or 

sequences. Graubmann proposed a method for 

constructing an elementary net system from a set of event 

traces [25]. The method is based on the dependence 

relation between events. A set of possible states and state 

transitions, which are compatible to the dependence 

relation, are deduced. Smith proposed a method for 

constructing a condition-event system from a set of 

occurrence nets based on the concept of quotient nets 

[26]. Hiraishi proposed a method for constructing a Petri 

net from a set of firing sequences [27]. In Hiraishi's 

method, a language is first identified from the firing 

sequences. Based on the dependency relation extracted 

from the language, a safe Petri net is created. Lee also 

proposed an approach for integration of use cases using 

constraint-based modular Petri nets [28]. However, 

without concepts of object-orientation, these approaches 

and methods cannot be applied to object-oriented system 

design. 

In this paper, based on Petri nets, we propose a 

method for refining a given set of object interaction 

scenarios into object-based behavioural specifications, 

where the above-mentioned problems can be resolved 

effectively. It involves the following steps : 

Step 1. Each object interaction scenario is specified 

as a labelled Petri net (labelled net) with an AMG-

structure (i.e. structurally an augmented marked graph). 

Step 2. The labelled nets are synthesised into an 

integrated net which serves to represent the system. 

Based on the properties of AMG-structure, the system is 

analysed. 

Step 3. Duplicate labels are eliminated from the 

integrated net, while preserving the firing sequences 

(event sequences). 

Step 4. Individual object-based specifications are 

obtained as projections of the integrated net onto the 

objects. 

Figure 2 shows an overview of the proposed method. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Overview of the proposed method. 

 

Our proposed method offers a number of distinctive 

features. 

Formal specification of object interaction scenarios. 

The object interaction scenarios are specified as 

unambiguous and semantically rich labelled nets. The 

partial orderings of events as well as the causal 

relationships between events and conditions are 

explicitly represented. 

Effective analysis on the essential system properties. 

The integrated system possesses an AMG-structure. By 

making use of the special properties of AMG-structure, 

the system can be effectively analysed on its liveness, 

boundedness, reversibility and conservativeness. 
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Correctness of the derived specifications. Individual 

object behavioural specifications are rigorously derived 

from the object interaction scenarios through synthesis 

and projection. The specifications so obtained reflect 

exactly the given object interaction scenarios. 

Readiness for implementation purposes. In the 

specifications, every condition or event is uniquely 

represented so that they can be readily used for 

implementation purposes. 

The rest of this paper is organised as follows. 

Section 2 provides the preliminaries to be used in this 

paper. Section 3 introduces the AMG-structure, where 

augmented marked graphs and their properties are 

described. In Section 4, we show the formal specification 

of object interaction scenarios as labelled nets (Step 1 of 

the proposed method). In Section 5, we focus on 

synthesising the labelled nets into an integrated system, 

and analysing the system properties (Step 2 of the 

proposed method). Section 6 then presents an algorithm 

for eliminating duplicate labels from the integrated net 

(Step 3 of the proposed method). In Section 7, we show 

how individual object-based behavioural specifications 

are obtained as projections of the integrated net (Step 4 

of the proposed method). Section 8 gives a real-life 

example for illustration. Section 9 concludes this paper. 

 It should be noted that this paper primarily focus on 

refinement of object-based behavioural specifications - 

deriving individual object-based specifications from the 

object interaction scenarios. The structural aspect of an 

object-oriented system will not be investigated. 

2 Preliminaries 
This section provides the preliminaries for readers who 

are not familiar with Petri nets [29, 30, 31, 32]. 

A place-transition net (PT-net) is a directed graph 

consisting of two sorts of nodes called places and 

transitions, such that no arcs connect two nodes of the 

same sort. Graphically, a place is denoted by a circle, a 

transition by a box, and an arc by a directed line. A Petri 

net is a PT-net with some tokens assigned to its places, 

and the token distribution over its places is denoted by a 

marking function. 

Definition 2.1. A place-transition net (PT-net) is a 4-

tuple N =  P, T, F, W , where P is a set of places, T is a 

set of transitions, F  (P  T)  (T  P) is a flow relation 

and W : F  { 1, 2, ... } is a weight function. N is said to 

be ordinary if and only if the range of W is { 1 }. An 

ordinary PT-net is usually written as  P, T, F . 

Definition 2.2. Let N =  P, T, F, W  be a PT-net. 

For x  (P  T), x = { y | (y, x)  F } and x  = { y | (x, 

y)  F } are called the pre-set and post-set of x, 

respectively. For X = { x1, x2, …, xn }  (P  T), X = 

x1  x2  …  xn and X  = x1   x2   …  xn  are 

called the pre-set and post-set of X, respectively. 

Definition 2.3. For a PT-net N =  P, T, F, W , a 

path is a sequence of nodes  x1, x2, ..., xn , where (xi, 

xi+1)  F for i = 1, 2, ..., n-1. A path is said to be 

elementary if and only if it does not contain the same 

node more than once. 

Definition 2.4. For a PT-net N =  P, T, F, W , a 

cycle is a sequence of places  p1, p2, ..., pn  such that  

t1, t2, ..., tn  T :  p1, t1, p2, t2, ..., pn, tn  forms an 

elementary path and (tn, p1)  F. 

Definition 2.5. For a PT-net N =  P, T, F, W , a 

marking is a function M : P  { 0, 1, 2, ... } where M(p) 

is the number of tokens in p. (N, M0) represents N with 

an initial marking M0. 

Definition 2.6. For a PT-net N =  P, T, F, W , a 

transition t is said to be enabled at a marking M if and 

only if  p  t : M(p)  W(p,t). On firing t, M is 

changed to M' such that  p  P : M'(p) = M(p) - W(p,t) 

+ W(t,p). In notation, M [N,t  M' or M [t  M'. 

Definition 2.7. For a PT-net (N, M0), a sequence of 

transitions  =  t1, t2, ..., tn  is called a firing sequence if 

and only if M0 [t1  ... [tn  Mn. In notation, M0 [N,  Mn or 

M0 [  Mn. 

Definition 2.8. For a PT-net (N, M0), a marking M is 

said to be reachable if and only if there exists a firing 

sequence  such that M0 [  M. In notation, M0 [N,  M 

or M0 [  M. [N, M0  or [M0  represents the set of all 

reachable markings of (N, M0). 

Definition 2.9. Let N =  P, T, F, W  be a PT-net, 

where P = { p1, p2, ..., pm } and T = { t1, t2, ..., tn }. The 

incidence matrix of N is an m  n matrix V whose typical 

entry vij = W(pi,tj) - W(tj,pi) represents the change in 

number of tokens in pi after firing tj once, for i = 1, 2, ..., 

m and j = 1, 2, ..., n. 

Liveness, boundedness, safeness, reversibility and 

conservativeness are well known properties of Petri nets. 

Liveness implies deadlock freeness. Boundedness refers 

to the property that the system is free from any potential 

capacity overflow. Safeness and conservativeness are 

two special cases of boundedness. Reversibility refers to 

the capability of a system of being recovered or 

reinitialised from any reachable state. In general, 

liveness, boundedness and reversibility collectively 

characterise a robust or well-behaved system. 

Definition 2.10. For a PT-net (N, M0), a transition t 

is said to be live if and only if  M  [M0 ,  M' : M [  

M' [t . (N, M0) is said to be live if and only if every 

transition is live. 

Definition 2.11. For a PT-net (N, M0), a place p is 

said to be k-bounded (or bounded) if and only if  M  

[M0  : M(p)  k, where k > 0. (N, M0) is said to be k-

bounded (or bounded) if and only if every place is k-

bounded. 

Definition 2.12. A PT-net (N, M0) is said to be safe 

if and only if every place is 1-bounded. 

Definition 2.13. A PT-net (N, M0) is said to be 

reversible if and only if  M  [M0  : M [  M0. 

Definition 2.14. A PT-net (N, M0) is said to be well-

behaved if and only if it is live, bounded and reversible. 

Definition 2.15. A PT-net N =  P, T, F, W  is said 

to be conservative if and only if there exists a m-vector  

> 0 such that V = 0, where m = | P | and V is the 

incidence matrix of N. 

Figure 3 shows a PT-net (N, M0) which is live, 

bounded, safe, reversible and conservative. 
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Figure 3. A live, bounded, safe, reversible and 

conservative PT-net. 

3 AMG-structure and its properties 
AMG-structure refers to an augmented-marked-graph 

structure. In the literature, augmented marked graphs are 

not well known, as compared to other sub-classes of Petri 

nets such as free-choice nets [33]. However, they possess 

many special properties pertaining to liveness, 

boundedness and reversibility. This section introduces 

augmented marked graphs and their special properties. 

Definition 3.1 [34]. An augmented marked graph 

(N, M0; R) is an ordinary PT-net (N, M0) with a specific 

subset of places R, satisfying that : (a) Every place in R 

is marked by M0. (b) The net (N', M0') obtained from (N, 

M0; R) by removing the places in R and their associated 

arcs is a marked graph. (c) For each place r  R, there 

exist kr  1 pairs of transitions Dr = { ts1, th1 , ts2, th2 , ..., 

tskr, thkr  }, such that r  = { ts1, ts2, ..., tskr }  T and r = { 

th1, th2, ..., thkr }  T and that, for each tsi, thi   Dr, there 

exists in N' an elementary path ri connecting tsi to thi. (d) 

In (N', M0'), every cycle is marked and no ri is marked. 

Figure 4 shows an augmented marked graph (N, M0; 

R), where R = { r1, r2 }. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. An augmented marked graph. 

 

Definition 3.2. Let (N, M0) be a PT-net, where R = { 

r1, r2, …, rk } is the set of marked places such that | ri | > 

0 and | ri  | > 0 for i = 1, 2, …, k. (N, M0) is said to be of 

an AMG-structure if and only if (N, M0; R) is an 

augmented marked graph. 

Definition 3.3. For a PT-net (N, M0), a set of places 

S is called a siphon if and only if S  S . S is said to be 

minimal if and only if there does not exist any siphon S' 

in N such that S'  S. S is said to be empty at a marking 

M  [M0  if and only if S contains no places which are 

marked by M. 

Definition 3.4. For a PT-net (N, M0), a set of places 

Q is called a trap if and only if Q   Q. Q is said to be 

maximal if and only if there does not exist any trap Q' in 

N such that Q  Q'. Q is said to be marked at a marking 

M  [M0  if and only if Q contains at least one place 

which is marked by M. 

Property 3.1 [34]. An augmented marked graph is 

live and reversible if and only if it does not contain any 

potential deadlock. (Note : A potential deadlock is a 

siphon which would eventually become empty.) 

Definition 3.5. For an augmented marked graph (N, 

M0; R), a minimal siphon is called an R-siphon if and 

only if it contains at least one place in R. 

Property 3.2 [35, 36]. An augmented marked graph 

(N, M0; R) is live and reversible if and only if no R-

siphons eventually become empty. 

Property 3.3 [34, 35, 36]. An augmented marked 

graph (N, M0; R) is live and reversible if every R-siphon 

contains a marked trap. 

For the augmented marked graph (N, M0; R) shown 

in Figure 4, each R-siphon contains a marked trap. (N, 

M0; R) is live and reversible. 

Definition 3.6 [37]. Suppose an augmented marked 

graph (N, M0; R) is transformed into a PT-net (N', M0') as 

follows. For each r  R, where Dr = { ts1, th1 , ts2, th2 , 

..., tskr, thkr  }, replace r with a set of places { q1, q2, ..., 

qkr }, such that M0'[qi] = M0[r] and qi  = { tsi } and qi = { 

thi } for i = 1, 2, ..., kr. (N', M0') is called the R-transform 

of (N, M0; R). 

Property 3.4 [37]. Let (N', M0') be the R-transform 

of an augmented marked graph (N, M0; R). (N, M0; R) is 

bounded and conservative if and only if every place in 

(N', M0') belongs to a cycle. 

Figure 5 shows the R-transform (N', M0') of the 

augmented marked graph (N, M0; R) in Figure 4. (N', 

M0') is bounded, where every place belongs to a cycle. 

(N, M0; R) is bounded and conservative. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. The R-transform of the augmented marked 

graph in Figure 4. 
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4 Specifying object interaction 

scenarios as labelled nets 
In this section, we show how an object interaction 

scenario can be formally specified as a labelled net with 

an AMG-structure (Step 1 of our proposed method). 

A labelled net is a Petri net, where labels are 

assigned to places and transitions. Usually, places are 

labelled by conditions to denote specific system substates 

where the conditions hold, and transitions by events to 

denote specific occurrences of the events. 

Definition 4.1. A labelled Petri net (or labelled net) 

is a 7-tuple N =  P, T, F, C, E, Lp, Lt , where  P, T, F  

is an ordinary PT-net, C is a set of condition labels, E is a 

set of event labels, Lp : P  C is a function for assigning 

a condition label to every place, and Lt : T  E is a 

function for assigning an event label to every transition. 

Definition 4.2. Let N =  P, T, F, C, E, Lp, Lt  be a 

labelled net. A place p is said to be uniquely labelled in 

N if and only if  p'  P : (Lp(p') = Lp(p))  (p' = p). A 

transition t is said to be uniquely labelled in N if and only 

if  t'  T : (Lt(t') = Lt(t))  (t' = t). N is said to be 

uniquely labelled if and only if all places and transitions 

are uniquely labelled. 

Figure 6 shows a typical labelled net. Places p3, p4, 

p5, p6, p9 and p10 are uniquely labelled, whereas p1, p2, p7 

and p8 are not, as for example, condition label c1 appears 

in p1 and p7, and c2 in p2 and p8. Transitions t3, t4 and t5 

are uniquely labelled, whereas t1, t2, t6 and t7 are not, as 

for example, event label e1 appears in t1 and t6, and e2 in 

t2 and t7. Therefore, the labelled net is not uniquely 

labelled. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. A labelled net which is not uniquely labelled. 

 

For an object interaction scenario specified as a 

labelled net, the location where an event occurs is 

represented by a transition and the location of a condition 

by a place. The semantic meanings of conditions and 

events are denoted by the labels of the places and 

transitions respectively. For an event to occur, some 

conditions must be fulfilled in advance and some 

afterwards. These pre-conditions and post-conditions are 

represented by the pre-set and post-set of the transition 

representing the event. 

Step 1 of the proposed method is to specify the given 

object interaction scenarios as labelled nets with an 

AMG-structure. Consider an object-oriented system 

involving two objects, x and y, of classes X and Y 

respectively. There are three typical interaction scenarios 

exhibited by x and y, specified as UML sequence 

diagrams and collaboration diagrams (BRJ99, RJB99) in 

Figure 7. In conventional UML sequence diagrams and 

collaboration diagrams, there are no formal notations for 

denoting the pre-condition and post-condition of each 

event occurrence in an object interaction scenario. 

Therefore, for an explicit representation of the causal 

relationship between events and conditions, appropriate 

condition labels are appended to these diagrams. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. Object interaction scenarios in UML sequence 

diagrams and collaboration diagram. 

 

Figure 8 shows object interaction Scenarios 1, 2 and 

3, specified as labelled nets (N1, M10), (N2, M20) and (N3, 

M30) respectively. They all are of AMG-structure. 

(N1, M10) is constructed for representing scenario 1 

as follows. For each location of a condition, a new place 

with a proper condition label is created. For example, p11 

denotes a location of condition c11 for object x, so 

condition label x.c11 is assigned to p11. For each event 

occurrence, a new transition with a proper event label is 

constructed. For example, t11 denotes an occurrence of 

event e1, so event label e1 is assigned to t11. The event 

occurrence has a pre-condition x.c11 and a post-condition 

x.c12. Hence, t11 = { p11 } and t11  = { p12 }. Arcs 

between p11 (pre-condition) and t11 and between t11 and 

p12 (post-condition) are appended for denoting their 

causal relationships. The rest locations of conditions and 

events are created accordingly. Following the same rules, 

(N2, M20) and (N3, M30) are constructed for representing 

scenarios 2 and 3, respectively. 
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Figure 8. Labelled nets representing the object 

interaction scenarios in Figure 7. 

5 Synthesising and analysing the 

integrated system 
After specifying the object interaction scenarios as 

augmented marked graphs (Step 1 of the proposed 

method), we synthesise these scenarios into an integrated 

system. In principle, a scenario portrays partial system 

behaviours of how the objects are interacted in order to 

perform a specific functionality. These augmented 

marked graphs are essentially partial system behavioural 

specifications which are to be synthesised together to 

form a single coherent whole. 

This section describes Step 2 of our proposed 

method - the synthesis of labelled nets into an integrated 

net which represents the integrated system, and analysis 

of the system. The synthesis is based on the authors' 

earlier work on use-case-driven system design [38]. It is 

made by fusing those places with refer to the same 

system initial state or condition. The integrated net so 

obtained is of AMG-structure, so its liveness, 

boundedness, reversibility and conservativeness can be 

effectively analysed by making use of the special 

properties of augmented marked graphs. 

Consider the labelled nets (N1, M10), (N2, M20) and 

(N3, M30) in Figure 8. Places p11 in (N1, M10), p21 in (N2, 

M20) and p31 in (N3, M30) refer to the same condition 

x.c11. Also, places p15 in (N1, M10), p24 in (N2, M20) and 

p34 in (N3, M30) refer to the same condition y.c21. Hence, 

p11, p21 and p31 are fused into one place p41, and p15, p24 

and p34 into p42. 

Figure 9 then shows the integrated net (N, M0) 

obtained after synthesising (N1, M10), (N2, M20) and (N3, 

M30). (N, M0) is of an AMG-structure, meaning that it is 

structurally an augmented marked graph (N, M0; R), 

where R = { p41, p42 }. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. The integrated net obtained by synthesising the 

labelled nets in Figure 8. 

 

For (N, M0; R), every R-siphon contains a marked 

place, and hence, would never become empty. According 

to Properties 3.2 and 3.3, (N, M0; R) is live and 

reversible. Since every place in its R-transform is 

covered by cycles, according to Property 3.4, (N, M0; R) 

is also bounded and conservative. Therefore, it can be 

concluded that the integrated system is well-behaved. 

6 Eliminating duplicate labels from 

the integrated net 
Consolidating the object interaction scenarios, the 

integrated net obtained from Step 2 of the proposed 

method serves to represent the system as a coherent 

integrated whole. In general, this integrated net is not 

necessarily uniquely labelled. For the integrated net (N, 

M0) in Figure 9 for example, places p15 and p26 have the 

same condition label y.c22, and transitions t13 and t24 have 

the same event label e3. This reflects the fact that the 

locations or conditions for occurrence of the same event 

may be different at different moments within a scenario 

or among different scenarios. Yet, every condition is 

eventually implemented as a unique system substate and 

every event as a unique operation. Therefore, in order for 

the integrated net to be effectively used for 

implementation purposes, it need to be uniquely labelled 

where all the duplicate condition labels and duplicate 

event labels are eliminated. 
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The elimination cannot be done by just fusing places 

with the same condition label, and transitions with the 

same event label. This is because the resulting net may 

exhibit firing sequences different from the original ones. 

In other words, the system behaviours may be distorted. 

Step 3 of the proposed method is to eliminate all 

duplicate labels while preserving the original firing 

sequences (event sequences). This section describes this 

step in details. 

Definition 6.1. Let S be a uniquely labelled subnet 

of a labelled net N. The pattern of S in N, denoted as 

Patt(N, S), is a condition-event net with an identical 

structure and label allocation as S while ignoring the 

identities of places and transitions of S. 

Definition 6.2. Let Lx and Ly be patterns of subnets 

in a labelled net. Lx  Ly and Lx  Ly denote the union 

and intersection of Lx and Ly, respectively. Lx \ Ly 

denotes the displacement of Lx from Ly. Lx and Ly are 

said to be disjoint if and only if Lx  Ly = . 

Definition 6.3. For a labelled net N, a uniquely 

labelled subnet S is called a common subnet if and only 

if there exists at least one uniquely labelled subnet S' 

such that S'  S and Patt(N, S') = Patt(N, S). Let S be a 

pattern of the common subnets in N. [N, L] = { S | 

Patt(N, S) = L } represents the group of common subnets 

having the same pattern L. 

Definition 6.4. For a subnet S =  P', T', F'  of a PT-

net, Pre(S) = ( P'\T')  ( T'\P') is called the pre-set of S, 

Post(S) = (P' \T')  (T' \P') is called the post-set of S, 

Head(S) = Pre(S)   (P'  T') is called the head of S, and 

Tail(S) = Post(S)  (P'  T') is called the tail of S. 

Definition 6.5. A subnet S of a PT-net N =  P, T, F  

is said to be of PP-type if and only if Head(S)  P and 

Tail(S)  P. 

Figure 10 shows a uniquely labelled subnet S which 

is PP-type. Figure 11 shows the pattern of S. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10. A uniquely labelled subnet S of a labelled net. 

 

 

 

 

 

 

 

Figure 11. Pattern of S of the labelled net in Figure 10. 

We propose to eliminate duplicate labels by fusion 

of common subnets, as outlined below. 

Identify groups of common subnets for fusion. These 

groups of common subnets need to be maximal and 

disjoint for two reasons. First, the net obtained after the 

fusion will become uniquely labelled. Second, the 

number of groups of common subnets for fusion can be 

reduced to minimum as they are maximal. 

Transformation of common subnets. For preservation 

of firing sequences, common subnets are transformed 

before fusion. Based on coloured Petri nets [39], a unique 

colour is assigned to each common subnet as colour 

labels of its ingoing and outgoing arcs. A token flowing 

into the common subnet is coloured according to the 

colour label of the ingoing arc. Its colour is reset as it 

flows out via the same colour-labelled outgoing arc. 

Besides, the subnets are converted to PP-type. 

Fusion of transformed common subnets. The 

transformed common subnets of each group are fused 

into a single subnet. A uniquely labelled net is ultimately 

obtained. 

The following algorithm formally describes the 

elimination process. A detailed elaboration of the 

elimination process can be found in the authors' earlier 

work [40]. 

 

Elimination of Duplicate Labels from a Labelled Net 

1.  Identify maximal disjoint groups of common subnets : 

   1.1 Find all possible common subnets from N. Let  = { L1, L2, 
..., Ln } be their patterns. 

   1.2 Retain only the maximal patterns : Remove any Li from  if 

there exists Lj   such that Li is a sub-pattern of Lj and  

Si  [N, Li],  Sj  [N, Lj] : Si is a subnet of Sj. 

   1.3 Make the overlapping patterns disjoint : For every Li, Lj   

such that Li  Lj and Li and Lj are not disjoint, set  = (  - { 

Li, Lj })  { Li  Lj }  { Li\Lj }  { Lj\Li }. 

   1.4 Categorise the common subnets of N into groups { [N, Li], 

Li   }. 

2. For each group of common subnets [N, Li] : 

   2.1 Convert each subnet S  [N, Li] if S is not of PP-type : 

2.1.1 For each transition ti  Head(S) : (a) Create dummy 

transition ti' with unique label i, dummy place pi' with 

label i, and arcs (ti', pi') and (pi', ti). (b) For each p  

ti : Remove arc (p, ti), and then create arc (p, ti'). (c) 
Re-define S by including pi' and (pi', ti). 

2.1.2 For each transition tj  Tail(S) : (a) Create dummy 

transition tj' with unique label j, dummy place pj' with 

label j, and arcs (tj, pj') and (pj', tj'). (b) For each p  

tj  : Remove arc (tj, p), and then create arc (tj', p). (c) 
Re-define S by including pj' and (tj, pj'). 

   2.2 Assign a unique colour label  for each subnet S  [N, Li] : 

2.2.1 For each arc (ti, pi) where ti  Pre(S) and pi  

Head(S) : Assign colour label  to (ti, pi). 

2.2.2 For each arc (pj, tj) where pj  Tail(S) and tj  

Post(S) : Assign colour label  to (pj, tj). 

   2.3 Fuse the common subnets in [N, Li] into one single subnet. 

 

We apply the algorithm for eliminating the duplicate 

labels for the integrated net (N, M0) in Figure 9. Figure 

12 shows the uniquely labelled net (N', M0') so obtained. 
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Figure 12. The uniquely labelled net obtained after 

eliminating duplicate labels from the integrated net in 

Figure 9. 

7 Obtaining object-Based 

behavioural specifications 
In this section, we show Step 4 of our proposed method - 

to obtain the individual object-based behavioural 

specifications. These individual object-based behavioural 

specifications are obtained by projecting the integrated 

net onto individual objects. 

The projection is made by ignoring those places, 

transitions and arcs which are irrelevant to the object 

concerned. The projected net so obtained serves as the 

object behavioural specifications. 

Consider the integrated net (N', M0') in Figure 12. 

The projection onto object x is obtained as follows. We 

keep those places with object label x (including dummy 

places) and those transitions (including dummy 

transitions) having at least one input place or output 

place labelled by x, as well as their associated arcs. 

Similarly, for the projection onto object y, we keep those 

places with object label y (including dummy places) and 

those transitions (including dummy transitions) having at 

least one input place or output place labelled by y, as 

well as their associated arcs. 

Figure 13 shows the projections (Nx, Mx0) and (Ny, 

My0) obtained by projecting the net (N', M0') in Figure 12 

onto objects x and y, respectively. (Nx, Mx0) and (Ny, 

My0) are uniquely labelled, simply because (N', M0') is 

uniquely labelled. They serve as the behavioural 

specifications for objects x and y, where conditions and 

events are uniquely represented. 

8 Real-life example 
This section presents a real-life example to further 

illustrate the refinement process. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 13. The nets obtained by projecting the integrated 

net in Figure 12 onto objects x and y. 

 

The real-life example is an Office Access Control 

System. The system is briefly described as follows. It is a 

system used in a company for controlling staff accesses 

to its 30+ offices and laboratories. Among these offices 

and laboratories, some can be accessed by all staff while 

some others by authorised staff only and/or during 

specified time periods only. For controlling the staff 

access, every entrance is implemented with a card-reader, 

an emergency switch and an electronic lock, all being 

connected to a centralised server. The server maintains 

the access privileges and validates every access to the 

offices/laboratories. There are three typical cases for 

each request for access. 

Authorised access (U1). A staff member wants to 

access an office/laboratory. He/She presents his/her staff 

card via a card-reader. Access is granted. The door is 

unlocked for five seconds and then re-locked. 

Unauthorised access (U2). A staff member wants to 

access an office/laboratory. He/She presents his/her staff 

card via a card-reader. Access is not granted. The door is 

locked. 

Emergency access (U3). A staff member wants to 

access an office/laboratory for emergency. He/She 

presses the emergency key. The door is unlocked 

immediately, until it is reset by a security officer. 

From the object-oriented perspectives, the server (s : 

Server) and doors (d : Door) are objects of the Office 

Access Control System. They are interacting with each 

other in order to perform the above system 

functionalities. There are three object interaction 

scenarios, corresponding to U1, U2 and U3. 

Figure 14 shows these object interaction scenarios 

specified as UML sequence diagrams and collaboration 

diagrams, where appropriate condition labels are 

appended for denoting the pre-conditions and post-

conditions for each event occurrence. 

p36 

11 

11 

12 

12 

21 

21 

22 

22 

31 

31 

32 

32 

41 

41 

42 

32 

t43 

p47 p48 

p27 p23 

t11 

t12 

t14 

p16 p33 

t31 

t32 

t34 

t21 

t22 

t25 

t41 t44 t42 

p41 
x.c11 

p42 

y.c21 

e1 

e2 

p12 x.c12 

e4 

y.c23 

p13 
x.c13 

x.c17 

p37 
y.c27 

e9 

e10 

y.c26 

e11 

e5 

e6 

x.c15 

p43 x.c14 p44 y.c22 

e8 

y.c25 

t45 e3 

x.c16 y.c24 

t46 e7 

1 4 2 3 

p45 1 
p46 

2 

21 

21 

22 

22 

41 

41 

42 

42 

t31 

p36 

t34 

11 

11 

12 

12 

31 

31 

32 

32 

p41 

t11 

t12 

p12 

t14 

p13 

p33 

t31 

t32 

t34 

t21 

t22 

p23 

p43 

t25 

p48 

t46 

t44 t43 

p46 

p42 

t11 

t12 

t14 

p16 

p37 

t32 

t21 

t22 

p44 

t25 

p27 

t45 

p47 

t41 t42 

p45 

x.c11 

e1 

e2 

x.c12 

e4 

x.c13 

x.c17 

e9 

e10 

e11 

e5 

e6 

x.c15 

x.c14 

e8 

x.c16 

e7 

4 3 

2 

(Nx Mx0) 

y.c21 

e1 

e2 

e4 

y.c23 

y.c27 

e9 

e10 

y.c26 

e11 

e5 

e6 

y.c22 

e8 

y.c25 

e3 

y.c24 

1 2 

1 

(Ny My0) 



A PETRI-NET APPROACH TO REFINING...  Informatica 33 (2009) 213–224 221 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Legends for condition labels : 

c11 Server is ready 

c12 Server is processing access request 

c13 Server is waiting for re-lock 

c14 Server is writing log (successful access) 

c15 Server is writing log (unsuccessful access) 

c16 Server is waiting for emergency reset 

c17 Server is writing log (emergency access) 

c21 Door is locked 

c22 Door is waiting for response 

c23 Door is unlocked (successful access) 

c24 Door is unlocked (emergency access) 

  

Legends for event labels : 

e1 Request for access is received 

e2 Access is granted 

e3 Time expires after access granted 

e4 Successful access is committed 

e5 Access is not granted 

e6 Unsuccessful access is committed 

e7 Request for emergency access is received 

e8 Door is reset to normal 

e9 Emergency access is committed 

 

Figure 14. Object interaction scenarios specified as UML 

sequence diagrams and collaboration diagrams (the 

Office Access Control System). 

 

Step 1 of the proposed method is to specify object 

interaction scenarios as labelled nets. Figure 15 shows 

the labelled nets (N1, M10), (N2, M20) and (N3, M30) 

representing the object interaction scenarios for U1, U2 

and U3, respectively. 

Step 2 of the proposed method is to synthesise the 

labelled net into an integrated system, and analyse the 

system on its liveness, boundedness, reversibility and 

conservativeness. (N1, M10), (N2, M20) and (N3, M30) are 

synthesised into an integrated net (N, M0) by fusing those 

places which refer to the same system initial states or 

conditions : Places p11, p21 and p31 are fused into one 

place p41, and p15, p24 and p34 into p42. Figure 16 shows 

the integrated net (N, M0) so obtained. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 15. Labelled nets representing the object 

interaction scenarios in Figure 14. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 16. The integrated net obtained by synthesising 

the labelled nets in Figure 15. 

 

The integrated net (N, M0) is of an AMG-structure. 

Let R = { p41, p42 }. For (N, M0; R), every R-siphon 

contains a marked place and hence would never become 

empty. According to Properties 3.2 and 3.3, (N, M0; R) is 

live and reversible. Since every place in its R-transform 

is covered by cycles, according to Property 3.4, (N, M0; 

R) is also bounded and conservative. Therefore, it may 

be concluded that the Office Access Control System is 

well-behaved. 
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As shown in Figure 16, (N, M0) is not uniquely 

labelled as it contains duplicate labels. For example, 

place p12 and p22 have the same condition label s.c12 and 

transitions t11 and t21 have the same event label e1. Since 

every condition is eventually implemented as a unique 

substate and every event as a unique operation, in order 

for the integrated net to be effectively used for 

implementation purposes, these duplicate labels must be 

eliminated. 

Step 3 of the proposed method is to eliminate 

duplicate condition labels and duplicate event labels from 

the integrated net (N, M0) through the fusion of common 

subnets. We perform this elimination process by 

applying the algorithm described in Section 6. Figure 17 

shows the uniquely labelled net (N', M0') so obtained. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 17. The uniquely labelled net obtained after 

eliminating duplicate labels from the integrated net in 

Figure 16. 

 

Step 4 of the proposed method is to obtain the 

individual object-based behavioural specification as 

projections of the integrated net onto the objects. The 

projection is made by ignoring those places, transitions 

and arcs which are irrelevant to the object concerned. 

Consider the integrated net (N', M0') in Figure 17. 

For the projection onto object s (the server object), we 

keep those places with object label s (including dummy 

places) and those transitions (including dummy 

transitions) having at least one input place or output 

place labelled by s, as well as their associated arcs. 

Similarly, for the projection onto object d (the door 

object), we keep those places with object label d 

(including dummy places) and those transitions 

(including dummy transitions) having at least one input 

place or output place labelled by d, as well as their 

associated arcs. Figure 18 shows the projections (Ns, 

Ms0) and (Nd, Md0) obtained by projecting the integrated 

net (N', M0') in Figure 17 onto objects s and d, 

respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 18. The nets obtained by projecting the integrated 

net in Figure 17 onto objects s and d. 

 

As the integrated net (N', M0') is uniquely labelled, 

its projections (Ns, Ms0) and (Nd, Md0) are also uniquely 

labelled, where every condition or event is uniquely 

represented. (Ns, Ms0) and (Nd, Md0) then serve as the 

behavioural specifications for the server (s : Server) and 

door (d : Door) objects, respectively. 

9 Conclusion 
One of the most difficult tasks in object-oriented system 

design is to obtain individual object-based behavioural 

specifications from a given set of object interaction 

scenarios. Not only conventional specification constructs 

for object interaction scenarios are too primitive to 

represent the partial ordering of events and the causal 

relationship between the events and conditions, there also 

involves different abstractions between intra-object 

lifecycle and inter-object interaction. Moreover, we have 

to ensure that the derived object-based behavioural 

specifications reflect exactly the given object interaction 

scenarios and that the system is well-behaved. 

 We proposed a Petri-net-based method for refining a 

given set of object interaction scenarios into individual 

object-based behavioural specifications. By specifying 

the object interaction scenarios as labelled nets with an 

AMG-structure and synthesising them into an integrated 

net, we analyse the system, based on the special 

properties of augmented marked graphs. For unique 

representation of events and conditions, an algorithm is 

applied to the integrated net to eliminate duplicate 

condition labels and event labels while preserving the 

event sequences. Object-based behavioural specifications 

are then obtained as projections of the integrated nets 

onto the objects. The whole refinement process has been 

described, elaborated and illustrated using the Office 

Access Control System example. 
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The proposed method offers a number of distinctive 

features. First, object interaction scenarios are formally 

specified as labelled nets which are unambiguous and 

semantically rich for an explicit representation of events, 

conditions and their causal relationships. Second, object-

based behavioural specifications are rigorously derived 

from the given object interaction scenarios through 

systematic synthesis and projection. The behavioural 

specifications so obtained would reflect exactly the given 

object interaction scenarios. Third, liveness, boundedness, 

reversibility and conservativeness of the system can be 

effectively analysed by making use of the special 

properties of augmented marked graphs. Fourth, every 

event or condition is uniquely represented in the 

behavioural specifications so that the specifications can 

be readily used for implementation purposes. 

With a strong theoretical foundation of Petri nets, the 

proposed method can be effectively used for refining 

object-based behavioural specifications from a set object 

interaction scenarios. It resolves a number of problems 

perplexing the designers of object-oriented systems, such 

as the lack of formality in specifying object interaction 

scenarios and the difficulty of ensuring the correctness of 

object behavioural specifications. The latter is especially 

important for systems involving shared resources, where 

erroneous situations such as deadlock and capacity 

overflow are easily induced. The proposed method can 

be implemented as tool to support object-oriented system 

design. By capturing the functional requirements of a 

system as a set of object interaction scenarios, it helps 

perform rigorous system synthesis and analysis. The 

correctness of this refinement can be assured. Moreover, 

the object-based behavioural specifications so obtained 

can be readily used for code generation. This inevitably 

contributes towards a smooth transitions from functional 

requirements through design to implementation for 

object-oriented system development. 
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In this paper a novel architecture of Support Vector Machine classifiers utilizing binary decision tree 

(SVM-BDT) for solving multiclass problems is presented. The hierarchy of binary decision subtasks 

using SVMs is designed with a clustering algorithm. For consistency between the clustering model and 

SVM, the clustering model utilizes distance measures at the kernel space, rather than at the input space. 

The proposed SVM based Binary Decision Tree architecture takes advantage of both the efficient 

computation of the decision tree architecture and the high classification accuracy of SVMs. The SVM-

BDT architecture was designed to provide superior multi-class classification performance. Its 

performance was measured on samples from MNIST, Pendigit, Optdigit and Statlog databases of 

handwritten digits and letters. The results of the experiments indicate that while maintaining 

comparable or offering better accuracy with other SVM based approaches, ensembles of trees (Bagging 

and Random Forest) and neural network, the training phase of SVM-BDT is faster. During recognition 

phase, due to its logarithmic complexity, SVM-BDT is much faster than the widely used multi-class SVM 

methods like “one-against-one” and “one-against-all”, for multiclass problems. Furthermore, the 

experiments showed that the proposed method becomes more favourable as the number of classes in the 

recognition problem increases. 

Povzetek: Predstavljena je metoda gradnje binarnih dreves z uporabo SVM za večrazredne probleme. 

 

1 Introduction 
The recent results in pattern recognition have shown that 

support vector machine (SVM) classifiers often have 

superior recognition rates in comparison to other 

classification methods. However, the SVM was 

originally developed for binary decision problems, and 

its extension to multi-class problems is not straight-

forward. How to effectively extend it for solving multi-

class classification problem is still an on-going research 

issue. The popular methods for applying SVMs to multi-

class classification problems usually decompose the 

multi-class problems into several two-class problems that 

can be addressed directly using several SVMs.  

For the readers’ convenience, we introduce the SVM 

briefly in section 2. A brief introduction to several 

widely used multi-class classification methods that 

utilize binary SVMs is given in section 3. The Kernel-

based clustering introduced to convert the multi-class 

problem into SVM-based binary decision-tree 

architecture is explained in section 4. In section 5, we 

discuss related works and compare SVM-BDT with other 

multi-class SVM methods via theoretical analysis and 

empirical estimation. The experimental results in section 

6 are presented to compare the performance of the 

proposed SVM-BDT with traditional multi-class 

approaches based on SVM, ensemble of decision trees 

and neural network. Section 7 gives a conclusion of the 

paper. 

2 Support vector machines for 

pattern recognition 
The support vector machine is originally a binary 

classification method developed by Vapnik and 

colleagues at Bell laboratories [1][2], with further 

algorithm improvements by others [3]. For a binary 

problem, we have training data points: {xi, yi}, i=1,...,l , 

yi {-1, 1}, xi R
d
. Suppose we have some hyperplane 

which separates the positive from the negative examples 

(a “separating hyperplane”). The points x which lie on 

the hyperplane satisfy w·x + b = 0, where w is normal to 

the hyperplane, |b|/||w|| is the perpendicular distance 

from the hyperplane to the origin, and ||w|| is the 

Euclidean norm of w. Let d+ (d-) be the shortest distance 

from the separating hyperplane to the closest positive 

(negative) example. Define the “margin” of a separating 

hyperplane to be d++d-. For the linearly separable case, 

the support vector algorithm simply looks for the 

separating hyperplane with largest margin. This can be 

formulated as follows: suppose that all the training data 

satisfy the following constraints:  
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 1bi wx  for 1iy ,        ( 1 ) 

     1bi wx  for 1iy ,        ( 2 ) 

These can be combined into one set of inequalities: 

 

 01by ii wx  i ,        ( 3 ) 

 

Now consider the points for which the equality in Eq. 

(1) holds (requiring that there exists such a point) is 

equivalent to choosing a scale for w and b. These points 

lie on the hyperplane H1: xi · w + b = 1 with normal w 

and perpendicular distance from the origin |1-b|/||w||. 

Similarly, the points for which the equality in Eq. (2) 

holds lie on the hyperplane H2: xi · w + b = -1, with 

normal again w and perpendicular distance from the 

origin |-1-b|/||w||. Hence d+ = d- = 1/||w|| and the margin is 

simply 2/||w||. 

 

margin

origin

 
 

Figure 1 – Linear separating hyperplanes for the 

separable case. The support vectors are circled. 

 

Note that H1 and H2 are parallel (they have the same 

normal) and that no training points fall between them. 

Thus we can find the pair of hyperplanes which gives the 

maximum margin by minimizing ||w||
2
, subject to 

constraints (3). 

Thus we expect the solution for a typical two 

dimensional case to have the form shown on Fig. 1. We 

introduce nonnegative Lagrange multipliers αi, i = 1,..., l, 

one for each of the inequality constraints (3). Recall that 

the rule is that for constraints of the form ci ≥ 0, the 

constraint equations are multiplied by nonnegative 

Lagrange multipliers and subtracted from the objective 

function, to form the Lagrangian. For equality 

constraints, the Lagrange multipliers are unconstrained. 

This gives Lagrangian: 
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We must now minimize Lp with respect to w, b, and 

maximize with respect to all αi at the same time, all 

subject to the constraints  αi ≥ 0 (let’s call this particular 

set of constraints C1). Now this is a convex quadratic 

programming problem, since the objective function is 

itself convex, and those points which satisfy the 

constraints also form a convex set (any linear constraint 

defines a convex set, and a set of N simultaneous linear 

constraints defines the intersection of N convex sets, 

which is also a convex set). This means that we can 

equivalently solve the following “dual” problem: 

maximize LP, subject to the constraints that the gradient 

of LP with respect to w and b vanish, and subject also to 

the constraints that the αi ≥ 0 (let’s call that particular set 

of constraints C2). This particular dual formulation of the 

problem is called the Wolfe dual [4]. It has the property 

that the maximum of LP, subject to constraints C2, occurs 

at the same values of the w, b and α, as the minimum of 

LP, subject to constraints C1. 

Requiring that the gradient of LP with respect to w 

and b vanish gives the conditions: 
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Since these are equality constraints in the dual 

formulation, we can substitute them into Eq. (4) to give 

   
l
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Note that we have now given the Lagrangian different 

labels (P for primal, D for dual) to emphasize that the 

two formulations are different: LP and LD arise from the 

same objective function but with different constraints; 

and the solution is found by minimizing LP or by 

maximizing LD. Note also that if we formulate the 

problem with b = 0, which amounts to requiring that all 

hyperplanes contain the origin, the constraint (6) does not 

appear. This is a mild restriction for high dimensional 

spaces, since it amounts to reducing the number of 

degrees of freedom by one. 

Support vector training (for the separable, linear case) 

therefore amounts to maximizing LD with respect to the 

αi, subject to constraints (6) and positivity of the αi, with 

solution given by (5). Notice that there is a Lagrange 

multiplier αi for every training point. In the solution, 

those points for which αi > 0 are called “support vectors”, 

and lie on one of the hyperplanes H1, H2. All other 

training points have αi = 0 and lie either on H1 or H2 

(such that the equality in Eq. (3) holds), or on that side of 

H1 or H2 such that the strict inequality in Eq. (3) holds. 

For these machines, the support vectors are the critical 

elements of the training set. They lie closest to the 

decision boundary; if all other training points were 

removed (or moved around, but so as not to cross H1 or 

H2), and training was repeated, the same separating 

hyperplane would be found.  

The above algorithm for separable data, when applied 

to non-separable data, will find no feasible solution: this 

will be evidenced by the objective function (i.e. the dual 

Lagrangian) growing arbitrarily large. So how can we 

extend these ideas to handle non-separable data? We 

would like to relax the constraints (1) and (2), but only 
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when necessary, that is, we would like to introduce a 

further cost (i.e. an increase in the primal objective 

function) for doing so. This can be done by introducing 

positive slack variables ei; i = 1,..., l, in the constraints, 

which then become: 

  

 ii eb 1wx  for 1iy ,        ( 8 ) 

     ii eb 1wx  for 1iy ,        ( 9 ) 

 .0 iei       ( 10 ) 

 

Thus, for an error to occur, the corresponding ei must 

exceed unity, so Σiei is an upper bound on the number of 

training errors. Hence a natural way to assign an extra 

cost for errors is to change the objective function to be 

minimized from ||w||
2
/2 to ||w||

2
/2 + C(Σiei), where C is a 

parameter to be chosen by the user, a larger C 

corresponding to assigning a higher penalty to errors. 

How can the above methods be generalized to the 

case where the decision function (f(x) whose sign 

represents the class assigned to data point x) is not a 

linear function of the data? First notice that the only way 

in which the data appears in the training problem, is in 

the form of dot products, xi · xj. Now suppose we first 

mapped the data (Figure 2) to some other (possibly even 

infinite dimensional) Euclidean space H, using a 

mapping which we will call Ф: 

 

  

Hd R: ,     ( 11 ) 

 

Then of course the training algorithm would only depend 

on the data through dot products in H, i.e. on functions of 

the form Ф(xi) · Ф(xj). Now if there were a “kernel 

function” K such that K(xi, xj) = Ф(xi) · Ф(xj), we would 

only need to use K in the training algorithm, and would 

never need to explicitly even know what Ф is. The kernel 

function has to satisfy Mercer’s condition [1].One 

example for this function is Gaussian: 
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In this particular example, H is infinite dimensional, 

so it would not be very easy to work with Ф explicitly. 

However, if one replaces xi · xj by K(xi, xj) everywhere in 

the training algorithm, the algorithm will happily 

produce a support vector machine which lives in an 

infinite dimensional space, and furthermore do so in 

roughly the same amount of time it would take to train on 

the un-mapped data. All the considerations of the 

previous sections hold, since we are still doing a linear 

separation, but in a different space. But how can we use 

this machine? After all, we need w, and that will live in 

H. But in test phase an SVM is used by computing dot 

products of a given test point x with w, or more 

specifically by computing the sign of 
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where the si are the support vectors. So again we can 

avoid computing Ф(x) explicitly and use the K(si, x) = 

Ф(si) · Ф(x) instead. 

 

 
 

Figure 2 – General principle of SVM: projection 

of data in an optimal dimensional space. 

3 An overview of widely used multi-

class SVM classification methods 
Although SVMs were originally designed as binary 

classifiers, approaches that address a multi-class problem 

as a single “all-together” optimization problem exist [5], 

but are computationally much more expensive than 

solving several binary problems. 

A variety of techniques for decomposition of the 

multi-class problem into several binary problems using 

Support Vector Machines as binary classifiers have been 

proposed, and several widely used are given in this 

section. 

3.1 One-against-all (OvA) 

For the N-class problems (N>2), N two-class SVM 

classifiers are constructed [6]. The i
th

 SVM is trained 

while labeling the samples in the i
th

 class as positive 

examples and all the rest as negative examples. In the 

recognition phase, a test example is presented to all N   

SVMs and is labelled according to the maximum output 

among the N classifiers. The disadvantage of this method 

is its training complexity, as the number of training 

samples is large. Each of the N classifiers is trained using 

all available samples. 

3.2 One-against-one (OvO) 

This algorithm constructs N(N-1)/2 two-class classifiers, 

using all the binary pair-wise combinations of the N   

classes. Each classifier is trained using the samples of the 
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first class as positive examples and the samples of the 

second class as negative examples. To combine these 

classifiers, the Max Wins algorithm is adopted. It finds 

the resultant class by choosing the class voted by the 

majority of the classifiers [7]. The number of samples 

used for training of each one of the OvO classifiers is 

smaller, since only samples from two of all N classes are 

taken in consideration. The lower number of samples 

causes smaller nonlinearity, resulting in shorter training 

times. The disadvantage of this method is that every test 

sample has to be presented to large number of classifiers 

N(N-1)/2. This results in slower testing, especially when 

the number of the classes in the problem is big [8]. 

3.3 Directed acyclic graph SVM 

(DAGSVM) 

Introduced by Platt [1] the DAGSVM algorithm for 

training an N(N-1)/2 classifiers is the same as in one-

against-one. In the recognition phase, the algorithm 

depends on a rooted binary directed acyclic graph to 

make a decision [9]. DAGSVM creates a model for each 

pair of classes. When one such model, which is able to 

separate class c1 from class c2, classifies a certain test 

example into class c1, it does not really vote “for” class 

c1, rather it votes “against” class c2, because the example 

must lie on the other side of the separating hyperplane 

than most of the class c2 samples. Therefore, from that 

point onwards the algorithm ignores all the models 

involving the class c2. This means that after each 

classification with one of the binary models, one more 

class can be thrown out as a possible candidate, and after 

only N-1 steps just one candidate class remains, which 

therefore becomes the prediction for the current test 

example. This results in significantly faster testing, while 

achieving similar recognition rate as One-against-one. 

3.4 Binary tree of SVM (BTS) 

This method uses multiple SVMs arranged in a binary 

tree structure [10]. A SVM in each node of the tree is 

trained using two of the classes. The algorithm then 

employs probabilistic outputs to measure the similarity 

between the remaining samples and the two classes used 

for training. All samples in the node are assigned to the 

two subnodes derived from the previously selected 

classes by similarity. This step repeats at every node until 

each node contains only samples from one class. The 

main problem that should be considered seriously here is 

training time, because aside training, one has to test all 

samples in every node to find out which classes should 

be assigned to which subnode while building the tree. 

This may decrease the training performance considerably 

for huge training datasets. 

4 Support vector machines utilizing 

a binary decision tree 
In this paper we propose a binary decision tree 

architecture that uses SVMs for making the binary 

decisions in the nodes. The proposed classifier 

architecture SVM-BDT (Support Vector Machines 

utilizing Binary Decision Tree), takes advantage of both 

the efficient computation of the tree architecture and the 

high classification accuracy of SVMs. Utilizing this 

architecture, N-1 SVMs needed to be trained for an N 

class problem, but only at most N2log  SVMs are 

required to be consulted to classify a sample. This can 

lead to a dramatic improvement in recognition speed 

when addressing problems with big number of classes. 

An example of SVM-BDT that solves a 7 - class 

pattern recognition problem utilizing a binary tree, in 

which each node makes binary decision using a SVM is 

shown on Figure 3. The hierarchy of binary decision 

subtasks should be carefully designed before the training 

of each SVM classifier. 

The recognition of each sample starts at the root of 

the tree. At each node of the binary tree a decision is 

being made about the assignment of the input pattern into 

one of the two possible groups represented by 

transferring the pattern to the left or to the right sub-tree. 

Each of these groups may contain multiple classes. This 

is repeated recursivly downward the tree until the sample 

reaches a leaf node that represents the class it has been 

assigned to. 

There exist many ways to divide N classes into two 

groups, and it is critical to have proper grouping for the 

good performance of SVM-BDT. 

For consistency between the clustering model and 

the way SVM calculates the decision hyperplane, the 

clustering model utilizes distance measures at the kernel 

space, rather than at the input space. Because of this, all 

training samples are mapped into the kernel space with 

the same kernel function that is to be used in the training 

phase. 
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Figure 3: Illustration of SVM-BDT. 

 

The SVM-BDT method that we propose is based on 

recursively dividing the classes in two disjoint groups in 

every node of the decision tree and training a SVM that 

will decide in which of the groups the incoming 

unknown sample should be assigned. The groups are 

determined by a clustering algorithm according to their 

class membership. 
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Let’s take a set of samples x1, x2, ..., xM each one 

labeled by yi  {c1, c2, ..., cN} where N is the number of 

classes. SVM-BDT method starts with dividing the 

classes in two disjoint groups g1 and g2. This is 

performed by calculating N gravity centres for the N 

different classes. Then, the two classes that have the 

biggest Euclidean distance from each other are assigned 

to each of the two clustering groups. After this, the class 

with the smallest Euclidean distance from one of the 

clustering groups is found and assigned to the 

corresponding group. The gravity center of this group is 

then recalculated to represent the addition of the samples 

of the new class to the group. The process continues by 

finding the next unassigned class that is closest to either 

of the clustering groups, assigning it to the corresponding 

group and updating the group’s gravity center, until all 

classes are assigned to one of the two possible groups. 

This defines a grouping of all the classes in two 

disjoint groups of classes. This grouping is then used to 

train a SVM classifier in the root node of the decision 

tree, using the samples of the first group as positive 

examples and the samples of the second group as 

negative examples. The classes from the first clustering 

group are being assigned to the first (left) subtree, while 

the classes of the second clustering group are being 

assigned to the (right) second subtree. The process 

continues recursively (dividing each of the groups into 

two subgroups applying the procedure explained above), 

until there is only one class per group which defines a 

leaf in the decision tree. 
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Figure 4: SVM-BDT divisions of the seven classes. 

 

For example, Figure 4 illustrates grouping of 7 

classes, while Figure 3 shows the corresponding decision 

tree of SVMs. After calculating the gravity centers for all 

classes, the classes c2 and c5 are found to be the furthest 

apart from each other, considering their Euclidean 

distance and are assigned to group g1 and g2 accordingly. 

The closest to group g1 is class c3, so it is assigned to the 

group g1, followed by recalculation of the g1’s gravity 

center. In the next step, class c1 is the closest to group g2, 

so it is assigned to that group and the group’s gravity 

center is recalculated. In the following iteration, class c7 

is assigned to g1 and class c6 is assigned to g2, folowed 

by recalculating of group’s gravity centers. Finally class 

c4 is assigned to g1. This completes the first round of 

grouping that defines the classes that will be transferred 

to the left and the right subtree of the root node. The 

SVM classifier in the root is trained by considering 

samples from the classes {c2, c3, c4, c7} as positive 

examples and samples from the classes {c1, c5, c6} as 

negative examples. 

The grouping procedure is repeated independently for 

the classes of the left and the right subtree of the root, 

which results in grouping c7 and c4 in g1,1 and c2 and c3 in 

g1,2 in the left node of the tree and c1 and c5 in g2,1 and c6 

in g2,2 in the right node of the tree. The concept is 

repeated for each SVM associated to a node in the 

taxonomy. This will result in training only N-1 SVMs for 

solving an N-class problem. 

5 Related work and discussion 
Various multi-class classification algorithms can be 

compared by their predictive accuracy and their training 

and testing times. The training time T for a binary SVM 

is estimated empirically by a power law [13] stating that 

T≈αM
d
, where M is the number of training samples and 

 is a proportionality constant. The parameter d is a 

constant, which depends of the datasets and it is typically 

in the range [1, 2].  According to this law, the estimated 

training time for OvA is 

 

 
d

OvA MNT ,        ( 11 ) 

 

where N is the number of classes in the problem. 

Without loss of generality, let's assume that each of 

the N classes has the same number of training samples. 

Thus, each binary SVM of OvO approach only requires 

2M/N samples. Therefore, the training time for OvO is: 
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The training time for DAGSVM is same as OvO. 

As for BTS and SVM-BDT, the training time is 

summed over all the nodes in the N2log   levels. 

In the i
th

 level, there are 2
i-1

 nodes and each node uses 

2M/N for BTS and M/2
i-1

 for SVM-BDT training 

samples. Hence, the total training time for BTS is: 
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and for SVM-BDT is: 
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It must be noted that TSVM-BDT in our algorithm does 

not include the time to build the hierarchy structure of 

the N classes, since it consumes insignificant time 

compared to the quadratic optimization time that 

dominates the total SVM training time. On the other 

hand, in the process of building the tree, BTS requires 

testing of each trained SVM with all the training samples 

in order to determine the next step, therefore significantly 

increasing the total training time. 

According to the empirical estimation above, it is 

evident that the training speed of SVM-BDT is 

comparable with OvA, OvO, DAGSVM and BTS.  

In the testing phase, DAGSVM performs faster than 

OvO and OvA, since it requires only N-1 binary SVM 

evaluations. SVM-BDT is even faster than DAGSVM 

because the depth of the SVM-BDT decision tree is 

N2log  in the worst case, which is superior to N-1, 

especially when N>>2.  

While testing, the inner product of the sample’s 

feature vector and all the support vectors of the model 

are calculated for each sample. The total number of 

support vectors in the trained model directly contributes 

to the major part of the evaluation time, which was also 

confirmed by the experiments. 

A multistage SVM (MSVM) for multi-class problem 

has been proposed by Liu et al. [11]. They use Support 

Vector Clustering (SVC) [12] to divide the training data 

into two parts that are used to train a binary SVM. For 

each partition, the same procedure is recursively repeated 

until the binary SVM gives an exact label of class. An 

unsolved problem in MSVM is how to control the SVC 

to divide the training dataset into exact two parts. 

However, this procedure is painful and unfeasible, 

especially for large datasets. The training set from one 

class could belong to both clusters, resulting in decreased 

predictive accuracy. 

There are different approaches for solving multi-class 

problems which are not based on SVM. Some of them 

are presented in the following discussion. However, the 

experimental results clearly show that their classification 

accuracy is significantly smaller than the SVM based 

methods.  

Ensemble techniques have received considerable 

attention within the recent machine learning research 

[16][17][18][19]. The basic goal is to train a diverse set 

of classifiers for a single learning problem and to vote or 

average their predictions. The approach is simple as well 

as powerful, and the obtained accuracy gains often have 

solid theoretical foundations [20][20][21]. Averaging the 

predictions of these classifiers helps to reduce the 

variance and often increases the reliability of the 

predictions. There are several techniques for obtaining a 

diverse set of classifiers. The most common technique is 

to use subsampling to diversify the training sets as in 

Bagging [21] and Boosting [20]. Other techniques 

include the use of different feature subsets for every 

classifier in the ensemble [23], to exploit the randomness 

of the base algorithms [24], possibly by artificially 

randomizing their behavior [25], or to use multiple 

representations of the domain objects. Finally, classifier 

diversity can be ensured by modifying the output labels, 

i.e., by transforming the learning tasks into a collection 

of related learning tasks that use the same input 

examples, but different assignments of the class labels. 

Error-correcting output codes are the most prominent 

example for this type of ensemble methods [22]. 

Error-correcting output codes are a popular and 

powerful class binarization technique. The basic idea is 

to transform an N-class problem into n binary problems 

(n > N), where each binary problem uses a subset of the 

classes as the positive class and the remaining classes as 

a negative class. As a consequence, each original class is 

encoded as an n-dimensional binary vector, one 

dimension for each prediction of a binary problem (+1 

for positive and −1 for negative). The resulting matrix of 

the form {−1, +1} N×n is called the coding matrix. New 

examples are classified by determining the row in the 

matrix that is closest to the binary vector obtained by 

submitting the example to the n classifiers. If the binary 

problems are chosen in a way that maximizes the 

distance between the class vectors, the reliability of the 

classification can be significantly increased. Error-

correcting output codes can also be easily parallelized, 

but each subtask requires the total training set. 

Similar to binarization, some approaches suggest 

mapping the original multiple classes into three clsses. A 

related technique where multi-class problems are mapped 

to 3-class problems is proposed by Angulo and Catal’a 

[26]. Like with pairwise classification, they propose 

generating one training set for each pair of classes. They 

label the two class values with target values +1 and −1, 

and additionally, samples of all other classes are labeled 

to a third class, with a target value of 0. This idea leads to 

increased size of the training set compared to the binary 

classification. The mapping into three classes was also 

used by Kalousis and Theoharis [27] for predicting the 

most suitable learning algorithm(s) for a given dataset. 

They trained a nearest-neighbor learner to predict the 

better algorithm of each pair of learning algorithms. Each 

of these pairwise problems had three classes: one for 

each algorithm and a third class named “tie”, where both 

algorithms had similar performances. 

Johannes Fürnkranz has investigated the use of round 

robin binarization (or pair-wise classification) [28] as a 

technique for handling multi-class problems with 

separate-and-conquer rule learning algorithms (aka 

covering algorithms). In particular, round robin 

binarization helps Ripper [29] outperform C5.0 on multi-

class problems, whereas C5.0 outperforms the original 

version of Ripper on the same problems. 

6 Experimental results 
In this section, we present the results of our experiments 

with several multi-class problems. The performance was 

measured on the problem of recognition of handwritten 

digits and letters. 
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Here, we compare the results of the proposed SVM-

BDT method with the following methods: 

1) one-against-all (OvA); 

2) one-against-one (OvO); 

3) DAGSVM; 

4) BTS; 

5) Bagging 

6) Random Forests 

7) Multilayer Perceptron (MLP, neural network) 

The training and testing of the SVMs based methods 

(OvO, OvA, DAGSVM, BTS and SVM-BDT) was 

performed using a custom developed application that 

uses the Torch library [14]. For solving the partial 

binary classification problems, we used SVMs with 

Gaussian kernel. In these methods, we had to optimize 

the values of the kernel parameter σ and penalty C. For 

parameter optimization we used experimental results. 

The achieved parameter values for the given datasets are 

given in Table 1. 

Table 1. The optimized values for σ and C for the used 

datasets. 

  MNIST Pendigit Optdigit Statlog 

σ 2 60 25 1.1 

C 100 100 100 100 

 

We also developed an application that uses the same 

(Torch) library for the neural network classification. 

One hidden layer with 25 units was used by the neural 

network. The number of hidden units was determined 

experimentally.  

The classifications based on ensembles of decision 

trees [30] (Bagging and Random Forest) was performed 

by Clus, a popular decision tree learner based on the 

principles stated by Blockeel et al. [31]. There were 100 

models in the ensembles. The pruning method that we 

used was C4.5. The number of selected features in the 

Random Forest method was M2log , where M is the 

number of features in the dataset. 

The most important criterion in evaluating the 

performance of a classifier is usually its recognition rate, 

but very often the training and testing time of the 

classifier are equally important. 

In our experiments, four different multi-class 

classification problems were addressed by each of the 

eight previously mentioned methods. The training and 

testing time and the recognition performance were 

recorded for every method. 

The first problem was recognition of isolated 

handwritten digits (10 classes) from the MNIST 

database. The MNIST database [15] contains grayscale 

images of isolated handwritten digits. From each digit 

image, after performing a slant correction, 40 features 

were extracted. The features are consisted of 10 

horizontal, 8 vertical and 22 diagonal projections [25]. 

The MNIST database contains 60.000 training samples, 

and 10.000 testing samples. 

The second and the third problem are 10 class 

problems from the UCI Repository [33] of machine 

learning databases: Optdigit and Pendigit. Pendigit has 

16 features, 7494 training samples, and 3498 testing 

samples. Optdigit has 64 features, 3823 training 

samples, and 1797 testing samples.  

The fourth problem was recognition of isolated 

handwritten letters – a 26-class problem from the 

Statlog collection [34]. Statlog-letter contains 15.000 

training samples, and 5.000 testing samples, where each 

sample is represented by 16 features. 

The classifiers were trained using all available 

training samples of the set and were evaluated by 

recognizing all the test samples from the corresponding 

set. All tests were performed on a personal computer 

with an Intel Core2Duo processor at 1.86GHz with the 

Windows XP operating system. 

Tables 2 through 4 show the results of the 

experiments using 8 different approaches (5 approaches 

based on SVM, two based on ensembles of decision trees 

and one neural network) on each of the 4 data sets. The 

first column of each table describes the classification 

method. Table 2 gives the prediction error rate of each 

method applied on each of the datasets. Table 3 and table 

4 shows the testing and training time of each algorithm, 

for the datasets, measured in seconds, respectively. 

The results in the tables show that SVM based 

methods outperform the other approaches, in terms of 

classification accuracy. In terms of speed, SVM based 

methods are faster, with different ratios for different 

datasets. In overall, the SVM based algorithms were 

significantly better compared to the non SVM based 

methods. 

The results in table 2 show that for all datasets, the 

one-against-all (OvA) method achieved the lowest error 

rate. For the MNIST, Pendigit and Optdigit datasets, the 

other SVM based methods (OvO, DAGSVM, BTS and 

our method - SVM-BDT) achieved higher, but similar 

error rates. For the recognition of handwritten letters 

from the Statlog database, the OvO and DAGSVM 

methods achieved very similar error rates that were about 

1.5% higher than the OvA method. The BTS method 

showed the lowest error rate of all methods using one-

against-one SVMs. Our SVM-BDT method achieved 

better recognition rate than all the methods using one-

against-one SVMs, including BTS. Of the non SVM 

based methods, the Random Forest method achieved the 

best recognition accuracy for all datasets. The prediction 

performance of the MLP method was comparable to the 

Random Forest method for the 10-class problems, but 

noticeably worse for the 26-class problem. 

The MLP method is the fastest one in terms of 

training and testing time, which is evident in Table 3 and 

Table 4. The classification methods based on ensembles 

of trees were the slowest in the training and the testing 

phase, especially the Bagging method. Overall, the 

Random Forest method was more accurate than the other 

non SVM based methods, while the MLP method was 

the fastest. 

The results in Table 3 show that the DAGSVM 

method achieved the fastest testing time of all the SVM 

based methods for the MNIST dataset. For the other 

datasets, the testing time of DAGSVM is comparable 
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with BTS and SVM-BDT methods and their testing time 

is noticeably better than the one-against-all (OvA) and 

one-against-one (OvO) methods. The SVM-BDT method 

was faster in the recognition phase for the Pendigit 

dataset and slightly slower than DAGSVM method for 

the Statlog dataset.   

Table 2. The prediction error rate (%) of each method for 

every dataset 

Classifier MNIST Pendigit Optdigit Statlog 

OvA 1.93 1.70 1.17 3.20 

OvO 2.43 1.94 1.55 4.72 

DAGSVM 2.50 1.97 1.67 4.74 

ВТЅ 2.24 1.94 1.51 4.70 

SVM-BDT 2.45 1.94 1.61 4.54 

R. Forest 3.92 3.72 3.18 4.98 

Bagging 4.96 5.38 7.17 8.04 

MLP 4.25 3.83 3.84 14.14 

Table 3. Testing time of each method for every dataset 

measured in seconds 

Classifier MNIST Pendigit Optdigit Statlog 

OvA 23.56 1.75 1.63 119.50 

OvO 26.89 3.63 1.96 160.50 

DAGSVM 9.46 0.55 0.68 12.50 

ВТЅ 26.89 0.57 0.73 17.20 

SVM-BDT 25.33 0.54 0.70 13.10 

R. Forest 39.51 3.61 2.76 11.07 

Bagging 34.52 2.13 1.70 9.76 

MLP 2.12 0.49 0.41 1.10 

Table 4. Training time of each method for every dataset 

measured in seconds 

Classifier MNIST Pendigit Optdigit Statlog 

OvA 468.94 4.99 3.94 554.20 

OvO 116.96 3.11 2.02 80.90 

DAGSVM 116.96 3.11 2.02 80.90 

ВТЅ 240.73 5.21 5.65 387.10 

SVM-BDT 304.25 1.60 1.59 63.30 

R. Forest 542.78 17.08 22.21 50.70 

Bagging 3525.31 30.87 49.4 112.75 

MLP 45.34 2.20 1.60 10.80 

 

In terms of training speeds, it is evident in Table 4 

that among the SVM based methods, SVM-BDT is the 

fastest one in the training phase. For the three 10-class 

problems the time needed to train the 10 classifiers for 

the OvA approach took about 4 times longer than 

training the 45 classifiers for the OvO and DAGSVM 

methods. Due to the huge number of training samples in 

the MNIST dataset (60000), SVM-BDT’s training time 

was longer compared to other one-against-one SVM 

methods. The huge number of training samples increases 

the nonlinearity of the hyperplane in the SVM, resulting 

in an incresed number of support vectors and increased 

training time. Also, the delay exists only in the first level 

of the tree, where the entire training dataset is used for 

training. In the lower levels, the training time of divided 

subsets is not as significant as the first level’s delay. 

In the other 10 class problems, our method achieved 

the shortest training time. For the Statlog dataset, the 

time needed for training of the 26 one-against-all SVMs 

was almost 7 times longer than the time for training the 

325 one-against-one SVMs. The BTS method is the 

slowest one in the training phase of the methods using 

one-against-one SVMs. It must be noted that as the 

number of classes in the dataset increases, the advantage 

of SVM-BDT becomes more evident. The SVM-BDT 

method was the fastest while training, achieving better 

recognition rate than the methods using one-against-one 

SVMs. It was only slightly slower in recognition than 

DAGSVM. 

7 Conclusion 
A novel architecture of Support Vector Machine 

classifiers utilizing binary decision tree (SVM-BDT) for 

solving multiclass problems was presented. The SVM-

BDT architecture was designed to provide superior 

multi-class classification performance, utilizing a 

decision tree architecture that requires much less 

computation for deciding a class for an unknown sample. 

A clustering algorithm that utilizes distance measures at 

the kernel space is used to convert the multi-class 

problem into binary decision tree, in which the binary 

decisions are made by the SVMs. The results of the 

experiments show that the speed of training and testing 

are improved, while keeping comparable or offering 

better recognition rates than the other SVM multi-class 

methods. The experiments showed that this method 

becomes more favourable as the number of classes in the 

recognition problem increases. 
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The paper presents model based on fuzzy methods for churn prediction in retail banking. The study was 

done on the real, anonymised data of 5000 clients of a retail bank. Real data are great strength of the 

study, as a lot of studies often use old, irrelevant or artificial data. Canonical discriminant analysis was 

applied to reveal variables that provide maximal separation between clusters of churners and non-

churners. Combination of standard deviation, canonical discriminant analysis and k-means clustering 

results were used for outliers detection. Due to the fuzzy nature of practical customer relationship 

management problems it was expected, and shown, that fuzzy methods performed better than the 

classical ones. According to the results of the preliminary data exploration and fuzzy clustering with 

different values of the input parameters for fuzzy c-means algorithm, the best parameter combination 

was chosen and applied to training data set. Four different prediction models, called prediction engines, 

have been developed. The definitions of clients in the fuzzy transitional conditions and the distance of k 

instances fuzzy sums were introduced. The prediction engine using these sums performed best in churn 

prediction, applied to both balanced and non-balanced test sets. 

Povzetek: Razvita je metoda mehke logike za uporabo v bančništvu. 

 

1 Introduction 
Due to intensive competition and saturated markets, 

companies in all industries realize that their existing 

clients database is their most valuable asset. Retaining 

existing clients is the best marketing strategy to survive 

in industry and a lot of studies showed it is more 

profitable to keep and satisfy existing clients than to 

constantly attract new ones [1,4,8,11]. Churn 

management, as the general concept of identifying those 

clients most prone to switching to another company, led 

to development of variety of techniques and models for 

churn prediction. Next generation of such models has to 

concentrate on the improved accuracy, robustness and 

lower implementation costs, as every delay in reaction 

means increased costs for the company [2].  

The aim of this study was to show that the data 

mining methods based on the fuzzy logic could be 

successfully applied in the retail banking analysis and, 

moreover, that the fuzzy c-means clustering performed 

better than the classical clustering algorithms in the 

problem of churn prediction. 

Although the clustering analysis is in fact an 

unsupervised learning technique, it can be used as the 

basis for classification model, if the data set contains the 

classification variable, what was case in this study. 

To our best knowledge this is the first paper considering 

application of fuzzy clustering in churn prediction for 

retail banking. Studies of churn prediction in banking are 

very scarce, and the most of papers used models based on 

logistic regression, decision trees and neural networks 

[9,11]. Useful literature review of attrition models can be 

found in [11]. Some of them [9] reported the percentage 

of correct predictions varying from 14% to 73%, 

depending on the proportion of churners in the validation 

set. The others [3] obtained AUC performance in 

subscription services varying from 69,4% for overall 

churn to 90,4% but only for churn caused by financial 

reasons, which is much easier to predict. Results are not 

perfectly comparable due to differences in churn moment 

definitions, data sets sizes or industries, but still can 

provide valuable subject insight. 

http://www.zaba.hr/
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2 Fuzzy c-means clustering 

algorithm 
Classical clustering assigns each observation to a 

single cluster, without information how far or near the 

observation is from all the other possible decisions. This 

type of clustering is often called hard or crisp clustering 

[1,10,12]. Two major classes of crisp clustering methods 

are hierarchical and optimization (partitive) clustering, 

with number of different algorithms, used in the study. 

Based on the fuzzy set theory, firstly introduced by 

Zadeh in 1965. [5,6,10] and on the concept of 

membership functions, the fuzzy clustering methods have 

been developed. In fuzzy clustering entities are allowed 

to belong to many clusters with different degrees of 

membership. 

Fuzzy clustering of  into  clusters is characterized by 

 membership functions , where 

 

,   (1) 

 

,   (2) 

 

and  

 

. (3) 

  

Membership functions are based on a distance function, 

such that membership degrees express proximities of 

entities to cluster centers (also called cluster 

prototypes). 

The most known method of fuzzy clustering is the fuzzy 

c-means method (FCM), initially proposed by Dunn, 

generalized by Bezdek [5] and used in this study. 

FCM involves two iterative processes: the calculation of 

cluster centers and the assignment of the observations to 

these centers using some form of distance. FCM is 

attempting to minimize a standard loss function 

 

  (4) 

 

from which two fundamental equations necessary to 

implement FCM are derived [5]. 

 

Expression (5) is used to calculate a new cluster center 

value: 

     (5) 

 

and expression (6) to calculate the membership in the 

 cluster: 

   (6) 

 

The symbols in the equations (4), (5) and (6) denote: 

 

  is the minimized loss value; 

  is the number of fuzzy clusters; 

   is the number of observations in the 

  data set; 

  is a function that returns the  

  membership of  in the   

  cluster; 

   is the fuzzification parameter; 

   is the centre of the  cluster; 

   is the distance metric for  in cluster 

  ; 

   is the distance metric for  in cluster 

  . 

3 Churn prediction problem in retail 

banking and input data set 
There is no unique definition of churn problem, but 

generally, term churn refers to all types of customer 

attrition whether voluntary or involuntary [1,3]. How to 

recognize it in practice depends on industry and case. In 

this study, client is treated as churner if he had at least 

one product (saving account, credit card, cash loan etc.) 

at time  and had no product at time , meaning that 

he cancelled all his products in the period . If 

client still holds at least one product at time , he is 

considered to be non-churner. 

The programs for all research phases, as well as 

prediction engines, were written in SAS 9.1. [12]. 

3.1 Input data set 

The input data set has 5000 clients, chosen by 

random sampling from the client population in 2005, 

aged between 18 and 80 years, preserving the distribution 

of population according to introduced auxiliary variable 

which was product level of detection (PLOD). The class 

imbalance problem [2,9] was solved in the way that 

precisely 2500 churners and 2500 non-churners entered 

the final data set, what is in line with results in [2]. 

Regarding the moment of churn for 2500 churners five 

sample data sets, with different configuration of 

churners, have been explored. The analysis showed that 

the “clear” set, with churners all lost in the same quarter 

of the year, is best for further clustering. All clients who 

quitted the relationship with bank in some period, but 

returned after 6 months or later, were removed from the 

sample, as the analysis showed they behave similarly to 

real churners and introduce the noise. 

3.2 Variable selection 

Not all variables of interest were allowed for study, 

and the availability of more transactional variables would 

surely lead to better model performance [11]. This was 

partially proved through inclusion of derived variables 

(differences in time, ratios, etc.), what led to the 

improved accuracy of fuzzy clustering in comparison to 

clustering results with only original variables. All 

variables were measured in five equidistant points of 

time: to to t4. Preliminary clustering analysis showed that, 

as far as the original variables are statical in their 

character, including the values of more than two periods 
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leads to more noise than to greater precision. All the 

combinations of two periods were tested and finally the 

values in t0 and t2 were chosen for the further analysis.  

 

Table 1. gives the description of the 73 variables finally 

chosen for the further work. 

 

 

Table 1: Variables for the final FCM. 

3.3 Canonical discriminant analysis 

Canonical discriminant analysis (CDA) finds the 

linear combinations of the variables that provide 

maximal separation between clusters [12]. CDA helped 

in identifying the variables that best describe each of two 

classes/clusters: churners and non-churners. In some way 

CDA confirmed that the combination of t0 – t2 variable 

values is more adequate for FCM then the other 

combinations. All the coefficients and corresponding 

variables have been carefully examined.  

3.4 Detection and removal of outliers 

Although the majority of variables is not normally 

distributed, the standard deviation [10] in combination 

with CDA and k-means revealed most serious outliers 

better than other methods. 

The most serious outliers were detected for all 73 

variables separately and the intersection of those 73 sets 

was found. For all the outliers the data values have been 

checked in the data warehouse. The check confirmed that 

all the data are correct and that the outliers are not the 

 

 

Table 2: Results of preliminary classical clustering. 

consequence of the errors in database. Top 50 outliers 

from that intersection were removed from the data set. 

The outlier removal significantly improved the 

performance of classical clustering and slightly improved 

the performance of FCM. 

3.5 Results of the hierarchical and crisp k-

means algorithm 

To prove that fuzzy clustering performs better than 

the classical methods on the real retail banking data, 

hierarchical clustering and k-means clustering were done. 

Applied to all 5000 clients, almost all hierarchical 

methods, as well as repeated k-means, failed on the same 

outliers. Most of them separated only one client in the 

first cluster and all other 4999 were appointed to the 

second cluster. All the methods were repeated on the data 

set without top 50 outliers and some of them performed 

better. 

Figure 1 shows the standard measures [7] for 

comparison of the results in churn prediction, as stated in 

[2] and Table 2 shows some of the results of classical 

clustering. 

 

 

Figure 1: Common performance metrics calculated from 

confusion matrix. 
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To get the full comprehension on algorithm 

performance several measures have to be considered 

simultaneously. Recall rate of 100% means unsuccessful 

churners recognition, if comes in combination with 

specificity under 1%. Losing one client causes greater 

losses for the bank, then investing in marketing campaign 

for several clients incorrectly classified as possible 

churners, which means that costs of false negatives are 

much higher then costs of false positives. In real clients 

population there are much less positive then negative 

instances, so liberal classifiers obtaining high recall rate 

and acceptable specificity are considered successful in 

business. 

4 Model setup and prediction results 
FCM has been repeatedly applied on the complete 

data set and on the data set without top 50 outliers, with 

10 different values of the fuzzification parameter m, and 

different initial cluster seeds. It performed slightly better 

without outliers, what means that FCM is very robust 

against outliers’ presence. From application point of 

view that is very good property of FCM, since it will not 

always be profitable for the bank to detect and remove 

outliers, not to mention the fact that these outliers are 

sometimes the most active and profitable clients and they 

need to be included in the model development. With 

crisp k-means it would not be possible, because it 

performed incredibly poorly with these clients. 

Data set was splitted into two parts: training set and 

test set, in three different ratios. The ratio of 90% of 

clients in the training set and 10% of clients in test set 

was chosen. According to the values of the membership 

functions, the clients in fuzzy transitional conditions 

(FTC) were detected. For that purpose two new 

definitions were proposed. 

 

Definition 1. Let  be the number of clusters in the 

FCM algorithm. Let us denote  

and  for the entity . 

The entity  is said to be in the fuzzy transitional 

condition of the 1
st
 degree if, for arbitrary small , 

holds that  

 

Definition 2. Let  be the number of clusters in the 

FCM algorithm. Let us denote . 

The entity  is said to be in the fuzzy transitional 

condition of the 2
nd

 degree if, for arbitrary small , 

holds that  

 

Subsets of clients in the FTC of both degrees, and 

with floating  values, were further analyzed and the 

information gained from the fact about their 

membership values helped in explaining their behavior. 

Four prediction models were developed, based on the 

main idea of the distance of the new client from the 

clients in the training data set. For the predictive 

purpose in the 4
th

 model, the definition of distance of k 

instances (DOKI) sums was introduced. 

Definition 3. Let  be the number of clusters in the FCM 

algorithm and  be the set of  entities with assigned 

membership values . Distance of k 

instances sum i.e.  sum for the new entity  

is defined as the sum of membership values  in the 

 cluster of the  nearest entities from X, according 

to distance metric used in FCM. 

 

Calculation of DOKI sums requires the input 

parameter k and several different values were applied. 

Table 3 presents the results of FCM on the training set 

and prediction engine with DOKI sums applied on 

balanced and non-balanced test sets. Concept of DOKI 

sums might seem similar to k nearest neighbors 

approach, but DOKI sums up values of membership 

functions and not the pure distances. Recall rate for test 

sets were even higher then recall rate obtained with FCM 

on the training set. Improvement in recall was paid in 

slight decrease in specificity. As mentioned previously, it 

is more important to hit churners, even if it is paid by 

hitting some percentage of loyal clients. The cost 

minimization can be achieved later through more 

intelligent and multi-level communication channels. 

 

 

Table 3: Results of FCM and DOKI prediction model. 

5 Conclusions and further work 
It is always challenging to deal with real data and 

business situations, where classical methods can rarely 

be applied in their simplest theoretical form. The main 

idea of the study – to prove that fuzzy logic and fuzzy 

data mining methods can find their place in the reality of 

retail banking – was completely fulfilled. FCM 

performed much better than the classical clustering and 

provided more hidden information about the clients, 

especially those in fuzzy transitional conditions. Three 

new definitions were introduced and had the impact on 

the overall work. Implementation of DOKI sums 

increased hit rate (recall) by 8,88% in comparison to pure 

FCM. A lot of work still needs to be done. In the near 

future every client and every selling opportunity will 

become important. Methods which require a lot of 

preprocessing and, above all, removing many outlying 

clients, will lose the battle with more efficient and robust 

methods. More accuracy should be obtained through 

better information exploitation of clients in fuzzy 

transitional conditions, and not through clients removal. 

Monitoring clients in FTCs and reacting as they approach 

to churners could be a way for more intelligent churn 

management. This requires analysis on larger data sets, 

including more transactional variables into the model and 

tuning ε. Model should also include costs of positive and 

negative misclassifications. Different segments of clients 

or clients having similar product lines could be modeled 
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on their own, to find empirically best FCM parameters 

for each segment/product line. 
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V. Podgorelec,
I. Rozman

181

Historical Impulse Response of Return Analysis
Shows Information Technology Improves Stock
Market Efficiency

W. Leigh, R. Purvis 191

Fall Detection and Activity Recognition with
Machine Learning

M. Luštrek, B. Kaluža 197

Rajan Transform and its Uses in Pattern Recognition E.N. Mandalapu,
E.G. Rajan

205

A Petri-Net Approach to Refining Object
Behavioural Specifications

K.-S. Cheung,
P. K.-O. Chow

213

A Multi-Class SVM Classifier Utilizing Binary
Decision Tree

G. Madzarov,
D. Gjorgjevikj,
I. Chorbev

225

Churn Prediction Model in Retail Banking Using
Fuzzy C-Means Algorithm
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