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Johann Eder (Austria)
Ling Feng (China)
Vladimir A. Fomichov (Russia)
Maria Ganzha (Poland)
Marjan Gušev (Macedonia)
N. Jaisankar (India)
Dimitris Kanellopoulos (Greece)
Samee Ullah Khan (USA)
Hiroaki Kitano (Japan)
Igor Kononenko (Slovenia)
Miroslav Kubat (USA)
Ante Lauc (Croatia)
Jadran Lenarčič (Slovenia)
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Editors’s Introduction to the Special Issue on “Advances in Network 
Systems”

Tremendous development of network systems and 
network applications observed over the last years has 
opened even more new research areas. The success of 
WWW applications, API exposition via web services or 
ubiquitous mobile access is immediately followed by 
significant challenges related to performance, security, or 
privacy issues of network systems.  In particular, large 
network operators managing core high bandwidth 
networks and providing services to millions of end users 
are facing growing demand for increased data transfer, 
quality of service and novel services.  This results in 
unprecedented research and development of numerous 
network services, applications and systems. To stimulate 
the cooperation between commercial research 
community and academia, the first edition of Frontiers in 
Network Applications and Network Systems symposium 
was organized in 2012. The main idea of providing a 
forum for academia and application-oriented research 
was fulfilled by the organizers of the event. These are: 
Orange Labs Poland – a part of a global chain of R&D 
centres or France Telecom group and two leading Polish 
academic communities, namely Warsaw University of 
Technology, Faculty of Mathematics and Information 
Science and Faculty of Cybernetics of the Military 
University of Technology.

Unlike many other network-related events, the 
conference was a part of a larger event providing the 
opportunity to discuss network-related issues in a wider 
community.  The symposium was a part of Federated 
Conference on Computer Science and Information 
Systems (FedCSIS), organized in 2012 in Wrocław. This 
provided basis for active cooperation with other events of 
the multiconference. Among other areas, artificial
intelligence (AI) and soft computing can be mentioned in 
this context. On the one hand, AI models are frequently 
used to deal with network-related problems and among 
other applications provide basis for Network Intrusion 
Detection. On the other hand, unprecedented volume of 
data transferred in modern network systems opens new 
areas in modern data analysis.

This special issue includes selected extended 
versions of papers presented during the Frontiers in 
Network Applications and Network Systems symposium.  
The selection of papers illustrates the wide range of 
active research areas in modern network systems. These
include the exposition of Telco infrastructure via web 
services i.e. opening the complex world of telecom 
systems via standardized web services and the benefits 
arising from this trend. Another aspect is the monitoring 
of network systems with particular emphasis on anomaly 
and intrusion detection. Finally, new questions raised by 
the constantly growing range of mobile solutions have to 
be answered.

The first paper, entitled “E-health oriented 
application for mobile phones” authored by A. 
Podziewski, K. Litwiniuk and J. Legierski shows new 

perspectives created by opening telecommunication 
infrastructure via the set of web services. E-health 
application using services such as determining the 
approximate location of a mobile terminal is proposed. 
Its key part is the use of web services exposing 
underlying mobile network functionalities. This 
illustrates the promising perspective of integrating 
complex, mobile infrastructure capabilities with third-
party applications in accordance with SOA paradigm. At 
the same time, this provides one more example of the 
need for system security, and the  balance between the 
usability of the system and user’s privacy. 

The intrusion detection area has been active research 
area for many years. The second work, entitled 
“Artificial Immune System Inspired Intrusion Detection 
System Using Genetic Algorithm” authored by Amira 
Sayed A. Aziz, Mostafa Salama, Aboul ella Hassanien, 
and Sanaa El-Ola Hanafi, contributes to this area.  The 
authors present the use of genetic algorithms and 
different distance measures for network anomaly 
detection.  The next work, “Usage of Holt-Winters model 
and Multilayer Perceptron in Network Traffic Modelling 
and Anomaly Detection”, authored by M. Szmit, A. 
Szmit, S. Adamus and S. Bugała also contributes to this 
area. In particular it shows the way network-related 
research is frequently combined with network application 
development in this case being network anomaly 
detection application.   Finally, P. Bžoch, L. Matějka, L. 
Pešička, and J. Šafařík in their work „Design and 
Implementation of a Caching Algorithm Applicable to 
Mobile Clients“ address the need for novel caching 
algorithms. This refers to another aspect of modern 
network systems i.e. mobile network systems and the 
need for more efficient data handling methods addressing 
unique features of mobile networks.

The guest editors would like to thank Professor 
Matjaz Gams for the opportunity to publish this special 
volume and share the ideas raised during the conference 
with international research community. The editors
would like also to thank authors for sharing the results of 
their research and Program Committee Members for their 
contribution to this conference and reviewing the papers 
submitted to this special issue.

Andrzej Chojnacki
Andrzej Kowalski
Bohdan Macukow

Maciej Grzenda

Guest Editors
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This paper presents the idea of using mobile operators APIs with an e-health usage scenario. Since 
numerous elderly people are going missing every year, proposed emergency location service presents a 
way in which mobile operators’ networks, the Internet and possibilities given by rapid improvement of 
phones’ functionalities can converge in order to relieve the problem. The description of presented 
solution is supplemented with sets of accuracy measurements and usability tests, conducted during test 
deployment. The results confirm usability potential of the service, giving green light for further research 
and development. Still, in order to make the service reliable, the algorithms used to determine location 
and detect falls need to be improved. The article presents a method, which may be used to improve the 
location accuracy.

Povzetek: Prispevek opisuje metode za pomoč starejšim, predvsem lociranje s pomočjo mobilnega 
telefona.

1 Introduction
The societies of highly-developed countries are gradually
becoming older, and therefore the phenomenon of elderly 
people going missing becomes noticeable [1]; the main 
reason being health issues, such as memory losses and 
spatial orientation problems. Additionally, elderly people 
are more likely to lose consciousness and fall due to their
health problems – such situations always require instant
reaction and often hospitalization. Rapid response is not
always possible, especially if the location of the person is
unknown. Therefore, the main idea behind the proposed
service is to provide its users with a reliable and fast-to
use location service that could be easily – or even 
automatically – invoked in case of emergency, without 
the need to carry additional electronic equipment.

2 Existing Solutions 
At the moment, there are numerous GPS-based location 
systems available, that can be used in medical assistance,
such as Finder On-Line [2]. Those solutions are solely 
designed to work outdoors, where GPS signal is 
available. Other systems, like ZUPS [3] are designed for 
indoor location and require dedicated devices and 
infrastructure. Since mobile network cell-based location 

outperforms both solutions in range and reliability, it 
stands out as an interesting area of research. Despite its 
lower accuracy it has the additional advantage of very 
low cost. In this paper we investigate the functionality of 
a simple emergency location system built upon cellular 
network infrastructure. 

3 The Idea of Telco 2.0 and Telco 
Web Services

In the last years the Internet has gone through major 
changes. The idea of Web 2.0 has transformed the way in 
which the network is used and perceived. In the days of 
Web 1.0, the typical Internet user was mainly a passive 
consumer of the content such as web portals. Possible 
user activities were not related to the then-static World 
Wide Web and limited to sending e-mails, participating 
in chats or newsgroups. At the moment, Internet users 
have numerous possibilities of dynamically creating their 
own content: participating in social networking sites, 
writing blogs, collaborating on wikis and building web 
sites using content mashup from other pages and portals 
[4], [5]. Telecom operators, seeing the immense potential 
behind the Web 2.0, have aggressively tried to 
implement a similar, two-sided business models, based 
on service exposure platforms [6], [7]. Their goal was to 
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monetize existing network assets more efficiently by 
leveraging third party developers and service providers. 
This concept is currently known as Telco 2.0 and is 
actively researched, resulting in numerous new 
applications like [8],[9],[10],[11],[12]. In the Telco 1.0 
model, telecommunication networks are closed for 
external entities and only the operator is able to create 
services and telecom applications. In the Telco 2.0 
model, operator’s networks functionalities are made 
available for external developers by exposing sets of 
interfaces in the Internet. This approach allows 
companies and universities to build, test and deploy their 
own services based on telecom infrastructure.

From the practical point of view, the most significant
difference between Telco 1.0 and 2.0 is the way in which 
telecom resources are accessed. In Telco 2.0 it is done 
using the Web Services technology (Fig. 1), which is 
predominant in the IT sector, as opposed to telecom 
network- specific protocol stack used in Telco 1.0. 
Through Telco Web Services, Telco 2.0 implementation 
supports the most popular access models such as 
RESTful architecture style (Representational State 
Transfer – most popular in the Internet [13]) and SOAP 
(Simple Object Access Protocol), in accordance with 
SOA (Service-Oriented Architecture) guidelines – a “de 
facto” standard in the enterprise sector [14].

In comparison with the traditional way, use of Telco 
2.0 interfaces allowed for a significant reduction in time 
required to develop a service. Therefore, as our goal was 
to confirm whether it was possible to build a usable 
emergency location service upon mobile network 
infrastructure, Telco Web Services was chosen as an 
optimal solution.

Figure 1: Telco Web Services architecture. Source: [10].

The key operator’s network element responsible for 
communication APIs exposition is the Service Delivery 
Platform (SDP). South interfaces of this system are 
connected directly to the network enablers, responsible 
for telecommunication functions and using telecom 
oriented specific binary protocols, such as: SMPP (Short 
Message Peer-to-Peer) and UCP (Universal Computer 

Protocol) for SMS services; MAP (Mobile Application 
Part of SS7 Stack) for USSD (Unstructured 
Supplementary Service Data) or MM7 interface for 
MMS messages. Because of binary character and specific 
telecommunication function oriented implementation,
these protocols are difficult to use for (mostly) IT 
oriented programmers. North interfaces of SDP are
connected to the Internet. Exposed APIs provide the 
developers with more user-friendly interfaces in Web 
Services form. First implementation of WS, dedicated for 
exposition of communication APIs, was implemented in 
SOA model as ParlayX standard [15]. In the last years 
we have observed an expansion of RESTful Web 
Services in the Internet. In response to this trends, the 
newest telecommunication APIs specification are 
resource oriented (e.g. OneAPI standard [16]).

4 The Emergency Button Service
The majority of emergency information and fall detection 
systems require specifically designed hardware and 
software, which limits the commercial availability to the 
wealthiest users. This paper proposes a low priced 
system that uses reliable, ubiquitous technology – mobile 
phones that most people carry every day. Every cell 
phone is suitable to activate the basic service, and using 
a slightly more expensive smartphone significantly 
boosts its functionality.

In spite of the above, as typical end users for the 
service we have chosen people with orientation 
disorders, memory losses or in danger of losing 
consciousness, their families or people in any way 
responsible for their wellbeing (social workers, nursing 
homes etc.). As will be described later – due to its nature, 
use of the service can be tailored to fit any situation 
where base-station location is of enough accuracy.

5 System Architecture
In this chapter, service activation is presented as a way to 
establish interaction between the Seniors and Guardians.
Seniors are the people who require attention due to their 
health issues. They will be the ones to invoke the service 
(intentionally – when lost, or automatically – when a fall 
is detected). Guardians, on the other hand, are those to be 
informed about senior’s location in case of emergency. 
When the Emergency Button service is invoked, a 
message containing approximate GPS coordinates and 
address is sent to Guardian’s cell phone. (

Figure 2).

Figure 2: Service invocation scenarios Source: [10].

As stated before, Emergency Button may be invoked in 
numerous ways. The most basic one is by sending a 
USSD (Unstructured Supplementary Service Data) 
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message. Specific code can be stored in phone’s memory 
or SIM card and assigned a speed dial button for the ease 
of access. Change sentence to: Besides, a full-screen 
widget for Android smartphones was developed.
Therefore, the EB Service can be activated by simply 
touching almost anywhere in the screen while the phone 
is unlocked. The most prospective way to invoke the 
service, that was implemented, is the EB Fall. It is an 
Android application that controls a background service 
(not to be confused with EB service itself, as it is, in 
simple words, an application without a user interface 
running in the background). It is responsible for detecting 
a fall caused by losing consciousness by the owner using 
data from built-in accelerometer. If the Senior does not 
respond within a given period of time, the EB service is 
activated. The implemented heuristic model of a fall is 
based on measurements and findings presented in [17]
and [18].
In order to implement the service, the following Telco
2.0 API functionalities were used: 
• Send USSD – for invoking the service from Senior’s

cell phone
• Terminal Location – for determining Senior’s cell

phone location by means of cell identification 
• Send SMS – to inform the Guardian about an 

emergency situation.
As shown in Fig. 3, the main component of the 
developed service is the application server, where main 
software components are deployed. The first one is 
responsible for running the logic of the service –
receiving USSD messages, location and sending SMS 
messages to Guardians. It cooperates with the second 
module, designed to maintain communication with the 
database and process incoming requests. The last module 
is the graphical user interface – a web page allowing the
Guardians to register in the service, add Seniors and 
maintain associations between them and registered 
Seniors, as well as view recent service activations on a 
map.

Figure 3: Structure of the developed service. Source [10].

6 Measurements
In order to check the accuracy of location returned by the 
mobile network, measurements in 60 random locations 

were taken in Warsaw area – using both GSM and 3G 
(UMTS) Radio Access Networks (RAN). As reference 
position we used data from an external GPS device. To 
assess reliability and actual usability, 7 tests were 
conducted in order to determine whether it was possible 
to find a lost person without using measures different 
than the EB service.

6.1 Accuracy tests
The histograms represent the distribution of location

error for both the GSM mode (Fig. 4) and the UMTS 
mode (Fig. 5). Obtained accuracy was higher in the GSM 
mode. The reason behind those results is that in Warsaw, 
GSM cells of the mobile network in use (Orange) were 
significantly smaller than the UMTS cells [19].

Figure 4: Error of location prediction for the GSM RAN. 
Source: [10].

Since every mobile carrier’s RAN structure is different 
(ex. an operator might maintain only one type of access 
network, have higher base station location density etc.), it 
cannot be stated with certainty that a specific type of 
network allows for better accuracy. Chances are that if a 
UMTS network was the only type of RAN maintained by 
an operator, its performance in means of location error 
could be much better due to UMTS networks 
characteristics (relatively small cells to provide good 
HSPA coverage [20], wide use of picocells [21] adding 
capacity in areas with dense phone usage).

Figure 5: Error of location prediction for the UMTS 
RAN. Source: [10].
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6.2 Usability tests
The results of usability tests were obtained in accordance 
with the following rules:
• one person (Senior) had to choose a random place in

Warsaw to invoke the service and then wait for 
rescue,

• the other tester (Guardian) had to find the Senior
wasting as little time as possible,

• Guardian was only allowed to use means of public
transport,

• the service could be invoked only once per test,
• no way of communication between the Guardian and

the Senior was allowed other than activating the 
service.

All the measured distances are “as the crow flies” – the 
length of a straight line segment connecting the points is 
given.

Nb.

Distance 
Guardian-
Senior [m]

Senior 
location error 

[m]
Time to 

find [min]
1 1655 198 19
2 3153 210 44
3 1092 125 15
4 377 686 n/a
5 852 377 48
6 3710 290 35
7 410 144 41

Table 1: Results of the usability tests. Source: own 
research.

Usability tests (tab. 1) show that if the location error is 
smaller than 200 m, finding a lost person in a very short 
period of time is possible, like in tests 1 and 3. Still, even 
if the error is relatively small, it might take a long time if 
the conditions are unfavorable, like in tests 2 (university 
campus) and 7 (Warsaw Metro construction site).
When an emergency situation occurs in a densely built 
up residential area and the location error is higher than 
300 meters, finding the Senior is still possible, but 
requires a very methodical, lengthy search (like in test 5), 
as the area to be explored grows quadratically with the 
error. As it increases, and the person in need is not in 
within sight, time needed to find them increases 
dramatically, up to a point when doing so in a reasonably 
short time is almost impossible (test 4). Therefore, small 
error (less than 200 m) does not necessarily guarantee a 
short search time, but large (more than 200 m) always 
results in a lengthy walk.

7 Challenges
Using a mobile phone for location and fall detection has 
numerous advantages over specialized systems, the main 
being its low cost and the fact, that it is already 
considered an indispensable device by most people and is 
therefore, carried on a daily basis. Still, there are 
numerous weaknesses to the EB service that need to be 

taken into account and addressed during future 
development.

As opposed to GPS-based systems, proposed service 
works indoors as well as outdoors and is relatively 
invulnerable to difficult weather conditions. 
Unfortunately, due to relatively large size of cells in 
cellular networks, if cell identification alone is used, 
location errors may be up to several kilometers in 
sparsely populated areas. This issue might be resolved by 
implementing a client-side GPS support or triangulation 
algorithms that would process data from Senior’s phone 
such as signal strength and neighboring base stations. 
This would require phone-specific software to run on 
Senior’s mobile phone as well as a reliable data 
connection, making the service more precise, but 
considerably less universal.

In order to improve the handset location accuracy 
without any client-side support, the operator should 
implement more advanced network-based tracking 
techniques. It is possible to determine the sector in which 
the mobile phone resides -and estimate the distance to the 
current station by measuring radio signal propagation 
time delay [22]. Moreover, triangulation techniques can 
be used to determine position by using data concerning 
signal parameters from neighboring base stations.
Methods dedicated for terminal location accuracy 
improvement are discussed in chapter 8.

Since the service is intended to be used in case of loses 
of consciousness as well, improving the reliability of the 
implemented fall detection algorithm is a matter of 
utmost importance. The greatest challenge is the 
reduction in number of false positives while maintaining 
high sensitivity to real falls.

In its current form, the service strictly relies on the 
interfaces provided by the mobile network operator. 
Consequently, as not all of the cellular operators expose 
necessary Telco 2.0 interfaces, it is only possible to use it 
within one network. Hopefully this matter will be 
resolved by the operators themselves by exposing proper 
APIs and providing with functional inter-operator links 
for USSD messages and location services.

Another concern is the possibility of confidentiality 
breaches that applies to all location-based services. 
Subscriber’s location and movement data is controlled 
and owned by mobile network operators. Since it has the 
potential to be used in adversary purposes, it may only be 
revealed under strict conditions that are defined by 
telecommunications law of a given country [23]. 
Therefore, before any commercial deployment, legal 
precautions need to be taken in order to prevent any 
misuse of the data provided.

8 Terminal Location Accuracy 
Improvement Methods

The simplest method used in Location Based Services for 
mobile terminal location is based on network CelID, 
sometimes extended by radius calculation between BTS 
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and mobile station defined by Timing Advance (TA)
parameter. In this method, the approximate longitude and 
latitude of mobile terminal are calculated by GMLC 
(ang.  Gateway Mobile Location Centre) based on 
geographical center of mobile cell. This method is 
dedicated for GSM system and is currently used by the 
Emergency Button application. Another mobile terminal 
location methods in this area are presented bellow [25]:
• U-TDOA (Uplink Time Difference of Arrival) –

dedicated for GSM and UMTS, based on the delay 
of radio signal propagation from terminal to 
network,

• E-OTD (Enhanced Observed Time Difference) –
standard hybrid method for GSM conceptually, 
method is similar to U-TDOA.

• OTDOA (Observed Time Difference Of Arrival) –
standard defined in UMTS system, based on 
measurement of delay radio propagation signal from 
network to terminal. OTDOA is based on the 
measurement of signal delay from minimum three 
base stations [25],[26],[27]. Using this method,
location error can be minimized to 50 m in the cites.

Methods presented above, based on signal propagation 
time measurement (U-TDOA, E-OTD OTDOA) can be 
implemented by installing specific hardware and 
software on provider’s side.

Another approach for reducing location error is 
focused on methods dedicated for implementation on 
mobile terminal side.

Standard method in this area is A-GPS (Assisted 
GPS) – typical mobile terminal location method using
assisted GPS receiver installed in mobile terminal 
(dedicated for UMTS).

In last years we cloud observe rapid development of 
hybrid methods. This kind of location services is based 
on observation of information from different sources:
• Wireless Network SSID presence,
• Network Measurement Report (signal strength from

up to 6 Basic Transceiver Station) observed by 
mobile terminal [27],[29].

• GPS, Accelerometer and gyroscope.
Information from all the sources presented above is
correlated with existing database and utilized to support 
the calculation of mobile station position.

Unfortunately, hybrid methods are available only for 
users with smartphones and tablets because of dedicated
hardware requirements (WiFi, accelerometer, gyroscope, 
GPS). An example API based on hybrid methods is 
described in [30] and is defined as common source of 
location information (GPS and location inferred from 
network signals such as IP address, RFID, WiFi and 
Bluetooth, MAC addresses, and mobile networks cell 
IDs).

Method country suburban city
Inside the 
buildings

Cell ID 1-35km 1-10km 50m-1km 50m-1km 

Cell ID 
+TA

1-35km 1-10km 50m-1km 50m-1km 

U-TDOA 
OTDOA 

80m 50m 50m 50m 

E-OTD 50-150m 50-150m 50-150m 50-150m 

A-GPS 30m 40m 30-150m 200m 

Table 2: Comparison the accuracy of methods dedicated 
for mobile terminal location [25].

9 Conclusion
Presented system is a viable solution to low-cost 
emergency location. Using existing technologies and 
simplest cell-identification based location, we proved 
that it is possible to find a lost person in a densely 
populated area with only the data from the received text 
message. Further improvement in accuracy and better 
reliability can be obtained if the operators decide to 
better their handset tracking technologies. It is probable, 
since by exposing Telco 2.0 interfaces they received 
an easy-to-use way of providing location services to 
external entities. If that is not the case, better accuracy 
can be obtained by using less universal client-side 
solutions.

Future work ought to focus on improving the 
accuracy of returned location, which is crucial in 
reducing time necessary for finding a lost person. 
Another problem that needs to be addressed is the limited 
reliability of the implemented fall detection algorithm.

Despite presented use-case, the service can be easily 
adapted to different emergency situations, e.g. informing 
municipal police about dangerous situations in means of 
public transportation or finding lost children.
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Computer security is an issue that will always be under investigation as intruders never stop to find ways
to access data and network resources. Researches try to find functions and approaches that would increase
chances to detect attacks and at the same time would be less expensive, regarding time and space. In this
paper, an approach is applied to detect anomalous activity in the network, using detectors generated by
the genetic algorithm. The Minkowski distance function is tested versus the Euclidean distance for the
detection process. It is shown that it Minkowski distance give better results than the Euclidean distance,
and can give very good results using less time. It gives an overall average detection rate of 81.74% against
77.44% with the Euclidean distance. In addition, formal concept analysis was applied on the data set
containing only the selected features and used to visualize correlation between highly effective features.

Povzetek: Predstavljena je varnostna metoda na osnovi umetnega imunskega sistema.

1 Introduction

Anomaly detection has been a widely researched problem
in several application domains such as system health man-
agement, intrusion detection, health-care, bio-informatics,
fraud detection, and mechanical fault detection. Traditional
anomaly detection techniques analyse each data instance
(as a uni-variate or multivariate record) independently. And
ignore the sequential aspect of the data. Often, anoma-
lies in sequences can be detected only by analysing data
instances together as a sequence, and hence cannot be de-
tected by traditional anomaly techniques [1]. Gonzalez and
Dasgupta in [2] used sequential niching technique with the
genetic algorithm to generate the rules. Then, in [3] they
suggested using deterministic-crowding niching technique
to limit the crowd by replacing parents with more fitted
children. This time, the algorithm gave same results with
less number of rules, which is better because the population
size will not change.

This paper applies an approach for detecting network
traffic anomalies using genetic algorithm based intrusion
detection system, but without the levels of abnormality.

The algorithm is put under investigation to find which val-
ues for its parameters can lead to better results, using the
relatively new NSL-KDD data set.

The rest of this paper is organized as follows. Section
2 presents a background of anomaly intrusion detection,
artificial immune systems, genetic algorithms and formal
concept analysis. Section 3 gives a review on work sim-
ilar to the one mentioned in this paper. Section 4 gives a
description of the applied approach and its phases as well.
Section 5 shows the experimental results and discusses ob-
servations. Finally, section 6 addresses the conclusions.

2 Background

2.1 Anomaly Detection

An Intrusion Detection System (IDS) is a system built
to detect outside and inside intruders to an environment
by collecting and analysing its behaviour data. In ear-
lier times, system administrators were detecting intrusions
manually. They did that by noticing anomalous actions



348 Informatica 36 (2012) 347–357 A.S.A. Aziz et al.

Figure 1: Intrusion Detection Systems classification

then by monitoring audit logs, which was during 70’s and
80’s. The problem was that suspicious or anomalous ac-
tions were discovered after that have took place. Another
problem was that audit logs were stacked by lots of activ-
ities which was a burden to view and would need a lot of
time to review and high expertise to notice suspicious be-
havioural pattern. So, the need for real-time systems that
can detect such activities while they happen emerged. By
the 90’s, IDSs were created to review audit data while they
build up, and by time, they were developed to take actions
as responses to attacks [4].

IDSs can be categorized in many terms [5], all categories
are summarized in Figure 1.

Misuse-based and Anomaly-based detection are two ba-
sic approaches are followed to implement an IDS. In a
misuse-based IDS, attacks are represented as a pattern or
a signature to use for detection. It’s very good in de-
tecting known attacks and provide detailed information on
the detected ones, but is of little use for unknown attacks.
Anomaly-based IDS build a model for a system’s normal
behaviour to use for detection, assuming all deviated ac-
tivities to be anomalous or intrusions. It is very useful for
finding unknown attacks but it has a high false negative or
positive rates, beside it needs to be updated with system be-
haviour and can not provide much information on detected
attacks. In some IDSs, a hybrid of both techniques is used
[6].

Different approaches exist for Anomaly-based Network
IDS (A-NIDS), but in general they all consist of the fol-
lowing modules: (1) Parametrization: representing the
observed instances in some pre-defined form, (2) Train-
ing: a model is built using the normal or abnormal sys-
tem behaviour. It can be done manually or automatically,
and (3) Detection: the (parametrized) monitored traffic is
searched for anomalous behaviour using the system model
built through previous stage.

The techniques used to build the system behavioural
model can be: statistical, knowledge-based, or machine
learning-based. The Genetic Algorithms (GA) is among
the machine learning-based techniques. The flexible and
robust global search is the main advantage of applying GAs
in A-NIDS, where it looks for a solution from multiple di-
rections with no prior knowledge required about the system
[7, 8].

2.2 Genetic Algorithms

Genetic Algorithms (GAs) is one of the Evolutionary Com-
putation (EC) approaches. In general,EC can be involved in
many tasks in IDSs, such as optimization, automatic model
design, and in classification [9]. GAs are basically used
in IDSs to generate rules (build a classifier) used to de-
tect anomalies [8]. They were inspired by the biological
evolution (development), natural selection, and genetic re-
combination. GAs use data as chromosomes that evolve
through: selection (usually random selection), cross-over
(recombination to produce new chromosomes), and muta-
tion operators. Finally, a fitness function is applied to select
the best (highly-fitted) individuals. The process is repeated
for a number of generations until reaching the individual
(or group of individuals) that closely meet the desired con-
dition [8, 2].

GA is very promising in the computer security field, es-
pecially in IDSs. It has been applied for intrusion detec-
tion since the 1990’s, and still being used up till the current
time. GA is usually used to generate rules for intrusion de-
tection, and they usually take the form if {condition} then
{action}, where the condition part test the fields of incom-
ing network connections to detect the anomalous ones [8].

Niching techniques are known to assist EC techniques
to find multiple local optimal solutions in a population by
creating sub-populations which assemble local optima so
there would be diversity in the population [9]. They can be
used in conjunction with GAs to find multiple solutions in
one round without the need to run the GA multiple times.

2.3 Artificial Immune Systems

The Artificial Immune Systems (AIS) were inspired by the
Human Immune System which is robust, decentralized, er-
ror tolerant, and adaptive. The HIS has different cells with
so many different tasks, so the resultant mimic algorithms
give differing levels of complexity and can accomplish a
range of tasks. There are a number of AIS models used in
pattern recognition, fault detection, computer security, and
a variety of other applications in the field of science and
engineering. Most of these models emphasize on designing
and applying computational algorithms and techniques us-
ing simplified models of various immunological processes
and functionalities [10, 11].

There exists no single algorithm from which all immune
algorithms are derived, as AISs are designed using a num-
ber of algorithms [12]. The Negative Selection approach
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(NSA) explains how T-cells are being selected and their
maturation in the system. T-cells are blood cells that be-
long to a group of white blood cells called lymphocytes. In
the NSA, whenever the T-Cells are produced, they undergo
an immaturely period to learn which antigen recognition
results in their death. The T-cells need activation to de-
velop the ability to remove pathogens. They are exposed
to a comprehensive sample of self antigens, then they are
tested against self and non-self antigens to match the non-
self ones. If a T-Cell matched a self antigen, it is then
removed until they are mature and released to the system
[13, 14].

2.4 Formal Concept Analysis
Formal Concept Analysis (FCA) is one of the data mining
research methods and it has been applied in many fields as
medicine. The basic structure of FCA is the formal context
which is a binary-relation between a set of objects and a set
of attributes. The formal context is based on the ordinary
set, whose elements has one of two values, 0 or 1 [15],
[16]. A formal concept is defined as a pair(A, B) with A ⊆
G,B ⊆ M , intent(A)=B and extent(B) = A. The set A
is called the extent and the set B called the intent of the
concept (A, B). The extent and the intent are derived by
two functions, which are defined as:

intent(A) ={m ∈ M |∀g ∈ A : (g,m) ∈ I},
A ⊆ G,

(1)

extent(B) ={g ∈ G|∀m ∈ B : (g,m) ∈ I},
B ⊆ M.

(2)

Usually the attributes of a real life data set are not in
a binary form, attributes could be expressed in a many-
valued form that are either discrete or continuous values.
In that case the many-valued context will take the form
(G,M, V, I) which is composed of a set G of objects, a set
M of attributes, a set V of attribute values and a ternary-
relation I between G, M and V . Then the many-valued
context of each attribute is transformed to a formal con-
cepts, the process of creating single-valued contexts from a
many-valued data set is called conceptual scaling. The pro-
cess of creating a conceptual scale must be performed by
using expert knowledge from the domain from which the
data is drawn. Often these conceptual scales are created by
hand, along with their concept lattice, since they are rep-
resented by formal contexts often laid out by hand. Such
that a threshold t is chosen for each many-valued attribute
and replace it by the two one-valued attributes "expression
value" [15], [16].

3 Related Work
Many researches combined GAs with IDSs either for op-
timization or to build classifiers for the intrusion detection

process. Dasgupta and Gonzalez have done some research
concerning AIS-inspired network security systems [2, 3, 8].
In [2] they built a model applying the Positive Characteriza-
tion (PC) concept which follows the NSA algorithm, where
a model is built representing the self space and character-
ize the connections (as normal or anomalous) according to
their distance to that self model. They also implemented
another algorithm that applies the Negative Characteriza-
tion (NC) concept which builds a model for the non-self
space and use it to detect attacks. Both algorithms used
GA with sequential Niching algorithm to generate the rules
used to define the models. Real-valued variables were used
instead of binary encoding, so the model is representing
self/non-self samples in the hyperspace and the detectors
cover that complementary space. They concluded that PC
gives more precise results than NC but NC requires less
time and space resources. In [3] they implemented and al-
gorithm to build a model representing the self space for
anomaly detection too. They used a variability parameter
to defines levels of abnormality. Again, GA was used to
generate the detectors but this time using the deterministic-
crowding Niching technique. Their new technique had bet-
ter computational power and showed very good results de-
tecting the attacks. They used the Darpa intrusion detection
evaluation data set.

In [8], they implemented a Rule-based system (RBS) by
creating artificial intelligence rules using GAs for intrusion
detection. They followed NC where detectors are gener-
ated to match anomalous connections. They used the hy-
perspace fitness function originally suggested by Gonzalez
and Dasgupta. Wei Li and Iss Traore [17] proposed a rule
evolution approach based on GA, but they used parse trees
to represent population instead of chromosomes. They
used the Darpa data set for evaluation. In [18] GA was
used to generate a set of rules where each rules identifies a
particular attack type. As a result to their experiment, they
generated a set of six rules that classify six different attack
types that fall into two classes: DoS and probe. They used
the following fitness function:

F =
a

A
− b

B
(3)

with threshold 0.95. Pillai et al. in [19] also imple-
mented a NIDS using GA to create rules automatically for
specific connections and they used real network data for
evaluation. McFadden [20] created a similar system but
used a different fitness function. It depends on the degree of
matching between the fields values and the suspected fields
with predefined weights for each field. Then a penalty is
calculated based on the matching measures and the rank-
ing. He used JGAP – which is an open source Java based
GA framework – to develop the system. In [21] they fo-
cused on feature selection to reduce the number of features
used in the intrusion detection. They used the mutual infor-
mation to define relation between decision variable X and
connection feature variable Y. In other words, they were
looking into the amount of information about connection
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type contained in each connection feature.
Fan Li in [22] proposed an intelligent IDS which com-

bines both anomaly and misuse techniques. GA is used for
the fuzzy logic in the learning component of system, to tune
the fuzzy membership functions and to select an appropri-
ate set of features. Other work involving the use of GAs
for intrusion detection can be found in [23], [24], [25], and
[26]. Also, [27] gives a detailed survey on such systems.

4 The Proposed Network Anomaly
Detection Approach

Genetic Algorithms produce the best individual as a solu-
tion, but in an A-NIDS a set of rules is needed - hence,
running GA multiple times. The technique used here was
originally proposed in [28], where an algorithm was imple-
mented to generate detectors for network anomaly intru-
sion detection, using GA with the deterministic-crowding
Niching technique. The strengths of the deterministic-
crowding Niching technique are that it requires no addi-
tional parameters to those that are already used in a GA,
beside that it is fast and simple [29].

The self (normal behaviour) individuals are represented
in a self space S, where each individual is represented as
a vector of features of dimension n, with the values nor-
malized to the interval [0.0,1.0]. This can be written as
S = x1, . . . , xm, where m is the number of the self sam-
ples. Algorithm (1) shows the main steps of the detectors
generation approach.

The final solution was a set of rules, represented as in-
dividuals with low and high limits for each dimension, as
the conditions used to define the AIS detectors. So, each
rule R has a condition part (xn ∈ [lowi, highi]), hence a
feature vector xi satisfies a rule R if its hyper-sphere inter-
cepts the hyper-cube represented by the rules defines by its
points [3].

To calculate the fitness of an individual (or a rule), two
things are to be taken into account: the number of elements
in the training sample that can be included in a rule’s hyper-
cube, calculated as [2, 3]:

num_elements(R) = xi ∈ S and xi ∈ R (4)

The volume of the hyper-cube that the rule represents is
defined by the following form:

volume(R) =
n∏

(i=0)

(highi − lowi) (5)

Consequently, the fitness is calculated using the follow-
ing equation.

fitness(R) = volume(R)− C × num_elements(R)
(6)

where C is a coefficient of sensitivity that represents a
penalty if a rule covers anomaly samples. The bigger the

Algorithm 1 Detectors generation algorithm
Initialize population by selecting random individuals
from the space S.
for The specified number of generations do

for The size of the population do
Select two individuals (with uniform probability) as
parent1 and parent2.
Apply crossover to produce a new individual
(child).
Apply mutation to child.
Calculate the distance between child and parent1
as d1, and the distance between child and parent2
as d2.
Calculate the fitness of child, parent1, and
parent2 as f , f1, and f2 respectively.
if (d1 < d2) and (f > f1) then

replace parent1 with child
else

if (d2 <= d1) and (f > f2) then
Replace parent2 with child.

end if
end if

end for
end for
Extract the best (highly-fitted) individuals as your final
solution.

C value, the higher the sensitivity - hence the penalty - is.
The fitness can take negative values. The same equations
are used if you’re calculating the fitness of an individual in
general. To calculate the distance between two individu-
als (a child c and a parent p), volumes of the hyper-cubes
surrounding the individuals (represented by low and high
points in each dimension) are used as follows:

distance(c, p) =
volume(p)− volume(p

∩
c)

volume(p)
(7)

The purpose of using the volume is to check how much
the child covers of the area of the parent, so this distance
measure is not symmetric. The algorithm had very good
results (compared to some others as will be shown later in
the paper) with the highest detection rate 81.76%. The Eu-
clidean distance was used in the comparison and detection
process. In this paper, the use of other distance metrics is
proposed — precisely the Minkowski distance. It is a gen-
eral metric in which other metrics can be included within
as special cases of its form [30] [31].

The Minkowski distance between two vectors X and Y
can be expressed as,

d(X,Y ) = (
n∑

i=0

(|xi − yi|p))1/p (8)

where p is the Minkowski metric order, and it can take
values from 0 to infinity (and can even be a real value be-
tween 0 and 1). If p=1 then it is the Manhattan distance, if



ARTIFICIAL IMMUNE SYSTEM INSPIRED INTRUSION. . . Informatica 36 (2012) 347–357 351

p=2, then it is the Euclidean distance, and as it approaches
infinity it becomes the maximum (or Chebyshev) distance.

5 Experimental Results and
Discussion

5.1 Data Sets
The experiment was performed on the NSL-KDD data set
which was suggested to solve some problems in the KDD
Cup’99 data set that is widely used for IDS evaluation. This
data set contains less number of records in both the train
and the test, which helps researchers to run their exper-
iments on the whole sets instead of only small portions.
Hence, the evaluation results will be comparable and con-
sistent [32]. Fifteen parameters (features) were selected to
use in the experiment, which have real values that can be
used in the approach and can be used to detect basic DoS
attacks. These features values are already in the interval
[0.0,1.0], and they are mentioned in Table (1) in [28].

5.2 Experiment Settings
The self (normal) data only was used in the training phase
to generate best rules that represent the Self profile, as the
negative selection approach suggests, then the rules were
compared against the test sample. The parameters values
used for the genetic algorithm are mentioned below in table
(1).

Variable Value
Population Size 200, 400, 600
Number of Generations 200, 500, 1000, 2000
Mutation Rate 0.1
Sensitivity Coefficient 1.0
Variability Value 0.05, 0.10, 015, 0.20
p (Minkowski Order) 0.5

Table 1: The classification accuracy of known classifiers

Following the NSA, the algorithm is basically trained
(to generate rules) on self (normal) samples, then use these
rules to find non-self (anomalies) which will be the vectors
very far from the self rules. To characterize the samples to
self or non-self, the characterization function was:

µnon_self(x) = D(x, Self)

= min{d(x, s) : s ∈ Self}
(9)

which mean the closer a vector x is to a self point s, the
less it is a non-self sample. The distance measure d(x, s),
is the Minkowski distance as mentioned above.

5.3 Experiment Results
The training phase was held using normal samples ex-
tracted from the 20% Train Set to generate intrusion de-

Figure 2: Euclidean Distance Average Detection Rates ver-
sus Threshold Levels.

Figure 3: Minkowski Distance Average Detection Rates
versus Threshold Levels.

tectors. Using different population sizes ran for different
numbers of generations, the algorithm was executed for
each combination, resulting in a group of detectors. Each
detectors is expressed as values for each features, where
the variability value defines the upper and lower bounds
for that feature. Each set of detectors was tested against the
Test Set of the NSL-KDD data set for detection of anoma-
lies, once using the Euclidean distance, and another time
using the Minkowski distance.

Figures 2 and 3 show the average detection rates (regard-
ing variation levels) using euclidean and minkowski dis-
tances respectively. It can be realized that — for all com-
binations — the minkowski distance give better detection
results (most of all above 80%), with detectors generated
by smaller populations giving better results.

In Figures 4 and 5, the maximum detection rates ob-
tained by euclidean and minkowski distances, respectively,
are shown regarding the threshold levels. Figure 4 shows
that the euclidean distance always give the best results with
lower threshold of 0.2, and the detection rates lower while
the threshold is higher. For the minkowski distance, using
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Figure 4: Euclidean Distance Maximum Detection Rates
versus Threshold Levels.

Figure 5: Minkowski Distance Maximum Detection Rates
versus Threshold Levels.

higher threshold gives better results with detectors gener-
ated by smaller populations. Using lower threshold gave
better results when used with detectors generated by big-
ger populations.

Comparing the maximum rates regarding variation lev-
els, they are shown in Figures 6 and 7 for euclidean and
minkowski distances respectively. With the euclidean dis-
tance, detectors generated by less number of generations
give better results with smaller variation levels. Higher
variations levels are better for detectors generated by more
number of generations. For the minkowski distance results,
variation levels of 0.10 and 0.15 give higher detection rates
with detectors generated by bigger population. But using
less number of generations give better detection rates with
lower variation levels (0.05 and 0.10).

5.4 Comparison analysis
In [33], they ran the machine learning algorithms imple-
mented in the project WEKA [34] against the NSL-KDD
Test Set. The detection accuracy is listed in table (2) along

Figure 6: Euclidean Distance Maximum Detection Rates
versus Variation Levels.

Figure 7: Minkowski Distance Maximum Detection Rates
versus Variation Levels.

with the suggested algorithm, and it shows that using the
minkowski distance has very good detection accuracy com-
pared to those approaches used

Analysing the performance of the proposed approach
for intrusion detection, evaluation measures are calculated,
which are: true/false positives and negatives rates and
shown in the following Figures. In Figures 8 and 9, we
can realize that detectors generated by GA using bigger
populations give higher True Negatives Rates (TNR) (and
lower False Positives Rates (FPR)) than those generated us-
ing smaller population. Consequently, using smaller pop-
ulation result in higher True Positives Rates (TPR) and
lower False Negatives Rates (FNR) than using bigger pop-
ulations, as shown in Figures 10 and 11 respectively.
Looking more into results regarding variation values (that
define upper and lower limits of detectors conditions), high
variation levels result in higher TNRs and lower FPRs with
the detectors generated by bigger populations as realized
in Figures 12 and 13. Figures 14 and 15 show that TPRs
are higher (and FNRs are lower) with lower variation lev-
els. Based on threshold values — mentioned in table
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Classifier Classification
name accuracy
j47 81.05%
Naive Bayes 76.56%
NBTree 82.03%
Random Forest 80.67%
Random Tree 81.59%
Multi-layer Perception 77.41%
SVM 68.52%
Suggested Algorithm - Eu-
clidean

81.76 %

Suggested Algorithm -
Minkowski

82.13 %

Table 2: The classification accuracy of known classifiers

Figure 8: Minkowski Distance True Negatives Rates.

(2) — used in the experiment, low threshold values help
detect more anomalous activities, especially with low vari-
ation levels. Hence, as higher the threshold becomes, the
higher the TNRs and the lower the TPRs, and it’s all shown
in Figures 16 to 19.

5.5 Visualization of the correlation between
highly effective features

The first step applied here, is the selection of the most im-
portant and effective features. A forward feature selection
technique is applied on the input data set based on based
on naïve Bayesian tree classification technique. The used
input data set contains 2000 records, with a balanced dis-
tribution between normal or abnormal system behaviour.
For ensuring the effectiveness of the resulted accuracy, a
10 fold classification methodology is applied. The resulted
classification accuracy after the selection of the features is
91.3%. The selected features sorted according their impor-
tance from higher to lower are:

– dst_host_same_srv_rate,

– dst_host_same_src_port_rate,

Figure 9: Minkowski Distance False Positives Rates.

Figure 10: Minkowski Distance True Positives Rates.

– srv_serror_rate,

– srv_diff_host_rate,

– dst_host_srv_rerror_rate,

– dst_host_srv_diff_host_rate

In the second step, Formal Concept Analysis is applied
on the data set containing only the selected features
from the previous step. Figure 20 shows that attributes
dst_host_same_srv_rate, dst_host_same_src_port_rate,
srv_diff_host_rate, and dst_host_srv_diff_host_rate are
highly correlated and represent the most effective features
in the discrimination between normal and anomalous
connections.

6 Conclusions and Future Work
In this paper, the Minkowski distance function was applied
to detect anomalies, against using the euclidean distance.
The investigation was held using different values for the pa-
rameters used in the genetic algorithm to find those which
can give better results. The system is basically an intrusion
detection system which uses detectors generated by genetic



354 Informatica 36 (2012) 347–357 A.S.A. Aziz et al.

Figure 11: Minkowski Distance False Negatives Rates.

Figure 12: Minkowski Distance Average True Negatives
Rates.

algorithm combined with deterministic-crowding niching
technique, applied on NSL-KDD IDS test data set under
the scope of negative selection theory. The Minkowski or-
der can be a small value (between 0 and 1) or a big value
(up to infinity). Lower values of the order are aimed if
one is interested in finding how much the objects are simi-
lar. So, a value of 0.5 was used in the experiment. With
all values used within the GA, the Minkowski distance
function gave better detection rates. Threshold values give
very good results in different cases – use detectors gener-
ated by bigger populations with lower threshold values or
use detectors generated by smaller populations with higher
threshold values. Also, medium levels of variation are bet-
ter used for best results (0.10 and 0.15). So, we recommend
using smaller populations to generate detectors for: (1) tak-
ing less time to run, and (2) give less number of detectors
hence, less time detecting anomalies against the detectors
set. Finally, it’s a matter of balancing between the IDS
sensitivity (TPRs) and specificity (TNRs) that helps in the
decision of which threshold and variability values to use
for best results.

Figure 13: Minkowski Distance Average False Positives
Rates.

Figure 14: Minkowski Distance Average True Positive
Rates.

Figure 15: Minkowski Distance Average False Negatives
Rates.
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Figure 16: Minkowski Distance Maximum True Positives
Rates.

Figure 17: Minkowski Distance Minimum False Negatives
Rates.

Figure 18: Minkowski Distance Maximum True Negatives
Rates.

Figure 19: Minkowski Distance Minimum False Positives
Rates.

Figure 20: Visualized correlation between highly effective
features using FCA

References

[1] Varun Chandola (2009) Anomaly Detection for Sym-
bolic Sequences and Time Series Data, PhD. Disser-
tation. Computer Science Department, University of
Minnesota, http:// purl.umn.edu/56597.

[2] Fabio A. Gonzalez and Dipankar Dasgupta (2002)
An Immunity-based Technique to Characterize Intru-
sions in Computer Network, IEEE Transactions on
Evolutionary Computation, Vol. 6(3), pp. 281-291.

[3] Fabio A. Gonzalez and Dipankar Dasgupta, (2002)
An Immunogenetic Technique to Detect Anoma-
lies in Network Traffic Proceedings of the Ge-
netic and Evolutionary Computation Conference,
GECCO, Morgan Kaufman, pp.1081-1088.

[4] R.A. Kemmerer and G. Vigna (2002) Intrusion De-
tection: A Brief History and Overview, IEEE Com-
puter, Vol. 1(1), pp. 27 - 30.

[5] Przemyslaw Kazienko and Piotr Dorosz (2004)
Intrusion Detection Systems (IDS) Part 2 - Classi-
fication; methods; techniques", web white paper,



356 Informatica 36 (2012) 347–357 A.S.A. Aziz et al.

http://www.windowsecurity.com/articles/ids-part2-
classification-methods-techniques.html.

[6] Tarek S. Sobh and Wael M. Mostafa (2011) A co-
operative immunological approach for detecting net-
work anomaly", Applied Soft Computing, Elsevier,
Vol. 11(1), pp. 1275-1283.

[7] P. Garcia Teodorro, J. Diaz-Verdejo, G. Marcia-
Fernandez, E. Vazquez (2009) Anomaly-based net-
work intrusion detection: Techniques, systems and
challenges, Computers and Security, Elsevier, Vol.
28(1-2), pp.18-28.

[8] Wei Li (2004) Using Genetic Algorithm for Net-
work Intrusion Detection", Proceedings of the United
States Department of Energy Cyber Security Grou,
Training Conference, Vol. 8, pp. 24-27.

[9] S.X. Wu and W. Banzhaf (2010) The use of computa-
tional intelligence in intrusion detection systems: A
review, Applied Soft Computing, Vol. 10, pp. 1-35.

[10] L.N. De Castro and J. Timmi (2002) Artificial Im-
mune Systems: a new computational intelligence ap-
proach, Springer, Book Chapter, 1st Edition., XVIII,
380 p.

[11] Dipanker Dasgupta (2006) Advances in Artificial
Immune Systems, IEEE Computational Intelligence
Magazine, Vol. 1(4), pp. 40-49.

[12] U. Aickelin and D. Dasgupta (2003) Artificial Im-
mune Systems, Book Chapter, Search Methodolo-
gies: Introductory Tutorials in optimization and de-
cision support techniques, Springer, pp. 375-399.

[13] Julie Greensmith, Amanda Whitbrook, Uwe Aick-
elin (2010) Artificial Immune Systems, Handbook
of Metaheuristics, International Series in Opera-
tions Research and Management Science, Springer,
Springer US, Vol. 146, pp. 421-448.

[14] Dipankar Dasgupta, Senhua Yu, Fernando Nino
(2011) Recent Advances in Artificial Immune Sys-
tems: Models and Applications, Applied Soft Com-
puting, , Vol. 11(2), pp. 1574-1587.

[15] Mehdi Kaytoue, Sébastien Duplessis, Sergei O.
Kuznetsov and Amedeo Napoli (2009) Two FCA-
Based Methods for Mining Gen Expression Data",
Lecture Notes in Computer Science, Vol. 5548, pp.
251-266.

[16] Richard Cole, Peter Eklund, Don Walker (1998) Us-
ing Conceptual Scaling In Formal Concept Analy-
sis For Knowledge And Data Discovery In Medi-
cal Texts", Proceedings of the Second Pacific Asian
Conference on Knowledge Discovery and Data Min-
ing, pp. 378-379.

[17] Wei Li and Issa Traore (2004) Detecting New Forms
of Network Intrusion Using Genetic Programming",
Computational Intelligence, Vol. 20(3), pp. 475-494.

[18] Anup Goyal, Chetan Kumar (2008) GA-NIDS: A
Genetic Algorithm based Network Intrusion Detec-
tion System.

[19] M. M. Pillai, Jan H. P. Eloff, H. S. Venter (2004) An
Approach to implement Network Intrusion Detection
System Using Genetic Algorithms", SAICSIT ’04
Proceedings of the 2004 annual research conference
of the South African institute of computer scientists
and information technologists on IT research in de-
veloping countries, pp. 221-221.

[20] McFadden (2008) Genetic Algorithms and Network
Intrusion Detection", MBI 640 Data Communica-
tions & Network Security, Northern Kentucky Uni-
versity.

[21] Hossein M. Shirazi and Kalaji Y (2010) An Intelli-
gent Intrusion Detection System Using Genetic Al-
gorithms and Feature Selection", Majlesi Journal of
Electrical Engineering, Vol. 4, No. 1, pp. 33-37.

[22] Fan Li (2010) Hybrid Neural Network Intrusion De-
tection System Using Genetic Algorithm, Multime-
dia Technology (ICMT), International Conference,
pp. 1-4.

[23] Sadiq Ali M Khan. (2011) Rule based Network In-
trusion Detection using Genetic Algorithm, Interna-
tional Journal of Computer Applications, Vol. 18,
Np. 8, pp. 26-29, Published by Foundation of Com-
puter Science.

[24] Mohammad Sazzadul Hoque, Md. Abdul Mukit, Md.
Abu Naser Bikas (2012) An Implementation of In-
trusion Detection System using Genetic Algorithm,
International Journal of Network Security & Its Ap-
plications, Vol. 4, No. 2, pp. 109-120.

[25] Alabsi,F. and Naoum,R. (2012) Fitness Function for
Genetic Algorithm used in Intrusion Detection Sys-
tem". International Journal of Applied Science and
Technology, Vol. 2, No. 4, pp. 129-134.

[26] Kshirsagar, Vivek K., Sonali M. Tidke, and Swati
Vishnu (2012) Intrusion Detection System using Ge-
netic Algorithm and Data Mining: An Overview., In-
ternational Journal of Computer Science and Infor-
matics ISSN (PRINT): pp. 2231-5292.

[27] Owais, Suhail, Vaclav Snasel, Pavel Kromer, and
Ajith Abraham (2008) Survey: using genetic algo-
rithm approach in intrusion detection systems tech-
niques, In IEEE Computer Information Systems
and Industrial Management Applications, CISIM’08.
7th, pp. 300-307.

[28] Amira Sayed A. Aziz, Mostafa Salama, Aboul ella
Hassanien, Sanaa EL-Ola Hanafi (2012) Detectors
Generation using Genetic Algorithm for a Negative
Selection Inspired Anomaly Network Intrusion De-
tection System", In proceeding of: IEEE FedCSIS,
At Wroclaw, Poland, pp. 625-631, ISBN 978-83-
60810-51-4.

[29] Ole Mengshoel and David E. Goldberg (2008) The
Crowding Approach to Niching in Genetic Algo-
rithms, Evolutionary Computation, MIT Press Cam-
bridge, Vol. 16(3), pp. 315-354.

[30] Jan Schultz (2008) Minkowski Distance,
http://en.wikipedia.org/wiki/Minkowski_distance.



ARTIFICIAL IMMUNE SYSTEM INSPIRED INTRUSION. . . Informatica 36 (2012) 347–357 357

[31] John P. Van de Geer (2003) Some Aspects of
Minkowski Distances, Department of Data Theory,
Leiden University, RR-95-03.

[32] NSL-KDD data set, http://nsl.cs.unb.ca/NSL-KDD/
[33] M. Tavallaee, E. Bagheri, W. Lu, A. A. Ghorbani

(2009) A detailed analysis of the KDD CUP 99 data
set, IEEE Symposium on Computational Intelligence
for Security and Defense Applications, CISDA, pp.
1-6.

[34] WEKA “Waikato Environment for Knowledge
Analysis (weka) version 3.5.9", available on:
http://www.cs.waikato.ac.nz/ml/weka/, Junr, 2008.



358 Informatica 36 (2012) 347–357 A.S.A. Aziz et al.



Informatica 36 (2012) 359-368 359

Usage of Holt-Winters Model and Multilayer Perceptron in Network 
Traffic Modelling and Anomaly Detection

Maciej Szmit
Orange Labs Poland, 7 Obrzeżna Street, 02-691 Warsaw, Poland 
E-mail: maciej.szmit@gmail.com, http://maciej.szmit.info 

Anna Szmit
Technical University of Lodz, Department of Management, 266 Piotrkowska Street, 90-924 Lodz, Poland 
E-mail: agorecka@p.lodz.pl, http://anna.szmit.info

Sławomir Adamus
Technical University of Lodz, Computer Engineering Department, 18/22 Stefanowskiego Street, 90-924 Lodz,  Poland 
AMG.lab, 11 Lakowa Street, 90-562 Lodz, Poland
E-mail: slawomir.adamus@hotmail.com

Sebastian Bugała
Technical University of Lodz, Computer Engineering Department, 18/22 Stefanowskiego Street, 90-924 Lodz,  Poland 
E-mail: sebastian.bugala@hotmail.com

Keywords: network behavioral anomaly detection, Holt-Winters model, multilayer perceptron

Received: September 16, 2012

This paper presents results of analysis of few kinds of network traffic using Holt-Winters methods and 
Multilayer Perceptron. It also presents Anomaly Detection – a Snort-based network traffic monitoring 
tool which implements a few models of traffic prediction.

Povzetek: Predstavljena je metoda za modeliranje in iskanje anomalij v omrežju.

1 Introduction
In modern computer networks and high-loaded business 
or industrial systems there is a need of continuous 
availability of services and hosts (see e.g. [28], [29] [30] 
[34]). Inaccessibility of some mission critical can cause 
large impact to business processing continuity and this as 
a result would generate looses. Solution for such 
potential problems could be permanent and uninterrupted 
supervision on network health. This in turn can be 
achieved by implementation of some monitoring 
solution. Efficient monitoring method helps achieve high 
service availability and it will be a good idea to extend 
network security by tools such as Intrusion Detection 
System, Intrusion Prevention System and Unified Thread 
Managers (see e.g. [32] [33]). IDS is a tool which 
monitors and analyses in real time every aspect of 
inbound and outbound traffic of the network. Based on 
the analysis and based on one of the mechanisms 
responsible for threat detection creates reports of the 
abnormalities of network traffic. Most common 
mechanisms which detect threats used in IDS are misuse 
detection and anomaly detection, they are two different 
approaches to threat detection, first one relays on 
determination abnormal parameters and network traffic 
behavior, everything which we do not know is treated as 
normal, second one is a reverse of the first one, it treats 
everything which deviates from the standard is treated as 
potential threat. IDS on its own only reports and logs the 

abnormalities and does not take any further actions and 
his role is to report to administrator which is whom 
decides what action should be taken to prevent imminent 
danger which can be a cumbersome for the administrator 
with a large number of notifications. In order to relieve 
the amount of work of administrator, ideas of IDS have 
been extended by possibility to take defined actions 
immediately in case of detection of typical and schematic 
threats for the network, as a result IPS was created which 
is a variety of IDS which is compatible with tools such as 
firewalls and control its settings in order to counter the 
threat.

A typical representative of the above-described tool 
is Snort (see e.g. [2] [3] [31]), a software type of IDS/IPS 
based on mechanism which detects attack signatures 
originally intended only for the Unix platform, but now 
also transferred to the Windows operating system, 
developed on the principles of open source software 
licenses. Large capacity and performance are 
characteristics that gained snort popularity among users. 
Its modular design makes the software very flexible and 
thus can be easily adapted to the requirements of the 
currently analyzed network environments, and expand its 
functionality.

This article extends demonstration of the capabilities 
of the AnomalyDetection tool (basic overview of the tool 
was published in [15] and [36]) created for network 
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monitoring and future network traffic forecasting Snort-
based applications using the flexibility and easy 
extensibility (the ability to create own preprocessors and 
postprocessors) of this program. The preprocessor was 
developed to extends Snorts possibilities of network 
traffic analysis by anomaly detection mechanism [4]. 
Combination of the two mechanisms (i.e., misuse 
detection and anomaly detection) provides more 
comprehensive protection against all types of threats, 
even those partially abstract, such as the malice of 
employees. Tools included in the Anomaly Detection 3.0 
allows analysis of movement, its forecasting with help of 
its advanced statistical algorithms, evaluation of created 
forecasts, real-time monitoring and verifying that the 
individual volumes of network traffic parameters do not 
exceed the forecasted value and in case of exceeding the 
norms to generate the appropriate messages for the 
administrator who should check each alarm for potential 
threats. 

Current (3.0) version (see e.g. [5], [6]) of 
AnomalyDetection provides monitoring of following 
network traffic parameters: total number of TCP, UDP, 
and ICMP packets, number of outgoing TCP, UDP, and 
ICMP packets, number of incoming TCP, UDP, and 
ICMP packets, number of TCP, UDP, and ICMP packets 
from current subnet, number of TCP packets with 
SYN/ACK flags, number of outgoing and incoming 
WWW packets – TCP on port 80, number of outgoing 
and incoming DNS packets – UDP outgoing on port 53, 
number of ARP-request and ARP-reply packets, number 
of non TCP/IP stacks packets, total number of packets, 
TCP, WWW, UDP, and DNS upload and download 
speed [kBps].

Whole Anomaly Detection application consists of 
three parts: Snorts preprocessor, Profile Generator and 
Profile Evaluator. Data exchange between these parts is 
realized by CSV (Comma Separated Values) files (see: 
Figure 1).

Figure 1: Anomaly Detection data flow diagram. 
Source: [15].

Gray solid arrows means saving to file and black dotted –
reading from file. Particular files stands for:
 Log file – this file gathers all network traffic data 

collected with AD Snort preprocessor. Data from 

this file is next used by Profile Generator for 
network traffic forecasting.

 Profile file – this file stores network profile 
computed with Profile Generator. This file is 
generated by Profile Generator and used by AD 
preprocessor for detecting anomalies and generating 
alerts. After every passed time period preprocessor 
reads profile file and looks for data corresponding to 
current period. If value for some counter exceeds 
minimum (MIN) to maximum (MAX) range then 
alert is generated. 

 Predicted pattern file – predicted pattern file contains 
predicted future data for network – in fact this is the 
same file as profile file, but with single value for 
each counter. This is necessary for evaluating profile 
in AD Evaluator script. Structure of pattern file is 
the same as log file.

 Pattern file – this file is created like predicted pattern 
file, but network traffic profile stored in this file is 
historical data.

 Parameters file – this file stores information for 
method of profile generation and method parameters 
values. This file has different structure for every 
algorithm of profile generation.

 Structures of log and profile files can be found in 
[15]. Anomaly Detection have two main modes:

 data acquisition mode – only network traffic 
statistics are saved into log file. Only log file is 
created in this mode.

 alerting mode – instead of data acquisition there is 
also created profile file and current traffic statistics 
are compared to values stored in profile file. In this
mode log and profile file are required.

Pattern, predicted pattern and parameters files are always 
optional and they're useful for future research.

Anomaly Detection 3.0 can be downloaded from 
http://anomalydetection.info [24]. Preprocessor is 
available as source or RPM package. Both Profile 
Generator and Evaluator are available as R scripts –
additional R CRAN (free) software is required for use R 
scripts. Additional instalation, update and removal scripts 
are provided for Profile Generator and Evaluator.

2 Preprocessor
The main part of the Anomaly Detection system is a 
preprocessor written in C programming language, 
designed to enhance Snort possibilities to monitor, 
analyze and detect network traffic anomalies using 
NBAD (Network Behavioral Anomaly Detection) 
approach. The first version of AnomalyDetection 
preprocessor [6] for Snort version 2.4x was published in 
a Master’s Thesis [25] in 2006. Next the project has been 
developed (see e.g. [5] [7] [8] [9] [17]) till the current 
version 3.0 designed for Snort 2.9.x.

The main task of the preprocessor is anomaly 
detection, realized by using a simple algorithm based on 
data acquisition and subsequent comparison of the 
collected values with pattern. Preprocessor reads a 
predicted pattern of the network traffic (of all 
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parameters) from the ‘profile’ file and generates alert 
when the current value exceeds ‘minimum’ to 
‘maximum’ range for the current moment (the moment is 
given by day of the week, hour, minute and second 
corresponding to the intervals from the log file) from the 
profile file.

The profile can be generated ‘manually’, using 
external tools, or by a Profile Generator using 
appropriate model, based on historic values from the log 
file. The architecture affords easy implementation of 
different statistical models of the traffic and usage of 
different tools (i.e. statistical packets) for building 
profiles. Data from the profile is read in intervals defined 
by the user, there is only one line read into the structure 
at a time, this gives possibility to dynamically alter the 
profile file. In case of failure to find the correct entry in 
the profile, anomaly report module is automatically 
disabled to prevent generation of false positive alerts.

As mentioned above the current version of the 
preprocessor can work with adaptive network models 
through changes in the algorithm which loads profile 
information. Abandoned single network profile load for 
the load of single-line in specified time interval. Profile 
data is loaded at exact time of writing counter to the log 
file. This solution although increases the number of I/O 
operations adversely affecting the performance but also 
supports replacing another model during runtime without 
having to restart whole application. In addition, all the 
calculations have been relegated to third-party 
applications and the profile has been changed so that it 
contains the minimum and maximum value. This 
approach makes the preprocessor is more flexible and 
efficient, does not limit the user to use a single method to 
generate a network profile, the profile can be freely 
generated by any application while maintaining only the 
appropriate input format. Reporting anomalies was 
adjusted to snort standards by implementing a 
mechanism which reports events and handle these events 
by dedicated preprocessor rules. The user can freely 
adjust the rules to fit his needs, for example; the content 
of messages stored in the log, which is a priority or 
which action should be taken when matching rules. 
These changes make the application more customizable 
and user-friendly. Improving algorithm for packet 
acquisition by removing unnecessary comparisons and 
optimizations of other ones and increased capacity of 
counters made it possible to use preprocessor in networks 
with high bandwidth 1Gb and above.

The next function of the preprocessor is generating 
alerts. Preprocessor reads a predicted pattern of the 
network traffic (of all parameters) from the ‘profile’ file 
and generates alert when the current value exceeds 
‘minimum’ to ‘maximum’ range for the current moment 
(the moment is given by day of the week, hour, minute 
and second corresponding to the intervals from the log 
file) from the profile file.

The profile can be generated ‘manually’, using 
external tools, or by a Profile Generator using 
appropriate model, based on historic values from the log 
file. The architecture affords easy implementation of 
different statistical models of the traffic and usage of 

different tools (i.e. statistical packets) for building 
profiles. Data from the profile is read in intervals defined 
by the user, there is only one line read into the structure 
at a time, this gives possibility to dynamically alter the 
profile file. In case of failure to find the correct entry in 
the profile, anomaly report module is automatically 
disabled to prevent generation of false positive alerts.

3 Profile Generator
In previous versions of AnomalyDetection system profile 
generation module was included in preprocesor module –
because of this whole application was inflexible. The 
current version of Profile Generator (see e.g. [7] [8] [9]) 
have been separated into independent module which can 
be used to compute statistical models not only for AD 
preprocessor. Furthermore current version is based on R 
language / environment (The R Project for Statistical 
Computing)  (see e.g. [10] [11] [12] [13] [14]) which is 
more flexible and user-friendly than previous 
implementation in C language. R-project is an free, open 
source packet for statistical computing and graphics. In 
this implementation optional packages for R: tseries, 
quadprog, zoo and getopt are used.

The whole implementation of Profile Generator is 
divided into few parts. First part prepares data from log 
file for further calculations and other parts – depending 
on the given parameters – calculates future network 
traffic forecasts. At the end all computed values are 
written into proper files – based on given runtime 
parameters. Data flow in ProfileGenerator module is 
shown on Figure 2. 

Figure 2: Profile Generator data flow diagram. Source: 
[35].

Profile Generator is controlled with parameters passed 
for script execution – all script parameters are handled 
with getopt() function.

Particular columns of specification matrix contains 
respectively:

 long flag name
 short flag
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 parameters arguments
 arguments type
 description

Profile Generator actually implements five methods of 
profile file generation: moving average, naive method, 
autoregressive time series model, Holt-Winters model 
and Brutlags version of HW model (see e.g. [1] [17]). 
The value of dependent variable is given as follows:
Moving average:

k

y
y

t

kti
i

t






1

 (1)

Naive method:

Ttt yy 
(2)

where T is day or week period, or
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(3)

Autoregressive time series model:
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(4)

Holt-Winters model:
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(5)

where:
L is level component given by:

))(1()( 11   ttTttt PLSyL  (6)

P is trend component given by:

11 )1()(   tttt PLLP  (7)

S is seasonal component given by:

Ttttt SLyS  )1()(  (8)

Brutlag method:

TtTtttt mdSPLy   11
max

(9)

TtTtttt mdSPLy   11
min

(10)

where:

L , P and S are the same as in Holt-Winters model
d is predicted deviation given by:

1)1(ˆ  ttt dyyd  (11)

where:

k is number of measurements in time series
t is moment in time

y


is predicted value of variable in moment t

yt is real (measured) value of variable in 

moment t

T is time series period
 is data smoothing factor

 is trend smoothing factor

 is the seasonal change smoothing factor

m is the scaling factor for Brutlags confidence 
bands

4 Implementation of Naïve Method 
Naïve method is the simplest method implemented in 
Profile Generator module. For computing profile with 
this method PG must be launched with '-m NAIVE' 
parameter. Additional '--naive' parameter can be used for 
defining detailed method 'periodicity'. Method implement 
three version of naïve prediction – LAST, DAILY and 
WEEKLY. For LAST version forecasted data are defined 
as the same as previous measurement. DAILY version 
means that predicted values for some day would be the 
same as values in previous day of given time-series. The 
last version stand for algorithm in which forecasted 
values are determined based on logged data for the same 
day-of-week in previous week.

Because of simplicity if this method it should be 
used only in adaptive startup mode – this will cause less 
false-positive alerts and more dynamically prediction. In 
this mode profile is recalculated in regular intervals of 
time, so predicted values refreshes with every oncoming 
period of counter values registration. Figure 3 shows 
graph with predicted values with 5 period interval of 
method recalculation. It can be observed step changes of 
predicted values in succeeding periods. 

Y-axis on Fig 5 stands for minimal and maximal 
border of permitted values for total number of TCP 
packets. X-axis stands for sample number in forecasted 
time-series

Figure 3: Naive method running in adaptive mode with 5 
period interval of recalculation. Source: [35].

5 Implementation of Moving 
Average Method 

Moving average method is computed when Profile
Generator is run with '-m AVG' parameter set. Detailed 
method periodicity and length of the horizon of values 
used for calculation can be defined with '--avg' 
parameter. 

Similar to the naïve method – there are three 
versions of periodicity: LAST, DAILY and WEEKLY. 
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There is also required second parameter which stands for 
number of values used to compute moving average. For 
example 'DAILY,3' means that values from three 
previous days would be used to compute prediction, 
'LAST,5' means that average would be computed using 
five previous values registered in log file.

6 Implementation of Autoregressive 
Model

AR model can be calculated when run with '-m AR' 
parameter. Calculations in this method are based on ar() 
function from package stats in R environment. Function 
ar() fits an autoregressive time series model to given data 
and it is wrapper for the functions: ar.yw, ar.burg, ar.ols 
and ar.mle. Setting 'method' parameter to ar() function 
defines the method used to fit the model.

There are available four algorithms used to fit model 
to given time-series: Yule-Walkers, Burgs, MLE 
(maximum likelihood) and OLS (ordinary least squares).

7 Implementation of Holt-Winters 
Model

The Holt-Winters model, called also the triple 
exponential smoothing model, is a well-known adaptive 
model used to modeling time series characterized by 
trend and seasonality (see e.g. [20], [19] p. 248, [18], 
[21], [22]). The model is sometimes used to modeling 
and prediction of network traffic (see e.g. [23],[7], [8]).

For computing an Holt-Winters model Profile 
Generator must be launched with parameter '-m HW'. 
Optional parameter '--hw' can be set for defining model 
periodicity and subset of data used to build model.

Implementation of Holt-Winters prediction method 
in Profile Generator is based on function 
HoltWinters() from package stats. 
HoltWinters() functions requires time series data as 
object of class 'ts' (time-series object). Object 'ts' is 
created as follows:
ts_obj<-

ts(log.data[,column.log], frequency=pr
ofile.config.frequency, start=c(as.num
eric(log.first.date),log.first.sample.
no))
Function 'ts' gets in this implementation 3 parameters:
 data – a numeric vector of the observed time-series 

values
 frequency – the number of observations per unit of 

time
 start – the number of observations per unit of time. 

This parameter can be a single number or a vector of 
two integers – because of this in our implementation 
human-readable date from log file is converted into 
numeric value and second value is number of sample 
of first observation in the day.

Next HoltWinters() function computes Holt-
Winters filtering of a given time series. Function tries to 
find the optimal values of  or  or by minimizing the 

squared one-step prediction error with optim()

function. Start values for L , P and S are inferred by 
performing a simple decomposition in trend and seasonal 
component using moving averages – it is realized  with 
decompose() function.

Figure 4 shows one weekly period (from January 1st 
to January 7th) of testing data.

Figure 4: One period of testing data. Source: own 
research.

Decompose() function decomposes a time series 
into seasonal, trend and irregular components using 
moving averages. For testing data decompose()
function returns values with trend, seasonal and random 
component. Figure 5 shows those decomposed data.

Figure 5: Decomposed time series. Source: own research.

HoltWinters() function estimates HW model 
smoothing parameters (alpha, beta and gamma), which 
were for testing data as follows (see: Figure 6). Figure 7
shows Holt-Winters fitted to observed comparison.

Figure 6: Fitted Holt-Winters. Alpha=0.8140128; beta=0; 
gamma=1. Source: own research.
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Figure 7: Holt-Winters fitted to observed comparison.
Source: own research.

Fitted values compared to observed values for given 
testing data:

Black line stands for observed data and gray line 
stands for fitted model (in most range black line covers 
gray).

When Holt-Winters model is computed, then future 
prediction can be calculated simple with 
predict.HoltWinters() function. Predict()
function takes in this case two arguments:

HoltWinters object with fitted model parameters
number of future periods to predict
Function returns a time series of the predicted values

for given future periods. For testing data values returned 
from predict() function are shown on Figure 8.

Figure 8: Holt-Winters prediction. Source: own research.

8 Brutlags Algorihm
Holt-Winters method was used to detect network traffic 
anomalies as described in the article [1]. In that paper, 
the concept of “confidence bands” was introduced. As 
described in the article, confidence bands measure 
deviation for each time point in the seasonal cycle and 
this mechanism bases on expected seasonal variability. 

Illustration Fig 9 shows computed confidence bands 
for HW time series prediction. 

Figure 9: Brutlags confidence bands. Source: own 
research.

Confidence band is computed by comparing last 
period of collected network traffic values with fitted 
Holt-Winters values for the same period. Subtract of real 
and predicted values is next scaled with γ estimated  by 
Holt-Winters function – obtained value is finally 
multiplied by scaling factor. Confidence band width is 
controlled with '--scale' parameter – above example is 
computed with scale parameter value of '2'. Brutlag 
proposes sensible values of '--scale' parameter are 
between 2 and 3. Particular lines stands for:

 black – observed values of time series
 medium gray – computed prediction of time 

series with Holt-Winters model
 light gray – upper bound of Brutlags confidence 

band
 gray – lower bound of Brutlags confidence band

9 Usage of Profile Generator
Generator can be launched like any script in CLI 
(Command Line Interface) of operating system with R 
software and necessary packages installed. Scripts 
available at [24] were tested on few GNU / Linux 
distributions: Fedora, Oracle Linux, CentOS, Debian, 
and Ubuntu. Parameters for Profile Generator script are 
validated against bellow BNF notation grammar:

ad_profilegenerator.r <mode> 
<mode> ::= <m_help> | <m_generate> 
<m_help> ::= -(-help|h) 
<m_generate> ::= <log> <profile> <evaluator> 

<pattern> <model_param> <method> <ahead> <scale> 
<verbose>  

<log> ::= -(-log|l) <<log_file_path>> 
<profile> ::= -(-profile|p)  

<<profile_file_path>> | <<empty>> 
<evaluator> ::= -(-evaluator|e) 

<<predicted_pattern_file_path>> | <<empty>> 
<pattern> ::= -(-pattern|P) 

<<pattern_file_path>> | <<empty>> 
<model_param> ::= -(-save|s) 

<<model_parameters_file_path>> | <<empty>> 
<verbose> ::= -(-verbose|v) | <<empty>> 
<ahead> ::= -(-ahead|a) 

<ahead_val> | <<empty>> 
<ahead_val> ::= WEEK|MONTH|<number> 
<scale> ::= -(-scale|d) 

<<scale_parameter>> | <<empty>> 
<method> ::= -(-method|m) <pred_method> | 

<<empty>> 
<pred_method> ::= AVG <avg_param> | 

NAIVE <naive_param> | AR <ar_param> | HW 
<hw_param> | BRUTLAG <brutlag_param> 

<avg_param> ::= --avg <avg_value> | <<empty>> 
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<naive_param> ::= --naive <naive_value> 
| <<empty>> 

<ar_param> ::= --ar <ar_value> | <<empty>> 
<hw_param> ::= --hw <hw_value> | <<empty>> 
<brutlag_param>::= --brutlag <brutlag_value> 

| <<empty>> 
<avg_value> ::= (LAST|DAILY|WEEKLY),<number> 
<naive_value>::= (LAST|DAILY|WEEKLY) 
<ar_value> ::= 

(DAILY|WEEKLY),(YW|BURG|MLE|OLE) 
<hw_value> ::= (DAILY|WEEKLY) 
<brutlag_value> ::= (DAILY|WEEKLY) 
<number> ::= 

<number><number>|0|1|2|3|4|5|6|7|8|9

Sense of each parameter impact is clarified under '--
help' parameter. At least one of 
<profile>,<evaluator>,<pattern>, or <model_param> 
parameter should be set for any sense of running script.

For example the simplest naïve prediction for real 
data stored in 'log.csv' file with saving profile data to 
'profile.csv' file can be launched with: 
./ad_profilegenerator.r -l log.csv -p 
profile.csv -m NAIVE --naive LAST

Prediction for one week for the same file based on 
Holt-Winters algorithm with daily periodicity and with 
'verbose' mode can be calculated with:
./ad_profilegenerator.r -l log.csv -p 
profile.csv -m HW --hw DAILY –ahead 
WEEK -v

10 Evaluator
Profile Evaluator is` the third part of Anomaly Detection 
project. This script is designed for fast evaluation of 
profile file compared to log file. This script calculates 

simple statistic 
M

MAE
for two files. Main application of 

Evaluator is to check fit between pattern and current 
logged values (with log and pattern file) or between 
model and historical data (log and predicted pattern file).

MAE means Mean Absolute Error and M means 
Mean.
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where:

ty is real (current) value of counter in moment t

tŷ
is predicted (estimated) value of counter in 

moment t

te is prediction error in moment t
Calculated values for each counter can be stored in 
output file when '-s' parameter is set. Exemplary 
comparison of real registered values with its prediction is 
shown on Fig 10.

Figure 10: Real values compared to AVG - DAILY,3 
prediction. Source: [35].

Profile Evaluator script is launched likewise Profile 
Generator script. Profile Evaluator script parameters 
grammar looks as follows:

ad_evaluator.r <mode> 
<mode> ::= <m_help> | 

<m_evaluate> 
<m_help> ::= -(-help|h) 
<m_evaluate> ::= <log> <pattern> <save> <skip> 

<verbose> 
<log> ::= -(-log|l) <<log_file_path>> 
<pattern>::= -(-pattern|p) 

<<pattern_file_path>> 
<save> ::= -(-save|s) 

<<save_maem_file_path>>  <<empty>> 
<skip> ::= -(-skip|S) <number> | 

<<empty>> 
<verbose> ::= -(-verbose|v) | <<empty>>

Evaluation of pattern stored in 'pattern.csv' file compared 
with log data stored in 'log.csv' file can be done with:
./ad_evaluator.r -l log.csv -p 
pattern.csv --verbose

11 Multilayer Perceptron
All our previous models can be classified as statistical 
model assigned to one of two groups: Time Series 
Models and descriptive models. The next step is usage of 
artificial-intelligence methods, particularly Artificial 
Neural Networks (ANN) which are implemented only as 
offline models in the current state of our research.

Artificial Neural Networks are the mathematical 
models inspired by biological neural networks. ANN 
consist of an interconnected group of artificial neurons 
operating in parallel. ANN function is determined by the 
weights of the connections between neurons, which 
usually change during a learning phase. There are a lot of
types and architectures of ANN according on their 
purpose. 

Because of the nature of IDS there are two main 
groups of issues: pattern recognition, especially 
classification and prediction. These issues correspond 
with two main areas of application of ANN. In 
consequence ANN can be used for intrusion detection in 
two main ways: as a classifier which determine whether a 
given object (for example: network packet, e-mail, 
network flow) is normal or suspicious and as a predictor 
which try to forecast a future values of system 
parameters (for example: network traffic, CPU 
utilization, number of network connections). There are a 
lot of publications about usage different types of ANN 
for network traffic prediction (See e.g.: [22], [23], [24], 
[25]) or intruder detection (See e.g.: [19], [20], [21]). 



366 Informatica 36 (2012) 359–368 M. Szmit et a.

In our current research we choose the simplest 
artificial neural network – Multilayer Perceptron (MLP)  
for prediction of traffic time series values.

An MLP is a network of neuron called perceptrons. 
The perceptron is a binary classifier which compute a 
single output from multiple inputs (and the 'bias', a 
constant term that does not depend on any input value) as 
function of its weighted sum. 
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where:
y is the output value
 is activation function 
w is weight vector
x is input vector

b is bias

MLP is a feedforward artificial neural network model 
consisting of layers of perceptrons, that maps sets of 
input data onto a set of appropriate output (see: Figure 
11).

Figure 11: Overall look of MLP. Source: own research.

There are a few possible MLP architectures which can be 
used for time series prediction. One can use output layer 
with single neuron and its output value can be interpreted 
as the predicted value of the time series in the next 
moment or output layer with a group of neurons, which 
represent predicted time series values in a few next 
moments. The input layer can consist of different number 
of neurons too. When modelled time series has periodical 
character it seems to be good idea to set the number of 
input neuron equal to the period length or as multiple of 
the length, but when the whole period consists of big 
number of observations (i.e. our series day has 144 and 
week – 1008 observations), the ANN constructed in this 
way may be too big. Number of hidden layers and 
number of neurons in the hidden layers may be arbitrarily 
preselected or automatically set by ANN emulator.

In the research we decided to use the architectures
with input neurons concerning the investigated time 
series value delayed by one, two, three measurements, 
one day, one day and one measurement, one week and 
one week and one measurement, one hidden layer and 
one output neuron. The network architecture were 
automatically optimized by adding input neurons (the 
neurons that did affect to output value). 

12 Results and Conclusions
We decided to collect network traffic data from a few 
small- and middle-sized networks, described in the Table 1.

W1 Amateur campus network consisting of circa 25 
workstrations. IDS has worked on the router 
which act also as the gateway to the Intenret as 
well as a few servers (www, ftp etc.). 

T2 Campus network provided by middle-size IAP 
(about 400 clients)

T3 A network in a block of flats; one of networks 
mentioned in T1, containing about 20 clients

MM Home network connected to the campus amateur 
network (with maximum speed of inbound 
traffic set on the bandwidth manager to 4 Mbps. 
The home network consist of five computers and 
two servers protected by firewall. 

II Local Area Network in small company (about 40 
computers, two intranet servers). 

Table 1: Investigated networks description
(detailed information about these networks and 
descriptive statistics of collected time series are 
described in [9]). Source: own research.
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W1 TCP 45,92
2-1-1
(-1,-3)

46,18

W1 UDP 30,19
1-2-1
(-1)

31,73

W1 ICMP 31,27
4-2-1
(-1, -2, -3, -144)

34,54

T2 TCP 4,19
1-1-1
(-1)

4,23

T2 UDP 15,87
5-1-1
(-1, -2, -3, -144, -1009)

15,41

T2 ICMP 8,53
2-2-1
(-1, -2)

8,66

T3 TCP 4,11
1-1-1
(-1)

4,07

T3 UDP 15,45
1-1-1
(-1)

15,05

T3 ICMP 8,69
3-1-1
(-1, -3, -1008)

8,91

MM TCP 64,40
2-2-1
(-1, -2)

75,72

MM UDP 28,88
4-1-1
(-1, -3, -145, -1009)

30,12

MM ICMP 10,57
3-1-1
(-1,-2,-3)

10,93

II TCP 36,42
2-1-1
(-1,-2)

41,14

II UDP 49,55
5-1-1
(-1, -2, -3, -144, 1008)

48,42

II ICMP 110,65
1-1-1
(-1)

116,44

Table 2: Models fit. Source: own research.
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Detailed results (in percent) of Holt-Winters models from 
the previous research and the MLP from the current one 
are shown on the Table 2. The “topology” column 
describes structure of particular MLP: number of neurons 
in input, hidden and output layer (f.e. “3-2-1” means 
“three input, two hidden and one output neuron”) and 
information about delayed variables in input layer (f.e. “-
1, -145” means: delayed by one measurement on the first 
input and delayed by 145 measurements on the second 
one; because we use time series with 10-minutes interval 
144 means one day and 1008 means one week).

As one can see ANN appears to be promising
solutions for traffic modelling. In the most of cases its fit 
is similar to the Holt-Winters Model and to the other 
models form our previous research. In the future works 
we plan to develop appropriate anomaly detection 
algorithm for MLP model and  implement it as an
additional model in profile generator. Also we plan to 
test another ANN models and architectures to improve 
the fit of our models.

13 Direction for future research
At the moment the most needed improvement to out 
program is to use a database for logging network traffic 
parameters instead of flat comma separated values file. 
For short logging time interval log file would grow 
rapidly and in the course of time access to log data will 
raise. Usage of database would have one other more 
major advantage – obtaining a needed sub-collection of 
log data will be easier and faster. Moreover by not using 
file for log data there should be lower memory and disk 
usage consumption – actually all data from log file are 
loaded into memory during forecasts calculations. With 
simple SQL queries there would be no need to do this –
only data for current counter (time series) are necessary. 

Second awaited development is use of NetFlow / 
IPFIX standard in storing and calculating network data. 
By this it would be simple to collect network data from 
many observation points. Afterwards device which 
support IPFIX protocol can filter and aggregate data and 
send it to Anomaly Detection server for further analysis. 
Implementation of IPFIX protocol would be good 
starting point for further improvements such as flow or 
route analysis (see e.g. [26] [27]).
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Usage of mobile devices has grown over the past years. The term “mobile devices” covers many 

different kinds of devices (e.g. smart phones, cell phones, personal digital assistant (PDA), tablets, 

netbooks, etc.). A typical example that shows the growth of technologies is the smart phone. A Smart 

phone serves not only for voice calls and typing SMS, but can be used to access the internet and e-mails, 

play music and movies, and access remote storages. The Disadvantage of mobile devices is that they do 

not have a wired connection to the internet and thus the connection can vary. It can be fast while using 

WI-FI or the 3G mobile network or very slow using an old GRPS technology. 3G and other  

state-of-the-art technologies are not available everywhere. But users want to access their files as quickly 

and reliably as they can access them on a wired connection. 

If data are demanded repeatedly, they can be stored on mobile devices in an intermediate component 

called a cache. However, the capacity of the cache is limited; thus we should store only the data that 

will probably be demanded again in the future. In this article, we present a caching algorithm which is 

based on client and server statistics. These statistics are used to predict a user’s future behaviour. 

Povzetek: Opisana je nova metoda za predpomnjenje pomnilniških naprav. 

1 Introduction
Over the past years, more and more people can access the 

internet and produce data. The need of storing this data 

has also grown. Whether data are of multimedia types 

(e.g. images, audio, or video), text files, or are produced 

by scientific computation, they should be stored for 

sharing among users and further use. The data files can 

be stored on a local file system, on a remote file system 

or on a distributed file system.  

A local file system (LFS) provides the data quickly 

compared to other solutions. On the other hand, LFS 

does not have enough capacity for storing a huge amount 

of data in general. LFS is also prone to failure. Because 

the data on LFS are usually not replicated, failure of the 

LFS usually causes more or less temporary loss of data 

accessibility, or even loss of data. Another disadvantage 

of LFS is that the local data cannot be accessed remotely. 

A remote file system (RFS) provides the data 

remotely. RFS has otherwise the same disadvantages as 

LFS. It is prone to hardware failure. RFS is also hardly 

scalable. While using remote access, RFS has to use user 

authentication and authorization for preventing data 

stealing or corruption.  

A Distributed file system (DFS) provides many 

advantages over a remote file system. These advantages 

are reliability, scalability, capacity, security, etc. 

Accessing files from mobile devices has to take into 

account changing communication channels caused by the 

user’s movement. DFSs that are widely used were 

designed before mobile devices spread. Now, it is hard to 

develop mobile client applications and to implement 

algorithms for mobile devices into a DFS. None of the 

current DFSs, e.g. Andrew File System (AFS), Network 

File System (NFS), Coda, InterMezzo, BlueFS, 

CloudStore, GlusterFS, XtreemFS, dCache, MooseFS, 

Ceph and Google File System, has suitable clients for 

mobile devices [1] [2] [3]. 

Mobile devices have limited capacity for storing user 

content. They can store up to GBs of the data. Some of 

the devices can extend their capacity by using a memory 

card, but the capacity of these cards is also limited 

(usually to 32GB [4]). On the other hand, a DFS can 

store TBs of the data.  

The speed of a wireless connection is low in 

comparison to a wired connection. The highest wireless 

speed is often limited by the use of the Fair User Policy 

(FUP) by the mobile connection provider. The FUP 

restricts the quantum of the downloaded data in a period 

of time [5]. In addition, the speed of a wireless 

connection can vary. The newest connection technologies 

are not available everywhere, but mobile users wish to 

access their data as fast as possible. So far, users 

download the same data repeatedly; we can use a cache 

to increase system performance.  In this article, we will 

focus on use of the cache by mobile clients in a 

distributed file system 

A cache is an intermediate component which stores 

data that can be potentially used in the future. While 

using a cache, the overall system performance is 
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improved. The cache is commonly used in database 

servers, web servers, file servers, storage servers, etc. [6]. 

However, cache capacity is not usually sufficient to store 

all requested content. When the cache is full, a system 

designer must adopt an algorithm which marks old 

content in the cache to be replaced. This algorithm 

implements replacement policy.  

Cache functionality is depicted in Figure 1. The 

cache in the DFS can be on the client side as well as on 

the server side. 

 

 

Figure 1: Cache. 

The cache on the client side stores content that has 

been downloaded by a user who is running a client 

application. In this case, replacement policy is usually 

based on statistical information gathered from the user's 

behaviour. The cache on the server side contains data 

which has been requested by the most users. 

Replacement policy in this case uses statistics gathered 

from all users' requests. Using a cache on the server and 

the client sides at the same time does not increase system 

performance. Increasing the cache hit ratio on the client 

side causes increasing the miss ratio on the server side 

and vice versa [7]. 

In section 2, we introduce cache policies commonly 

used. We discuss simple, statistics-based and hybrid 

caching algorithms. 

We present a new caching replacement policy in 

section 3. We use client and server statistics in a manner 

which increases system performance. In section 4, we 

present results of performance analysis for the new 

algorithm. The results were acquired via simulation of 

user behaviour. As a remote storage for user files, we 

used KIVFS. KIVFS is a distributed file system which is 

being developed at the Department of Computer Science 

and Engineering, University of West Bohemia [8]. KIV 

is an acronym for the Czech name of our department 

(Katedra Informatiky a Výpočetní techniky). KIVFS is 

also designed to support mobile devices.  

2 Overview of Caching Algorithms 
We describe replacement policies which are commonly 

used in distributed file systems or in operating systems. 

Clearly, an optimal replacement policy replaces data 

whose next use will occur farthest in the future. 

However, this policy is not implementable. We cannot 

look into the future to get needed information about 

usage of the data. Hence, no implementable caching 

policy can be better than an optimal policy. 

Caching policies can be divided into three 

categories: simple, statistics-based and hybrid policies. 

2.1 Simple caching algorithms 

Simple caching algorithms do not use any statistics 

or additional information.  For replacement decisions, 

they usually employ other mechanisms. Examples of 

simple caching algorithms are Rand, FIFO, FIFO with 

2
nd

 chance, and Clock None of these caching policies 

takes user behaviour into account. 

RAND. RAND or Random is a simple replacement 

policy which chooses data to be replaced based on 

random selection [9]. It is very easy to implement this 

replacement policy.  

FIFO. First-In First-Out is another simple 

replacement policy. The data that are chosen to be 

replaced are the oldest in the cache. Data in the cache are 

ordered in a queue. The new data are placed on the tail of 

the queue. When the cache is full and new data come into 

the cache, the data from the head of the queue are 

replaced [10].  

FIFO with 2
nd

 chance (FIFO2). First-In First-Out 

with second chance is a modification of the FIFO 

caching policy. FIFO2 stores the data units in a queue. In 

contrast to FIFO, FIFO2 stores a reference bit for each 

data unit in the queue. If a cache hit occurs, the reference 

bit is set to 1. When a replacement is needed, the oldest 

unit in the cache with a reference bit set to 0 is replaced 

and the reference bit of the older units is set to 0 at the 

same time [11]. 

CLOCK. The Clock replacement policy stores the 

data units in a circular buffer [12]. Clock stores a 

reference bit for each cached unit, and a pointer into the 

buffer structure. If a cache hit occurs, the reference bit of 

the requested data unit is set to 1. The data to be replaced 

are chosen by circularly browsing the buffer, and 

searching for the unit with a reference bit set to 0. The 

reference bit of each data unit with the reference bit set to 

1 found during the browsing is reset to 0 [13] .  

2.2 Statistics-based caching algorithms 

Statistics-based algorithms employ statistical information 

about data in the cache: frequency of the accesses, and 

recency of the last use of data. Frequency is used by an 

LFU algorithm and recency by LRU and MRU 

algorithms. 

LRU. The Least Recently Used replacement policy 

uses the temporal locality of the data [9]. Temporal 

locality means that the data units that have not been 

accessed for the longest time will not be used in the near 

future and can be replaced when the cache is full [14]. 

According to the tests [15], LRU seems to be the best 

solution for caching large files. LRU is frequently 

implemented with a priority queue. Priority is the 

timestamp of last access. The disadvantage of the LRU 

policy is that the data unit can be replaced even if the 
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unit was accessed periodically many times. In this case, 

the file will probably be requested in the near future 

again. 

MRU. The Most Recently Used replacement policy 

works conversely to LRU. MRU replaces the most 

recently accessed data units. MRU is suitable for a file 

which is being repeatedly scanned in a looping sequential 

reference pattern [16].  

LFU. The Least Frequently Used replacement policy 

replaces the data that have been used least. For each data 

unit there is a counter which is increased every time the 

data unit is accessed [9]. The disadvantage of this 

approach is that the data units in the cache that have been 

accessed many times in a short period of time remain in 

the cache, and cannot be replaced even if they will not be 

used in the future at all. 

2.3 Hybrid caching algorithms 

The disadvantages of LRU and LFU replacement 

policies result in hybrid algorithms. These algorithms 

mostly combine LFU and LRU to get better results in the 

cache hit ratio.  
2Q replacement policy uses two queues. The first 

queue uses the FIFO replacement policy for data units 

and is used for data units that have been referenced only 

once. The second queue uses LRU as a replacement 

policy, and serves for so-called hot data units. Hot data 

units are units that have been accessed more than once. If 

a new data unit comes to the cache, it is stored in the 

FIFO-queue. When the same data unit is accessed for the 

second time, it is moved to the LRU-queue. The 2Q 

algorithm gives approximately 5% improvement in the 

hit ratio over LRU [17]. 

MQ replacement policy uses multiple LRU-queues. 

Every queue has its own priority. The data units with a 

lower hit count are stored in a lower priority queue. If the 

number of the hit count reaches the threshold value, the 

data unit is moved to the tail of a queue with a higher 

priority. When a replacement is needed, the data units 

from the queue with the lowest priority are replaced [18].  

FBR replacement policy uses the benefits of both 

LFU and LRU policies. FBR divides the cache into three 

segments: a new segment, a middle segment, and the old 

segment. Data units are placed into sections based on 

their recency of usage. When a hit occurs, the hit counter 

is increased only for data units in the middle and old 

segments. When a replacement is needed, the policy 

chooses the data unit from the old segment with the 

smallest hit count [19]. 

LIRS replacement policy uses two sets of referenced 

units: the High Inter-reference Recency (HIR) unit set 

and the Low Inter-reference Recency (LIR) unit set. 

LIRS calculates the distance between the last two 

accesses to a data unit and also stores a timestamp of the 

last access to the data unit. Based on this statistical 

information, the data are divided into either LIR or HIR 

blocks. When the cache is full, the least recently used 

data unit from the LIR set is replaced. LIRS is suitable 

for use in virtual memory management [20]. 

LRFU replacement policy employs both LRU and 

LFU replacement policies at the same time. LRFU 

calculates the so-called CRF (Combined Recency and 

Frequency) value for each data unit. This value quantifies 

the likelihood that the unit will be referenced in the near 

future. LFRU is suitable for use and was tested in 

database systems [21]. 

LRD replacement policy replaces the data unit with 

the lowest reference density. Reference density is 

a reference frequency for a given reference interval.  

LRD has two variants of use. The first variant uses a 

reference interval which corresponds to the age of a 

page. The second variant uses constant interval time [22]. 

LRU-K replacement policy keeps the timestamps of 

the last K accesses to the data unit. When the cache is 

full, LRU-K counts so-called Backward K-Distance 

which leads the marked data unit to replace. The LRU-K 

algorithm is used in data base systems [23]. An example 

of LRU-K is LRU-2, which remembers the last two 

access timestamps for each data unit. It then replaces the 

data unit with the least recent penultimate reference [24]. 

ARC is similar to the 2Q replacement policy. The 

ARC algorithm dynamically balances recency and 

frequency. It uses two LRU-queues. These queues 

maintain the entries of recently evicted data units [6]. 

ARC has low computational overhead while performing 

well across varied workloads [17], [25]. ARC requires 

units with the same size; thus it is not suitable for 

caching whole files. 

CRASH is a low miss penalty replacement policy. It 

was developed for caching data blocks during reading 

data blocks from the hard disk. CRASH puts data blocks 

with contiguous disk addresses into the same set. When 

replacement is needed, CRASH chooses the largest set 

and replaces the block with the minimum disk address 

[6]. CRASH works with data blocks with the same size; 

thus CRASH is not suitable for caching blocks with 

different sizes. 

3 The LFU-SS and LRFU-SS 

Architecture 
All caching algorithms mentioned were designed mainly 

for low-level I/O operations. These algorithms usually 

work with data blocks that have the same size. When 

replacement occurs, all the statistics-based and hybrid 

caching policies mentioned choose the block to be 

removed from the cache based on statistics gathered 

during user requests. Moreover, all the caching policies 

have to store statistical information for all data blocks in 

the cache. 
We propose a new caching policy suitable for use in 

mobile devices. Our first goal is to minimize costs of 

counting the priority of data units in the cache. This goal 

was set because mobile device are not as powerful as 

personal computers ant their computational capacity is 

limited. The speed of data transfer from a remote server 

to the mobile device can vary. Thus, our second goal is to 

increase the cache hit ratio, and thereby decrease the 

network traffic caused by data transfer.  
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We present an innovated LFU algorithm we call 

Least Frequently Used with Server Statistics (LFU-SS), 

and a hybrid algorithm we call Least Recently and 

Frequently Used with Server Statistics (LRFU-SS) [26]. 

3.1 LFU-SS 

In LFU-SS, we use server and client statistics for 

replacement decisions. We will consider server statistics 

first. The database module of the server maintains 

metadata for the files stored in the DFS. The metadata 

records contain items for storing statistics. These 

statistics are number of read and number of write hits per 

file, and number of global read hits for all files in the 

DFS. When a user reads a file from the DFS, the 

READ_HITSserver counter is increased, and sent to the 

user. When a user wants to write the file content, the 

WRITE_HITSserver counter is increased. Both of these 

counters are provided as metadata for each requested file. 

Calculation of the GLOBAL_HITSserver counter is a time-

consuming operation because of summation of the 

READ_HITSserver of all files. If we presume that the DFS 

stores thousands of files which are accessed by users, the 

value of variable GLOBAL_HITSserver is then much 

greater than the value of variable READ_HITSserver, and 

we do not need to get the value of  GLOBAL_HITSserver 

for each file access. The value of the GLOBAL_HITSserver 

counter is computed periodically, thus saving server 

workload. 

The caching unit in our approach is the whole file. 

By caching whole files, we do not need to store read or 

write hits for each block of the file; we store these 

statistics for the whole file. Storing whole files also 

brings another advantage – calculation of priorities for 

replacement is not computationally demanding because 

of the relatively low number of units in the cache. 

When the LFU-SS replacement policy must mark a 

file to be thrown out of the cache, LFU-SS works 

similarly to regular LFU. LFU-SS maintains metadata of 

files in a heap structure. In LFU-SS, we use a binary 

min-heap. The file for replacement is stored in the root 

node. When a user reads a cached file, the client read hits 

counter READ_HITSclent is increased and the heap is 

reordered if necessary. The server statistics are only used 

for newly incoming files to the cache. 

In a regular LFU policy, the read hits counter for a 

new file is initialized to one (the file has been read once). 

The idea of LFU-SS is that we firstly calculate the read 

hits counter from the statistics from the server. If the new 

file in the cache is frequently downloaded from the 

server, the file is then prioritized in comparison to a file 

which is not frequently read from the server. For 

computing the initial read hits value, we use the 

following formula: 

 
We first calculate the difference between read and write 

hits from the server. We prefer the files that have been 

read many times, and have not been written so often. 

Moreover, we penalize the files that are often written and 

not often read. We do this in order to maintain the data 

consistency of the cached files. The variable 

GLOBAL_HITSclient represents the sum of all read hits to 

the files in the cache. We add 1 because the user wants to 

read this file. We must store the read hits value as a 

decimal number for accuracy reasons when reordering 

files in the heap. The pseudo-code for LFU-SS is in 

Figure 2.  

The disadvantage of using LFU-SS and general LFU 

relates to ageing files in the cache. If the file was 

accessed many times in the past, it still remains in the 

cache even if the file will not be accessed in the future 

again. We prevent this situation by dividing the variable 

READ_HITSclient by 2. When the value of variable 

READ_HITSclient reaches the threshold value, 

READ_HITSclient variables of all cached files are divided 

by 2. The threshold value was set to 15 read hits 

experimentally. 

Input: Request for file F 

Initialization: heap of cached files 

records /*ordered by client’s cache read 

hit counts */ 

if F is not in cache 

{ 

  while cache is full  

  { 

    remove file with the least read hits 

    reorder heap to be min-heap 

  } 

  compute initial READ_HITS for file F 

  download file F into cache 

  insert metadata record to the heap 

  reorder heap to be min-heap 

} 

else 

{ 

  increase READ_HITS value of file F by 1 

  reorder heap if necessary 

  upload client statistics to server 

  if READ_HITS > threshold 

  { 

     for each FILE in cache do 

     { 

       FILE.READ_HITS = FILE.READ_HITS / 2 

     } 

  } 

} 

Figure 2: Pseudo-code for LFU-SS 

Using statistics from the server for gaining better 

results in the cache read hit ratio causes a disadvantage in 

updating these statistics. If the accessed files are 

provided from the cache, the statistics are updated only 

on the client side, and are not sent back to the server. In 

this case, the server does not provide correct metadata, 

and the policy does not work correctly. A Similar case 

occurs while using a cache on the server and client sides 

simultaneously [7]. To prevent this phenomenon, the 

client application periodically sends local statistics back 

to the server. The update message contains file ids and 

number of requests per each file since the last update. We 

show the experimental results for LFU-SS with and 



DESIGN AND IMPLEMENTATION OF… Informatica 36 (2012) 369–378 373 

without uploading statistics to the server in the next 

section.  

We will discuss the time complexity of using  

LFU-SS now. As mentioned before, we use a binary min-

heap for storing metadata records. This heap is ordered 

the by read hits count. For cached files in LFU-SS, we 

use three operations: inserting a new file into the cache, 

removing a file from the cache, and updating file read 

hits. All these three operations are O(logN) [27]. 

3.2 LRFU-SS 

Next, we will use LFU-SS in combination with 

standard LRU. As for mentioned hybrid caching 

replacement policies, the combination of LRU and LFU 

increases the cache hit ratio. For the combination of these 

caching policies, we will compute the priority of LRU 

and LFU-SS for each file in the cache. The priority of 

LRU and LFU-SS is from the interval (0, 65535], where 

a higher value represents a higher priority. The file with 

the lowest priority is replaced.  The formula for counting 

the final priority of the file is the following: 

 

 
 

In computing the final priority, we can favour one of 

the caching policies by setting a higher value for K1 or K2 

constants. The impact of setting these constants is shown 

in section 4. Next, we will focus on computing priority 

values for LFU-SS and LRU caching policies. 

3.2.1 PLFU-SS 

The priority value for the LFU-SS algorithm is 

calculated by using linear interpolation between the 

highest and the lowest read hits values. The formula for 

counting this priority is the following: 
 

 
 

In this formula, the values of variables 

GLOBAL_HITSmin,client and GLOBAL_HITmax,client 

correspond to the highest and lowest read hits values. In 

the case that the file is new in the cache, we calculate 

read hits by using the formula from the previous section. 

We can expect that a new file in the cache is fresh and 

will also be used in the future. Despite computing read 

hits for a new file in the cache by using server statistics, 

new files in the cache still have a low read hits count. 

Therefore, we calculate the PLFU-SS for the new file in the 

cache in a different way. We use server statistics again 

and calculate the first PLFU-SS as follows: 
 

  

3.2.2 PLRU 

The least recently used policy usually stores the 

timestamp for last access to the file. If a replacement is 

needed, the file that has not been accessed for the longest 

time period is discarded. In our approach, we need to 

calculate the priority from the timestamp. We do this as 

follows: 

 
 

As shown in the formula, we again use linear 

interpolation for calculating PLRU. We interpolate 

between Tleast_recently_file and Tmost_recently_file . Tleast_recently_file 

is the timestamp of the file that has not been accessed for 

the longest time period. Tmost_recently_file is the timestamp of 

the file that has been accessed most recently. 

The disadvantage of using LRFU-SS relates to 

computation priorities. We need to recalculate priorities 

for all cached units every time one cached unit is 

requested. We also need to reorder the heap of the cached 

files because of changes in these priorities. By caching 

whole files, we do not have many units in the cache, so 

these calculations are acceptable. The pseudo-code for 

the LRFU-SS is in Figure 3.  

Input: Request for file F 

Initialization: Min-Heap of cached files 

/*ordered by priority*/ 

K1, K2 /*constants for computing Pfinal*/ 

 

if F is not in cache 

{ 

  while cache is full  

  { 

    remove file with the least priority 

    reorder heap to be min-heap 

  } 

  compute read hits for file F 

  compute initial PLFU-SS for file F 

  compute PLRU for file F 

  compute Pfinal := K1 * PLFU-SS + K2 * PLRU; 
  download and Insert file F into cache 

  recalculate priorities of all files in 

     the cache and simultaneously reorder  

     the heap 

} 

else 

{ 

  increase READ_HITS value of file F by 1 

  upload client statistics to server 

  if READ_HITS > THRESHOLD 

  { 

    for each FILE in cache do 

    { 

      FILE.READ_HITS = FILE.READ_HITS / 2 

    } 

  } 

  store new timestamp for file F 

  recalculate priorities of all files in 

    the  cache and reorder the heap 

} 

Figure 3: Pseudo-code for LRFU-SS. 

The LRFU-SS policy uses server statistics like  

LFU-SS. Using LRFU-SS causes the same problem with 

updating access statistics on the server side. We will 

solve this problem by periodically sending update 

messages back to the server. We show the experimental 
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results for LRFU-SS with and without uploading 

statistics to the server in the next section. 

As with LFU-SS, we will discuss the time 

complexity of using LRFU-SS. Again, we use a binary 

min-heap for storing metadata records of cached files. 

We also employ three operations to the cached files: 

inserting a new file into the cache, removing a file from 

the cache, and accessing the file. Let N be the number of 

the cached files: 

The operation inserting a file entails recalculating 

time priorities of all cached files, which takes O(N) time. 

New priorities do not affect the heap structure because 

the recalculation maintains the min-heap property. After 

recalculating new priorities, we insert a new file into the 

heap, which is O(logN). Then, insertion of a new file is 

O(N). The operation removing a file is O(logN) again. 

The operation accessing a file has the time complexity of 

O(N). As with inserting a new file, we need to 

recalculate priorities of all files taking O(N) time.  For an 

accessed file, we need to recalculate the PLFU-SS priority 

and min-heapify the accessed file, which is O(logN). So, 

accessing a file takes O(N) time. 

4 Performance Evaluation 
In this section, we evaluate the proposed algorithms and 

compare them to other caching algorithms. We carried 

out two types of test. The first series of tests was 

performed using a cache simulator. The second series of 

tests ran on a wired client that was connected to the 

KIVFS used for storing and accessing files, thus 

mimicking a mobile device connection to the server.  

We created 500 files with uniformly distributed 

random size between 1KB and 5MB on the server side. 

This distribution is based on analysis of the log from a 

local AFS cell server. We monitored the AFS cell for a 

month. In this period of time, users have nearly 930,000 

requests to the files. The most of accessed (over 98%) 

files are from (0-5MB] in size  

The number of requests to the files is not equal. We 

observed in the AFS log that some files are requested 

more often than other files. Accesses to the files are 

simulated by using a Gaussian random generator which 

corresponds to the observations gained from the log. 

We evaluated the performance of LFU-SS and 

LRFU-SS algorithms on cache sizes ranging from 8MB 

to 512MB, reflecting the limited capacity of mobile 

devices.  

We used the cache hit ratio and data transfer 

decrease needed to transfer the files as performance 

indicators.  

4.1 Cache simulator 

A cache simulator was developed to prevent the 

main disadvantage of testing caching policies in a real 

environment, which lies in the fact that it takes a long 

period of time to test caching algorithms. This is caused 

by the communication over a computer network.  

The cache simulator consists of three parts: Server, 

Client and Request generator. 

 Server represents storage of files collection. Each 

file is represented by a unique ID and size in bytes. 

Additionally, the server stores a number of read and 

writes requests for each file. When a client demands a 

file, all the metadata are provided. 

Client is an entity which requests files from the 

server and uses the evaluated caching algorithm. During 

the simulation, the client receives requests for file access 

from the Requests generator. The client increases the 

counter of requested bytes by the size of the file and 

looks into its cache for a possible cache hit. If the file is 

found in the cache, the number of cache read hits is 

increased. If the file is not in the cache, the file is 

downloaded from the server and stored in the cache. At 

the same time, the counter maintaining the number of 

transferred bytes is increased by the size of the requested 

file. 

Requests generator is an entity which knows the 

files’ ID from a server, and generates requests for these 

files. We used a Gaussian random generator for a 

simulation with parameters based on the AFS log 

mentioned above.  

4.2 KIVFS environment 

The KIVFS distributed file system consists of two 

main parts: server and client applications. The System 

architecture is depicted in Figure 4. 

 
Figure 4: Model of KIVFS. 

4.2.1 KIVFS client 

The client module allows the client to communicate 

with KIVFS servers, and to transfer data. The client 

applications exist in three main versions: the standalone 

application, the core module of the operating system and 

Filesystem in Userspace (FUSE). 

4.2.2 KIVFS server 

The KIVFS Server consists of five modules: 

Authorization, Synchronization, VFS, Database, and File 

System. These modules can be run on different machines 

cooperating in a DFS or on a single machine. We briefly 

KIVFS Server

KIVFS Client

Authorization

Synchronization

VFS

Database File system
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describe these five modules. KIVFS is described in [8] in 

more detail. 
Authorization Module. This module is an entry point 

to the system. It ensures authorization and secure 

communication with clients [8]. The communication 

channel is encrypted by using OpenSSL.  

Synchronization Module. The synchronization 

module is a crucial part of the whole system. Several 

clients can access the system via several nodes. 

Generally, different delays occur in delivering the 

messages. The KIVFS system uses Lamport’s logical 

clocks for synchronization. Every received message gets 

a unique ID corresponding to the logical clock. The 

synchronisation is based on this unique ID, which also 

serves as a timestamp. This ID is also used for 

synchronisation among nodes. 

 Virtual File System Module (VFS). The VFS module 

hides the technology used for data and metadata storage. 

Based on the request, the module determines whether it 

is aimed at the metadata, or is aimed at file access.  

File System Module (FS). The File system module 

stores file content on physical devices like a hard disk. It 

is utilized to work with the content of the files that the 

user works with.  

The FS module also manages the active data 

replication. The FS module starts the replication of the 

file in the background. The replication process 

cooperates with the synchronization layer.  

Database Module. The Database module serves for 

communication with the database. The database stores 

metadata, the list of authorized users, and the client 

request queue.  

The synchronization of the databases is solved at the 

synchronization level of KIVFS. It ensures the 

independence of the replication and synchronization 

mechanisms of different databases.  

4.3 Evaluation 

In this subsection, we give the results of the 

simulations. The first simulation of the caching 

algorithms’ behaviour used the Cache Simulator; the 

second one ran on a wired client. 

4.3.1 Simulation using the cache simulator 

We implemented all caching policies mentioned in 

Section 2 in this simulation. Coefficients were set to 

K1=0.35, K2=1.1 for LRFU-SS. We chose these 

coefficients after a series of experiments with LRFU-SS. 

In experiments, we simulated LFRU-SS and LFU-SS 

with and without sending client statistics back to the 

server, to demonstrate the effect of sending client 

statistics.  

In the experiments, we generated 100,000 requests 

on files. The cache read hit ratio is shown in Table 1. 

Table 2 shows the data transfer decrease. The total size 

of transferred files was 247.5GB, which is also the 

number of bytes transferred without usage of a cache.  

 

Read Hit 

Ratio [%] / 

Cache Policy

Caching 

policy
8 16 32 64 128 256 512

2Q 1.77 4.26 9.07 18.23 35.51 64.26 95.27

Clock 1.48 3.32 6.85 13.78 27.26 52.62 90.43

FBR 2.85 7.71 14.45 22.27 36.32 66.48 93.51

FIFO 1.48 3.32 6.84 13.70 26.87 51.13 85.09

FiFO 2nd 1.48 3.32 6.92 14.00 27.96 54.49 92.28

LFU 3.61 7.17 11.41 17.31 34.44 63.22 95.38

LFU-SS 3.74 7.84 13.48 22.25 38.55 65.93 94.21

LFU-SS 

without 

sending 

statistics

2.26 6.00 8.06 13.50 21.96 36.21 61.71

LIRS 1.93 3.98 7.69 15.48 29.91 56.90 92.83

LRDv1 1.48 3.31 6.90 14.02 28.06 56.11 93.80

LRDv2 1.48 3.31 6.91 13.87 27.42 53.05 89.83

LRFU 1.94 4.05 8.60 18.18 35.19 64.65 93.89

LRFU-SS 2.98 4.63 10.15 19.77 37.72 66.67 94.48

LRFU-SS 

without 

sending 

statistics

0.95 2.35 5.50 8.61 18.51 37.22 65.36

LRU 1.48 3.32 6.88 13.82 27.55 53.48 91.68

LRU-K 1.48 3.39 8.07 17.08 34.10 64.15 95.23

MQ 1.79 3.78 7.59 14.95 29.38 55.49 92.06

MRU 1.35 2.32 4.27 7.61 14.22 29.94 57.55

RND 1.53 3.26 6.90 13.74 26.86 50.90 85.27

Cache Size [MB]

 
 

Table 1: Cache Read Hit Ratio vs. Cache Size Using 

Cache Simulator. 

Without sending these statistics, both LFU-SS and 

LRFU-SS have significantly worse results than the other 

caching policies. This situation shows both indicators, 

cache hit ratio and data transfer decrease.  

LFU-SS with sending local statistics back to the 

server has the best results in terms of the cache hit ratio. 

The second-best is the FBR policy. Recall that we use the 

whole file as the caching unit. Hence, the policy with the 

best read hits ratio is not necessarily the best one in 

decreasing data transfer, which is obviously caused by 

the variety of file size. Although FBR has good results in 

terms of the cache hit ratio, it has worse results in 

decreasing network traffic. LFU-SS has the best result in 

decreasing network traffic for cache sizes from 8MB to 

128MB. For higher cache sizes, LRFU-FF is a better 

choice. 

Overall, results in this experiment show that LFU-SS 

achieves up to 2% improvement in saving network traffic 

in smaller cache sizes over other caching policies. 

LRFU-SS achieves up to 1% improvement in higher 

cache sizes. 
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Data 

Transfer 

Decrease 

[GB] / Cache 

Policy

Caching 

policy 8 16 32 64 128 256 512

2Q 244.20 238.52 227.93 206.48 164.15 89.86 12.12

Clock 244.08 239.48 230.74 213.57 179.73 116.76 23.14

FBR 244.65 242.78 228.18 206.35 169.36 91.02 16.64

FIFO 244.08 239.48 230.60 212.97 178.15 111.61 18.54

FiFO 2nd 244.08 239.48 230.77 213.77 180.77 120.43 36.54

LFU 243.42 238.16 229.34 210.16 170.23 98.76 12.57

LFU-SS 243.32 237.73 225.75 202.86 156.81 83.29 13.82

LFU-SS 

without 

sending 

statistics

245.10 242.34 236.92 224.94 201.61 161.67 98.56

LIRS 243.82 239.01 229.46 209.95 173.72 105.76 17.09

LRDv1 244.08 239.50 230.67 212.91 177.89 107.90 14.90

LRDv2 244.07 239.50 230.59 213.29 179.41 115.57 24.62

LRFU 243.79 238.88 228.40 206.98 165.56 90.31 14.64

LRFU-SS 243.44 238.72 226.91 203.06 158.67 81.79 13.38

LRFU-SS 

without 

sending 

statistics

245.64 242.69 237.30 225.89 202.18 158.99 91.84

LRU 244.08 239.48 230.69 213.40 179.11 114.49 19.97

LRU-K 244.08 239.42 229.14 207.99 166.00 90.71 12.36

MQ 243.93 238.89 229.30 210.92 174.79 109.10 19.09

MRU 243.98 239.60 230.65 213.58 180.86 121.04 36.13

RND 244.47 242.02 237.23 229.06 212.48 173.45 99.20

Cache Size [MB]

 

Table 2: Data Transfer Decrease vs. Cache Size Using 

Cache Simulator. 

4.3.2 Simulation on a wired client 

The second simulation ran on a wired client to accelerate 

the experiments. Because of high time consumption of 

the experiments, we implemented only RND, FIFO, LFU 

and LRU policies for comparison with  

LFU-SS and LRFU-SS policies.  

For LRFU-SS, we choose the same coefficients as in 

the first simulation. In the simulation scenario, we 

generated 10,000 requests. Table 3 summarizes the cache 

read hit ratio for each of the implemented algorithms. 

The best algorithm in this scenario is LFU-SS. While 

using LFU-SS with cache capacities of 16MB and 

32MB, we can achieve up to 11% improvement over 

commonly used LRU or LFU caching policies. When we 

use a cache with a larger capacity (64, 128, 256, and 

512MB), the improvement is up to 4% in the cache hit 

ratio. 
Again, the policy with the best read hits ratio is not 

necessarily the best one in decreasing data traffic.  

ReadHit 

Ratio [%]/ 

Caching 

Policy

Caching 

Policy
8 16 32 64 128 256 512

RND 2.98 5.68 10.36 16.03 25.46 40.39 62.34

FIFO 2.66 5.49 10.18 15.34 25.44 39.69 60.23

LFU 2.79 6.18 11.21 19.09 30.19 41.23 63.87

LRU 2.79 6.36 10.84 19.3 28.94 40.67 63.54

LFU-SS 6.55 13.05 21.68 25.14 31.47 42.47 64.23

LFU-SS 

without 

sending client 

statistics

2.56 5.48 11.02 18.52 28.56 35.25 55.45

LRFU-SS 4.5 10.03 15.22 23.76 30.8 41.9 64.14

LRFU-SS 

without 

sending client 

statistics 

2.48 5.1 10.54 18.65 29.15 36.82 56.75

Cache Size [MB]

 

Table 3: Cache Read Hit Ratio vs. Cache Size on Wired 

Client. 

Next, we measured the data transfer decrease. The total 

size of transferred files was 22,5GB. Table 4 summarizes 

the data transfer decrease for different caching policies.  

Data Transfer 

Decrease [GB] / 

Cache Policy

Caching policy 8 16 32 64 128 256 512

RND 21.97 21.38 20.47 19.25 17.57 14.09 8.63

FIFO 22.03 21.43 20.41 19.33 17.68 14.59 9.19

LFU 22.11 21.51 20.61 18.21 16.95 14.48 8.36

LRU 21.96 21.15 20.12 18.41 17.15 14.55 8.70

LFU-SS 20.99 19.32 18.61 18.14 15.16 12.55 7.95

LFU-SS 

without 

sending client 

statistics

21.97 21.07 19.94 18.30 16.58 14.48 9.90

LRFU-SS 21.74 20.27 18.90 16.93 14.94 12.44 7.88

LRFU-SS 

without 

sending client 

statistics 

21.99 21.24 20.07 18.30 16.19 14.08 9.33

Cache Size [MB]

 
 

Table 4: Data Transfer Decrease vs. Cache Size on 

Wired Client. 

The best caching algorithm for cache sizes 8MB, 16MB, 

and 32MB is LFU-SS again. For larger cache capacity, 

the best caching policy is LRFU-SS. While using LRFU-

SS with a cache size of 512MB, we saved up 65% of the 

network traffic. LFU-SS achieves up to 8% improvement 

over LRU in small cache sizes. LRFU-SS achieves up to 

3% improvement over LRU and LFU in larger cache 

capacities. 
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5 Further Work 
In our future work, we will add direct generation of the 

file requests from the AFS log file to the cache simulator. 

The simulator will then allow the simulation of more real 

situations.  

Storing files in the user’s cache may cause data 

inconsistency. The data on a server can be modified 

while the user constantly works with the old files in the 

cache. In our future work, we intend to develop an 

algorithm for maintaining data consistency for cached 

files.  

6 Conclusion 
This article presented caching algorithms for caching 

files in mobile devices. Our goals in developing new 

caching algorithms were to decrease network traffic, and 

minimize the cost of counting the priority of the data unit 

in the cache. These two goals were set because of the 

varying network connection quality of mobile devices 

caused by the movement of the user, and because of the 

limited performance of the mobile devices.  

The comparison of caching policies proved that the 

algorithms introduced perform better in comparison to 

other caching policies except in one case. For smaller 

cache sizes, LFU-FF is a suitable caching policy; for 

larger cache sizes, LRFU-SS is a better choice. 

Considering time consumption, LFU-SS is the 

asymptotically better algorithm. When caching whole 

files, both algorithms introduced are suitable for mobile 

devices. 
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The purpose of regression testing is to validate the modified software and detect whether the unmodified 
code is adversely affected. Regression testing is primarily a maintenance activity. The main motivation 
behind this systematic review is to provide a ground for advancement of research in the field of 
Regression Test Prioritization. The existing techniques were compared along with their collected 
empirical evidences to find if any particular approach was superior to others. 65 papers reporting 50 
experiments and 15 case studies were identified. A total of 106 techniques were evaluated for regression 
test prioritization. Also, a rigorous analysis of the techniques was performed by comparing them in 
terms of various measures like size of study, type of study, approach, input method, tool, metrics etc. 
Encouragingly, SLR yielded that almost half of the techniques for regression test prioritization are 
independent of their implementation language. While on the other hand the future research should focus 
on bridging the large gaps that were found existing in the usage of various tools and artifacts. During 
the course of research, preliminary literature survey indicated that to the best of our knowledge, no 
systematic review has been published so far on the topic of regression test prioritization.

Povzetek: V preglednem članku so opisane regresijske metode testiranja programske opreme.

1 Introduction
Regression test prioritization aims to prioritize the test cases 
that need to be re-executed during regression testing. The 
test cases are executed in that order so as to catch the faults 
at the earliest within minimum time. This is an important 
activity during maintenance phase as it rebuilds confidence 
in the correctness of the modified or updated system. This 
paper presents the systematic review of regression test 
prioritization techniques. Though a few of these techniques 
have been evaluated and compared by many researchers [1, 
2, 3, 4, 5, 6, 7, 8, 9 etc], a generalized conclusion has not 
been drawn by any of them. In order to come up with a base 
for the advancement of future work in the field of 
Regression Test Prioritization (RTP), a systematic review 
was conducted to collect and compare some common 
parameters of the existing techniques and their empirical 
evidences. 

There is a growing number of researches that are being 
carried out in the field of software engineering. Reviews are 
the essential tools by which a researcher can keep up with 
the new evidences in a particular area. There is a need to 
develop formal methods for systematic reviewing of the 
studies. In the last decade, the medical research field has 
successfully adopted the evidence based paradigm [10]. In 
[10], it is suggested that Evidence Based Software 

Engineering (EBSE) should be adopted. In [10], they have 
also discussed the possibility of EBSE using an analogy 
with the medical practices. EBSE is important as the 
software intensive systems are taking central place in our 
day to day life. EBSE can assist practitioners to adopt the 
appropriate technologies and to avoid the inappropriate 
ones. The goal of EBSE is “to provide the means by which 
the current best evidence from the research can be integrated 
with the practical experience and human values in the 
decision making process regarding the development and 
maintenance of a software” [10]. EBSE involves five basic 
steps [11]: 1) Convert the problem into an answerable 
question, 2) search the literature for the best available 
evidence, 3) critically appraise the evidence for its validity, 
impact, and applicability, 4) combining the critical appraisal 
with our environment and, 5) evaluating the efficiency of 
execution of the previous 4 steps and finding ways to 
improve them for future use. The first three steps constitute 
a systematic review.  The systematic review is a specific 
research methodology that is aimed at gathering and 
evaluating the available evidences related to a focused topic 
area. They evaluate and interpret the relevant research that is 
available for the particular research questions or topic area 
[10]. 
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The systematic review should consolidate the 
empirical studies conducted so far in the field. This 
review presents an overall report of all the existing 
regression test prioritization techniques presented till 
date, along with their properties and the comparisons 
among a few of them. It makes an attempt in displaying 
the amount of efforts already been put in to the field. To 
achieve the same, 65 test case prioritization papers were 
identified that reported 50 experiments, 15 case studies and 
106 techniques of regression test prioritization. A qualitative 
analysis of the techniques was performed by comparing 
them with respect to the various measures like size of the 
study, type of the study, approach, input method, tool, and 
metrics etc.

2 Related Work
In a systematic review, the main research questions, the 
methodological steps, and the study retrieval strategies 
are explicitly defined. In 2004, the procedures for 
performing a Systematic Literature Review (SLR) in 
Software Engineering were first proposed by 
Kitchenham [12]. In the report [12], medical guidelines 
for performing  systematic reviews were adapted to the 
requirements of software engineering. The first 
systematic review conducted in the field of software 
testing was on “the testing technique experiments” 
published in 2004 [13]. Staples and Niazi [14] shared 
their experiences while using the guidelines given by 
Kitchenham [12]. They emphasized more on the clearer 
and narrower choice of research questions and also on 
reporting the changes made in the strategy followed 
during SLR in order to adapt with the respective research
scenarios. In addition to this, they [14] also found that 
reliability and quality assessment was difficult based on 
the given guidelines [12]. In-spite of these findings they 
[14] commend the same guidelines [12] to other 
researchers for performing SLR's. A systematic review in 
software engineering [15] presented all the systematic 
reviews conducted during Jan 2004-Jun 2007 in the field. 
Their SLR on 20 relevant found studies revealed that the 
topic areas covered by SLR's in software engineering are 
limited and that European researchers, especially the 
ones at Simula Labarotory [15] were the leading 
exponents of SLR's. Another systematic literature survey 
on regression test selection techniques was presented in 
2009 [16]. 27 relevant studies were identified for the 
SLR[16] and evaluated quantitatively. According to the 
results obtained after relating various techniques to each 
other using empirical comparisons, Engstrőm, Runeson 
and Skoglund [16], found that due to the dependence 
over varying factors no technique was clearly superior. 
Also, they identified a need for concept based evaluation 
of empirical studies rather than evaluations based on 
small variations in implementations. Engstrőm and 
Runeson also presented a general industry based survey 
on regression testing practices in 2010 [17]. The survey 
was conducted for 15 industry participants and the 
outcomes were validated by 32  respondents via an 
online questionnaire. According to the authors [17], the 
practices were found not to be specific to regression 

testing and conclusion drawn was that regression testing 
should not be researched in isolation. 

Furthermore, a very rigorous survey on regression 
test minimization, selection and prioritization was 
presented by Yoo and Harman [18]. Though it was not a 
systematic literature review, nonetheless it reported a 
detailed summary of the current state of art and trends in 
the field.  The number of studies included in their study 
is almost the same as compared to the size of selected 
papers for the current research. This is reasonable as 1) 
their's was not an SLR, thus inclusion of every relevant 
study is not necessary; 2) the current SLR has been 
conducted including the studies that were published in 
the time slot of almost 2.5 years after their their survey 
was completed. An SLR should be very selective in the 
inclusion of a study with respect to its research questions. 
Thus, some of the studies included in the survey by Yoo 
and Harman for RTP area, got excluded at the study 
selection stage of our SLR. Also, there are a few 
additional studies found and included in this SLR that 
were published during and after the time frame for the 
survey in [18]. Nonetheless, Yoo and Harman have 
summed up the various approaches used for RTP, 
regression test minimization and selection along with the 
artifacts that have been used by these techniques. The 
same has also been repeated in this SLR to find whether 
their findings are correct or not. They had not reported 
the language dependency, granularity of the technique 
and the type of input to the technique. These aspects have 
been reported and used as a basis for the comparison of 
various techniques in the current research.

3 Difference between Literature 
Review and Systematic Literature 
Review (SLR)

Following the recent rise in the number of empirical 
studies in the field, SLR is a necessity for providing a 
thorough, unbiased and valuable summary of all the 
existing information. Systematic reviews require the 
documentation of not only the search criterions but also 
of the different databases that are searched. The starting 
point of a SLR is the review protocol that specifies the 
focused research question(s) to be addressed and the 
method to be employed in the process; while in the 
literature review the questions may be broad in scope. 
SLR employs a defined search strategy, and an 
inclusion/exclusion criterion for identifying the 
maximum possible relevant literature. Traditional review 
can be accomplished only by a single reviewer; while on 
the other hand, the systematic review requires a review 
team to establish the objectivity of literature 
classification at the very minimal level [19]. 

4 Research Method
This study presents a rigorous insight to various test case 
prioritization techniques developed and applied in 
regression testing area. Following the guidelines given 
by Kitchenham [12], the course of action undertaken for 
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this research has been presented in Fig.1. After being 
motivated for conducting this SLR, finalizing the 
research questions for the study was the first task to be 
completed. Once the research questions were reached, 
various databases were searched based on the search 
criteria to retrieve the relevant research in the area.  The 
next and the most crucial step of the study was the 
selection of the most relevant papers based
finalized parameters (discussed in section 3.3.2). After 
this step, 65 studies were finalized, and were rigorously 
examined to find the answers to our research questions. 
Their data extraction conforming to various parameters 
led to their empirical evaluation, comparison, appraisal 
etc., wherever possible And finally the conclusions were 
reached. The steps undertaken in the Systematic 
literature review for prioritization techniques are 
documented in detail in the following sections.

Figure 1: Course of action for this SLR

4.1 Research questions
The aim is to summarize the current state of art in the 
RTP research by proposing answers to the set of the 
following questions:

RQ 1: What are the existing empirical evidences for 
various approaches followed by the RTP techniques?
RQ 2: Is it possible to prove the independence of various 
RTP techniques from their implementation languages?
RQ 3: What are the existing gaps in the current research 
regarding the use of tools, metrics and artifacts for 
various RTP techniques?
RQ 4: Can a RTP technique be shown superior to others 
based on a) the level of granularity followed, or b) the 
type of information used in prioritization?

4.2 Search Process

4.2.1 Sources of information
As suggested by Kitchenham in [19], searchin
gives more wider search space.  In accordance with the 
guidelines, the following six databases were searched 
rather than the limited set of Journals and Conference 
proceedings to cover the maximum possible information.

 Inspec (digital-library.theiet.org)
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The aim is to summarize the current state of art in the 
RTP research by proposing answers to the set of the 

RQ 1: What are the existing empirical evidences for 
RTP techniques?

RQ 2: Is it possible to prove the independence of various 
implementation languages?

RQ 3: What are the existing gaps in the current research 
metrics and artifacts for 

RTP technique be shown superior to others 
granularity followed, or b) the 

type of information used in prioritization?

As suggested by Kitchenham in [19], searching databases 
gives more wider search space.  In accordance with the 
guidelines, the following six databases were searched 
rather than the limited set of Journals and Conference 
proceedings to cover the maximum possible information.

theiet.org)

 ACM digital library (dl.acm.org)

 IEEE eXplore (www.ieeexplore.ieee.org)

 Science Direct (www.sciencedirect.com)

 Springer LNCS (www.springerlink.com)

 Google scholar (scholar.google.com)

These electronic sources have been mentioned in 
[16, 17 and 19] as being relevant to the software 
engineers. There was an overlapping in the papers 
resulting from these sources and thus the duplicate 
papers were excluded manually. 

4.2.2 Search Criteria
The initial search string was reached in order to find all 
the possibly relevant matter in the area of test case 
prioritization. Engström, Runeson and Skoglund [16] 
have already presented an SLR on regression test 
selection techniques. Their SLR is in a field much similar 
to our topic, thus the search string was reached 
considering the search string used by them [16] and the 
requirements for our topic. The keywords used were 
(((software) <or> (regression)) <and> ((testing) <or> 
(test)) <and> ((prioritisation) <or> (prioritization))). To 
make sure that all potentially relate
found, the above search string was applied on full text, 
rather than only on the title or the abstract. The start was 
set to January 1969 up till February 2011. The earliest 
paper included was published in the year 1997. Various 
searching standards are followed by different databases. 
Hence, the search strategy has to be de
accordingly. Some of the databases do not have the 
“and” option. In those, we had to search phrase by 
phrase. Search was carried out in 3 steps for such 
databases: 1) (software) <or> (regression) 2) (test) <or> 
(testing) 3) (prioritisation) <or> (prioritization).
search at 2nd step was carried out only on the results from 
the first step. Similarly, the 3rd

from the results from the 2nd

during the search process also mentioned for the content 
not from books, standards, magazines, newsletters and 
educational courses. 

4.2.3 Study Selection
The steps followed for the study selection procedure are 
as in Fig. 2. Initially, the study located 12,977 
potentially relevant papers from all the sources 
mentioned in section 4.2.1. Elementary search yielded a 
huge amount of literature due to the use of the terms 
'regression' and 'testing' in the search string. Databases 
could not differentiate between “statistical regression 
testing” and “software regression testing”, and there 
exists a huge amount of literature on “statistical 
regression testing”. Similar abundance in initial search 
results was observed in [16] when SLR wa
on regression test selection techniques. In the next step, 
title based exclusions for papers irrelevant to the 
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software or regression testing were done. Although Dybå 
[20] has suggested to consider papers irrespective of their 
language, but we had to exclude the papers in any 
language other than English. After the title based
exclusions, we were left with 634 studies. 

Step 3 involved rejections based on the abstract for 
papers lying out of the search field. At this step, studies 
by both the students and the software professionals were 
included. The papers about general software testing, 
selection, reduction, test case generation and hybrid 
approach were rejected. Only those papers were included 
that dealt with prioritization. The number of the papers 
left after exclusions based on reading the abstracts were 
213. 

The final stage of the selection process was text 
based exclusions. At this stage, we made sure that each 
paper is selected only if has potential to contribute 
towards the answers of our research questions[21]. The 
papers presenting new technique(s) for prioritization, 
comparing the techniques, reviewing them or empirically 
validating them were included. The “lessons learned” 
papers, papers having pure discussion and expert opinion 
were excluded. Also, the studies included both 
qualitative and quantitative methods of research. Thus 
the final number of studies left after the exclusions based 
on the full text were 65 [1-9, 22-79]; these also formed 
the primary studies for our work (details listed in 
appendix A: Table A1). 

A team of three researchers performed selection of 
the research papers individually at each stage. The papers 
were initially selected by two of the researchers that were 
then checked by the third team member. This process 
was repeated at each step of study selection (Fig.2). The 
conflict was mainly on the thoroughness of the works 
presented in the papers. And this was resolved by the 
opinion of the third and the fourth authors. Three papers 
were having conflict out of which two got selected as 
three authors agreed on the study being relevant while 
one was rejected. 49 primary studies out of the total 65 
were found to report new technique(s), two were 
extension of the previous work and 14 were re-analyses 
of the previously reported studies. The same has been 
listed in Appendix A: Table A1.

Figure 2: Steps followed in selection procedure for the 
study undertaken.

4.2.4 Data extraction strategy
The papers were thoroughly explored to find some 
common properties which formed the basis of the 
comparison. These were inspired from the previous work 
by Engström, Runeson and Skoglund [16] and also from 
the methods described by Cruzes and Dybå [21]. Each
article was studied and appraised to detect the following:

(i) Technique description: The techniques were given 
the ID’s and the names.

(ii) Artifacts used: The artifacts used in the study were 
noted.

(iii) Type of study: The type of the study can be an 
“experiment” or a “case study”. It might also be 
possible that a study includes both the “experiment” 
and the “case study”. An “experiment” is a study in 
which intervention is deliberately introduced to 
observe its effect [16]. A “case study” investigates 
within the real life context. 

(iv) Comparison: Comparisons mentioned in the study, 
have been used to analyze and evaluate the studies.

(v) Language Type: It includes the type of the language 
on which the technique presented in the study is 
applicable. The language types found were: 
procedural, binary code, language independent, 
COTS component based, web designing or object 
oriented.

(vi) Input method: It includes the type of the input on 
which the technique can be applied. It can be: 
Source code, binary form, system model, system, 
call graph for program structure, or 
requirements/specifications.

(vii) Approach: The various approaches were found to 
be: modification based, coverage based, history 
based, requirement based, fault based, genetic 
based, composite or other approaches. 

(viii) Granularity of approach: It specifies the granularity 
on which the technique can be applied. The 17 
granularities followed in the papers are: Statement 
level, function level, block of binary form, method, 
transition in system model, system level, program, 
process level, event, component, file to be changed, 
software units, web service, module, configuration 
of the software system, class level or any.  The 
above nomenclature was being followed by the 
studies. Some of the granularities seem to be same 
but they are separately mentioned, as it is not clear 
from the studies that they are at the same level.

(ix) Metrics: The metrics being used in a study are 
noted.

(x) Tools: Researchers have been using various tools 
during their study. The tools being used in each of 
the study were recorded.

5 Categories of Prioritization 
Techniques  

Regression test prioritization re-orders the test cases so 
that those with the highest priority (according to some 
goal) are executed earlier in the regression testing 
process than the lower priority test cases. To better 
understand the progress of research in the field of 
regression test prioritization, eight broad categories were 
identified. Classification has been made on the basis of 
the approach followed for prioritization. The discussion 
presented in the following sections (4.1 – 4.10) also 
provides an answer to RQ2 by specifying the compared 
techniques.
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5.1 Coverage Based (CB) Approach
Coverage based prioritization is based on the fact that 
more the coverage achieved by the test suite, more are 
the chances of revealing the faults earlier in the testing 
process. Wong et al. [22] initially included prioritization 
in a hybrid technique. They prioritized the test cases 
according to the criterion of increasing the cost per 
additional coverage. 

In 1999, Rothermel et al. [23] proposed four 
coverage based techniques: total/additional 
statement/branch coverage respectively. The statement 
level granularity was followed based on source code type 
of input method. Aristotle program analysis system tool 
was used for the comparison and the results were 
measured using Efficacy and APFD metrics. The 
ordering of the test suite was compared with respect to 
the faster detection ability of catching faults. On 
comparing the techniques, Rothermel et al. found that the 
total coverage prioritization outperforms the additional 
coverage prioritization. 

This work was taken a step further by Elbaum et al. 
[24] to address the version specific prioritization. Eight 
techniques were proposed out of which the “total 
function” and the “additional function” were based on 
coverage. Rate of fault detection improved by using the 
version specific test case prioritization. Comparisons 
among 12 techniques (4 statement level and 8 function 
level) yielded the worst and the best results for fn-total 
(function-total) and fn-fi-fep-addtl (function-fault 
existence/exposure-additional) techniques respectively. 
A tradeoff was established between the statement and the 
function level techniques. On one hand the function level 
techniques were found to be more cost effective and 
involved less intrusive instrumentation while on the other 
hand the statement level techniques were preferred if 
sufficiently high cost of delays are observed in the 
detection of faults. 

Srivastava and Thigarajan [25] introduced the binary 
code based prioritization approach. A test prioritization 
system Echelon was built that prioritizes the set of faults 
based on the changes made to the program. The 
suggested advantage of the binary form is the elimination 
of recompilation step for coverage collection etc. making 
the integration of build process easier in the production 
environment. The presented case study showed that it is 
possible to effectively prioritize the test cases using 
binary matching in a large-scale software development 
environment.

Do et al. [26] performed a controlled experiment to 
examine the effectiveness of test case prioritization on 
programs tested under JUnit. Six block and method level 
granularity techniques were proposed: Total block 
coverage, Additional block coverage, Total method 
coverage, Additional method coverage, Total diff method 
and Additional diff method. Diff method techniques use 
modification information. These techniques are for JUnit 
environment and correspond to the already proposed 
techniques focusing on C language in [23, 24, 27]. The 
inference drawn from the comparison was that the level 
of granularity and the modification information had no 

effect on the prioritization. The techniques using 
feedback information (Additional techniques) provided 
significant improvement in the fault detection rate. On 
comparing with the previous studies on C, the statement 
level techniques were found to be better than the function 
level techniques. Possible reason for this as analyzed by 
[26] was that the instrumentation granularity for Java 
differs from C.

Bryce and Memon [25] proposed five new testing 
techniques for software interaction testing of Event-
driven software. The techniques include: interaction 
coverage based prioritization by length of test (longest to 
shortest), 3-way interaction, 2-way interaction, unique 
event coverage and length of test (shortest to longest). 
The comparison within the proposed five and the random 
technique resulted in the following findings: test suites 
including largest percentage of 2-way and 3-way 
interaction have the fastest fault detection rate; the 
proposed techniques are useful for test suites having 
higher interaction coverage. 

A graph model based prioritization using fuzzy 
clustering approach was proposed by Belli et al. [29] in 
2006. The paper presented a case study of graph model 
based approach on the web-based system ISELTA. The 
complexity of the method has been given as O(n2). The 
approach was found to be useful when test suites are 
ordered within restricted time and method. 

The effects of time constraint on the cost benefits of 
regression testing were studied by Do. et al. [30] by 
offering four techniques out of which two were based on 
total/additional coverage and two on Bayesian network 
approach (discussed in section 4.8.3). Additional 
technique was found to be more efficient than total 
technique. 

Jiang et al. [31] proposed nine new coverage based 
Adaptive Random Test (ART) Case Prioritization 
techniques in 2009. These techniques were broadly 
classified into three groups namely maxmin, maxavg, 
and maxmax. For each group the level of coverage 
information was based on statement, function and 
branch. The comparison within the proposed techniques 
and random ordering resulted in the following findings: 
ART techniques are more effective than random 
ordering; ART –br-maximum (br-branch) technique is 
the best among the entire function group of ART 
techniques; it is more practical and statistically effective 
than the traditional coverage based prioritization 
techniques revealing failures. 

Maia et al. [32] proposed the use of Reactive 
GRASP (Greedy Randomized Adaptive Search 
Procedures) metaheuristics for prioritizing the test cases. 
The technique uses block, decision and statement 
coverage criteria. The results were compared to the 
search algorithms like greedy, additional greedy, genetic 
and simulated annealing techniques. They found that the 
proposed technique significantly outperformed genetic, 
simulated annealing and greedy algorithm. Also, the 
performance was not worse than the additional greedy 
algorithm. Proposed solution exhibited more stable 
behaviour as compared to other solutions. 
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In 2009, a multilevel coverage model based family 
of prioritization techniques was proposed by Mei et al. 
[33] to capture the business process. Mei et al. defined 
three data coverage levels as CM-1, 2 and 3 where CM 
implies Coverage Model. Ten proposed techniques (M1 
to M10) include: M1: Total-CM1, M2: Addtl-CM1, M3: 
Total-CM2-Sum, M4:Addtl-CM2-Sum, M5:Total-CM2-
Refine, M6:Addtl-CM2-Refine, M7:Total-CM3-Sum, 
M8:Addtl-CM3-Sum, M9:Total-CM3-Refine, and 
M10:Addtl-CM3-Refine. They also gave a hierarchy of 
the proposed techniques to analyze their effectiveness. 
Except the optimal technique, M6 and M7-M10 were 
found to be generally better and M1 was found to be the 
worst among all other techniques. Recently in 2010, Mei 
et al. [34] also proposed four black box testing 
techniques for service oriented application in which the 
regression test cases were reordered using WSDL (Web 
Service Description Language) information. The 
techniques comprise: Ascending/Descending WSDL tag 
coverage prioritization, Ascending/descending WSDL 
tag occurrence prioritization. Contrasting these four 
black box techniques with two benchmark (random and 
optimal), two traditional (Total and Additional-Activity) 
and two white box (Total and Additional-Transition) 
prioritization techniques they computed APFD, Boxplots 
and performed ANOVA analysis. They derived the 
following outcomes: Black box testing techniques are 
better than the random ordering in terms of the overall 
mean APFD. Moreover, white box testing techniques 
required source code for the services under test while the 
black box needs only interactive messages. In analogy to 
traditional functional prioritization techniques, black box 
testing techniques were able to achieve coverage based 
on tags. Also, the black box testing techniques achieved 
higher fault detection rates. 

The latest study for the coverage based approach for 
developing a single abstract model by combining the 
GUI and the web applications for testing was published 
in 2011 by Bryce et al. [35]. The prioritization has been 
accomplished based on Parameter-Value Interaction 
Coverage, Count, or Frequency criterion. The generic 
prioritization criterion for both the GUI and the web 
applications was also defined. The comparisons 
concluded that both the applications showed similar 
behaviour when re-casted using the new model. The 
usefulness of the combined model for two types of event-
driven software was indicated by the empirical study.

5.2 Modification Based (MF) Approach
This approach aims to prioritize the test cases based on 
the modifications made to the program. As already 
mentioned in the previous sections, the initial paper 
discussing prioritization was using modification-based 
approach and was authored by Wong et al. [22]. In 2005, 
Korel et al. [37] proposed System model based selective 
test prioritization and Model dependence based test 
prioritization techniques using Extended Finite State 
Machine (EFSM) system models. Although the later 
technique was a little expensive, improvement in 
prioritization effectiveness was observed using rate of 

fault detection metrics for both the techniques. Korel et 
al. [36] proposed five more heuristic based techniques 
and compared all the seven techniques in 2007. Model 
dependence based technique and a heuristic technique 
based on high priority assignment to test cases executing 
transition that execute least number of times, exhibited 
best effectiveness out of all the seven techniques. The 
later is significantly simpler and requires less information 
about the models than the former.

A model based prioritization approach for selection 
of test cases relying on traceability links between models, 
test cases and code artifacts was given by Filho et. al. in 
2010   [38]. This technique supports the change based 
regression testing using timestamps and property based 
prioritization. They performed the prioritization and the 
filtering as a part of the process of test generation using 
test suite modifiers. 

5.3 Fault Based (FB) Approach
Fault based prioritization techniques have been proposed 
initially by Rothermel et al. in [23]. According to it, the 
ability of a fault to be exposed by a test case not only 
depends whether a test case executes a particular 
statement but also on the probability that the fault in the 
statement will cause failure for that test case. Two 
techniques (Total fault exposing potential (FEP) and 
Additional-FEP prioritization) with respect to the fault 
exposing potential of a test case have been presented in 
the study. The study also proposed four coverage-based 
techniques as discussed in the earlier section. Additional 
– FEP outperformed all the proposed coverage based 
technique. Total FEP outperformed the same except total 
branch coverage prioritization. The results shown using 
Efficacy and APFD suggested that these techniques can 
improve the fault detection rate and that the results 
occurred even for the least expensive techniques.

Elbaum et al. presented six function level techniques 
for prioritizing test cases with respect to faults [24]. Two 
of the techniques are function level based fault exposing 
potential (FEP) prioritization; other two are based on 
fault index that represents fault proneness for that 
function and two more combine both fault index and 
fault exposing potential by initially applying total fault 
index prioritization to all test cases and then applying 
FEP prioritization to that possessing equal fault index 
value as secondary ordering. Two more coverage-based 
techniques presented in the paper have been discussed in 
the coverage section. Enough statistical evidence has 
been provided to show that the function level techniques 
are less effective than the statement level techniques. 
Fault proneness and FEP estimators have not been found 
to significantly improve the power of prioritization 
techniques.

In addition to the above techniques, four function-
level prioritization techniques were also proposed by the 
same authors [27]. The techniques are DIFF-based 
techniques. These techniques require the computation of 
syntactic differences between two versions of the 
program. The degree of change is measured for each of 
the function present in both the versions by adding the 
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number of lines inserted, deleted or changed in the output 
of UNIX diff command applied to both the versions. 
Two of these four techniques are based only on DIFF and 
other two combine DIFF with FEP (Fault Exposing 
Potential). They have compared 18 techniques: two 
reference techniques (optimal and random), four 
statement-level and twelve functional-level techniques 
[23, 24, 27]. Statement level-additional FEP technique 
performed the best after the optimal. The second best 
were the function level techniques combining fault 
proneness measures and FEP. Additional techniques 
were found to be better than total techniques. Also, the 
statement level techniques were better than function level 
technique. Finally, the techniques combining FEP and 
fault index were better than the rest. 

5.4 Requirement Based (RQ) Approach
Srikant et al. [39, 40] proposed a system level technique 
PORT V 1.0 (Prioritization Of Requirements for Testing) 
for prioritization based on the requirements and 
developed a tool to implement the same. The value-
driven approach is based on four factors: customer 
assigned priority of requirements, developer-perceived 
implementation complexity, requirement volatility and 
fault proneness of the requirements. The objective is to 
reveal the severe faults earlier and to improve the 
customer-perceived software quality. Higher severity 
faults were mapped with the requirements with higher 
range of PFV where PFV is the prioritization factor value 
for a particular requirement computed using their 
formula. The study showed that the PORT technique 
could improve the testing efficiency by focusing on the 
customer’s highest value functionality and on improving 
the severe fault detection rate thereby minimizing field 
fault occurrence. 

Quota constrained strategies (Total and Additional) 
to maximize the testing requirement coverage were 
proposed for a service-centric system in [41] by Hou et 
al. The aim is to maximize the total or the additional 
testing requirement coverage. It selects a subset of test 
cases that can satisfy the constraint imposed by the 
request quotas over a period of time. The comparison of 
Quota strategies with branch coverage approaches lead to 
the outcome that the Quota constraint strategies provided 
better branch coverage. 

A model for system level test case prioritization 
from the software requirement specification was 
presented to improve user satisfaction and the rate of 
severe fault detection in [42]. The model prioritized the 
system test cases based on the following six factors: 
customer priority, changes in requirement, 
implementation complexity, usability, application flow 
and fault impact. Another technique by the same authors 
has been presented in [43] which only differs in two of 
the factors affecting the prioritization algorithm. The 
factors presented in [43] are: customer assigned priority, 
developer perceived code implementation complexity, 
changes in requirements, fault impact, completeness and 
traceability. On comparing the techniques with the total 
statement and the total method coverage, the rate of 

detection of severe faults was found to be higher for their 
technique.

5.5 History Based (HB) Approach
Kim and Porter proposed the first history-based 
prioritization technique in 2002 [44]. The prioritization 
performed in the technique is based on the historical 
execution data. They show that the historical information 
may be useful in reducing costs and increasing the 
effectiveness of the regression testing process. The 
notion of memory full regression testing was 
incorporated in [44]. The weakness of this approach is 
that only the effect of last execution of the test cases, 
especially in the binary manner, is used to calculate the 
selection probability of test cases. Evaluations yielded 
that regression testing may have to be done differently in 
the constrained environments than the non-constrained 
one. Also, the historical information may be useful in 
reducing the cost and increasing the effectiveness of a 
lengthy regression testing process.

A historical value based approach using the 
historical information to estimate the current cost and the 
fault severity for cost-cognizant test case prioritization is 
presented by Park et al. in [45]. It uses the function level 
gratuity and the historical information of the cost of the 
test cases and the fault severities of detected defects in a 
test suite to calculate the historical value of the test case. 
This value is then used for test case prioritization. In 
analogy with functional coverage prioritization 
technique, the technique produced better results in terms 
of APFDc metric.

Fazlalizadeh et al. [46] modified the history based 
prioritization technique proposed by Kim and Porter [44] 
to give faster fault detection in the resource and time 
constrained environments. The paper presented a new 
equation that considers the historical effectiveness of the 
test cases in fault detections, test case’s execution history 
and last priority assigned to the test cases. The proposed 
technique was compared to random ordering and 
boxplots were used to visualize the empirical results 
confirming faster fault detection and stability. 

5.6 Genetic Based (GB) Approach 
A time aware prioritization technique practicing genetic 
approach was proposed by Walcott et al. in 2006 [47]. 
The experiment was conducted at program level 
granularity on two subjects: Gradebook and JDepend. 
Emma and Linux process tracking tool were operated on 
and the results were quantified using the APFD metric. 
Eventually, GA prioritization realized improvement over 
no ordering (by 120%), reverse ordering and fault aware 
prioritization.  

Another Genetic Algorithm (GA) based test suite test 
case prioritization was proffered by Conrad et al. in 2010 
[48]. The paper presented a wide variety of mutation, 
crossover, selection and transformation operator that 
were used to reorder the test suite. An experimental study 
was implemented on 8 case study applications (same as 
in [49]), using same coverage effectiveness metric [49] 
and their JUnit test cases at system level. The results 
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were analyzed with the help of beanplots. On comparison 
of the proposed technique with random search and hill 
climbing techniques, GA yielded finer results. Also GA 
was found to have similar execution times as that of 
random search and hill climbing. All in all, GA showed a 
greater variability and is also an upcoming area of 
research in the field.

5.7 Composite (CP) Approaches
The techniques using two or more of the above (4.1-4.6) 
and other (4.8) approaches have been categorized under 
the composite approach. 

5.7.1 CB+MF
The introductory study that identified prioritization for 
regression testing was reported by Wong et al. [22]. They 
combined modification and coverage approach for their 
hybrid technique (modification, minimization and 
prioritization). Though the technique is applied on 
statement level granularity, it can also be implemented 
for function level and low level granularity. A 
combination of modification and minimization was 
compared with the combination of modification and 
prioritization techniques. Both were found to serve as a 
cost effective alternative for faster regression testing in a 
time and cost constrained environment. The cost 
effectiveness of techniques was measured using size 
reduction, recall and precision metrics.

A case study based on the technique incorporating 
aspects of modification and decision coverage was 
conducted by Jones and Harrold [50]. The empirical 
study revealed that the technique significantly reduced 
the cost of regression testing. 

The use of particle swarm optimization (PSO) 
algorithm for automatic prioritization of test cases based 
on the modified software units and fitness of the test 
coverage was proposed in 2008 by Hla, Choi and Park 
[51]. The total prioritization cost using PSO algorithm 
was computed to be O((m*p)kn) < O(mn2). Comparing 
with the random technique they found that 64% coverage 
could be achieved against only 47% achieved by the 
random technique.  

5.7.2 CST+FB
Cost-cognizant test case prioritization techniques based 
on the cost and fault severity were presented by 
Malishevsky et al. in 2006 [52]. The author adapted and 
compared their already suggested function level 
techniques [24, 27] namely fn_total, fn_addtl, 
fn_diff_total, fn_diff_addtl to the cost cognizant 
framework. The complexity of the cost cognizant total 
algorithms was found to be O(n.m + nlogn) while that of 
additional algorithms was O(n2m) where n is the size of 
test suite and m is the number of functions in the system. 
The proposed techniques were found to be effective only 
in some of the cases. 

5.7.3 MF +SLC
A statement level slice based heuristic combining REG 
(regular statement/branch) executed by test case, OI 
(output influencing) and POI (potential OI) was 
expressed in an experimental study conducted by Jeffery 
and Gupta [53]. Aristotle Program Analysis tool was 
used to compare the technique with total statement and 
branch coverage. It was interpreted that faults were 
detected earlier in the testing process from the fact that 
the information about relevant slicing and modifications 
traversed by each test case is beneficial when used as a 
part of test case prioritization process.

5.7.4 MF+CB+FB
Mirarab et al. proposed a test case prioritization 
technique based on Bayesian networks in 2007 [54]. The 
demonstrated technique is a mixture of three approaches 
namely modification, fault and coverage based. A 
comparison was performed among ten prioritization 
techniques that included three control techniques 
(Original, Random and Optimal) and six total/additional 
techniques based on class, method and change overage 
and the introduced technique. It was observed that all the 
techniques performed better than random order and 
original order and that, as the number of faults grew 
Bayesian network yielded promising results. In 2008, the 
aforementioned authors presented an enhanced Bayesian 
networks approach [55]. The technique introduced a new 
feedback mechanism and a new change information 
gathering strategy. The results derived from APFD have 
showed the advantage of using feedback mechanism for 
some objects in terms of early fault detection. 

5.7.5 RQ+HB
A novel prioritization technique for black box testing 
was brought up by Qu et al. [56]. It is requirement based 
prioritization approach for which test history and run 
time information were used as the input method. 
Moreover, the technique was compared with the random 
ordering suggesting that the technique improved the test 
suite’s fault detection rate.

5.7.6 CB+IB
A prioritization technique “Combinatorial Interaction 
Regression Testing (CIT)” combining coverage and 
interaction approaches has been suggested by Qu et al. 
[57]. NAPFD metric is used to compare CIT technique 
with re-generation/prioritization technique where re-
generation prioritization techniques are the techniques 
that are combination of generation and prioritization
using interaction testing [58].  The outcome shows that 
prioritized and re-generated /prioritized CIT test suites 
were able to find faults prior to unordered CIT test suite.

5.7.7 RQ+CST
Two techniques “total” and “additional” combining 
“testing requirement priorities” and “test case cost” were 
set forth by Zhang et al. [59]. They worked on the 
simulation experiments to empirically compare 24 
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combinations of the requirement priorities, test cost and 
test case prioritization techniques. The techniques were 
compared with the unordered test suite and “additional” 
technique performed the best among the three. An 
original metric to evaluate the effectiveness of 
prioritization based on “units of testing requirement 
priority satisfied per unit test case cost” was realized. 

5.7.8 MF+SVD
A methodology based on Singular value decomposition 
(SVD) with empirical change records was introduced by 
Sherriff et al. [60]. The case study compared the 
presented      technique and the regression test selection 
(RTS) technique [61] with respect to inclusiveness, 
efficiency and generality. It turned out that the technique 
was more efficient than the RTS techniques provided the 
traceability information is readily available.

5.7.9 CB+MF+SLC
Jeffrey and Gupta [62] advanced their earlier proposed 
technique [53] by adding coverage requirements of the 
relevant slices to the modification information for 
prioritization. The two techniques derived from the 
original technique “REG+OI+POI” [50], were named as 
“GRP_REG+OI+PI” and “MOD*(REG+OI+PI)”. In 
comparison with the statement and branch coverage 
techniques, the extended MOD*(REG+OI+POI) proved 
to be an improvement over the REG approach on the 
grounds of the fault detection rate of prioritized test 
suites.

5.7.10 CB+MF+FB+PS
A prioritization technique by Ma and Zhao [63] based on 
coverage, modification, fault and program structure was 
presented and compared with four other techniques: total 
and additional method coverage, total and additional 
different method coverage. It came forth that the 
technique performed better than original, random, total 
method coverage, additional method coverage, total 
different method coverage and additional different 
method coverage by 30%, 62%, 13%, 11%, 31% and 
24% respectively.

5.7.11 CF+DF+CB+MF
Chen et al. [64] reported a test case prioritization 
technique in 2010 for the web service regression testing 
using WS-BPEL language. The paper presented a case 
study of an ATM example and a weighted graph was 
constructed that help to identify modification affected 
elements using impact analysis. The study was based on 
combination of four approaches: control flow, data flow, 
coverage and modification. Two techniques that were 
used to prioritize test cases included total and additional 
techniques. The main goal of prioritization was to cover 
the elements with the highest weight. The approach gave 
appropriate reasons for fake dependence in BPEL 
process and also gave solutions for their elimination.

5.7.12 HB+GA+CST
A cost-cognizant technique utilizing the historical 
records and the genetic algorithms to carry out the 
prioritization process was instigated by Huang et al. in 
2010 [65]. A combination of three approaches (history, 
genetic and cost based) was used by the version specific 
test case prioritization technique. GA_hist was compared 
with a genetic based [47], two history based [45], a cost 
cognizant based, a function coverage based, random and 
optimal techniques. The results highlight greater mean 
APFDc value for the GA_hist than other techniques. It 
was also revealed that the proposed technique improved
the effectiveness of cost-cognizant test case prioritization 
without taking into account the source code, test case 
cost and uniformity of the fault severities. The greater the 
number of generations, more effective is the proposed 
technique. 

5.8 Other (O) Approaches
The approaches for which only single technique was 
available in the literature have been listed in the ‘Other’ 
category. 

5.8.1 Data flow based (DF)
Rummel et al. [66] proposed a data flow based 
prioritization technique in 2005. It is based on the 
definition and use of the program variables by employing 
the all-DU’s test adequacy criteria. The discussed 
technique was compared with the random ordering. It 
was found that the time and space overhead increase with 
the size of the application. Also, it was concluded that 
the test suites can be prioritized according to the all-DU’s 
with minimal time and space overheads. Finally, the data 
flow based prioritization were not found to be always 
effective than the random order.

5.8.2 Inter Component Behaviour (ICB)
In 2007, Mariani et al. [67] gave a new technique to 
prioritize the test cases that provided an improvement of 
the efficiency of the regression testing of the COTS 
components. The proposed techniques followed inter 
component behaviour approach. The technique helped in 
discovering many faults after the execution of a small 
amount of high priority test cases. It was also observed 
that less than 10% of the high priority test cases revealed 
all the faults for all the considered configurations except 
in one of the configurations.

5.8.3 Bayesian Network Approach (BN)
Two class level Bayesian network based techniques were 
described by Do et al. [30] in addition to the two 
coverage based techniques (discussed under CB 
approaches). The effectiveness of the block level and the 
class level techniques were contrasted against the 
original and the random ordering. It emerged that the 
effect of time constraint on differences between the cost 
benefits increased as the time constraint level increased.  
As mentioned earlier, feedback techniques (additional) 
were found to be more effective than their non-feedback 
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counterparts. Overall, it was found that the BN 
techniques tended to have lower cost on an average than 
the coverage based techniques.

5.8.4 Cost Based Approach (CST)
A prioritization technique for Multiple Processing 
Queues applying task scheduling methods was proposed 
by Qu et al. [68]. The technique was compared with the 
random approach providing an improvement in parallel 
testing scenario with respect to the fault detection.

5.8.5 Graph based Approach (GPH)
Ramanathan et al. presented a graph based test case 
prioritization in 2008 [69]. A weighted graph was 
constructed in which the test cases denoted the nodes and 
the edges specified user defined proximity measures 
between the test cases. The de clustered linearization of 
nodes in the graph led to the prioritization of the test 
cases. Fielder (spectral) and greedy ordering approaches 
were used and were implemented using PHALANX 
framework.

5.8.6 Configuration Aware Approach (CA)
A paper addressing the issue of providing configuration 
aware regression testing for evolving software was 
presented by Qu et al. [70]. A combinatorial interaction 
testing technique was used to generate the configuration 
samples that were used in the regression testing. The 
comparison highlighted that the median fault finding 
ability and NAPFD of the technique is higher than 
original ordering and has better fault detection capability 
than random ordering. 

5.8.7 Classification Tree Based Approach
Yu et al. [71] proposed an annotated classification tree 
based prioritization technique in 2003. The annotation to 
the classification tree is made with additional information 
of selector expression, occurrence tags and weight tags. 
The annotated classification tree was used to prepare 
prioritized test suite and this process was automated 
using EXTRACT (Extracting black boX Test cases fRom 
Annotated Classification Tree). 

5.8.8 Knapsack Based Approach (KB)
Knapsack solvers were exploited in the time aware 
prioritization by Alspaugh et al. in 2007 [72]. The test 
suites were prioritized using seven algorithms: Random, 
Greedy by ratio, Greedy by value, Greedy by weight, 
Dynamic Programming, Generalized tabular and Core. 
The effectiveness of each of the algorithm to prioritize 
was measured using code coverage, coverage 
preservation and order-aware coverage metrics. The 
comparisons revealed that Dynamic programming, 
Generalized tabular and Core do not always create more 
effective prioritization. Moreover, if correctness had 
utmost importance, overlap prioritizers with higher time 
overhead were found to be appropriate. 

5.8.9 Failure Pursuit Sampling (FPS)
Simons et al. [73] proposed a distribution based 
prioritization technique called Failure Pursuit Sampling 
that was previously used for prioritization of tests in 
general [5]. The original technique was modified by 
improving the clustering and the sampling phases of FPS 
using the fault matrix computed from the execution of 
test on the previous versions. It was accrued that the 
technique has higher rate of efficiency than the original 
FPS.

5.8.10 Search Algorithm based (SA)
Search algorithms have been used as the basis for 
prioritization technique or comparisons. Some of the 
studies [32, 48, 65, 72] using the search algorithms have 
been discussed in the previous sections as they followed 
genetic, composite or other approaches. The papers 
exclusively based on search algorithms have been 
discussed here. All the recorded search algorithm for 
RTP have been summarized in Appendix A. (Table A3).

Li et al. [74] applied five search algorithms (Hill 
climbing, Genetic algorithm, greedy, additional greedy 
and 2-optimal greedy) to prioritization and compared 
them by empirical evaluation. Greedy algorithms 
enhance the initially empty test suite incrementally using 
some heuristics. The greedy algorithms are also 
compared with respect to their cost of prioritization. If m 
is the number of statements and n is the number of test 
cases, the cost of prioritization for greedy, additional 
greedy and 2-optimal greedy was found to be O(mn), 
O(mn2) and O(mn3) respectively. The results exhibited 
that Additional Greedy and 2-Optimal were the finest 
and along with Genetic Algorithm, these 3 always 
outperformed the Greedy Algorithm. 

An extension and empirical evaluation of greedy 
algorithm, 2-optimal greedy algorithm and delayed 
greedy algorithms was presented by Smith and 
Kapfhammer in 2009 [49]. They incorporate the test case 
cost, the test coverage and the ratio of coverage to cost in 
the algorithm. For each of the eight observed case 
studies, a decrease in the testing time and the coverage of 
the test requirements was observed.

Lately in 2010, Sihan Li and his teammates [75] 
performed a simulation experiment for studying the same 
[74] five search algorithms for RTP. The test 
requirements based on statement, decision, block and 
other coverage criteria were measured. The results 
concluded that the Additional and the 2-Optimal greedy 
algorithm performed better in most of the cases, which is 
in conformance to the results of the previous study. Also, 
the overlap of test cases affected the performance of 
these algorithms with respect to the test requirements. 

5.9 Comparison Studies
Elbaum et al. in 2001 [1] proposed a new cost cognizant 
metric APFDc (adapted from APFD) that was used for 
measuring the rate of fault detection and included 
varying test cases and fault costs. A case study was 
performed to analyze the impact of test cost and the fault 
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severity of the prioritization techniques (random, 
additional statement coverage, additional function 
coverage and additional fault index). The additional fault
index prioritization resulted better than the other 
techniques. All the four techniques were found to be 
better than the random technique. 

In addition to the above three techniques, three more 
techniques (Total statement/ function coverage and fault 
index) and optimal (instead of random) techniques were 
analyzed in terms of APFD (initially explained in [20]) 
by Elbaum et al. [2]. The task was accomplished by 
exploring the impact of certain factors of the various 
prioritization techniques on the fault detection rate. The 
conclusion drawn by them was that a new technique 
incorporating information provided by the metric APFD 
can be developed.

Nine techniques were described and compared by 
Rothermel et al. in 2001 [3]. The techniques were: 
original order; random order; optimal; total/additional 
statement coverage; total/additional branch coverage; 
total/additional fault exposing potential prioritization. 
The results showed that all the techniques performed 
better than the original and the random order 
prioritization. Also, the additional fault exposing 
potential prioritization performed the best. Moreover, the 
branch coverage techniques were better than the 
corresponding statement coverage techniques. 

Elbaum et al. [4] examined two techniques, 
total/additional function coverage along with the random 
and the optimal ordering to understand the effect of 
change on the cost effectiveness of the regression testing 
techniques. They made use of a large number of 
measures to accomplish the comparative case study.  The 
analysis found that the change attributes played a 
significant role in the performance of the techniques. 
Also, the additional function coverage technique 
outperformed the total function prioritization technique 
regardless of the change characteristics. The total 
technique gave varied results and was sometimes worse 
than random prioritization.

An empirical comparison among four different 
prioritization techniques was put forward by Leon et al. 
in 2003 [5]. These techniques included test suite 
minimization, prioritization by additional coverage, 
cluster filtering and failure pursuit sampling (FPS). The 
former two techniques were broadly classified as 
coverage based and the latter two as distribution based. 
The comparisons yielded the following findings: when 
the sample sizes are small, basic coverage maximization 
can detect the facts efficiently; one per cluster sampling 
achieves comparably good results and at the same time 
does not achieve full coverage; for large sampling sizes, 
FPS is more efficient than cluster sampling. APFD 
demonstrated that the random ordering outperformed the 
repeated coverage maximization for GCC while not for 
Jikes and Jvac. The results also suggested that both the 
coverage based and the distribution based techniques 
were complimentary in finding different defects. 

Rothermel and Elbaum [6] experimented and studied 
the effect of test suite granularity and test input grouping 
on the cost and the benefit of regression testing 

methodologies. An analogy was established among the 
three prioritization techniques: optimal, additional and 
additional-modified function coverage prioritization. It 
revealed that the test suite granularity affected several 
cost-benefit factors for the methodologies and at the 
same time the test input grouping had limited effect. As 
the granularity level decreased, higher APFD values 
were observed. It emerged that the finer granularity 
precisely discriminates between the test cases. The 
results were recorded to be consistent with [27].  

Elbaum et al. [7] thoroughly analyzed the fault 
detection rates of five prioritization techniques (random 
order, total/additional function coverage prioritization; 
total/ additional binary diff. function coverage 
prioritization) on several programs and their versions to 
help the practitioners chose a technique for a particular 
scenario. The generalized results showed that the 
techniques using feedback gave better results. They 
suggested that since the performance of the technique 
varied significantly with the scenarios (programs, test 
cases and modifications), it was therefore necessary to 
choose the appropriate technique. They also stressed that 
choosing a technique with higher APFD is 
oversimplifying and may not always imply a better 
technique. The two strategies proposed by them for the 
practitioners include: Basic instance-and-threshold 
strategy (to choose a technique that is successful for 
largest number of times) and Enhanced instance-and-
threshold strategy (that adds attribute of the scenario 
using metric and  then selecting the technique by 
building classification tree). The results suggested, like 
many others, that the techniques using feedback were 
better.

A small experimental study was performed for 
comparing the simple code based and the model based 
test prioritization method with respect to the early fault 
detection effectiveness in the modified system by Korel 
et al. [76]. The study focused on the source code faults. 
The results expressed that the model based test 
prioritization may improve the average effectiveness of 
early fault detection significantly when compared to 
code-based prioritization. The model based prioritization 
was less expensive but was sensitive to the information 
provided by the tester or the developer.

Block and method level prioritization techniques for 
the total and the additional coverage were assessed using 
the mutation faults by Do and Rothermel in 2005 [8]. 
They also examined the consistency of the results with 
the prior study [26] of Java System using hand seeded 
faults. The levels of coverage had no effect on the rate of 
fault detection whereas the additional techniques proved 
better over the total techniques. 

The same authors along with Kinner [9] empirically 
performed the cost benefit analysis on the same artifacts. 
The comparisons were accomplished on the same 
techniques as mentioned above and also the method_diff 
total and the additional techniques. They found that the 
functions and the statement level in C correspond to the 
method and the block level in Java respectively. It hailed 
from the experiment that the statement level techniques 
were superior to the function level in C. But the block 
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level techniques were not found to be very different from 
the method level techniques in Java. This is because the 
block level is not as sensitive as the statement level. The 
cost benefit analysis also revealed that the method and 
the block level additional techniques resulted in the 
highest cost savings.

Do and Rothermel [77] further conducted an 
empirical assessment of the same techniques as in [8]. 
Same results with respect to the level of coverage were 
recorded. Due to large sampling errors produced using 
the mutation faults, they were found to have better rate of 
fault detection over the hand seeded faults.

Aforementioned authors [78] also put forth an 
improved Cost-Benefit model incorporating the context 
and the life-time factors and compared two prioritization 
techniques (total/additional block coverage) and two 
regression test selection techniques. Time constraint 
proved an important factor for the relative benefits 
hailing from the tradeoff between the cost of the 
additional tests without missing the faults and the cost of 
reduced testing missing the faults.

A series of controlled experiments was conducted by 
Do et al. in 2010 [79]. These were used to assess the 
effects of time constraint on the cost and the benefits of 
six prioritization techniques. The techniques included 
two control (random/original) and four heuristic 
techniques (two feedback and two non-feedback). The 
results showed that heuristic techniques(Bayesian 
network based and conventional code coverage based) 
were useful when no time constraint were applied and the 
software contained a large number of faults. The results 
also revealed the cost effectiveness of the feedback 
(additional) prioritization techniques over their non-
feedback counterparts. In addition, the feedback 
techniques again performed unvaryingly better with the 
increase in the time constraint levels.

6 Results and Analysis
The study resulted in the selection of 65 RTP research 
papers for the literature survey. 106 new prioritization 
techniques were identified from 49 of the studies, 
whereas rest 16 studies were based only on the 
comparative analysis. 

Publication trends (Fig. 3) were observed from 1969 
till the search of studies for the survey was carried out 
(Feb 2011). The first technique (composite) was recorded 
in the year 1997. Over the years, many more techniques 
were logged and an increasing publication trend has been 
observed. Maximum number of published papers 
appeared in 2007 and 2008 (11each) accounting for 35 of 
the techniques. Though most of the techniques were 
documented in 2009 (21), the number of studies were 
only six. This is due to the fact that many studies 
presented more than one technique in the same paper. 

Figure 3:  Publication trends.

6.1 Advent and usage of approaches (RQ1)
The techniques were broadly categorized under eight 
approaches as already discussed. The advent of these 
approaches has been illustrated graphically in the Fig. 4.
The height of the bars in fig.4 represents the recentness 
of the use of the particular approach to regression test 
prioritization. The year 1999 saw the advent of the Fault 
based approach for prioritization. It also proved to be the 
main motivation behind many evaluation measures such 
as APFD etc. After these, the year 2002 experienced the 
use of the feedback (History based) approach for test 
suite prioritization [44]. Generally, the errors are 
concentrated in the primary stages of the software 
development process. Realizing this fact, Requirement 
based techniques emerged for the first time in 2005 [40]. 
Genetic algorithms based techniques are an upcoming 
approach documented primarily in 2006 [47] for the use 
in prioritization. The approaches introduced after 2006 
have been included in the ‘Others’ category along with 
the approaches that have not been used more than once in 
the RTP field. The earliest approaches, Coverage and 
Modification based (composite), came in 1997 [22]. 
Almost half of the recognized techniques were only 
coverage based (44%) followed by the composite, the 
fault based and other approaches as depicted by the pie 
chart in Fig. 5.

Figure 4: Advent of new approaches; CB-Coverage 
based, MF-Modification based, CP – Composite, FB-
Fault based, HB- History based, O-Others, RQ-
Requirements based, GB- Genetic based.
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Figure 5: Usage of approaches by the techniques; CB-
Coverage based, MF-Modification based, CP –
Composite, FB- Fault based, HB- History based, O-
Others, RQ- Requirements based, GB- Genetic based.

6.2 Are RTP techniques independent of 
their implementation language? (RQ2)

The groundwork culminated in determining 17 levels of 
Granularity utilized by the 106 techniques. It emerged 
that System level, Web services, Statement level and 
Function level granularity were largely utilized (Fig. 6). 
The input method used by majority of the techniques was 
found to be Source Code (as clearly shown in Fig. 7). 
This is justified as the majority of the prioritization 
techniques have been applied in the later stages of the 
software development life cycle (SDLC), i.e., after the 
source code is available. Also it can be inferred that the 
System Models were the next in majority to be used as 
the input method. System Models were mainly utilized 
by the techniques that came after the introduction of 
requirement based prioritization techniques. Thus we can 
observe an increase in the use of the prioritization 
techniques in the earlier stages of SDLC also. The 
distribution of the type of languages used by the 
techniques has been depicted in Fig. 8. About half of the 
techniques were found to be Language Independent, 
suggesting their compatibility over many languages. 
Approximately one-fourth of the techniques worked for 
Procedural languages only. An increasing use of the 
recent techniques for Web designing languages (16%) 
was noticed.  Another major used language type was 
Object Oriented languages (11%). Binary code based and 
COTS component based languages also formed the basis 
of a few techniques.  

It can be inferred from the above data that in-spite of 
huge variations in 1) the level of granularity at which an 
RTP technique is applied, and 2) Source code being 
majorly used as an input for an RTP technique; almost 
half of the RTP techniques were still found to be 
language independent. Although this is not sufficient to 
prove the independence of various RTP techniques from 
their implementation language, it encourages the current 
and future research in the field to be more language 
independent. This would allow various researchers to use 

each other’s technique and will surely lead to better 
quality research and its assessment.

Figure 6: Usage of granularity by the techniques; Stmt.-
Statement level, Func.-Function level, Blk.-Block of 
binary form, Mhd.-Method level, Tranc.-Transaction in 
System Model, Sys.-System level, Prg.-Program, Prs.-
Process level, Evt.-Event, Cpt.-Component, File-file to 
be changed, SU-Software units, WS-Web services, Mdl.-
Module, Cfg.-Configuration of software system, Class-
class level, Any-any level.

Figure 7: Usage of input method by the techniques; SC-
Source code, BF-Binary code, SM-System level, SYS-
System, CG-Call graph for program structure, R&SP-
Requirements and specifications.

6.3 Identifying the gaps in the usage of 
Artifacts, Tools and Metrics in RTP 
(RQ3)

6.3.1 Artifacts
Artifacts are the pre-requisites for accomplishing 
controlled experiments on the testing techniques. 
Artifacts might comprise of software, test suites, fault 
data, coverage data, requirements, history information 
etc. depending on the type of experiment utilizing the 
artifacts. A thorough investigation of the artifacts used by 
the various regression testing techniques has already 
been presented by Yoo and Harman in [18]. They 
emphasized more on the size of Subject Under Test 
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(SUT) and the test suites studied, and thus it has not been 
replicated here. They found that 60% of the researches 
used SUT’s less than 10 KLOC, while on the other hand 
70% of the studies have benefited from test suites with 
less than a 1000 test cases. Regarding the usage of 
artifacts, our results conform to those mentioned in [18], 
i.e. more than half of the artifacts have been freely 
procured from the Software Infrastructure Repository 
(SIR) [80]. The same has been demonstrated in the Fig. 9 
having 50% share from SIR only. The research 
culminated in spotting 89 artifacts mentioned in 62 
studies while 3 studies [51, 71, 76] did not mention any 
artifacts.

The seven C programs (printtokens, printtoken2, 
replace, schedule, schedule2, tcas, and totinfo) developed 
by Siemens Corporate Research and available on SIR 
[80] constitute 17% of all the artifacts used in [2, 3, 23, 
24, 27, 31, 32, 44, 46, 50, 53, 62, 69, 73, 74]. A single 
‘Space’ program (from SIR) of 6218 LOC, alone makes 
up 12% of the total artifacts exercised in [1, 2, 3, 22, 24, 
27, 32, 44, 46, 50, 74]. SIR has also been used for some 
more programs accounting for 21% artifacts mentioned 
in all the studies [4, 6, 7, 8, 9, 26, 27, 30, 36, 37, 45, 54, 
55, 57, 63, 70, 77, 78, 79]. Another single example of 
‘ATM’ has been used in 5 researches [34, 36, 37, 64, 76]. 
A few studies [47, 48, 49, 72] have also made use of the 
JDepend (JD, tool for creating design quality metric for 
Java programs) and the Gradebook (GB, program 

performing tasks associated with creating and 
maintaining grade-book system for a course). Rest of the 
studies [5-7, 25, 27-29, 31, 33-37, 39-43, 48, 49, 52, 56, 
59, 60, 65-68, 75-78] comprised of the artifacts 
developed using their own examples or the artifacts that 
have been sparsely touched upon by others. These ‘other’ 
artifacts amount to be a vast 37% of all. Hence it can be 
incurred that except the ones from SIR, no other major 
artifacts were found to be utilized unanimously by the 
RTP researchers.

The size of all the artifacts have not been mentioned 
by all of the respective studies and also the information 
about some artifacts was so less that they could not be 
assessed.  Most (53) of the total artifacts mentioning their 
size were in KLOC's ( i.e. over 1000 lines of codes) 
while a handful (14) were having size less than 1 KLOC. 
While 16 other artifacts had their size mentioned in terms 
of classes, methods or transitions rather than in terms of 
lines of codes. One possible reason behind this could be 
the usage of source code as input by majority of the RTP 
techniques developed till date. Once the source code  is 
known, LOC becomes the size measure for that artifact. 
On the other hand the other size metrics used for artifacts 
correspond to the different types of input methods 
required by those RTP techniques. This was also 
confirmed by the fact that all the artifacts used for one 
particular RTP technique had the same size metric used 
(LOC or classes or method or transitions). This gap in the 
usage of artifact would remain also because various 
techniques follow various approaches for RTP. It does 
not make sense to calculate size of an artifact in LOC for 
being applied to requirements based approach, as it 
would not be possible to have the source code at the 
requirements analysis stage of SDLC.

6.3.2 Tools
There is an abundance of tools available nowadays, 
providing a fruitful means to the researchers for quick 
implementation and automatic analysis of their works. At 
the same time it is also the reason behind the 
unavailability of standard and worldwide accepted tools. 
In addition, many researchers need to develop their own 
tools to meet their particular requirements. Thus, various 
practitioners use various tools for their research instead 
of any single standard tool. 

Though it can be perceived from Fig. 10 that 
‘Aristotle Program Analysis System’ tool was used by 11 
of the studies, which is the highest of all the tools used; it 
was used primarily by the same authors in different 
studies [2-4, 6, 23, 24, 27, 52, 53, 57, 62].  This tool was 
first used by Rothermel et al. in [23] for providing the 
test coverage and the control-flow graph information. 
Another tool used by five of the studies [30, 45, 77, 78, 
79] was ‘Sofya’. It helped in gathering the coverage 
information and the fault data of the test cases. ‘Emma’ 
tool has been utilized by 4 of the studies [43, 47, 53, 54] 
all by different authors. Emma is an open source toolkit 
for reporting Java code coverage. Few studies [2, 6, 31, 
47, 52] also used ‘UNIX based’ tools such as UNIX Diff 
tool, UNIX utilities etc. for process tracking, collecting 

Figure 8: Usage of Languages by the Techniques;Proc -
Procedural Language, Bin.Code- Binary code, L.Ind-
Language independent, COTS-COTS component based, 
WB-Web designing language, OO-Object oriented 
language.

Figure 9: Artifacts assessed.
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dynamic coverage information or to show which lines 
were inserted or deleted from the basic version. ‘SPSS’ 
or Statistical package for Social Sciences is an upcoming 
data analysis tool used in the later researches [28, 71, 76, 
79]. Another very promising tool used by 3 of the studies 
[37, 63, 72] is ‘MATLAB’. It is an analysis and 
programming tool developed by Matrix Laboratory and 
is extensively used by many more applications; we 
expect it to be used more in the area of software testing 
also. One of the earlier used tools was ‘Proteum 
Mutation System’ to obtain the mutation scores for use in 
the Fault Exposing Potential (FEP) prioritization. 
Initially used in context of test case prioritization by 
Rothermel et al [23], it was further used in [3, 24, 27]. Its 
use was not spotted in any of the studies after 2002. The 
tools mentioning Java in their names (Junit Adaptor, 
Filter, JTester and byte code mutant generator) were 
grouped under the ‘Java based’ tools. Exploited in five 
studies [9, 47, 66, 77, 78], these tools varied in the 
purpose of their use but had a common language 
background, Java.

A couple of studies [8, 9] made use of the ‘Galileo’ 
system for acquiring coverage information by running 
test cases on the instrumented object programs in Java. 
‘Sandmark’ is a watermarking program that provides 
change track algorithms employed by a handful of 3 
studies [30, 54, 55] only. To comply with the specific 
requirements, seven studies mentioned their own created 
tools [23, 24, 27, 44, 63, 71]. Mostly the tools were 
created to automate their own proposed techniques. 
Some of the tools like Vulcan, BMAT, Echelon, déjà vu, 
GCOV, testrunner, winrunner, Rational test suite, 
bugzilla and Canatata++ etc. are only experienced in one 
study each. These all have been grouped under the 
Others category accounting for 31 such tools mentioned 
in [4-7, 22, 24-27, 30, 34, 35, 38, 39, 42-44, 46, 48, 52, 
57, 69, 74, 75]. Exact details of the studies and tools used 
by them are available in the Appendix (Table A2).

None of the tools was discovered to be used by more 
than 13% of all the studies. This also generally results in 
the final outcomes that are not in a form comparable with 
the outcomes obtained using the other tools. Thus, we 
observed a wide range of tools used by all groups of the 
researchers without any particular standard being 
followed.

Figure 10: Tools mentioned.

6.3.3 Metrics
To properly understand the effects and the outcomes of 
any case study or experiment, one needs to quantify the 
results or analyze them with respect to the measures, well 
known in the software testing field as metrics. Unlike 
the scattered distribution seen in the tools usage, many of 
the diverse researchers tend to use the similar type or 
exactly the same metrics. Fig. 11 presents the final 
outcomes that commenced from scrutinizing the test case 
prioritization field in the view of the metrics used. We 
noticed a total of 97 metrics utilized by 60 research 
papers while 5 studies [29, 38, 60, 67, 71] did not 
mention any used metrics.

As clearly outlined in fig. 10, APFD came forth as a 
striking measure for computing the Average Percentage 
of Faults Detected and a massive of 29 studies [2-9, 23, 
24, 26-28, 31, 33-35, 41, 46, 47, 53-55, 57, 62, 69, 73, 
77] took advantage of the metric directly. This metric 
was originally set forth by the by a group of researchers 
in [23] and later used immensely by other groups of 
researchers as well. APFD metric denotes the weighted 
average of the percentage of the faults detected [2]. 
APFD values range from 0 to 100; higher numbers imply 
faster (better) coverage rates. It denotes how fast a 
prioritized test suite detects the faults. APFD is also 
being used in its mutant form as APFDc, APFDp, ASFD, 
WPFD, TSFD, APBC, APDC, APSC, NAPFD, APMC, 
TPFD, APRC, and BPFG. These have been put under the 
‘APFD alike’ category shown in the graph [fig. 8]. 
'APFD alike' are basically the metrics which are 
calculating average percentage of faults detected with 
some variations in the calculation method. APFDc is the 
modified APFD to include the costs of faults and is 
utilized by 5 researches [1, 52, 45, 63, 65]. Again a vast 
number of 10 studies [32, 39, 40, 42, 43, 57, 63, 64, 68, 
74] benefited from the APFD alike metrics. These all 
sum up to more than 50% of the metrics availed by all 
the studies to be APFD or its mutants. It has now become 
a more or less standard in measuring the rate of fault 
detection achieved by the RTP techniques. We say so 
because, almost all the comparisons, whether between 2 
or at most 18 techniques, given in the 65 studies were 
recorded to be based on the APFD (or its mutants) 
metrics. A meager of 5 studies [3, 6, 24, 27, 79] also 
made use of Bonferroni metric for analyzing their data. 
Bonferroni test provides a means of multiple 
comparisons in the statistical analysis. Various other 
metrics, whether available or self developed, such as 
PTR, RFFT, ATEI, ckjm, FDD, Kruskal Wallis Test, size 
reduction, precision, recall, efficacy, LOC count, and 
distance etc. have also been taken advantage of by a ide 
range of researchers [4, 5, 22, 23, 25, 26, 30, 31, 35-37, 
41, 43, 44, 48-51, 56, 59, 63, 66, 70, 72, 75, 76, 78, 79]. 
Nonetheless, APFD and the other metrics provide a 
useful insight to the in-depth analysis of the techniques.

Explaining all the metrics along with their 
differences is beyond the scope of the current SLR, 
although there might be an SLR in future only on the 
software metrics being used for RTP that could include 
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the complete explanation and comparison for each 
technique.

Figure 11: Metrics used.

6.4 Summarized effects of the 
Comparisons with respect to the 
granularity and the type of 
information used (RQ4)

A handful of articles [1, 6, 23] found the ‘additional-fault 
exposing potential’ technique to be better than all the 
compared ones. But these were only preliminary studies 
in the test case prioritization area. Among all the studied 
papers, following highlights were accrued:

6.4.1 With respect to the level of granularity 
(RQ4-(a))

Out of the 17 determined levels of granularity followed 
by the 106 techniques, the System level, Web services, 
Statement level and Function level granularity were the 
most utilized (as explained earlier in 6.2 and Fig. 6). 
None of the comparisons was detected to be based on the 
system level or the web services granularity. The 
techniques using the C language have only been tested 
for statement and function level granularity and it 
worked out that the statement level techniques were more 
advantageous over the function level techniques [9, 24, 
26, 27]. The techniques for Java (Junit) environment 
showed no effect of granularity on the prioritization; the 
possible cause of this was suggested to be the difference 
in instrumentation granularity for Java and C [26].

6.4.2 With respect to the type of information 
(RQ4-(b))

An intricate scrutiny of the 65 research papers emanated 
the superiority of the additional techniques over the total 
and the other techniques. The additional techniques are 
the ones that are based on extra feedback information 
used in the process of test case prioritization. The 
comparisons in an enormous amount of 17 studies [1, 3, 
4, 7, 8, 9, 23, 24, 26, 27, 30, 32, 33, 59, 74, 75, 79] 
turned out to produce similar outcomes: the additional 
techniques are more cost effective.

7 Conclusion
As the number of publications in the field of software 
testing is increasing, there is a need for a method that can 

summarize a researcher about the particular field. 
Systematic review is a tool that can be used to formally 
present the research made so far in a particular field. A 
systematic review on regression test prioritization 
techniques is presented in this paper which evaluates and 
interprets all the research work related to the area. It 
presents a concise summary of the best available 
evidences. The research identified over a hundred RTP 
techniques proposed since 1969. These were further 
classified based on the utilized approaches, and almost 
half of the recognized techniques came under the 
coverage based approach followed by composite, fault 
based and other approaches respectively. The paper 
summarizes the research papers along with the 
techniques they compared and the artifacts they 
processed. The tools and metrics being used in the 
research were also identified. 

The input method used by majority of the techniques 
was computed to be the Source Code. This is justified by 
the use of the majority prioritization techniques in the 
final stages of SDLC, i.e., after the source code is 
available. After 2002, we also observed a general 
increase in the use of the prioritization techniques in the 
earlier stages of SDLC. Furthermore, an increasing use 
of the recent techniques for Web designing languages 
(16%) was detected.

Noticeably, it incurred that except the ones from 
SIR, no other major artifacts were found to be utilized 
unanimously by the researchers in the RTP field. No 
standard or sound majority could be established in the 
usage of tools. It lead to the results that were not in a 
form comparable with the outcomes obtained using the 
other tools. On the other hand, an analysis of the metrics 
used resulted in substantial findings. All the metrics 
spotted in the studies availing APFD or its mutants 
summed up to be more than 50%. Remarkably, we 
noticed that almost all the comparisons performed in all 
the selected studies were recorded to be based on the 
APFD (or its mutants) metrics. But failing to find the 
specific APFD values evaluated in the comparisons 
except for a few studies, it could not be possible to 
contrast all the techniques in general.

Though at most only 18 techniques were found to be 
compared in a single study, the results obtained provided 
useful insights into the RTP field. The inference drawn 
from the comparisons was that the additional techniques 
provided significant improvement in the fault detection 
rates. The level of granularity and modification 
information had no effect on prioritization for Java 
environment in general. Statement level techniques were 
found to be better than the function level techniques. 
Almost all the techniques were found to be better than 
the random technique. Many papers also presented 
comparisons with the optimal ordering, but since all the 
optimal orderings are defined according to the technique 
followed, it was not feasible to compare the optimal for 
different techniques.

The SLR finally highlighted that even after different 
approaches being followed by the various techniques, the 
prime goal of test case prioritization emerged as the 
increase in the rate of fault detection. Since no general 
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technique exists, there is a need to perform empirical 
comparisons among the existing techniques that are made 
to work on the same concept, implementation, metric and 
artifacts.
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Appendix A
Table A1: List of primary studies with their authors and 
techniques.

Resear
ch 

Paper 
ID

Authors Techniques

RP1 Wong et. al T1 

RP2 Rothermel et. al T2, T3, T4, T5, T6, T7 

RP4 Elbaum et. al T8,T9,T10,T11,T12,T1
3,T14,T15 

RP3 Elbaum et. al No new technique 

RP5 Elbaum et. al No new technique 

RP6 Rothermel et. al No new technique

RP7 Elbaum et. al T16, T17, T18, T19, 

RP9 Kim and Porter T20

RP8 Srivastava and 
Thiagarajan

T21 

RP11 Jones and 
Harrold

T22

RP10 Elbaum et. al No new techniques

RP12 Yu et al T22.1

RP13 Leon et al No new technique

RP15 Elbaum et. al No new technique

RP14 Rothermel et. al No new technique

RP16 Do et. al T23, T24, T25, T26, 
T27, T28

RP18 Srikanth et al T28.1

RP19 Do and 
Rothermel

No new technique 

RP20 Korel et. al T29, T30

RP17 Rummel et. al T31

RP21 Srikanth et. al T32

RP25 Do and 
Rothermel

No new technique

RP27 Do and 
Rothermel

No new technique

RP22 Do et. al No new technique

RP23 Malishevsky et. 
al

T33

RP26 Jeffrey and 
Gupta

T34

RP24 Walcott et. al T35

RP36 Alspaugh et. al T36

RP38 Belli et. al T37

RP33 Bryce and 
Memon

T38 to T42

RP31 Korel et. al T43 to T47

RP32 Qu et al T47.1

RP28 Li et. al A1 to A5

RP30 Mariani et. al T48

RP29 Mirarab and 
Tahvildari

T49

RP34 Qu et. al T50

RP37 Sherrif et. al T51

RP35 Zang et. al T52, T53

RP43 Hla et. al T54

RP46 Hou et al. T55, T56

RP39 Jeffrey and 
Gupta

T57, T58

RP40 Ramanathan et. 
al

T59
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RP48 Ma and Zhao T60

RP41 Mirarab and 
Tahvildari

T61 (enhanced T51)

RP42 Park et. al T62

RP49 Qu et. al T63

RP44 Qu et.al T64

RP45 Ramasamy and 
Mary

T65

RP47 Do et al T65.1 – T65.4

RP50 Smith and 
Kapfhammer

Extension of algorithms 
in RP29(A3, A5) 
and delayed greedy 
algorithm

RP54 Fazlalizadeh et. 
al

T66

RP51 Krishnamoorthi 
and Mart

T67

RP52 Mei et al T67.1 – T67.10

RP53 Korel et al No new technique

RP55 Jiang et al T68.1 – T68.9

RP56 Maia et al T69

RP57 Chen et al T70.1, T70.2

RP58 Filho et al T71.1,T71.2

RP59 Li et al No new technique

RP60 Huang et al T72

RP61 Conrad et al T73

RP62 Do et al No new technique

RP63 Simons et al T74

RP64 Mei et al T75.1 – T75.4

RP65 Bryce et al T76

Table A2: List of Research papers, techniques, artifacts, 
tools and metrics used by them.

Rese
a-rch 
Pape
r ID

Techni
que(s)

Artifacts Tools Metrics

RP1 
[19]

T1
Space 
program 
(SIR)

ATAC 
(Automatic 
Testing 
Analysis 
Tool)

Size 
reduction, 
Precision, 
Recall

RP2 
[20]

T2, T3, 
T4, T5, 
T6, T7

7 C 
programs 
from 
siemens 
corporate 
research 
(SIR)

Aristotle 
Program 
Analysis 
System, 
Prioritization 
tool (created 
own), 
Proteum 
Mutation 

Efficacy, 
APFD

System

RP3 
[1]

No 
new 
techniq
ue

Space 
program 
(SIR)

N.M APFDc

RP4 
[21]

T8,T9,
T10,T1
1,T12,
T13,T1
4,T15

7 C 
programs 
from 
siemens and 
1 space 
program 
(SIR)

Aristotle 
Program 
Analysis 
System, 
Prioritization 
tool (created 
own), 
Proteum 
Mutation 
System, 
Source code 
measuremen
t tool, 
Comparator, 
Fault Index 
generater

APFD, 
Bonferroni 
analysis

RP5 
[2]

No 
new 
techniq
ue

7 siemens 
program and 
1 space 
program 
(SIR)

Aristotle 
program 
Analysis 
System, 
UNIX Diff 
tool

APFD

RP6 
[3]

No 
new 
techniq
ue

7 siemens 
program and 
1 space 
program 
(SIR)

Aristotle 
Program 
Analysis 
System, 
Proteum 
Mutation 
System

APFD, 
Bonferroni 
Means 
Separation 
Test

RP7 
[24]

T16, 
T17, 
T18, 
T19,

8 SIR 
programs (7 
siemens and 
1 space 
program), 3 
case studies : 
2 open 
source 
UNIX 
utilities from 
SIR (grep 
and flex),   1 
embedded 
real time 
subsystem of 
a level 5 
RAID 
storage 
system

Aristotle 
Program 
Analysis 
System, 
Prioritization 
tool(created 
own), 
Proteum 
Mutation 
System, 
Source code 
measuremen
t tool, 
Comparator, 
Fault Index 
generater

APFD, 
Bonferroni 
analysis

RP8 
[22]

T21

Two 
versions of 
large office 
productivity 
application

Vulcan ( 
Rich Binary 
Modification 
Infrastructur
e), 
BMAT(Bina
ry 
mathching
tool build 
using 

Coverage 
of impacted 
blocks
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Vulcan), 
Echelon

RP9 
[41]

T20

7 siemens 
program and 
1 space 
program 
(SIR)

déjà vu tool, 
Created tool 
for 
minimizatio
n, Created 
tool for 
Random 
technique

Total 
testing 
effort, 
Average 
fault age

RP10 
[4]

No 
new
techniq
ue

bash , grep, 
flex, gzip 
(SIR)

Aristotle 
Tool Suite, 
TSL tool for 
generating 
test suite, 
Tool to 
implement 
their process

Percentage 
of changed 
LOC, 
functions 
and files, 
APFD, 
Probability 
of 
execcution
of changed 
function, 
Average no. 
of LOC 
changed per 
function, 
Average 
percentage 
of tests 
executing 
changed 
functions

RP11 
[47]

T22

tcas 
(siemens) 
and one 
space 
program 
(SIR)

N.M

Time to 
perform 
prioritizatio
n

RP12 
[68]

T23 N.M.

Created 
EXTRACT 
tool for
prioritization

N.M.

RP13 
[5]

No 
new 
techniq
ue

Three large 
programs: 
GCC,Jikes 
and Javac 
Compilers

GCOV tool 
for profiling

APFD, 
Dissimilarit
y Mertic

RP14 
[6]

No 
new 
techniq
ue

bash (SIR) 
and 
emp_server

Aristotle 
Program 
Analysis 
System, Clic 
Instrumenter
and monitor, 
Unix utilities

APFD, 
Annova 
analysis, 
Bonferroni 
test

RP15 
[7]

No 
new 
techniq
ue

bash, flex, 
grep, gzip, 
make, sed  
from SIR 
and 
emp_server, 
xearth

TSL Tool APFD

RP16 
[23]

T24, 
T25, 
T26, 
T27, 

ant, XML-
security, 
Jmeter, 
Jtopas from 

Selective 
Testrunner

APFD, 
Boxplots, 
ANNOVA 
analysis

T28, 
T29

SIR

RP17 
[63]

T33

3 
applications 
in JAVA: 
Bank, 
Identifier 
and Money

Soot 
1.2.5(Java 
Optimization 
Framework)

APFD, 
PTR(Percen
tage of test 
suite that 
must be 
executed to 
find all 
defects)

RP18 
[37]

T30
5 projects 
developed 
by students

N.M
ASFD, 
TSFD

RP19 
[8]

No 
new 
techniq
ue

ant, XML-
security, 
Jmeter, 
Jtopas from 
SIR

Mutation 
tool, Galileo 
system for 
coverage 
information

APFD

RP20 
[34]

T31, 
T32

3 system 
models : 
ATM model, 
cruise 
control 
model (SIR), 
fuel pump 
model

N.M
Rate of 
fault 
detection

RP21 
[36]

T34

4 Java 
projects 
developed 
by students

PORT tool,  
TCP tool

Weighted 
percentage 
of fault 
detected 
(WPFD)

RP22 
[9]

No 
new 
techniq
ue

Ant , XML-
security, 
Jmeter, 
Jtopas from 
SIR

Galileo 
system for 
coverage 
information, 
Junit 
adaptor, 
JunitFilter, 
TestRunner

APFD

RP23 
[49]

T35

emp_server 
portion of 
Empire 
software

UNIX Diff 
tool, 
Aristotle 
program 
Analysis 
System, 
Tools to 
prioritize 
test cases

APFDc

RP24 
[44]

T37
Gradebook 
and Jdepend

Emma tool, 
Linux 
Process 
tracking 
tool, JTester

APFD

RP25 
[74]

No 
new 
techniq
ue

Ant , XML-
security, 
Jmeter, 
Jtopas, 
nanoxml 
from SIR 
and Galileo

Sofya 
system, Junit 
adaptor

APFD

RP26 
[50]

T36
7 siemens 
program

Aristotle 
Program 
Analysis 
Tool

APFD
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RP27 
[75]

No 
new 
techniq
ue

Ant , XML-
security, 
Jmeter, 
nanoxml 
from SIR 
and Galileo

Sofya 
system, Java 
bytecode 
Mutant 
generator

Cost and 
Benefit

RP28 
[71]

A1 to 
A5

print_tokens, 
print_tokens
2, schedule, 
schedule2 
from 
siemens and 
space, sed 
from SIR

Canatata++, 
SPSS

APBC(Ave
rage 
percentage 
of block 
coverage), 
APDC ( 
Average 
percentage 
of Decision 
coverage), 
APSC ( 
Average 
Perecentage 
of 
Statement 
Coverage)

RP29 
[51]

T52
Apache Ant 
(SIR)

ckjm, 
Emma, 
Sandmark

APFD

RP30 
[64]

T51

15 
configuratio
ns of 
Ginipad Java 
Editor 
version 2.0.3 
including 
316 Java 
classes

N.M
Not 
Mentioned

RP31 
[33]

T45 to 
T49

cruise 
control 
model from 
SIR, ATM 
Model, fuel 
pump model, 
TCP model, 
ISDN model

N.M

Most likely 
relative 
position of 
test case

RP32 
[53]

T50

Software for
Microsoft 
Word and 
Power 
point(checks 
the 
performance 
when 
opening 
malicious 
documents)

N.M
Speed Of 
fault 
detection

RP33 
[25]

T40 to 
T44

TerpCalc, 
TerpPaint, 
TerpSpeadsh
eet, 
TerpWord

N.M APFD

RP34 
[54]

T53
flex and 
make from 
SIR

SSLOC tool, 
Aristotle 
Coverage 
tool

APFD, 
NAPFD

RP35 
[56]

T55, 
T56

Simulation 
experiments

N.M

Rate of 
units of 
testing 
requirement 

priority 
satisfied per 
unit test 
case cost

RP36 
[69]

T38, 
A7, 
A8, A9

Gradebook 
and Jdepend 
software

Emma tool, 
Linux 
Process tool

Code 
coverage, 
Coverage 
preservatio
n, Order 
aware 
coverage

RP37 
[57]

T54

3 minor 
releases of 
IBM 
software 
system

MATLAB
Not 
Mentioned

RP38 
[26]

T39

web based 
system 
ISELTA(Isik
's System for 
Enterprise 
Level web 
centric 
Tourist 
Applications
)

N.M None

RP39 
[59]

T60, 
T61

7 C 
pprograms 
from 
Siemens

Aristotle 
Program 
Analysis 
Tool

APFD

RP40 
[66]

T62

7 C 
pprograms 
from 
Siemens

MATLAB, 
PIN tool

APFD

RP41 
[52]

T64 
(enhan
ced 
T54)

Ant , XML-
security, 
Jmeter, 
nanoxml 
from SIR 
and Galileo

Sandmark 
tool

APFD

RP42 
[42]

T65 ant (SIR)
Sofya 
system

APFDc

RP43 
[48]

T57 N.M N.M Coverage

RP44 
[67]

T67
Vim from 
SIR

Mutation 
testing tool

Block 
Coverage, 
Fault 
Detection, 
Change 
across 
faults, 
Change 
across tests

RP45 
[39]

T68

5 J2EE 
application 
projects 
developed 
by students 
and 2 set of 
Industrial 
project (one 
VB and one 
PHP)

Rational 
Test Suite, 
Tbreq-
Requiereme
nt tracability 
tool

TSFD 
(Total 
Severity of 
Faults 
Detected)

RP46 
[38]

T58, 
T59

Travel agent 
system 
having 12 

N.M
Total 
branch 
coverage, 
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web services 
with 17 
methods in 
Java

APFD

RP47 
[27]

T69 –
T70

Ant, 
XML_securi
ty, Jmeter, 
nanoxml 
from SIR 
and Galileo

Sandmark 
Tool, Sofya 
System, 
Ckjm Tool

Boxplots, 
Chidamber, 
Kemerer(ck
jm metrics)

RP48 
[60]

T63

XML-
security, 
Jtopas from 
SIR

Apros tool

APFDc, 
APMC 
(Average 
percentage 
of fault 
affected 
modules 
cleared per 
test case)

RP49 
[65]

T66

Microsoft 
Power Point 
2003(11.810
6.8107)

N.M
APFDp(for 
parallel 
scenario)

RP50 
[46]

Extensi
on of 
algorit
hms in 
RP29(
A3, 
A5) 
and 
delaye
d 
greedy 
algorit
hm

8 case study 
application: 
DS (Data 
Stucture 
application), 
GB (Grade 
Book 
Application)
, JD 
(Jdepend),  
LF 
(LoopFinder
), RM 
(Reminder), 
SK 
(Sudoko), 
TM(Transact
ion 
Manager), 
RP 
(Reduction 
and 
Prioritization 
package)

N.M

RFFT 
(Reduction 
factor for 
time)

RP51 
[40]

T74

5  J2EE 
application 
projects by 
students, two 
industrial 
projects (one 
in VB, one 
in PHP) and 
two 
industrial 
case studies 
(java)

Emma tool, 
Winrunner 
testing tool

ASFD 
(Average 
Severity of 
Faults 
Detected), 
ATEI 
(Average 
Test Effort 
Index), 
TPFD ( 
Total 
Percentage 
of  Failures 
Detected)

RP52 
[30]

T75 –
T84

Business 
process 
Hotelbookin
g taken from 
the 
Triphandling 

N.M APFD

project

RP53 
[73]

No 
new 
techniq
ue

Seven 
models from 
the 
Infrastucture
: ATM 
model, 
Cruise 
Control, 
Fuel Pumps, 
Fuel Pumps, 
TCP-Dialer, 
ISDN, Print 
Token, 
Vending 
Machine

SPSS Tool
Relative 
Position 
Metric

RP54 
[43]

T73

7 siemens 
program and 
1 space 
program

SAS 9.1.3 APFD

RP55 
[28]

T85 –
T93

Seven 
Siemens 
programs 
and 4 
mediun 
sized unix 
utility 
programs

SPSS Tool, 
Unix Tool 
Gcov to 
collect 
dynamic 
coverage 
information

APFD 
Metric, 
Distance 
Metric 
called 
Jaccard 
distance

RP56 
[29]

T94, 
A2, 
A3, 
A4, A6

Four 
siemens 
programs: 
print_tokens, 
print_tokens
2,  schedule, 
schedule2 
and one 
space 
program 
from SIR

N.M

APBC(Ave
rge
Percentage 
Block 
Coverage), 
APDC(Ave
rage 
percentage 
Decision 
Coverage), 
APSC(Aver
age 
percentage 
statement 
Coverage)

RP57 
[61]

T95, 
T96

ATM 
example

N.M BPFG

RP58 
[35]

T97,T9
8

N.M.
TDE/UMl 
model Editor

N.M.

RP59 
[72]

A1 to 
A5

One 
simulated 
program

Microsoft 
Visual 
Studio 2008

APRC(Ave
rage 
percentage 
Requiremen
t coverage

RP60 
[62]

T99

Five 
versions of 
sed(unix 
utility 
program)

N.M APFDc

RP61 
[45]

T100

8 case study 
application: 
DS (Data 
Stucture 
application), 
GB (Grade 
Book 
Application)

Beanplots

Coverage 
effectivenes
s Score 
metric
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, JD 
(Jdepend),  
LF 
(LoopFinder
), RM 
(Reminder), 
SK 
(Sudoko), 
TM(Transact
ion 
Manager), 
RP 
(Reduction 
and 
Prioritization 
package)

RP62 
[76]

No 
new 
techniq
ue

Five java 
Programs 
namely 
ant,xml 
security,jmet
er,nanoxml
from SIR 
and galileo

Sofya 
system, 
SPSS Tool

EVOMO 
and LOC 
Model, 
Bonferroni  
Analysis, 
Kruskal 
Wallis 
Test(non 
parametric 
one way 
analysis)

RP63 
[70]

T101
schedule 
(Siemens)

N.M APFD

RP64 
[31]

T102 –
T105

A set of WS-
BPEL 
applications: 
Atm, 
Buybook, 
Dslservice, 
Gymlocker, 
Loan 
Approval, 
Marketplace, 
Purcharse, 
TripHandlin
g

MATLAB 
Tool, PTS 
Box chart 
Utility

APFD, 
Boxplots, 
Annova 
Analysis

RP65 
[32]

T106

Four GUI  
Applications
:Terpcalc, 
TerpCalc,Te
rPaint,TerpS
predsheet 
and 
Terpword 
which is an 
open soutce 
Office suite 
developed at 
University 
of Maryland 
and Three 
web based 
Applications
:Book,CPM 
and Masplas

Bugzilla(Bu
g Tracking 
Tool)

APFD, 
FDD(fault 
detection 
density)

Table A3: List of techniques with the language type, 
input method, approach and granularity.

T.
no

Technique
Lang
uage 
type

Inpu
t 
Met
hod

Appro
ach

Gran
ularit
y

T1

Hybrid 
technique 
combining 
modification, 
minimization 
and 
prioritization

Proc. SC
MF 
and CB

Stmt.

T2
Total branch 
coverage 
prioritization

Proc. SC CB Stmt.

T3

Additional 
branch 
coverage 
prioritization

Proc. SC CB Stmt.

T4

Total 
statement 
coverage 
prioritization

Proc. SC CB Stmt.

T5

Additional 
statement 
coverage 
prioritization

Proc. SC CB Stmt.

T6

Total fault-
exposing 
potential 
(FEP) 
prioritization

Proc. SC FB Stmt.

T7

Additional  
fault-exposing 
potential 
(FEP) 
prioritization

Proc. SC FB Stmt.

T8

fn_total 
(prioritize on 
coverage of 
functions)

Proc. SC CB Func.

T9

fn_addtl 
(prioritize on 
coverage of 
functions not 
yet covered)

Proc. SC CB Func.

T10

fn_fep_total
(prioritize on 
probability of 
exposing 
faults)

Proc. SC FB Func.

T11

fn_fep_addtl 
(prioritize on 
probability of 
exposing 
faults, adjusted 
to consider 
previous test 

Proc. SC FB Func.
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cases)

T12

fn_fi_total 
(prioritize on 
probability of 
fault 
existence)

Proc. SC FB Func.

T13

fn_fi_addtl 
(prioritize on 
probability of 
fault existence, 
adjusted to 
consider 
previous test 
cases)

Proc. SC FB Func.

T14

fn_fi_fep_total
(prioritize on 
probability of 
fault existence 
and fault 
exposure)

Proc. SC FB Func.

T15

fn_fi_fep_addt
l(prioritize on 
probability of 
fault existence 
and fault 
exposure 
adjusted to 
previous 
coverage)

Proc. SC FB Func.

T16

fn_diff_total 
(prioritize on 
probability of 
fault existence 
based on 
DIFF)

Proc. SC FB Func.

T17

fn_diff_addtl
(prioritize on 
probability of 
fault existence 
adjusted to 
consider 
previous test 
cases based on 
DIFF)

Proc. SC FB Func.

T18

fn_diff_fep_tot
al (prioritize 
on combined 
probability of 
fault existence 
with fault 
exposure 
based on 
DIFF)

Proc. SC FB Func.

T19

fn_diff_fep_ad
dtl (prioritize 
on combined 
probability of 
fault existence 

Proc. SC FB Func.

with fault 
exposure, 
adjusted on 
previous 
coverage 
based on 
DIFF)

T20

Prioritization 
based on 
history-based 
on test 
execution 
history in 
resource 
constrained 
environment

Proc. SC HB Stmt.

T21

Binary code 
based 
prioritization

Bin. 
C
o
d
e

BF CB Blk.

T22

Prioritization 
incorporating 
aspects of 
MC/DC

Proc. SC
CB + 
MF

Stmt.

T23

Annotated 
Classification 
Tree based 
prioritization

L.Ind.
R&S

P
O 
(CTB)

Class

T24

block_total(pri
oritization on 
coverage of 
blocks)

OO SC CB Blk.

T25

block_addtl(pr
ioritization on 
coverage of 
blocks not yet 
covered)

OO SC CB Blk.

T26

method_total 
(prioritization 
on coverage of 
method)

OO SC CB Mhd.

T27

method_addtl(
prioritization 
on coverage of 
methods not 
yet covered)

OO SC CB Mhd.

T28

method_diff_t
otal(prioritize 
on coverage of 
method and 
change 
information)

OO SC CB Mhd.

T29

method_diff_a
ddtl(prioritize 
on coverage of 
method and 
change 
information 
adjusted to 

OO SC CB Mhd.
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previous 
coverage)

T30
PORT(V1.0)

L.Ind.
R&S

P
RQ Sys.

T31

System model 
based selective 
test 
prioritization

L.Ind. SM MF
Tranc

.

T32

Model 
dependence 
based test 
prioritization

L.Ind. SM MF
Tranc

.

T33
Data flow 
based 
prioritization

OO SC DF Stmt.

T34

Prioritization 
Of 
Requirements 
for 
Test(PORT)

L.Ind. SYS RQ Sys.

T35
Cost-
Cognizant 
TCP

L.Ind. SC
CST & 
FB

Func.

T36

Prioritization 
using relevant 
slices(REG+O
I+POI 
approach)

Proc. SC
MF & 
SLC

Stmt.

T37
Prioritization 
using genetic 
algorithm

OO SC GB Prg.

T38

Time aware 
prioritization 
using 
Knapsack 
solvers

OO SC KB Stmt.

T39

Graph model 
based 
approach for 
prioritization

L.Ind. SM CB Prs.

T40

Interaction 
coverage 
based 
prioritization 
by length of 
test(longest to 
shortest) on 
event driven 
softwares

L.Ind. SC CB Evt.

T41

Interaction 
coverage 
based 
prioritization 
by 3-way 
interaction on 
event driven 
softwares

L.Ind. SC CB Evt.

T42

Interaction 
coverage 
based 
prioritization 
by 2-way 
interaction on 
event driven 
softwares

L.Ind. SC CB Evt.

T43

Interaction 
coverage 
based 
prioritization 
by unique 
event coverage 
on event 
driven 
softwares

L.Ind. SC CB Evt.

T44

Interaction 
coverage 
based 
prioritization 
by length of 
tests(shortest 
to longest) on 
event driven 
softwares

L.Ind. SC CB Evt.

T45
Model based 
heuristic#1 
prioritization

L.Ind. SM MF Sys.

T46
Model based 
heuristic#2 
prioritization

L.Ind. SM MF Sys.

T47
Model based 
heuristic#3 
prioritization

L.Ind. SM MF Sys.

T48
Model based 
heuristic#4 
prioritization

L.Ind. SM MF Sys.

T49
Model based 
heuristic#5 
prioritization

L.Ind. SM MF Sys.

T50

Test case 
prioritization 
for black box 
testing based 
on 
requirements 
and history

L.Ind. SYS
RQ+H
B

Sys.

T51

Priritizing test 
cases for 
COTS 
components

COT
S

SC ICB Cpt.

T52

Bayesian 
network based 
test case 
prioritization

OO SC
MF+C
B+FB+
BN

Prg.

T53

Combinatorial 
Interaction 
regression 
testing based 

Proc. SC
CB & 
IB

Prg.
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prioritization 

T54

Prioritization 
using Singular 
Value 
Decomposition 
(SVD) with 
empirical 
change records

L.Ind. SC
MF & 
SVD

File

T55

Prioritization 
based on 
testing 
requirement 
priorities and 
test case cost

L.Ind. SC
RQ & 
CST

Any

T56

Prioritization 
based on 
additional 
testing 
requirement 
priorities and 
test case cost

L.Ind. SC
RQ & 
CST

Any

T57

Particle 
Swarm 
Optimization 
based 
prioritization

L.Ind. SC
MF + 
CB

SU

T58

Quota 
constrained 
test case 
prioritization

L.Ind. SC RQ WS

T59

Quota 
constrained 
additional test 
case 
prioritization

L.Ind. SC RQ WS

T60

Prioritization 
using heuristic 
REG_OI_POI 
with grouping 
(GRP_REG+O
I_POI)

L.Ind. SC
CB&M
F&SL
C

Stmt.

T61

Prioritization 
using heuristic 
REG_OI_POI 
with 
modification 
(MOD * 
REG+OI_POI)

L.Ind. SC
CB&M
F&SL
C

Stmt.

T62

Graph 
theoretic 
framework for 
test case 
prioritization

L.Ind. SC GPH Any

T63

Prioritization 
based on 
analysis of 
program 
structure

Proc. CG
CB&M
F&PS
&FB

Mdl.

T64

Enhanced 
Bayesian 
network based 
approach

OO SC
MF+C
B+FB+
BN

Prg.

T65

Historical 
value based 
approach for 
prioritization

L.Ind. SC HB Func.

T66

Test case 
prioritization 
for multiple 
processing 
queue

L.Ind. SC CST Any

T67

Configuration 
aware 
regression 
testing

L.Ind. SC CA Cfg.

T68

Test case 
prioritization 
for varying 
requirement 
priorities and 
cost

L.Ind. SC RQ Sys.

T69

totalCC 
(prioritize on 
coverage of 
blocks)

L.Ind. SC CB Class

T70

totalBN
(prioritize via 
Bayesian 
Networks)

L.Ind. SC O (BN) Mhd.

T71

additionalCC 
(prioritize on 
coverage of 
blocks with 
feedback 
mechanism)

L.Ind. SC CB Class

T72

additionalBN 
(prioritize via 
Bayesian 
Network with 
feedback 
mechanism)

L.Ind. SC O (BN) Mhd.

T73

Prioritization 
for resource 
constrained 
environment 
using 
historical test 
performance 
data

L.Ind. SC HB Prg.

T74

Factor orented 
requierement 
coverage 
based 
prioritization

L.Ind. SC RQ Sys.

T75

Total CM-1 
(CM=Coverag
e Model, total 
workflow 

WB SM CB WS
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branches)

T76

Addtl CM-1 
(Additional 
CM-1, 
cumulative 
workflow 
branch 
coverage)

WB SM CB WS

T77

Total-CM2-
Sum (total 
workflow and 
XRG 
branches)

WB SM CB WS

T78

Addtl-CM2-
Sum 
(cumulative 
workflow and 
XRG 
branches)

WB SM CB WS

T79

Total-CM2-
Refine (Total 
workflow 
branches, 
descending 
order of XRG 
branches to 
break tie)

WB SM CB WS

T80

Addtl-CM2-
Refine 
(Additional 
CM2 Refine)

WB SM CB WS

T81

Total-CM3-
Sum (total 
workflow 
branches, 
XRG branches 
and WSDL 
elements)

WB SM CB WS

T82

Addtl-CM3-
Sum 
(cumulative 
workflow, 
XRG and 
WSDL 
elements)

WB SM CB WS

T83

Total-CM3-
Refine (same 
as Total-CM2-
Refine except 
descending 
order of 
WSDL 
elements to 
break tie)

WB SM CB WS

T84

Addtl-CM3-
Refine 
(Additional 
CM3 Refine)

WB SM CB WS

T85

ART-st-
maximin
(Statement 
level, min dij = 
max {min dij} 
)

L.Ind. SC CB Sys.

T86

ART-st-
maxavg 
(Statement 
level, avg dij = 
max {avg dij} 
)

L.Ind. SC CB Sys.

T87

ART-st-
amxmax 
(Statement 
level, max dij 
= max {max 
dij} )

L.Ind. SC CB Sys.

T88

ART-fn-
maximin
(Function 
level, min dij = 
max {min dij} 
)

L.Ind. SC CB Sys.

T89

ART-fn-
maxavg 
(Function 
level, avg dij = 
max {avg dij} 
)

L.Ind. SC CB Sys.

T90

ART-fn-
amxmax 
(Function 
level, max dij 
= max {max 
dij} )

L.Ind. SC CB Sys.

T91

ART-br-
maximin 
(Branch level,
min dij = max 
{min dij} )

L.Ind. SC CB Sys.

T92

ART-br-
maxavg 
(Branch level, 
avg dij = max 
{avg dij} )

L.Ind. SC CB Sys.

T93

ART-br-
amxmax 
(Branch level, 
max dij = max 
{max dij} )

L.Ind. SC CB Sys.

T94

Reactive 
GRASP 
(Greedy 
Randomized 
Adaptive 
Search 
Procedures)

L.Ind. SC CB Stmt.

T95
Total 
technique to 

WB SYS
CB+M
F+CF+

WS
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prioritize test 
cases

DF

T96

Additional 
technique to 
prioritize test 
cases

WB SYS
CB+M
F+CF+
DF

WS

T97
Model based 
prioritization

L.Ind. SM MF
Tranc

.

T98
Concern Based 
Prioritization

L.Ind. SM MF
Tranc

.

T99

GA_hist 
(Genetic 
Algorithms 
and History 
based test case 
prioritization)

L.Ind. SC
HB+G
B+CST

Prg.

T
100

GELAITONS 
(Genetic 
aLgorithm 
bAsed Test 
suIte 
priOritizatioN 
Systems)

OO SC GB Sys.

T
101

Test case 
prioritization 
using Failure 
Pursuit 
Sampling

L.Ind. BF
O 
(DTB)

Sys.

T
102

Ascending-
WSDL-tag 
coverage 
prioritization

WB SC CB WS

T
103

Descending-
WSDL-tag 
coverage 
prioritization

WB SC CB WS

T
104

Ascending-
WSDL-tag 
occurrence 
prioritization

WB SC CB WS

T
105

Descending-
WSDL-tag 
occurrence 
prioritization

WB SC CB WS

T
106

GUI and web 
based test case 
prioritization

WB SC CB Evt.

Language 
Type:

Proc - procedural, Bin.Code - binary code, 
L.Ind - language independent, COTS -
COTS component based, WB - web 
designing or OO - object oriented.

Input 
Method:

SC – Source Code, BF – Binary Form, SM 
– System Model, SYS – System, CG –
Call graph for program structure, R&SP -
Requirements/Specifications.

Approach:

CB – Coverage Based, MF – Modification 
Based, RQ – Requirement Based, FB –
Fault Based, HB – History Based, GB –
Genetic Based, CP – Composite, O –
Others.

Granularity

Stmt-Statement level, Func-function level, 
Blk-block of binary form, Mhd-method, 
Tranc-transition in system model, Sys-
system level, Prg-program, Prs-process 
level, Evt-event, Cpt-component, File-file 
to be changed, SU-software units, WS-
web service, Mdl-module, Cfg-
configuration of the software system, 
Class-class level or any.

Table A4: Search Algorithms.

ID of 
search 

algorithm
Search Algorithm

A1 Hill Climbing

A2 Genetic Algorithm

A3 Greedy Algorithm

A4
Additional Greedy 
Algorithm

A5
2-Optimal greedy 
algorithm

A6 Simulated Annealing

A7 Greedy by ratio

A8 Greedy by value

A9 Greedy by weight
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Latent Semantic Analysis (LSA) is an intelligent information retrieval technique that uses mathematical
algorithms for analyzing large corpora of text and revealing the underlying semantic information of docu-
ments. LSA is a highly parameterized statistical method, and its effectiveness is driven by the setting of its
parameters which are adjusted based on the task to which it is applied. This paper discusses and evaluates
the importance of parameterization for LSA based similarity detection of source-code documents, and the
applicability of LSA as a technique for source-code plagiarism detection when its parameters are appro-
priately tuned. The parameters involve preprocessing techniques, weighting approaches; and parameter
tweaking inherent to LSA processing – in particular, the choice of dimensions for the step of reducing the
original post-SVD matrix. The experiments revealed that the best retrieval performance is obtained after
removal of in-code comments (Java comment blocks) and applying a combined weighting scheme based
on term frequencies, normalized term frequencies, and a cosine-based document normalization. Further-
more, the use of similarity thresholds (instead of mere rankings) requires the use of a higher number of
dimensions.

Povzetek: Prispevek analizira metodo LSA posebej glede plagiarizma izvirne kode.

1 Introduction

Latent Semantic Analysis (LSA) is an intelligent informa-
tion retrieval technique that uses mathematical algorithms
for analyzing large corpora of text and revealing the under-
lying semantic information of documents [10, 11]. Previ-
ous researchers have reported that LSA is suitable for tex-
tual information retrieval and is typically used for indexing
large text collections and retrieving documents based on
user queries. In the context of text retrieval, LSA has been
applied to a variety of tasks including indexing and infor-
mation filtering [12], essay grading [23, 38, 13, 43, 19, 18]
cross-language information retrieval [44], detecting plagia-
rism in natural language texts [7], and source-code cluster-
ing and categorization [20, 25, 22, 26, 27, 28]. LSA has
been applied to source-code with the aim of categorizing
software repositories in order to promote software reuse
[27, 28, 24] and much work has been done in the area of
applying LSA to software components. Some of the LSA
based tools developed include MUDABlue [20] for soft-
ware categorization, Softwarenaut [25] for exploring parts
of a software system using hierarchical clustering, and Ha-
pax [22] which clusters software components based on the
semantic similarity between their software entities (entire
systems, classes and methods). Although LSA has been

applied to source-code related tasks such as reuse and cat-
egorization of source-code artifacts, there appears to be a
lack of literature investigating the behavior of parameters
driving the effectiveness of LSA for tasks involving source-
code corpora. The current literature also lacks an evalua-
tion of LSA and its applicability to detecting source-code
plagiarism [31, 32].

2 A Review of Latent Semantic
Analysis

Latent Semantic Analysis uses statistics and linear algebra
to reveal the underlying “latent” semantic meaning of doc-
uments [5]. Latent Semantic Indexing (LSI) is a special
case of LSA, and the term LSI is used for tasks concerning
the indexing or retrieval of information, whereas the term
LSA is used for tasks concerned with everything else, such
as automatic essay grading and text summarization.

The first step prior to applying LSA involves pre-
processing the documents in the corpus in order to effi-
ciently represent the corpus as a term-by-document matrix.
Document pre-processing operations include the following
[2].

– Tokenization. This involves identifying the spaces in
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the text as word separators, and considering digits, hy-
phens, punctuation marks, and the case of letters.

– Stopword elimination. This is the elimination of
words with a high frequency in the document corpus,
and involves removing prepositions, conjunctions and
common words that could be considered as useless
for purposes of retrieval, e.g. words such as the, and,
and but, found in the English language. In source-
code this involves removing programming language
reserved words (i.e. keywords).

– Stemming of words. This involves transforming vari-
ants of words with the same root into a common con-
cept. A stem is the portion of the remaining word after
removing its affixes (suffixes and prefixes). An exam-
ple of a stem is the word eliminat which is the prefix of
the variants eliminated, eliminating, elimination, and
eliminations.

After pre-processing is performed, the corpus of docu-
ments is transformed into a m × n matrix A = [aij ], in
which each row m represents a term vector, each column
n represents a document vector, and each cell aij of the
matrix A contains the frequency at which a term i appears
in document j. Thus, the rows of matrix A represent the
term vectors, and the columns of matrix A represent the
document vectors.

Term weighting is then applied to matrix A. The pur-
pose of term-weighting is to adjust the frequency values of
terms using local and global weights in order to improve
retrieval performance. Local weights determine the value
of a term in a particular document, and global weights de-
termine the value of a term in the entire document collec-
tion. Various local and global weighting schemes exist [4]
and these are applied to the term-by-document matrix to
give high weights to important terms, i.e. those that occur
distinctively across documents, and low weights to terms
that appear frequently in the document collection.

Document length normalization [41] adjusts the term
values depending on the length of each document in the
collection. The value of a term in a document is li,j ×
gi × nj , where li,j is the local weighting for term i in doc-
ument j, gi is the global weighting for term i, and nj is
the document-length normalization factor [4]. Long docu-
ments have a larger number of terms and term frequencies
than short documents and this increases the number of term
matches between a query and a long document, thus in-
creasing the retrieval chances of long documents over small
ones. Literature claims that the cosine document length
normalization can improve retrieval performance [41, 40].

Tables 1, 2, and 3 contain some of the most commonly
used term-weighting formulas [4]. Symbol fij defines the
number of times (term-frequency) term i appears in docu-
ment j; let

b(fij) =

{
1, if fij > 0,
0, if fij = 0,

pij =
fij∑
j fij

Once term-weighting is applied, the matrix is then sub-
mitted for Singular Value Decomposition (SVD) to derive
the latent semantic structure model. Singular Value De-
composition decomposes matrix A into the product of three
other matrices: an m× r term-by-dimension matrix, U, an
r × r singular values matrix, Σ, and an n × r document
by dimension matrix, V . The rank r of matrix A is the
number of nonzero diagonal elements of matrix Σ. SVD
can provide a rank-k approximation to matrix A, where k
represents the number of dimensions (or factors) chosen,
and k ≤ r. This process is known as dimensionality re-
duction, which involves truncating all three matrices to k
dimensions.

The reduced matrices are denoted by Uk, Σk, and Vk

where U is a m × k matrix, Σ is a k × k matrix and V
is a n × k matrix. The rank-k approximation to matrix A,
can be constructed through Ak = UkΣkV

T
k . It is important

when computing the SVD that k is smaller than the rank r,
because it is this feature that reduces noise in data and re-
veals the important relations between terms and documents
[6, 3].

One common task in information retrieval systems in-
volves a user placing a query in order to retrieve docu-
ments of interest. Given a query vector q, whose non-
zero elements contain the weighted term frequency values
of the terms, the query vector can be projected to the k-
dimensional space using Function 1 [6].

Q = qTUkΣ
−1
k , (1)

On the left hand side of the equation, Q is a mapping of
q into latent semantic space, and on the right hand side of
the equation q is the vector of terms in the user’s weighted
query; qT is the transpose of q; and qTUk is the sum of
the k-dimensional term vectors specified in the query, mul-
tiplied by the inverse of the singular values Σ−1

k . The sin-
gular values are used to separately weight each dimension
of the term-document space [6].

Once the query vector is projected into the term-
document space it can be compared to all other existing
document vectors using a similarity measure. One very
popular measure of similarity computes the cosine between
the query vector and the document vector. Typically, using
the cosine measure, the cosines of the angles between the
query vector and each of the other document vectors are
computed and the documents are ranked according to their
similarity to the query, i.e. how close they are to the query
in the term-document space. All documents or those docu-
ments with a similarity value exceeding a threshold, are re-
turned to the user in a ranked list sorted in descending order
of similarity values, i.e. the documents most similar to the
query are displayed in the top of the ranked list. The qual-
ity of the results can be measured using evaluation mea-
sures, such as those discussed in Section 6. In the term-by-
document matrix A that has columns aj (i ≤ j ≤ n where
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Symbol Name Formula
b Binary b(fij)
l Logarithmic log2(1 + fij)
n Augmented normalised term frequency (b(fij) + (fij/maxkfkj))/2
t Term frequency fij
a Alternate log b(fij)(1 + log2fij)

Table 1: Formulas for local term-weights (lij)

Symbol Name Formula
x None 1
e Entropy 1 + (

∑
j(pij log2(pij))/log2n)

f Inverse document frequency (IDF) log2(n/
∑

j b(fij))

g GfIdf (
∑

j fij)/(
∑

j b(fij))

n Normal 1/
√∑

j f
2
ij

p Probabilistic inverse log2((n−
∑

j b(fij))/
∑

j b(fij))

Table 2: Formulas for global term-weights (gi)

n is the number of documents in the dataset, or equiv-
alently the number of columns in the term-by-document
matrix A) the cosine similarity between the query vector
Q = (t1, t2, . . . , tm)T and the n document vectors is given
as follows:

cosΘj =
aTj Q

∥ aj ∥2∥ Q ∥2
=

∑m
i=1 aijQi√∑m

i=1 a
2
ij

√∑m
i=1 Q

2
i

(2)

for j = 1, . . . , n.

3 Background Literature
The background literature section consists of two subsec-
tions. The first subsection describes existing plagiarism
detection algorithms and the second subsection describes
literature on LSA applications and their parameter settings.

3.1 Source-code plagiarism detection tools
Many different plagiarism detection algorithms exist, the
most popular being the Fingerprint based algorithms and
String-matching algorithms. Algorithms based on the fin-
gerprint approach work by creating “fingerprints” for each
document which contain statistical information such as av-
erage number of terms per line, number of unique terms,
and number of keywords [31]. An example of these is
MOSS (Measure of Software Similarity) [1]. MOSS uses
a string-matching algorithm which divides programs into
contiguous substrings of length k, called k-grams. Each k-
gram is hashed, and MOSS selects a subset of these hash
values as the program’s fingerprints. The more fingerprints
two programs share, the more similar they are considered
to be [39]. Most popular and recent string-matching based
tools include JPlag [37], and Sherlock [17]. In these tools
the first stage is called tokenization. At the tokenization

stage, each source-code document is replaced by prede-
fined and consistent tokens, for example different types of
loops in the source-code may be replaced by the same to-
ken name regardless of their loop type (e.g. while loop,
for loop). The tokens for each document are compared to
determine similar source-code segments.

Moussiades and Vakali have developed a plagiarism
detection system called PDetect which is based on the
standard vector-based information retrieval technique [30].
PDetect represents each program as an indexed set of key-
words and their frequencies found within each program,
and then computes the pair-wise similarity between pro-
grams. Program pairs that have similarity greater than a
given cutoff value are grouped into clusters. Their results
also show that PDetect and JPlag are sensitive to differ-
ent types of attacks and the authors suggest that JPlag and
PDetect complement each other.

3.2 LSA parameter settings

The performance of LSA is not only driven by the SVD
algorithm, but also from a variety of sources such as the
corpus, term-weighting, and the cosine distance measures
[42, 23]. When LSA is introduced to a new task, the param-
eters should be optimized for that specific task as these in-
fluence the performance of LSA. Parameters include term-
weighting algorithms, number of dimensions retained, and
text pre-processing techniques.

Dumais conducted experiments evaluating the informa-
tion retrieval performance of LSA using various weight-
ing schemes and dimensionality settings. LSA was ap-
plied to five information science collections (consisting of
the full text of document titles, authors, and abstracts or
short articles). Each dataset comprised of 82, 425, 1033,
1400, and 1460 documents and 374, 10337, 5831, 4486,
and 5743 terms respectively. Dumais reported that per-
formance, measured by Average Precision (as discussed
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Symbol Name Formula
x None 1
c Cosine (

∑
i(gilij)

2)−1/2

Table 3: Formulas for document length normalization (nj)

in Section 6), improved when appropriate term weighting
was applied. Normalization and GfIdf had mixed effects
on performance, depending on the dataset, but on aver-
age they appear to decrease performance compared with
the raw (i.e. no weighting) term frequency. Idf, Entropy
and LogEntropy result in consistently large improvements
in performance by 27%, 30%, and 40% respectively [11].
Nakov et al. [34] experimented with combinations of the
weighting algorithms that were also considered by Dumais
[11] and Jones [16], in order to evaluate their impact on
LSA performance. Their results also revealed that local
and global weight functions are independent of each other
and that their performance (measured by Average Preci-
sion) is dependent on the corpus. In addition, their results
revealed that, for some corpora of text, using the logarith-
mic local weighting instead of raw term weighting resulted
in higher precision, and for others it resulted in consistently
lower precision. Applying the global weighting functions
none, normal, and GfIdf, resulted in lower precision re-
gardless of the corpus text and local weighting function ap-
plied, and the global weight entropy outperformed all other
global weighting functions. The results of experiments re-
ported by Pincombe [36] concerning the performance of
LSA when applying various weighting schemes are con-
sistent with those of Dumais [11] and Nakov [34]. Their
findings also show that use of a stop-word list and adding
background documents during the construction of the LSA
space significantly improves performance. Findings of
Wild et al. [43] were quite different to those by Pincombe
[36] and the rest of the literature discussed. They found that
the IDF global weighting outperformed all other weighting
functions, but gave no clear indication as to which local
weighting function performed best. They also found that
combining stemming with stop-word filtering resulted in
reduced average correlations with the human scores. The
findings of Wild et al. [43], who also investigated the cor-
relations between LSA and human scores, were consistent
with those of Pincombe [36] who found that filtering stop-
words using a stop-word list improves results. Identify-
ing the optimal number of dimensions to retain in order to
best capture the semantic structure of the document collec-
tion still remains an unanswered question. With regards to
the corpus size, it is well argued that more reliable results
are gained from a larger corpus size [35, 38]. Rehder et
al. [38] investigated the efficacy of LSA as a technique for
evaluating the quality of student responses against human
ratings, and found that for 106 student essays, the perfor-
mance of LSA improved when documents contained be-
tween 70-200 words. The optimal dimensions selected by
Kontostathis [21] for 7 large corpora containing between

1033 and 348,577 documents ranged from 75 to 500 de-
pending on the corpus. Chen et al. [8] implemented an LSI
search engine and for a collection of 600,000 documents
they used 400 dimensions. Using a test database contain-
ing medical abstracts, Deerwester et al. [10] found that
the performance of LSA can improve considerably after 10
or 20 dimensions, reaches a peak between 70 and 100 di-
mensions but then performance slowly diminishes. Jessup
and Martin [15] also found that for their datasets a choice
of dimensions ranged from 100 to 300, and Berry [3] sug-
gests keeping at least 100 to 200 dimensions. Pincombe
[36] found that, for a corpus of 50 documents, there was a
major improvement in LSA performance when the number
of dimensions was increased from 10 to 20, and that opti-
mal LSA performance was achieved when no dimensional-
ity reduction was applied, i.e. the classic VSM was used.
Nakov [33] describes experiments concerned with the ap-
plication of LSA to source-code programs written by Com-
puter Science students using the C programming language.
The datasets comprised of 50, 47, and 32 source-code doc-
uments. The results of the experiments revealed that LSA
detected copied programs and returned relatively high simi-
larity values to pairs containing non-copied programs. The
author assumes that this was due to the fact that the pro-
grams share common language reserved terms and due to
the limited number of solutions for the given programming
problem. In addition, the author states that, after applying
SVD, 20 dimensions were retained. Considering the size of
their corpora, the choice of dimensions appears to be high,
and it is suspected that this was the main reason that the
authors report very high similarity values to non-similar
documents. The author justifies the existence of the high
similarity values to be due to documents sharing language
reserved terms. However, the use of a suitable weighting
scheme and appropriate number of dimensions can reduce
the chances of this happening. McMillan et. al. [29] cre-
ated an approach for automatically detecting closely related
applications. Their tool, CLAN, helps users detect similar
applications for a given Java application. CLAN is based
on LSI, however the authors do not provide the parame-
ter settings and state that weights and dimensionality were
selected experimentally.

4 Contribution
Most popular plagiarism detection tools are based on
string-matching algorithms. The comparison process of
those approaches are based on the source-code documents
structural information derived from the programming lan-
guage syntax. Algorithms that rely on detecting similar



EVALUATING THE PERFORMANCE OF LSA FOR. . . Informatica 36 (2012) 409–424 413

documents by analyzing their structural characteristics can
be tricked by specific attacks mainly on the structure of the
source-code and thus often fail to detect similar documents
that contain significant code shuffling. In addition, string-
matching systems are language-dependent based on the
programming languages supported by their parsers [37].

LSA is an algorithm that adopts a more flexible approach
than existing plagiarism detection tools, i.e. one that is not
based on structural comparison and parsers. Furthermore,
the similarity computation algorithms of LSA and recent
plagiarism detection tools are different. One important fea-
ture of LSA is that it considers the relative similarity be-
tween documents, i.e two documents are considered sim-
ilar by LSA if they are relatively more similar than other
documents in the corpus, whereas, recent plagiarism detec-
tion tools compute the similarity between documents on a
pair-wise basis. This is important when comparing a cor-
pus of student solutions to a programming problem that has
many similar solutions and a tool is needed to extract those
similar document pairs that are relatively more similar than
others. LSA is a highly parameterized statistical method,
and its effectiveness is driven by the setting of its parame-
ters which are set differently based on the task for which it
is applied.

This paper discusses and evaluates the importance of
parameterization for LSA-based similarity detection of
source-code documents; and the applicability of LSA as
a technique for source-code plagiarism detection when its
parameters are appropriately tuned. The parameters in-
volved in the experimentations include:

1. different corpus preprocessing steps (i.e. selective
elimination of source-code elements),

2. corpus and document normalization schemes based on
different weighting approaches, and

3. parameter tweaking inherent to the LSA processing,
in particular, the choice of dimensions for the step of
reducing the original post-SVD matrix.

Against multiple Java source-code corpora taken from a
Computer Science course setting, an evaluation study on
the various parameter loadings and configurations between
the parameters is reported herein.

5 Experimental Setup

Experiments were performed using four Java datasets
which comprised of source-code documents produced by
students from the University of Warwick as part of their
computer science programming courses. Ethical consent
had been obtained for using the datasets. The details of
these datasets are given in Table 4.

Total number of documents is the total number of source-
code documents in a corpus, and Total number of terms

is the total number of terms found in the source-code cor-
pus after initial preprocessing is performed. During ini-
tial preprocessing, terms that are solely composed of nu-
meric characters are removed, syntactical tokens (i.e. semi-
colons, and colons) and punctuation marks, and terms
which occur in only one document are all removed; and
upper case letters are translated into lower case. In ad-
dition, identifiers which consist of multiple terms sepa-
rated by underscores are treated as single terms (i.e. after
preprocessing “student_name” becomes one term “student-
name”). The reason for merging rather than separating such
identifiers is because each identifier represents one mean-
ing in the source-code document, regardless whether it con-
sists of one or two words (separated by underscore).

Total number of suspicious document pairs is the total
number of document pairs that were categorised as suspi-
cious. The following steps were carried out for compiling
the set of suspicious document pairs:

1. The four corpora, one at a time, were initially passed
into three source-code similarity detection tools –
JPlag [37], Sherlock [17], and PlaGate [9]. The per-
formance of JPlag is considered to be close to that of
MOSS [1], however, only JPlag was available. Sher-
lock and PlaGate were also used because these were
also readily accessible and available for performing
the experiments. The output of the tools was collated
and four preliminary lists (one corresponding to each
corpus) were created, each containing groups of sus-
picious source-code documents.

2. The documents in each group were scrutinized by aca-
demics(teaching programming subjects, and who pro-
vided the particular corpora) and any false positives
(i.e. documents that did not contain similar source-
code to the rest of the documents in the group) were
removed.

3. The final lists contained a number of queries (one ran-
dom document selected from each group) and their
relevant documents, and these lists were used for eval-
uation purposes.

Applying initial preprocessing resulted in creating four
preprocessing versions, one for each dataset (A, B, C, and
D), and these were named the KC version (in this version
comments, keywords and skeleton code were retained in
the documents). Skeleton code is the source-code provided
to students as a template for completing their solutions. Af-
ter the initial preprocessing, the KC version of each dataset
was further pre-processed using various parameters con-
cerning comments found in source-code, skeleton-code,
and Java reserved words. The final outcome was the cre-
ation of 24 versions (six versions corresponding to each
dataset: A, B, C, and D). Below is a list of abbreviations
and descriptions of the preprocessing parameters used for
creating each version.

– KC: Keep Comments, Keep Keywords and Keep
Skeleton code
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A(RC) A(KC) B(RC) B(KC) C(RC) C(KC) D(RC) D(KC)
Total number of documents 106 106 176 176 179 179 175 175
Total number of unique terms 537 1524 640 1930 348 1189 459 1408
Total number of suspicious docu-
ment pairs

6 6 48 48 51 51 79 79

Table 4: The Dataset Characteristics

– KCRK: Keep Comments, Remove Keywords

– KCRKRS: Keep Comments, Remove Keywords and
Remove Skeleton code

– RC: Remove Comments, Keep Keywords and Keep
Skeleton code

– RCRK: Remove Comments and Remove Keywords

– RCRKRS: Remove Comments, Remove Keywords
and Remove Skeleton code.

Preprocessing by removing comments involves delet-
ing all comments from source-code documents such that
they solely consist of source code. Keeping comments
involves retaining source-code comments and the source-
code within the documents. Experimenting with stemming
or stop-word removal on the comments within the source-
code documents was not conducted because the focus was
mainly on preprocessing parameters within the source-code
(rather than on the comments which are part of natural-
language text). A list of all known Java reserved terms was
used as a stop-list. The words contained in the stop-list
were removed from all Java documents to create the rele-
vant versions (i.e. KCRK, and RCRK). All terms found in
the skeleton documents relevant to each corpus were added
to the stop list of Java reserved terms, thus creating four
new different stop lists (i.e. one for each corpus), and each
stop list was applied to the relevant corpus to create the new
versions (KCRKRS, and RCRKRS).

After creating the preprocessing versions, the TMG tool
[45] was applied and a term-by-document matrix was cre-
ated for each version. A three-letter string was used in or-
der to represent each term-weighting scheme (as shown in
Tables 1, 2, and 3) with the particular local, global and
normalisation factor combinations. For example, the tec
weighting scheme uses the term frequency (t) local term
weighting, the entropy (e) global term weighting, and the
cosine document normalisation factor (c). The following
twelve local, global, and document length normalisation
weighting schemes were tested: txx, txc, tfx, tfc, tgx, tgc,
tnx, tnc, tex, tec, lex, lec. The literature review suggests
that those weighting schemes are the most commonly used
and tested by LSA researchers.

After computing the SVD of each term-by-document
matrix, dimensionality reduction was performed. A range
of seventeen different dimensions were tested, with k rang-
ing from 2 to n (i.e. 2, 5, 10, 15, 20, 25, 30, 35, 40, 45,
50, 60, 70, 80, 90, 100, n) where n is the total number of
documents in a corpus. The particular dimensional settings

were selected for experimentation to investigate the impact
of selecting too few and too many dimensions (including
the maximum number of dimensions). The datasets con-
tained no more than 200 documents, and thus it was de-
cided to show the effect of choosing too few and too many
dimensions by evaluating the LSA performance while us-
ing a range of 2 to 100 dimensions, and also when using the
maximum possible number, n, of dimensions. When max-
imum possible number of dimensions are used, the perfor-
mance of LSA is equivalent to that of the standard Vector
Space Model (VSM) [21].

The cosine similarity measure to compute the distance
between two vectors was used, as it is the most commonly
used measure of similarity in the literature and has been
shown to produce good results.

6 Performance Evaluation Measures
The performance of a system is measured by its retrieval
efficiency. Precision represents the proportion of retrieved
documents that are relevant. Precision is denoted by P
where P ∈ [0, 1], where Fr is the number of relevant doc-
uments retrieved and Ft is the total number of documents
retrieved for a given query.

P =
Fr

Ft
(3)

Precision is 1.00 when every relevant document returned
in the ranked list is relevant to the query. Average Preci-
sion (AP) is the average of the precisions of the relevant
documents in the retrieved list. This evaluation measure
produces a single value summary of the ranking positions
of the relevant documents retrieved, by averaging the pre-
cision values obtained after each new relevant document is
retrieved in the ranked list of documents. The closer the
AP value is to 1.00 the better the system’s retrieval perfor-
mance.

A commonly used measure for evaluating the perfor-
mance of an algorithm using more than one query is Mean
Average Precision (MAP), which is the mean of the AP
values of all queries. During the experiments described in
this paper, the AP for each query was computed by taking
into consideration the precision values of all relevant doc-
uments for the given query (i.e. no threshold was applied
and thus the list of retrieved documents was not reduced).
Thus AP was computed up to rank position n, where n is
the total number of documents in the corpus. This is be-
cause the aim was to evaluate the rank position of all the
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relevant documents for each query, and by taking into con-
sideration the position of all relevant documents a picture
of overall performance is gained. The higher the value of
the MAP, the better the performance of the system, i.e. the
fewer non-relevant documents exist between relevant ones.

When summarizing the behavior of a retrieval algorithm,
more than a single measure is required, in order to summa-
rize its full behavior [2]. The evaluation measures proposed
by Hoad and Zobel [14] were employed as additional mea-
sures for evaluating performance, because these take into
consideration similarity values between the queries and the
retrieved documents. These include the Lowest Positive
Match (LPM), Highest False Match (HFM) and Separa-
tion (Sep.). Lowest Positive Match is the lowest similar-
ity value given to retrieved document, and Highest False
Match is the highest similarity value given to a non-relevant
document, in the returned list of documents. Separation is
the difference between the LPM and HFM. Overall perfor-
mance is calculated by taking the ratio of Sep./HFM, i.e. by
dividing the separation by the HFM. The higher the ratio
value, the better the performance.

Furthermore, for the purposes of the experiments de-
scribed in this paper, a new evaluation measure Maximum
Mean Average Precision (MMAP) is defined. MMAP is
the highest MAP value achieved when using a particular
weighting scheme and preprocessing parameter. For ex-
ample, consider the results of the experiments presented in
Tables up to 9. These tables show the MMAP values for
each dataset’s version.

After computing the MAP value using various weight-
ing schemes and k dimensions, the MMAP value reached
by LSA when using each weighting scheme was recorded
alongside the number of dimensions that were needed for
the particular MMAP value to be achieved. For example,
as shown in Table 6, column KC, the highest MMAP value
reached by the txx weighting scheme was 0.86 at 20 di-
mensions. When comparing the performance of LSA us-
ing various weighting algorithms, it is important to take
into consideration the number of dimensions each weight-
ing algorithm needed to reach its MMAP value. For exam-
ple, observing the results for sub-dataset KC of dataset A,
shown in Table 6, the highest MMAP recorded was that by
the lec algorithm, MAP=0.96 k=40, closely followed by the
tnc algorithm, MAP=0.95 k=25. The difference in MAP is
only 0.01 but there is considerable difference in the number
of dimensions needed, i.e. lec needed 15 more dimensions.

7 Experimental Results

This section discusses the results obtained from conduct-
ing a series of experiments for determining the impact
of parameters on the performance of LSA for the task
of source-code similarity detection on four source-code
datasets. Section 7.1 describes the results concerned with
the impact of weighting schemes, dimensionality and pre-
processing settings on the applicability of LSA for detect-

ing similar source-code documents. Section 7.2 discusses
the impact of choice of parameters on the similarity values
LSA assigns to document pairs.

7.1 Investigation into Weighting Schemes,
Dimensionality and Preprocessing
settings

Tables 6-9 show the MMAP values for each dataset’s ver-
sions. Results suggest that the parameters chosen are inter-
dependent — the performance of weighting schemes de-
pends on the combined choice of preprocessing parame-
ters, the corpora and the choice of dimensionality. In over-
all, the average MMAP values of each dataset show that
the tnc weighting scheme performed well on most versions,
when using between 10 and 20 dimensions. With regards to
which preprocessing parameter performed best, the results
vary depending on the weighting algorithm applied. When
using the tnc term-weighting scheme the highest MMAP
values achieved for each dataset are as follows:

– Dataset A: RC (MMAP=1.00, k=15), RCRK
(MMAP=1.00, k=15),

– Dataset B: RC (MMAP=0.91, k=15), RCRK
(MMAP=0.91 k=15),
RCRKRS (MMAP=0.91, k=15),

– Dataset C: KCRKRS (MMAP=0.97, k=15), and

– Dataset D: RC (MMAP=0.92, k=5).

The results show that highest MMAP values were
reached when using the tnc weighting scheme and the RC
preprocessing parameter on datasets A, B and D. With
regards to dataset C, highest performance (MMAP=0.97
k=15) was achieved using the tnc weighting scheme on the
KCRKRS version, followed the tnc weighting algorithm on
the RC version (MMAP=0.88 k=20).

Figures 1, 2, 3, and 4 show the performance of datasets
A, B, C, and D respectively, when using the tnc weight-
ing algorithm and various dimensional settings. As illus-
trated in Figures 1 - 4, it is clear that the choice of pre-
processing parameters has a major impact on LSA perfor-
mance. For example, in dataset A, Figure 1 shows that ap-
plying the RCRKRS preprocessing has a negative effect on
performance, which suggests that by removing comments,
keywords and skeleton code altogether important meaning
from documents is also removed.

An important finding is that although the choice of pre-
processing influences precision values, it does not influence
the ideal number of dimensions needed for each dataset –
the pattern of behavior across Figures 1 - 4 is very simi-
lar — MAP performance improves significantly after 10 to
15 dimensions and then remains steady or decreases when
35 dimensions are reached, and then begins to fall slowly
and gradually. Furthermore, upon reaching the maximum
number of possible dimensions (and thus the performance
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of LSA is equivalent to that of the VSM), performance de-
creases significantly which suggests that at maximum di-
mensionality irrelevant information is captured by the LSA
model, which causes LSA not to be able to differentiate
between similar and non-similar documents.

Figure 1: Dataset A: MAP performance using the tnc
weighting scheme across various dimensions.

Figure 2: Dataset B: MAP performance using the tnc
weighting scheme across various dimensions.

The results also show that, for the corpora involved in
the experiments, when selecting between 10 and 35 dimen-
sions, the performance of LSA outperforms that of VSM,
i.e. when the value of k is set to n.

A contrast of the results was performed using MANOVA
for comparing the effect of weighting schemes and prepro-
cessing parameters on the performance of LSA. The over-
all performance (i.e. average MMAP and k values) was
compared between the KC and all other types of prepro-
cessing parameters, and between the txx and all other types
of weighting schemes. The statistical results concerning
the comparison of KC and the remaining of preprocess-
ing parameters revealed a significant decrease in MMAP
performance (p < 0.05, p = 0.00) and a significant in-
crease in the number of dimensions (p < 0.05, p = 0.04)
required for reaching MMAP when RCRKRS preprocess-
ing is applied instead of the KC. The remaining compar-
isons did not reveal any statistically significant differences
in MMAP performance. Thus, the statistical tests verify

Figure 3: Dataset C: MAP performance using the tnc
weighting scheme across various dimensions.

Figure 4: Dataset D: MAP performance using the tnc
weighting scheme across various dimensions.

the observations that applying the RCRKRS preprocessing
parameter produces undesirable effects on the retrieval per-
formance of LSA. The most effective preprocessing param-
eter would achieve MMAP at less dimensions when com-
pared to other preprocessing parameter choices - such ef-
fect had the KCRKRS and the RC settings although these
results are not statistically significant.

With regards to weighting schemes, the results revealed
a significant decrease in MMAP performance when the tfx
(p < 0.05, p = 0.03), tgx (p < 0.05, p = 0.02), tgc (p <
0.05, p = 0.02), and tex (p < 0.05, p = 0.03) weighting
schemes were applied and a significant increase in MMAP
performance when the tnc (p < 0.05, p = 0.02) weighting
scheme was applied. Comparisons of the performance of
the txx and the remaining of the weighting schemes, did
not return any statistically significant results. The statis-
tical comparisons revealed that applying txc (p < 0.05,
p = 0.02), tgc (p < 0.05, p = 0.03), lec (p < 0.05,
p = 0.00) and tnc (p < 0.05¸ p = 0.00) significantly
reduced the number of dimensions required for reaching
MMAP performance. These results verify the observations
gathered from Figures 1 - 4 and thus it can be concluded
that the tnc weighting scheme is the most effective to apply
on the LSA model for achieving maximum MMAP perfor-
mance at fewer k dimensions across all datasets.
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Figure 5: Dataset A version RC: Sep./HFM performance
using various weighting algorithms and dimensions.

Figure 6: Dataset A version KC: Sep./HFM performance
using various weighting algorithms and dimensions.

7.2 Investigation into Similarity Values

Based on the previous experiment discussed in Section 7.1,
a hypothesis has been formed that parameters have an im-
pact on the similarity values between a query and the doc-
uments in the corpus. The measure of AP does not take
into consideration the similarity values between a query
and the relevant documents. Importantly, when considering
the most effective parameter combinations for the task of
source-code similarity detection with LSA, it is also essen-
tial to investigate the similarity values assigned to similar
source-code documents when various parameter settings
are applied. For example, with threshold-based retrieval,
if the user submits a piece of code with the aim of finding
similar pieces of code that exceed the minimum similarity
threshold value of 0.70, then the similarity values are an
important factor in the successful retrieval of relevant doc-
uments.

However, a non-threshold based system would display
the top n documents most similar to the query regardless of
their similarity value with the query - for example, if the
similarity value between the query and document D12 was
0.50, and 0.50 was the highest value for a relevant docu-
ment for that particular query, then document D12 would
be retrieved first in a ranked list of results followed by doc-
uments which received lower similarity values, with the

most similar documents positioned at the top of the ranked
list. Now, suppose that document D12 was indeed a rele-
vant document and similarity threshold was set to a value
above 0.60 then a threshold-based system would fail to re-
trieve the particular document. Thus, for the purposes of
an application that detects similar source-code documents
that allows use of thresholds then the similarity values are
important to information retrieval performance.

The experiments performed show that similarity values
are dependent on the choice of parameters. Figure 5 shows
the Sep./HFM performance using various weighting algo-
rithms and dimensions on the RC version of dataset A, and
Figure 6 shows the Sep./HFM performance using various
weighting algorithms and dimensions on the KC version of
the same dataset. Each figure illustrates that performance is
highly dependent on the choice of weighting scheme, and
comparing the two figures shows that similarity values are
also dependent on the choice of preprocessing parameters.

Although the best AP results were returned at 15 dimen-
sions, evidence shows that with regards to similarity values
given to relevant and non-relevant documents, 15 dimen-
sions are too few – however, for an information retrieval
task where results are ordered in a ranked list and where
the similarity value does not really matter, then dimensions
are appropriate for the system to retrieve the most relevant
documents from the top ranked ones.

Figures 7-10 show the mean values of the LPM, HFM,
and Sep./HFM, respectively, over all queries for each
dataset’s RC version. The average Sep./HFM values for
all datasets are also displayed in each figure.

Figure 7: Datasets A, B, C, D: Mean LPM using the RC
version and the tnc weighting scheme across various di-
mensions.

Figure 7 shows that, on average, values given to the rel-
evant documents lowest in the retrieved list are near and
above 0.80 when using 2 to 15 dimensions. In order to
decide whether 15 dimensions are sufficient, the similar-
ity values given to non-relevant documents (i.e. the HFM
values) must be investigated.

Figure 8 shows that at 15 dimensions non-relevant doc-
uments received, on average, very high similarity values,
i.e. above 0.70. Separation between relevant and non-
relevant documents (as shown in Figure 9) is very small



418 Informatica 36 (2012) 409–424 G. Cosma et al.

Figure 8: Datasets A, B, C, D: Mean HFM using the RC
version and the tnc weighting scheme across various di-
mensions.

Figure 9: Datasets A, B, C, D: Mean Separation using the
RC version and the tnc weighting scheme across various
dimensions.

(0.03 and below) which indicates that many non-relevant
documents received high similarity values.

Figure 10 shows that between 2 and 15 dimensions over-
all performance measured by Sep./HFM was very low (0.22
and below). These results clearly suggest that with regards
to similarity values, more dimensions are needed if the
functionality of filtering documents above a given thresh-
old will be included in system implementation. At 30 and
above dimensions, the average values given to non-relevant
documents are 0.53 or below (see Figure 8), and there ap-
pears to be a good amount of separation (see Figure 9)
between the similarity values given to relevant and non-
relevant documents (i.e. average separation at 30 dimen-
sions is 0.14, highest average separation recorded is 0.18).

With regards to good choice of dimensionality, observ-
ing the values of separation shows that there is not much
change in the curve after 30 dimensions. Also, per-
formance by means of Sep./HFM increases considerably
(i.e. by 0.57 points) between 15 and 30 dimensions.

Figure 10: Datasets A, B, C, D: Mean Sep./HFM using the
RC version and the tnc weighting scheme across various
dimensions.

8 Discussion
The results revealed that the choice of parameters influ-
ences the effectiveness of source-code similarity detection
with LSA. Most evaluations of performance in the liter-
ature are based on precision, however for LSA applica-
tions that make use of thresholds it is important to inves-
tigate the similarity values assigned to document pairs (or
query-document pairs) and tune the parameters accordingly
as these are crucial to the system’s retrieval performance.
With regards to the most effective choice of preprocessing
and term-weighting parameters, the experiments revealed
that removing comments during preprocessing source-code
documents and applying the tnc weighting scheme to the
term-by-document matrix are good choice of parameter
choices for the particular application of LSA. However, the
results also suggest that removing comments, Java reserved
terms and skeleton code all at once can have a negative im-
pact on retrieval performance.

In summary, the findings from the experiments revealed
that applying the term frequency local weighting, and nor-
mal global weighting algorithms outperformed all other
weighting schemes (with or without combining it with
the cosine document length normalization). These results
are not consistent with those by Dumais [11] who found
that the normal global weighting performed significantly
lower than all other weighting schemes (no experiments
were conducted with document length normalization algo-
rithms).

Researchers have tested various weighting schemes and
best results were reported when applying the logarithm as
the local, and the entropy as the global weighting scheme
[34, 11, 36]. However, Wild et al. [43] found that the In-
verse Document Frequency (IDF) global weighting outper-
formed all other weighting functions, and found no clear
indication as to which local weighting function performed
best.

With regards to source-code similarity detection with
LSA, the findings described in this paper revealed that the
logarithm-entropy combination performed well but only
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when combined with document length normalization. On
average, the optimal number of dimensions depends on the
particular corpora and task (i.e. depending of whether or
not threshold values will be used by the system), and for
the corpora involved in the experiments the optimal num-
ber of dimensions appears to be between 10 and 30, after
30 dimensions performance begins to deteriorate.

An investigation into similarity values of document pairs
revealed that choice of dimensions influences these values.
The results revealed that setting the value of k to 15 di-
mensions is appropriate for all the source-code datasets in-
volved in the experiments, if the task is to retrieve a ranked
list of documents sorted in order of similarity to a query.
However, when threshold values are used, the results sug-
gest that the number of dimensions must be increased to 30
in order to maximize the retrieval performance of the sys-
tem, and this is because when fewer dimensions were used,
relatively high values were given to non-similar documents
which increased the number of false positives documents
being retrieved.

9 Conclusion and Future Work

This paper describes the results gathered from conducting
experiments in order to investigate the impact of param-
eters on the effectiveness of source-code similarity detec-
tion with LSA. Results show that the effectiveness of LSA
for source-code plagiarism detection is heavily dependent
on the choice of parameters, and that the parameters cho-
sen are dependent on each other, on the corpus, and on the
task to which LSA has been applied. Furthermore, the re-
sults indicate that choice of dimensionality has a major im-
pact on the similarity values LSA gives to retrieved docu-
ment pairs, and that LSA based information retrieval sys-
tems which make use of threshold values as indicators of
the degree of similarity between the query and documents
in a corpus are likely to require more dimensions. In addi-
tion, there is clear evidence that when parameters are tuned,
LSA outperforms the standard vector space model. This
improvement in performance is mainly due to the use of the
Singular Value Decomposition algorithm, which appears to
be the power behind LSA – in fact, the vector space model
is a special case of LSA, without any dimensionality reduc-
tion.

One limitation to this study was concerned with the
datasets used for experimentation. The only source-code
datasets that were available for conducting the experiments
were those provided by academics in the department of
Computer Science at the University of Warwick. It was
also very time demanding to devise an exhaustive list of
similar document pairs for each dataset.

Furthermore, a pattern of similar behavior was observed
when using particular weighting schemes and dimensional-
ity settings. However, this raises the question, will partic-
ular pattern of behavior change when using other source-
code datasets with different characteristics (e.g. different

number of documents and dictionary size)? To answer this
question, one would need to conduct experiments using
more source-code corpora in order to investigate the behav-
ior of LSA’s parameter settings. It would also be interest-
ing to investigate which parameters work best by analyzing
the corpora characteristics. For example, which parameters
drive the effectiveness of source-code similarity detection
with LSA when using C++ corpora, or corpora written in
other programming languages?

Furthermore, symbols in source-code carry meaning
(e.g. y > 4 and y < 4), and by removing those symbols
during preprocessing, important meaning from documents
may also be removed. This raises the question of, how to
treat symbols in programming languages prior to applying
LSA. Possible ways of answering this question would be
to add the symbols to the term dictionary used to create the
term-by-document matrix. Another way of treating sym-
bols would be to replace them with words (e.g. replace
symbol - with the word minus), or even to categorize sym-
bols and to replace each one with their category name (e.g.
replace occurrences of the mathematical symbols with the
word arithmetic). Experiments with how to treat symbols,
would be of greater importance when applying LSA to lan-
guages such as Perl, which are heavily based on symbols.
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LSA Latent Semantic Analysis
LSI Latent Semantic Indexing
IDF Inverse Document Frequency
SVD Singular Value Decomposition
VSM Vector Space Model
Local weighting schemes
b Binary
l Logarithmic
n Augmented normalized term frequency
t Term frequency
a Alternate log
Global weighting schemes
x None
e Entropy
f Inverse document frequency (IDF)
g GfIdf
n Normal
p Probabilistic inverse
Document Length Normalization schemes
x None
c Cosine
Preprocessing schemes
KC Keep Comments, Keep Keywords and Keep Skeleton code
KCRK Keep Comments, Remove Keywords
KCRKRS Keep Comments, Remove Keywords and Remove Skeleton

code
RC Remove Comments, Keep Keywords and Keep Skeleton

code
RCRK Remove Comments and Remove Keywords
RCRKRS Remove Comments, Remove Keywords and Remove Skele-

ton code
Evaluation measures
AP Average Precision
MAP Mean Average Precision
LPM Lowest Positive Match
HFM Highest False Match
Sep. Separation
MMAP Maximum Mean Average Precision
Weighting schemes (local weight, global weight, document length normalization)
txx Term frequency, none, none
txc Term frequency, none, cosine
tfx Term frequency, Idf , none
tfc Term frequency, Idf , cosine
tgx Term frequency, GfIdf , none
tgc Term frequency, GfIdf , cosine
tnx Term frequency,normal, none
tnc Term frequency, normal, cosine
tex Term frequency, entropy, none
tec Term frequency, entropy, cosine
lec log, entropy, cosine
lex log, entropy, none

Table 5: List of Acronyms
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KC KCRK KCRKRS RC RCRK RCRKRS Average
txx 0.86 0.86 0.86 0.78 0.75 0.54 0.77
k 20 60 60 15 40 106 50.17
txc 0.86 0.86 0.85 0.79 0.80 0.55 0.79
k 20 45 45 40 60 2 35.33
tfx 0.94 0.92 0.92 0.91 0.87 0.61 0.86
k 40 40 40 35 45 70 45.00
tfc 0.93 0.94 0.93 0.88 0.88 0.60 0.86
k 70 80 80 60 60 60 68.33
tgx 0.73 0.70 0.69 0.74 0.69 0.54 0.68
k 25 20 15 20 15 2 16.17
tgc 0.82 0.74 0.64 0.75 0.69 0.57 0.70
k 30 50 10 20 40 10 26.67
tnx 0.92 0.92 0.92 1.00 1.00 0.63 0.90
k 40 40 40 35 25 70 41.67
tnc 0.95 0.96 0.95 1.00 1.00 0.61 0.91
k 25 25 25 15 15 80 30.83
tex 0.87 0.87 0.88 0.85 0.82 0.60 0.82
k 30 30 30 30 35 60 35.83
tec 0.94 0.94 0.94 0.87 0.87 0.61 0.86
k 80 80 70 70 60 80 73.33
lex 0.94 0.93 0.93 0.97 0.97 0.62 0.90
k 20 30 30 20 25 70 32.50
lec 0.96 0.94 0.95 0.97 1.00 0.61 0.91
k 40 20 20 10 90 45 37.50

Table 6: MMAP values for dataset A

KC KCRK KCRKRS RC RCRK RCRKRS Average
txx 0.94 0.91 0.86 0.90 0.88 0.85 0.89
k 60 70 80 10 45 40 50.83
txc 0.95 0.88 0.86 0.90 0.87 0.60 0.84
k 15 20 15 10 5 25 15.00
tfx 0.78 0.78 0.78 0.74 0.74 0.73 0.76
k 45 70 70 40 40 40 50.83
tfc 0.84 0.83 0.83 0.79 0.78 0.77 0.81
k 15 15 15 15 15 35 18.33
tgx 0.92 0.82 0.77 0.91 0.88 0.81 0.85
k 35 60 70 25 15 40 40.83
tgc 0.92 0.78 0.74 0.95 0.89 0.80 0.85
k 15 20 10 15 20 20 16.67
tnx 0.84 0.84 0.83 0.90 0.90 0.90 0.87
k 70 70 60 60 60 60 63.33
tnc 0.85 0.85 0.85 0.91 0.91 0.91 0.88
k 10 10 10 15 15 15 12.50
tex 0.80 0.80 0.80 0.74 0.74 0.74 0.77
k 45 45 45 90 90 90 67.50
tec 0.83 0.81 0.80 0.79 0.79 0.77 0.80
k 15 15 15 15 15 15 15.00
lex 0.86 0.85 0.85 0.86 0.86 0.86 0.86
k 60 60 60 40 40 40 50.00
lec 0.88 0.88 0.87 0.90 0.89 0.87 0.88
k 15 15 15 10 10 10 12.50

Table 7: MMAP values for dataset B
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KC KCRK KCRKRS RC RCRK RCRKRS Average
txx 0.78 0.74 0.98 0.81 0.77 0.77 0.81
k 15 15 35 90 80 90 54.17
txc 0.81 0.76 0.96 0.82 0.78 0.78 0.82
k 40 50 45 80 90 80 64.17
tfx 0.65 0.65 0.91 0.71 0.71 0.70 0.72
k 80 70 70 70 70 70 71.67
tfc 0.73 0.71 0.94 0.75 0.70 0.69 0.75
k 80 90 25 60 50 50 59.17
tgx 0.72 0.71 0.93 0.73 0.69 0.64 0.74
k 90 80 60 50 70 70 70.00
tgc 0.75 0.74 0.92 0.74 0.69 0.67 0.75
k 80 70 60 80 80 100 78.33
tnx 0.83 0.79 0.95 0.82 0.80 0.79 0.83
k 25 25 25 20 35 35 27.50
tnc 0.84 0.82 0.97 0.88 0.85 0.85 0.87
k 20 15 15 20 15 25 18.33
tex 0.70 0.70 0.90 0.75 0.73 0.71 0.75
k 60 90 50 70 80 80 71.67
tec 0.73 0.72 0.96 0.71 0.70 0.69 0.75
k 80 80 10 60 50 80 60.00
lex 0.74 0.74 0.96 0.74 0.74 0.73 0.78
k 20 20 25 35 60 60 36.67
lec 0.78 0.77 0.93 0.78 0.78 0.75 0.80
k 35 40 25 20 25 25 28.33

Table 8: MMAP values for dataset C

KC KCRK KCRKRS RC RCRK RCRKRS Average
txx 0.80 0.77 0.75 0.83 0.80 0.79 0.79
k 25 60 45 30 60 50 45.00
txc 0.82 0.77 0.76 0.84 0.80 0.79 0.80
k 20 20 20 30 10 10 18.33
tfx 0.70 0.69 0.69 0.73 0.73 0.73 0.71
k 45 40 40 25 45 45 40.00
tfc 0.74 0.74 0.74 0.78 0.77 0.77 0.76
k 15 15 15 25 25 25 20.00
tgx 0.79 0.73 0.73 0.81 0.74 0.73 0.76
k 30 25 25 35 70 25 35.00
tgc 0.73 0.70 0.70 0.79 0.74 0.73 0.73
k 30 30 30 10 15 15 21.67
tnx 0.71 0.71 0.70 0.81 0.83 0.82 0.76
k 15 20 15 10 10 10 13.33
tnc 0.82 0.79 0.79 0.92 0.86 0.86 0.84
k 10 15 15 5 15 15 12.50
tex 0.70 0.70 0.70 0.74 0.73 0.73 0.72
k 45 45 50 50 40 40 45.00
tec 0.67 0.67 0.67 0.72 0.72 0.72 0.70
k 10 5 15 25 25 25 17.50
lex 0.64 0.65 0.65 0.70 0.72 0.72 0.68
k 15 15 15 25 90 90 41.67
lec 0.76 0.76 0.76 0.78 0.78 0.78 0.77
k 15 15 15 20 20 20 17.50

Table 9: MMAP values for dataset D
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In this paper, we apply a new method of evaluating the Discrete Fourier Transform that requires signif-
icantly less computational effort. In this evaluation, the Discrete Fourier Transform is defined over the
support of the sequence of interest. The method can be applied to search for sequences with zero periodic
autocorrelation function. As an example we apply the procedure and we were able to classify weighing
matrices W (2n, 9) constructed from two sequences of length n and weight (5, 4) for all 400 ≤ n ≤ 500.

Povzetek: Predstavljena je nova metoda Fourierjeve transformacije.

1 Introduction
Sequences with zero or low autocorrelation function have
been widely used in Statistics and in particular in the the-
ory of optimal experimental designs. In many cases the ex-
perimenter wishes to develop and study an empirical linear
regression model of the form

y = Xβ + ϵ, (1)

where

y =


y1
y2
...
yn

 , X =


1 x11 · · · x1k

1 x21 · · · x2k

...
1 xn1 · · · xnk

 ,

β =


β0

β1

...
βk

 , ε =


ε1
ε2
...
εn

 .

It is well known that the least square estimator for the coef-
ficient vector β is β̂ = (X′X)−1X′y with covariance ma-
trix Cov(β̂) = σ2(X′X)−1. Orthogonality of the design
matrix X is essential to create models with optimal vari-
ance. More details on linear regression analysis and opti-
mal designs can be found in [2, 13]. Sequences with a zero

autocorrelation function can be used to generate orthogonal
design matrices that achieve the optimal covariance matrix
for the estimator of β̂ . Such sequences are also known as
compatible sequences.

Two level and three level design matrices are commonly
used for screening and weighing experiments. Recently,
new methods for constructing three level screening designs,
from weighing matrices, were proposed in the literature.
For example, in [17] the authors used W (n, n− 1) to con-
struct three-level screening designs while their results were
generalized to the case of W (n, k) in [6]. The designs con-
structed by the methods of the above papers, have their
main effects orthogonal to each other, orthogonal to any
quadratic effects and orthogonal to any two-factors inter-
actions. For quantitative factors, the linear model (1) with
such designs can be used for screening out the main ef-
fects in the presence of active second order terms, such as
two-factor interactions or pure quadratic effects, in the true
model.

Such orthogonal designs of experiments can be easily
constructed from sequences with zero autocorrelation func-
tion. The construction of such sequences is important but
the needed computational effort is sometimes enormous,
making the search for such desirable designs infeasible.
Some known algorithms for developing sequences with
zero autocorrelation function and the related optimal ex-
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perimental designs can be found in [1, 8] and the references
therein. A method that uses the Discrete Fourier Transform
(DFT) was recently developed in the literature (see [3]).

In this paper, we proposed a new evaluation of the DFT
that reduces the computational effort. This evaluation can
be used in searching for sequences with zero autocorrela-
tion function. It is applicable to sequences with two, three
or more levels and the complexity of the method does not
depend on the length of the sequences but only on the num-
ber of their non zero elements (weight). So, when search-
ing for weighing matrices of order n and weight k, con-
structed from a number of suitable circulant matrices (se-
quences), the complexity depends only on k. In this way,
for a fixed weight k, one may search for large optimal
weighing designs. Moreover, this method can test each of
the required sequences independently and decide whether
or not this sequence can be a candidate for a set of com-
patible sequences. As an example, we apply the suggested
method to search for sequences with zero periodic autocor-
relation function that can be used to classify a special type
of weighing matrices.

2 Preliminary Results
A weighing matrix W = W (n, k) is a square matrix with
entries 0, ±1 having k non-zero entries per row and col-
umn and having zero inner product of distinct rows. Hence
W satisfies WWT = kIn.. The number k is called the
weight of W . Weighing matrices have long been stud-
ied because of their use in weighing experiments as first
studied by Hotelling [10] and later by Raghavarao [12] and
others [1, 14].

Given a set of ℓ sequences,

A = {Aj : Aj = (aj0, aj1, ..., aj(n−1)), j = 1, . . . , ℓ},
(2)

of length n, the periodic autocorrelation function (abbre-
viated as PAF) PA(s) is defined, reducing i+ s modulo n,
as

PA(s) =
ℓ∑

j=1

n−1∑
i=0

ajiaj,i+s, s = 0, 1, ..., n− 1. (3)

The set A of the above sequences is called compatible
if
∑ℓ

j=1 PAj (s) = a, s = 1, 2, . . . , n − 1. Moreover, if
a = 0 then the sequences A are said to have zero periodic
autocorrelation function (zero PAF).

Notation. We use the following notation throughout this
paper.

1. We use x to denote −x.

2. We use R = (rij) to denote the n × n back
diagonal matrix whose elements satisfy rij ={

1, when i+ j = n+ 1
0, otherwise

i, j = 1, 2, . . . , n.

3. Let A = (a0, a1, . . . , an−1) where ai ∈ {0,±1}. The
support of A is the set SPA = {i : ai ̸= 0}.

The discrete Fourier transform (DFT) of a sequence B =
(b0, b1, . . . , bn−1) of length n is given by

DFTB(k) = µB(k) =
n−1∑
i=0

biω
ik, k = 0, 1, ..., n− 1,

(4)
where ω is the primitive n-th root of unity, e

2πi
n . If we

take the squared magnitude of each term in the DFT of B,
the resulting sequence is called the power spectral density
(PSD) of B and will be denoted by |µB(k)|2.

We make use of the following well-known theorem (see
[16, chapter 10]).

Theorem 1. Let B be a sequence of length n with elements
from the set {0,±1}. The PSD of this sequence is equal to
the DFT of its periodic autocorrelation function:

|µB(k)|2 =
n−1∑
j=0

PB(j)ω
jk. (5)

3 The Support Based Discrete
Fourier Transform and Power
Spectral Density

The constant value of the PSD of compatible sequences can
be easily calculated using the elements of the sequences
(see [3]). The following Lemma illustrates an alternative
method for calculating this value.

Lemma 1. Let A = {Aj : Aj =
(aj0, aj1, ..., aj(n−1)), j = 1, . . . , ℓ}, be a set of ℓ
sequences of length n, with zero periodic autocorrelation
function. Then we have that

ℓ∑
j=1

|µAj (k)|2 =

ℓ∑
j=1

PAj (0) =

n−1∑
i=0

ℓ∑
j=1

a2ji = c.

Proof. Using equation (5) and the fact that the sequences
have zero PAF we obtain

ℓ∑
j=1

|µAj (k)|2 =
ℓ∑

j=1

n−1∑
s=0

PAj (s)ω
sk

=
n−1∑
s=0

ℓ∑
j=1

PAj (s)ω
sk

=
ℓ∑

j=1

PAj (0) +
n−1∑
s=1

 ℓ∑
j=1

PAj (s)

ωsk

=

ℓ∑
j=1

PAj (0) =

n−1∑
i=0

ℓ∑
j=1

a2ji = c.

2
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Thus, when searching for sequences with zero autocor-
relation, it is very simple to find the constant value of the
PSD since this constant will be the sum of squares of the
elements of the sequences.

Let A = (a0, a1, . . . , an−1) with ai ∈ {0,±1} and let
SPA be the support of A. The discrete Fourier transform
(DFT) of the sequence A can be defined on SPA by

DFTA(k) = µA(k) =
∑

i∈SPA

aiω
ik, k = 0, 1 . . . , n− 1,

(6)
where ω is the primitive n-th root of unity, e

2πi
n .

Lemma 2. Suppose that we have a set A of compatible
sequences, as in (2), with PA(s) = a for s = 1, 2, . . . , n−
1. Then

ℓ∑
j=1

|µAj (k)|2 = c, (7)

where k = 0, 1, . . . n− 1 and c =

ℓ∑
j=1

PAj (0)− a.

Proof. The result is a straightforward generalization of a
case proved in [7] for four sequences and thus the proof is
omitted. 2

Remark 1. Since |µX(k)|2 ≥ 0 and
∑ℓ

j=1 |µAj (k)|2 =
c we have the following. A sequence X should sat-
isfy |µX(k)|2 ≤ c for all k = 0, 1, . . . , n − 1 in order
to be selected as a candidate for the compatible set A.
When searching for sequences with elements from the set
{−1, 0, 1} the computational effort of the PSD does not
depend on the length but only on the number of non-zero
elements (weight) of the sequence.

Example 1. Suppose we wish to search for a weighing de-
sign of order 2n and weight w, constructed from two se-
quences A,B of length n each and 2n ≥ w. We need 2n
summations and 2n multiplications to calculate the DFT
(or the PSD) using the classic definition of DFT but only
w summations and w multiplications are needed using the
support based definition. If w << n then the new defini-
tion is extremely fast (by comparison), while when w = n
it will be shown that the needed computational effort of the
PSD is reduced in half. Note that the above calculation
concerns only one candidate pair of compatible sequences
from the total number of possible pairs in the search space.
Since the search space in such problems is huge and expo-
nentially increasing with n, it is clear that any reduction in
the computational effort at each point of the search space
results in a huge reduction of the total computational effort
(in absolute terms).

Lemma 3. Suppose we have a set A of ℓ = 2m sequences
of length n, as in (2), with elements from the set {−1, 1}
and PA(s) = 0 for s = 1, 2, . . . , n− 1. Then the set

B = { B2j−1 = 1
2 (A2j−1 +A2j),

B2j =
1
2 (A2j−1 −A2j), j = 1, . . . ,m

}

is a set of ℓ sequences of length n with elements from the
set {−1, 0, 1} and PB(s) = 0 for s = 1, 2, . . . , n− 1. The
total weight of the new sequences, in B, is nm.

Remark 2. Using Lemma 3, we are able to get the ben-
efits of the new definition of DFT even in the case of se-
quences with elements from the set {−1, 1}. Suppose that
we are interested in searching for four sequences with el-
ements from the set {−1, 1}, zero PAF and length n. By
using the proposed definition of DFT we need 2n summa-
tions/multiplications for each evaluation of the DFT while
the old definition of DFT requires 4n calculations. Gener-
ally, each calculation of the DFT will be reduced in half.
If recursively ℓ nested evaluations of the DFT are used in
the algorithm, then we have a reduction of calculation by a
scale factor 1/2ℓ.

4 An Illustrating Example
In this section we illustrate the use of the suggested proce-
dure in searching for weighing matrices constructed from
suitable circulant matrices (sequences). The computational
advantages of this approach, as these were discussed in the
previous section, are illustrated through numerical exam-
ples. We present in details the case of weighing matrices
W (2n, 9) that can be constructed from two circulants.

Weighing matrices W (2n, 9) constructed from two se-
quences are of great interest but hard to find, since the
necessary conditions for their existence are not sufficient
(see [9]). It is well known that if there exist a W (2n, k)
constructed from two circulant matrices of order n, then
k = a2 + b2, where a and b are the row (and column)
sums of A and B respectively. The next theorem gives
a known construction of weighing matrices by using two
sequences with elements from the set {0, 1,−1} and con-
stant PSD (equivalently, by using two circulant matrices
A1, A2 with elements from the set {0, 1,−1} satisfying
A1A

T
1 +A2A

T
2 = kI).

Theorem 2. (Geramita and Seberry (1979), Theorem
4.46) If there exist two circulant matrices A1, A2 of order
n with elements from the set {0, 1,−1}, satisfying

2∑
i=1

AiA
T
i = kI,

then there exists a W (2n, k).

The construction of the corresponding weighing matrix
is achieved by using either of the following two arrays

D =

(
A1 A2

−AT
2 AT

1

)
, D =

(
A1 A2R

−A2R A1

)
.(8)

The case of weighing matrices constructed from two cir-
culants A and B having (|SPA|, |SPB|) = (9, 0), which
is actually the case where a circulant weighing matrix ex-
ists, was resolved in [15]. In [15] it was shown that a
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circulant weighing matrix W (n, 9) exist if and only if n
is multiple of 13 or 24 (i.e. 13 | n or 24 | n). This
case implies that there exists one sequence with elements
from the set {0, 1,−1} having weight 9 and zero PAF.
Thus, a circulant weighing matrix W (n, 9) exists and a
weighing matrix W (2n, 9), constructed from two circu-
lant matrices, exists (take one to be the matrix with all
elements zero and the other to be the circulant weighing
matrix W (n, 9) as it is given in [15]). For more details
on this case see [15]. If (|SPA|, |SPB |) = (8, 1) and
PA(s) + PB(s) = 0, ∀ s = 1, 2, . . . , n − 1, and there
exists a W (2n, 9), constructed from two circulant matri-
ces, such that 9 = a2 + 12 which is not possible since 8 is
not a perfect square. So the case (8, 1) is not permitted.

Two pairs of sequence are said to be equivalent if the one
can be constructed from the other by some transformations.
More specifically, we recall the following definition.

Definition 1. We say that two pairs of (0,±1) sequences
((A,B) and (C,D)) of length n are equivalent iff one can be
obtained from the other by applying some of the following
transformations.

1. Multiply one or both sequences of the pair by −1.

2. Reverse one or both sequences of the pair.

3. Take circulant permutation of one or both sequences
of the pair.

4. Multiply the elements of the support of both se-
quences by ℓ, (ℓ, n) = 1.

We call the corresponding weighing matrices, constructed
from the two circulant matrices whose first rows are the
sequences (A,B) and (C,D), equivalent. More details on
weighing matrices constructed from two circulant matrices
can be found in [11].

In this section we classify the weighing matrices
W (2n, 9) for 400 ≤ n ≤ 500 constructed from two
sequences of weight 5 and 4 respectively. Results for
n < 100 were presented in [4], for n ≤ 400 in [5], and
the results for 400 ≤ n ≤ 500 are new and given in Table
4. One representative of each order was known, and were
presented in [5]. Thus, in Table 4, we only present the num-
ber of inequivalent solutions for each order. All inequiva-
lent sequences and the corresponding weighing designs are
available on request.

In the next example we illustrate numerically the com-
putational gain from the suggested approach in the case of
n = 500.

Example 2. Following Example 1, we need just 9 calcula-
tions for each evaluation of the PSD in contrast to the 1000
calculations needed for the old definition. Note that we
have about 5004 sequences in the search space and thus the
proposed algorithm require 2×1010 while the old definition
needs 4× 1012 simple calculations. So, the time needed is
approximately 1 day by applying the old definition and just

n 400 403 405 406 407 408 410 413
N 16 5 5 8 5 8 5 1
n 414 415 416 418 420 424 425 427
N 2 1 10 12 27 3 6 1
n 429 430 432 434 435 437 440 441
N 10 5 7 7 6 6 20 3
n 442 444 445 448 450 451 455 456
N 8 2 1 15 10 6 7 9
n 459 460 462 464 465 468 469 470
N 3 11 17 6 5 7 1 4
n 472 473 475 476 480 481 483 484
N 3 6 7 13 20 5 5 8
n 485 488 490 492 493 494 495 496
N 1 3 11 3 4 9 10 5
n 497 500
N 1 11

Table 1: Number N of inequivalent solutions for the con-
struction of W (2n, 9), when (|SPA|, |SPB |) = (5, 4) and
400 ≤ n ≤ 500.

10 minutes with the new evaluation. As an extreme exam-
ple consider a large search space (for n=100000) where the
required search time using the old definition is more than
a year (infeasible). The reduction of time (simple compu-
tations) will be by a scale factor 9/2n (i.e., 999.99% less)
and thus the required time will be just a few hours.

5 Discussion
In this paper, we proposed a new evaluation of the DFT
that reduces the computational effort. This evaluation can
be used in searching for sequences with zero autocorre-
lation function. It is applicable to sequences with two,
three or more levels and the complexity of the method
does not depend on the length of the sequence but only
on the number of non-zero elements (weight). So, when
searching for weighing matrices of order n and weight w,
constructed from a number of suitable circulant matrices
(sequences), the complexity depends only on w. In this
way, for fixed weight w, one may search for large optimal
weighing designs. Moreover, this method can test each of
the required sequences independently and decide whether
or not this sequence can be a candidate for a set of compat-
ible sequences. As an example, we applied the suggested
method to search for sequences with zero periodic autocor-
relation function that can be used to classify a special type
of weighing matrices W (2n, 9).

The reduction of the computational effort could lead
to many new numerical results and help to resolve other
open cases for weighing matrices. Moreover, the support
based approach may be used for theoretical investigation of
weighing matrices and other optimal designs. The same ap-
proach can be applied in many other cases where circulant
matrices are used for the construction of optimal designs
(see [2, 8, 12]).
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The paper offers a detailed analysis of GIS integration as a curricula and technology in the Albanian 
market and institutional environment. The growing market needs for GIS utilities in Albania and the 
handicap, due to the lack of experts in geospatial technology constitutes a major concern. The research 
goal is to concentrate on the undisputed fact that the development of GIS curricula in the academic
institutions will have an imminent impact on the integration of GIS technology in the market 
environment and vice versa the growing market needs for GIS specialists with increase the 
predisposition for a closer approach toward this technology in the academic environment. It is 
presented the development of a geospatial platform (Web GIS Albania) able to be managed and 
exploited, not only as a web mapping source of information, but also for individual scientific 
investigations, academic researches, business management, etc. Developing a platform such as Web GIS 
Albania will give a new impetus to every potential field, where geospatial technology can be integrated. 
It will have an imminent impact on both academic and market environment. Also it will create a new 
vision of managing specific issues by performing individual researches. In this paper it is presented a 
general overview necessary for a proper interpretation of the Web GIS Albania platform. 

Povzetek: Predstavljen je albanski sistem GIS.

1 Introduction
Today, more than ever, we are living in a society where 
most of the decisions are based on the existence of 
geographic information. Maps are becoming a 
determinant issue with a developed ability to transform 
numerical and statistical information into “visual” 
perspective, object to a much easier analysis and 
manipulation process.

As in many other countries of the world, the 
approach toward geospatial technology has been raised to 
a satisfactory level in Albania in the last years, being 
integrated into competitive environments, educative or 
informative institutions, research entities, etc. However, 
this process requires a greater support from the state and 
private structures through funding and incentives 
regarding basically the economic aspect.

The project Web GIS Albania is a promising and 
demanding step towards an important change in the 
integration of GIS technology in Albania. Efforts are 
made that a large number of areas such as business, 
tourism, education institutions, management of natural 
hazards, etc, find support and incentive facilities created 
by this platform in many delicate and complex issues, 
that require effective solutions through alternatives 

submission, analyzing opportunities, etc, in this way 
taking advantage of both from its informative character 
(communication) and the numerous analytical 
opportunities in processing and structuring geographic 
information.

The carried out research, unless a long-term 
geospatial project, aims to raise the population awareness 
toward the creation of a closer approach on dynamic 
maps and geographic information systems as a whole and 
as a "phenomenon" that is expanding quickly. On the 
other hand it is impossible to give a correct contribution 
into this project unless we don’t have the necessary 
academic preparation and the basis for a successful GIS 
specialist.

The role of higher education is to assist students in 
becoming effective thinkers with the knowledge and 
skills that will lead them toward becoming meaningful 
contributors to society "(ESRI, 2009)". Nowadays, more 
and more, schools are including GIS in their curricula to 
help their students to gain valuable background 
knowledge and skills which they need to face global 
challenges. Three are the main reasons leading to the 
rapid development of GIS in Albania especially in the 
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last years; education, Internet and the growing market 
needs for geospatial data "(Hysenaj, 2011)". 

The goal of the paper is to emphasize the future GIS 
development policy in Albania by enforcing a strict 
mutual relationship between these three factors and their 
potential environment. For each of these categories we 
are going to present a full picture containing their weak 
and strong points.

2 GIS Education in Albania
Geographic Information Systems in higher education 
provide an integrated solution to assist faculties and 
students with their educational goals. The advance of 
GIS has opened up millions of employment 
opportunities. More than 3,000 colleges and universities 
have developed excellent courses, certificate and degree 
programs in GIS "(ESRI, 2010)". GIS has a vast extent 
starting from government level down to municipality or 
commune. In the state universities of Albania GIS is 
introduced only as a single general course called 
Geographical Information Systems, including this way a 
compressed program that many times results inadequate 
to be acquired by students. The main reason of this 
phenomenon is the fact that GIS is developed only at a 
single level in the Albanian Education Institutions which 
is the state university. The lack of the subject 
development at the secondary school level is the primary 
reason of such a handicap. The major problem is the lack 
of geospatial information. 

In Albania only few institutions have operational 
GIS databases. We are facing the fact that most of 
geographic data is owned by private agencies for their 
personal needs, using inconsistent data which is mostly 
not updated. Inadequate development of geospatial 
technology is also closely connected to the evolution of 
computer science. In 2009, as reported in Figure 1, 
among 9478 students graduated in public universities, 
only 171 belonged to computer science profile 
"(INSTAT, 2012)". Still, it remains determinant the 
increasing role the government is playing through 
substantial reforms which aim to develop internet utilities 
in a large scale environment in Albania.

Figure 1: Computer Science attendance toward 
(compared) other fields.

Dealing with geospatial data is strictly connected to 
terrain practice. This way we can develop students 
concept and knowledge about GIS structure and give a 
sense to their theoretical conceptions. Unfortunately we 
have not reached this stage, which remarks us (specialists 

of the field) the essential task of digitizing the Albanian 
territory with updated geospatial information. First of all 
this process needs the government enrolment which must 
be the primary support in fulfilling this mission basically 
by covering financial, logistic and technical aspect. 
Second it is important the collaboration between 
universities and private agencies offering their field 
experts. Actually laboratory practices are limited up to 
data manipulation and not data creation, which means 
that we do not have the proper conditions to accomplish 
a full map process including data collection, data 
processing and output. 

A survey involving 1000 students was made (figure 
2). The outcome of this survey intended to define the 
relation between their approach toward GIS utilities. 
These students were asked about their knowledge of GIS 
concept. From the results we see that 87% of them didn't 
know what GIS meant, 11% were familiar to the concept 
and only 2% of them had the chance to use GIS utilities. 
This is a meaningful contrast to the fact that students use 
GIS applications like Google Map, Google Earth, etc but 
are not aware of the concept of dynamic maps.

Figure 2: GIS integration into the University 
Environment.

According to statistics it results that among many 
annual conferences that take place in Albania none of 
them refers to Geographic Information Systems as a 
primary field or topic to relay on. This induce the 
necessity of paying greater attention by the departments 
in introducing step by step GIS as a modern and 
undisputed technology. Gradually it is necessary to start 
from several national conferences followed by 
international ones. Also another issue is the fact that 
students prefer to avoid GIS profile subjects as a possible 
theme during their master thesis defending (either 
professional or scientific). This is another delicate point 
which requires the intervention of the Ministry of 
Education (MASH).

3 GIS Market in Albania
GIS allows interactivity, querying and makes us 
understand better and evaluate the data by creating 
graphical presentation through information derived from 
databases "(Hysenaj, 2011)". The economic crisis that 
has affected the world in recent years has made it 
possible for many organizations to restructure their 
operating practices. Many of these businesses are aware 
of finding new ways to develop their activities, primarily 
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through internal sources. Now it is the time to invest in 
geographic information systems, a solution that has 
helped many organizations to overcome their operational 
challenges and increase profits.

According to statistics only in private universities we 
find 229 curricula included into different levels of 
programs like Bachelor, Master of Science or 
Professional Master. The contrast in this scenario is that 
during the last five years the number of private 
universities in Albania has increased consistently but 
none of them offers a GIS course.

They focus on social and economic curricula which 
actually are easier to integrate and adopt rather than 
taking the risk to involve students into a course that still 
suffers from government indifference in launching this 
“product” on the market and at the same time stimulate 
private companies in embracing the idea of GIS position. 
This scenario reflects their pessimistic point of view 
according to GIS technology. Their choice not to 
introduce GIS into their curricula makes us believe that 
although GIS usage has evolved and has found more 
space in the Albanian market than before, private 
university boards are still doubtful of its real capabilities 
and potential.

The research goal is to concentrate on the undisputed 
fact that the development of GIS curricula in the 
academic institutions will have an imminent impact on 
the integration of GIS technology in the market 
environment and vice versa the growing market needs for

                                                                             

                          Academic Institutions                                                                          

4 Internet Evolution
The evolution of GIS in Albania has been strictly 
connected to the evolution of Internet. The number of 
Internet users is an important indicator because it reflects 
the spread of information technology in one place and the 
global exchange of information "(Hafkin & Taggart, 
2001)". Actually Albanian government is following a 
strong policy named “Albania in the age of the internet”, 
which aims to rank Albania among the countries with the 
highest internet usage in Europe. This has caused an 
immediate effect not only in the extend of internet 
distribution but also in laboratory equipments.

GIS specialists will increase the predisposition for a 
closer approach toward this technology in the academic
environment (figure 3).

Up to now Albanian market has been handled from a 

range of people who have been a kind of “forced-
adopted” experts in an environment condition which 
suffered from the lack of real GIS experts. That’s why 
very often geospatial tasks have been performed from 
geographers who had little computer knowledge or 
computer experts who held the responsibility to 
manipulate and manage geographic information, 
producing a range of non-professional results.

Nowadays the market in Albania is eager in finding 
new human resources specialized in geospatial 
information management which can help them solve 
many important issues getting away from simple 
techniques used recently. The Digital Albania program is 
one of the many future projects that require GIS experts. 
State institutions like the prefecture, municipality, 
commune, private organizations and many other NGOs 
are more than ever aware about the great importance of 
dynamic mapping and satellite images, followed by the 
integration of these concepts and technology into the 
spatial decision making processes in the country. 

That's why we have initiated this project with the 
hope of building a platform that will work not only as an 
informative guidance to a vast range of population, 
keeping simplicity and usability as primary factors, but 
also will be downloaded as a free software including its 
most recent database, containing modules that will make 
it much more approachable to the client eyes and to the 
necessities of personalizing the information according to 
the required tasks.

                    Market Request

Internet conditions such as speed, availability, price 
and professionalism have had a great improvement 
(Table 1). Almost all the secondary schools have also 
been equipped with new laboratories. This led to a closer 
approach to the internet as far as the students are 
concerned and online software like “Google Earth”, 
“Google Map”, or ESRI applications which only a couple 
of years ago were unknown for many people, now have 
turned familiar and easy to use and manage. 

The World Economic Forum (WEF) has published a 
global report according to which Albania has improved 
its global ranking of The Networked Readiness Index 
2012 by going 19 places upper within a year positioning 
itself in the 68th place and gaining the right to be part 
among the ten most improved countries in the NRI 
(Table 2).

     (Internet based)

symbiotic relationship      GIS Curricula     GIS Technology

Figure 3: Symbiosis (GIS Curricula - GIS Technology).

2001 2002 2003 2004 2005 2006 2007 2008 2009 2010
Fixed Int. sub./100 inh. 0.16 0.32 0.64 N/A N/A N/A 1.26 2.64 3.29 3.49

Note: Fixed Internet subscriptions (FIS) per 100 inhabitants
Source: International Union of Communication

Table 1: FIS Indicator.
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This index has been calculated based on four 
primary sub-indexes which are: the regulatory-politic for 
the information technology, improvement of digital 
infrastructure; management of e-skills and services; 
using information technology by the population, business 
or government units; social and economic impact.

The Internet and Communication Technology sector 
is rapidly expanding in Albania because it is both a 
stand-alone sector and a cross-cutting enabling 
technology for other industries "(USAID, 2011)". 
Basically we have the necessary tools to aim at 
developing GIS image in the market and institutional 
levels. 

5 Evaluation Technique
One of the most important advantages of using GIS 
technology consists in obtaining considerable amounts of 
information which can be subject to a better evaluation 
process compared to the data stored in “common“ 
databases. Displaying data through the exploitation of 
digital mapping will give us greater possibilities during 
the analysis and managing process. All these capabilities 
offered through the implementation of GIS technology 
combined with the “human skills“ perceptions for 
specific geospatial issues extend GIS potentialities 
beyond what most of the databases generally offer.

Below (figure 4) we are going to offer a concrete 
example of how expressing information through digital 
mapping can turn into a better solution for data 
authenticity. Two digital maps which presume to display 

the density of the Albanian population according to the 
last official statistics offered by Census Albania 2011 
have been presented. 

The analytical process comes to be much easier and 
approachable from the user's side not only to distinguish 
but also to define the areas that need correction or the 
type of errors that have been made. The fact that the 
geographical data is expressed through digital mapping 
and not rough database rows increases the possibilities of 
perception that the map on the left is the correct one, 
meanwhile the one on the right contains corrupted data. 
The understanding of the analytical perception of the 
human choice for the current situation comes as a result 
of several factors:
a) The user may have personal knowledge of the 

Albanian territory 
b) The user may know that generally the population 

trends to concentrate around the capital areas and the 
coastal areas and that the density gets lower moving 
from the center to the suburbs. 

c) Generally the smaller surface areas (expressed in the 
map) imply higher densities.

6 Web GIS Albania Platform
Based on the recent events in Albania such as continuous 
floods, illegal constructions, the lack of information in 
business and tourism sector leading to unfair 
competition, educative and scientific elements, projects 
and platforms managed not correctly, etc it has been 
evaluated the possibility and the potentiality of 

     
Figure 4: Verification of spatial issues. The density of the Albanian territory at a comparative level. Development 
software ArcGIS 10.1, (Data Source: INSTAT, 2011).
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integrating GIS technology as an optimal solution to 
redirect to a well managed plan such delicate issues for 
the surrounding environment.

Web GIS Albania is a web mapping platform based 
on the combination of PHP, MySQL and Google Maps 
API modules. The purpose of initiating this project was 
to build a multi-functional system able to be exploited by 
a vast range of population which may not have developed 
computer capabilities and knowledge. 

As already known one of the main directive of the 
European Union (EU) consists in orienting responsible 
authorities to develop a well managed informative and 

communicative system able to act as a regulatory and 
instructive guidance to the population.

As a conclusion to the above mentioned notations it 
has been conceived to build a multifunctional platform, 
open-sourced (free web access and download) for a vast 
range of population which may not have extended 
computer knowledge but due to the practical and 
functional interface that the platform is going to develop, 
users will manage more effectively their specific requests 
and demands. This platform has been structured to act as 
a reliable source of information and communication that 
will affect directly people's decision-making process, 

Figure 5: Web GIS Albania Platform v1.1

Figure 6: Flow data chart, Web GIS Albania Platform
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raising to a higher level of professionalism the analytic 
process.

The main source of this platform will be a combined 
set of private and state institutions and organizations, but 
it will also be opened to any reliable entity offering 
consistent data and information (checked by responsible 
specialists).

The way how it is conceived to collect such a great 
amount of information is through the multi-directional 
replication method, which acts as a fast and effective 
alternative with a high security performance already 
tested in many global databases of maximum priority.

The schema clearly describes the fact that there are 
two ways the administrator can supply the platform with 
data in a parallel way. 

Firstly, through the modules based on the geocoding
services which turns an inserted address into latitude and 
longitude coordinates which will be saved into a MySQL 
database and then retrieved as an XML file ready to be 
exploited as markers in the map.

Secondly, by using ArcGIS facilities like ArcMap, 
ArcCatalog, etc, and producing maps and statistics which 
will be saved into the system rough files and then 
retrieved as informative and indexing data for specific 
issues. User requirements are mutual, and each of them 
requires the use of one of the two types of databases 
contained in the platform. The geodatabase will be 
responsible to support detailed analysis which will lead 
in the generation of complex maps and diagrams.
Meanwhile the web mapping database will be 
responsible to handle user researches through the web 
interface.

These databases operate independently and are not 
influenced by each other, and the product (output) 
generated by each of them serves as input to the 
requirements of the client.

The way the platform is conceived permits the users 
not only to work through the web performing researches 
and outputting diagrams and statistics, but also allows the 

application download together with the respective 
database with the last updated information. The 
application has the front-office and the back-office 
layout. The front office can be managed the same way 
the user navigates on the web and performs researches. 

The innovation of this platform is the back-office 
which contains a set of modules which makes the 
application fit to user requirements. The idea was to 
bring to the user a product that didn't behave strictly 
according to a predefined conception of managing 
geographical data and issues, but a product able to be 
adapted to the personal requirements of the client. Today 
more than ever through projects, tasks exchange, 
researches and analysis of issues, management of 
geographical events, etc, users require to settle the 
management process locally through geospatial 
technology such as WGA application which will increase 
the opportunities for further evolution through personal 
use.

The research process is based on the main issues and 
fields of interest in Albania such as natural hazards, 
business, tourism, institutions, etc. The research issues 
according to the user preferences can be deleted, 
modified or added as new ones. The modifications act 
the same with the sub-issues, research fields, marker 
symbols, etc. 

What is most important, the application allows to 
add personal geographical data through an interface 
which converts the input address into geographical 
coordinates followed by extra information which in the 
future may be used as research elements. The application 
source-code will be opened to any modification. The 
logic of the application was to bring the user closer to the 
problem as much as possible, by offering several 
categories of structured and organized issues, which 
intended to reduce the distance between the application 
interface and the user’s knowledge in geospatial 
technology.

Figure 7: WGA v1.1, Module Level.
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The way how it is perceived to collect the 
information and to keep it to constant update is through 
the replication technique, which shows to be an effective 
and high security alternative, already tested to many 
worldwide global databases of maximal priority. The
structure consists in settling regional offices (units) in 
every area (depending on the way the information
gathering process will be organized we may have 
administrative structures, such as commune, city, region 
or prefecture level). 

The replication process will create the right impulse 
for the development of parallel working in the collection 
analysis and processing of data by increasing the level of 
responsibility of the regional units which will now act as 
an autonomous and sufficient structure. However, the 
reasons for supporting the replication process are 
analogous to those of the RDBMS. They are based on the 
database performance, data and network load balancing, 
system security and data management in case of failure 
and geospatial data distribution.

Figure 8: Replication schema. Involved entities, regional 
- central offices (units).

On the other hand we will have a central office 
which will act the same, but meanwhile it will have the 
general authorization to exploit the replication 
technology with the aim of gathering all the data from 
the surrounding entities, which will be integrated into a 
unique database and transmitted to the population 
through the web mapping service Web GIS Albania v1.1.

7 Conclusion
The goal of the paper trend is to emphasize the future of 
GIS development policy in Albania by enforcing a strict 
mutual relationship between education, internet, the 
growing market needs for geospatial data and their 
potential environment. A sustainable integration of GIS 
technology will not only create new opportunities in the 
Albanian market but also it will create a new vision of 
business managing through the usage of spatial 
technology. On the other hand, higher educational 

institutions as universities will offer new programs based 
on GIS curricula enlarging student possibilities for a 
greater approach toward GIS subjects.

Conditions are already mature, the increasing role 
the government is playing through substantial reforms 
toward internet extension, the vast expansion of 
educative institutions like private universities followed 
by the growing market needs for geospatial data and 
experts, creates the perfect circumstances for a 
sustainable GIS development.

The world is evolving at a rapid pace and in this 
environment, "information is considered power", and this 
is what GIS performs best, "manipulates information in 
favor of better decision-making" (Hysenaj M., 2011).

Developing a platform such as Web GIS Albania, 
will give a new impetus to every potential field where 
geospatial technology can be integrated. It will have an 
imminent impact in both academic and market 
environment. Also it will create a new vision of 
managing specific issues by performing individual 
researches.

As a future perspective a further enrichment of this 
platform should continue constantly. A richer set of 
dynamic maps, questionnaires, diagrams and statistical 
data should be used. The platform should serve as a 
bridge of communication and information not only for a 
specific category of people but for a wide range of 
population, acting as a general regulator. Simplicity in 
use and interpretation should be of primary importance 
during further development of this platform.

It is important to consistently maintain the trend of 
enlarging (in number and diversity) the entities that “play 
as primary actors” during the information supplying 
process. Also it is of great importance to create a better 
checking system for the accuracy and reliability of the 
input information. Constant update should be the basis of 
this process.

The purpose of this research consists in emphasizing 
the great importance it presents the integration of GIS  as 
a future technology in the development and advancement 
of vision and policy perspectives in many fields such as 
management of natural and human resource issues, 
advanced research methodologies, knowledge 
management and organizational strategies, etc.

In a future perspective it is necessary to strengthen 
further the collaboration between the academic and 
business entities with the goal of developing geospatial 
sciences. GIS deserves a leading role in the surrounding 
environment.

The concept of the WGA platform should not come 
to the people as a completed project which can widely 
support any potential demand and affect every area of 
life and environment. All we know is the high frequency 
of factors like evolution, changes of events and entities 
which we are facing every day. These changes mostly 
mean displacements and movements in different 
directions and destinations. This implies a direct impact 
on their geographical coordinates (location). People's 
demands keep growing that's why this platform will be 
constantly opened to continuous restructuring process 
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involving the introduction of new modules and updating 
geodatabases with the last geographic data.
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Appendix
Dynamic indexing and structuring maps acting as models 
for the Albanian territory, Development software Web 
GIS Albania.

Figure 9: Active Economic Entities 2011-2012, Albania 
[Business Sector].

Figure 10: Turistic Entities (Hotels, Restaurant, Bars) 
2011-2012, Albania [Business Sector]
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Figure 11: Region of Shkodra, Northwestern part of 
Albania, Flooded areas period (December-January 2010) 
(hectare land), Commune level, [Natural Hazards Sector]

Figure 12: Surfaces covered by snow precipitation,      
Albania 10 February 2012, [Natural Hazards Sector]

Figure 13: Development of Transport and 
Communications Sector 2011-2012, Albania [Transport 
Sector]

Figure 14: Farming and fishing activities, Albania, 
[Agriculture Sector]
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This paper presents a web service for automatic linguistic annotation of Slovene and English texts. The 
web service enables text up-loading in a number of different input formats, and then converts, tokenises, 
tags and lemmatises the text, and returns the annotated text. The paper presents the ToTrTaLe
annotation tool, and the implementation of the annotation workflow in two workflow construction 
environments, Orange4WS and ClowdFlows. It also proposes several improvements to the annotation 
tool based on the identification of various types of errors of the existing ToTrTaLe tool, and implements 
these improvements as a post-processing step in the workflow. The workflows enable the users to 
incorporate the annotation service as an elementary constituent for other natural language processing 
workflows, as demonstrated by the definition extraction use case.

Povzetek: Prispevek predstavi spletni servis ToTrTaLe za jezikoslovno označevanje slovenskega in 
angleškega jezika, njegovo implementacijo v okoljih za gradnjo delotokov Orange4WS in ClowdFlows
ter njegovo uporabo v delotoku za luščenje definicij.

1 Introduction
In natural language processing (NLP), the first steps to 
be performed on the input text are tokenisation, part-of-
speech tagging and lemmatisation. The output of these 
three steps is a string of text tokens, where each word
token is annotated with its context disambiguated part-of-
speech tag and the base form of the word, i.e. lemma,
thus abstracting away from the variability of word-forms. 
For example, the Slovene sentence “Hotel je dober hotel” 
(“[He] wanted a good hotel”) can be lemmatised and 
tagged as “hoteti/Verb biti/Verb dober/Adjective 
hotel/Noun”; as can be seen, the first and last word 
tokens are the same, yet their part of speech and lemma 
differ. 

Such annotation is very useful for further processing, 
such as syntactic parsing, information extraction, 
machine translation or text-to-speech, to mention just a 
few. However, all three processing steps (tokenisation, 
part-of-speech tagging and lemmatisation) are language 
dependent, and software to perform them is—especially 
for smaller languages—often not available or difficult to 
install and use.

Recently, there has been an upsurge of interest in 
workflow construction environments, the best known 
being Taverna (Hull et al., 2006) developed for workflow 
composition and execution in the area of bioinformatics. 
In such workflow environments it is not necessary to 
locally install a tool used as a workflow ingredient, but 
rather use web services available elsewhere, and link 
them together into workflows. This frees the users from 
installing the needed tools (which might not be available 
for downloading in any case) and, indeed, from needing 
high-end computers to perform computationally 

demanding processing over large amounts of data. While 
online workflow construction tools are already widely 
used in some domains, this approach has only recently 
started being used also in the field of NLP (Pollak et al., 
2012a).

This paper, extending our previous work on this 
topic (Pollak et al., 2012b), focuses on a particular tool 
for automatic morphosyntactic tagging and 
lemmatisation, named ToTrTaLe (Erjavec, 2011), 
currently covering two languages, Slovene and English. 
Its description is presented in Section 2. As one of the 
main contributions of this work is the implementation of 
ToTrTaLe as a web service which can be used as an 
ingredient of complex NLP workflows, we first motivate 
this work in Section 3 by a short introduction to web 
services and workflows and by presenting two specific 
workflow construction environments, Orange4WS 
(Podpečan et al., 2012) and ClowdFlows (Kranjc et al., 
2012). The main contributions of this research are 
presented in Sections 4 and 5. Section 4 presents the 
implementation of the ToTrTaLe analyser as a web 
service in the two workflow construction environments,
while Section 5 presents some improvements of the 
ToTrTaLe tool based on the identification of several 
types of errors of the existing implementation. The utility 
of the ToTrTaLe web service as a pre-processing step for 
other NLP tasks is illustrated by a definition extraction 
use case in Section 6. Finally, Section 7 gives 
conclusions and directions for further work.
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2 ToTrTaLe Annotation Tool
ToTaLe (Erjavec et al., 2005) is short for Tokenisation, 
Tagging and Lemmatisation and is the name of a script 
implementing a pipeline architecture comprising these 
three processing steps. While the tool makes some 
language specific assumption, they are rather broad, such 
as that text tokens are (typically) separated by space; 
otherwise, the tool itself is largely language independent 
and relies on external modules to perform the specific 
language processing tasks. The tool is written in Perl and 
is reasonably fast. The greatest speed bottleneck is the 
tool start-up, mostly the result of the lemmatisation 
module, which for Slovene contains thousands of rules 
and exceptions.

In the context of the JOS project (Erjavec et al., 
2010) the tool was re-trained for Slovene and made 
available as a web application1. It allows pasting the
input text into the form or uploading it as a plain-text 
UTF-8 file, while the annotated output text can be either 
displayed or downloaded as a ZIP file.

The tool (although not the web application) has been 
recently extended with another module, Transcription, 
and the new edition is called ToTrTaLe (Erjavec, 2011). 
The transcription step is used for modernising historical 
language (or, in fact, any non-standard language), and the 
tool was used as the first step in the annotation of a 
reference corpus of historical Slovene (Erjavec, 2012a). 
An additional extension of ToTrTaLe is the ability to 
process heavily annotated XML document conformant to 
the Text Encoding Initiative Guidelines (TEI, 2007).

The rest of this section presents the main modules of 
ToTrTaLe and their models for Slovene and English, 
leaving out the description of the historical language 
models which are out of the main scope of this paper.

2.1 Tokenisation
The multilingual tokenisation module mlToken2 is 
written in Perl and in addition to splitting the input string 
into tokens also assigns to each token its type, e.g., XML 
tag, sentence final punctuation, digit, abbreviation, URL, 
etc. and preserves (subject to a flag) white-space, so that 
the input can be reconstituted from the output.
Furthermore, the tokeniser also segments the input text 
into sentences.

The tokeniser can be fine-tuned by putting 
punctuation into various classes (e.g., word-breaking vs. 
non-breaking) and also uses several language-dependent 
resource files: a list of abbreviations (“words” ending in 
period, which is a part of the token and does not 
necessarily end a sentence); a list of multi-word units 
(tokens consisting of several space-separated “words”); 
and a list of (right or left) clitics, i.e. cases where one 
“word” should be treated as several tokens. Such 
resource files allow for various options to be expressed, 
although not all, as will be discussed in Section 5.

                                                          
1 The application is available at http://nl.ijs.si/jos/analyse/
2 mlToken was written in 2005 by Camelia Ignat, then 

working at the EU Joint Research Centre  in Ispra, Italy.

The tokenisation resources for Slovene and English 
were developed by hand for both languages.

2.2 Tagging
Part-of-speech tagging is the process of assigning a 
word-level grammatical tag to each word in running text, 
where the tagging is typically performed in two steps: the 
lexicon gives the possible tags for each word, while the 
disambiguation module assigns the correct tag based on 
the context of the word.

Most contemporary taggers are trained on manually 
annotated corpora, and the tagger we use, TnT (Brants, 
2000), is no exception. TnT is a fast and robust tri-gram 
tagger, which is also able, by the use of heuristics over 
the words in the training set, to tag unknown words with 
reasonable accuracy.

For languages with rich inflection, such as Slovene, 
it is better to speak of morphosyntactic descriptions 
(MSDs) rather than part-of-speech tags, as MSDs contain 
much more information than just the part-of-speech. For 
example, the tagsets for English have typically 20–50 
different tags, while Slovene has over 1,000 MSDs.

For Slovene, the tagger has been trained on jos1M, 
the 1 million word JOS corpus of contemporary Slovene 
(Erjavec et al., 2010), and is also given a large 
background lexicon extracted from the 600 million word 
FidaPLUS reference corpus of contemporary Slovene 
(Arhar Holdt and Gorjanc, 2007). 

The English model was trained on the MULTEXT-
East corpus (Erjavec, 2012b), namely the novel “1984”. 
This is of course a very small corpus, so the resulting 
model is not very good. However, it does have the 
advantage of using the MULTEXT-East tagset, which is 
compatible with the JOS one.

2.3 Lemmatisation
For lemmatisation we use CLOG (Erjavec and Džeroski, 
2004), which implements a machine learning approach to 
the automatic lemmatisation of (unknown) words. CLOG 
learns on the basis of input examples (pairs word-
form/lemma, where each morphosyntactic tag is learnt 
separately) a first-order decision list, essentially a 
sequence of if-then-else clauses, where the defined 
operation is string concatenation. The learnt structures 
are Prolog programs but in order to minimise interface 
issues we made a converter from the Prolog program into 
one in Perl. 

The Slovene lemmatiser was trained on a lexicon 
extracted from the jos1M corpus. The lemmatisation of 
language is reasonably accurate, with 92% on unknown 
words. However the learnt model, given that there are 
2,000 separate classes, is quite large: the Perl rules have 
about 2MB, which makes loading the lemmatiser slow. 

The English model was trained on the English 
MULTEXT-East corpus, which has about 15,000 
lemmas and produces a reasonably good model, 
especially as English is fairly simple to lemmatise.
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3 Web Services and Workflows
A web service is a method of communication between 
two electronic devices over the web. The W3C defines a 
web service as “a software system designed to support
interoperable machine-to-machine interaction over a 
network”. Web service functionalities are described in a 
machine-processable format, i.e. the Web Services 
Description Language, known by the acronym WSDL. 
Other systems interact with the web service in a manner 
prescribed by its description using SOAP XML 
messages, typically conveyed using HTTP in conjunction 
with other web-related standards. The W3C also states 
that we can identify two major classes of web services, 
REST-compliant web services, in which the primary 
purpose of the service is to manipulate XML 
representations of web resources using a uniform set of 
"stateless" operations, and arbitrary web services in 
which the service may expose an arbitrary set of 
operations.

Main data mining environments that allow for 
workflow composition and execution, implementing the 
visual programming paradigm, include Weka (Witten et 
al., 2011), Orange (Demšar et al., 2004), KNIME 
(Berthold et al., 2007) and RapidMiner (Mierswa et al., 
2006). The most important common feature is the 
implementation of a workflow canvas where workflows 
can be constructed using simple drag, drop and connect 
operations on the available components, implemented as 
graphical units named widgets. This feature makes the 
platforms suitable for use also by non-experts due to the 
representation of complex procedures as relatively 
simple sequences of elementary processing steps 
(workflow components implemented as widgets).

In this work, we use two recently developed service-
oriented environments for data mining workflow 
construction and execution: Orange4WS and 
ClowdFlows, the latter being a web environment, which 
is not the case for the first one. 

3.1 The Orange4WS platform
The first platform, Orange4WS (Podpečan et al., 2012),
is a data mining platform distinguished by its capacity of 
including web services into data mining workflows,
allowing for distributed processing. Such a service-
oriented architecture has already been employed in 
Taverna (Hull et al., 2006), a popular platform for 
biological workflow composition and execution. Using 
processing components implemented as web services 
enables remote execution, parallelisation, and high 
availability by default. A service-oriented architecture 
supports not only distributed processing but also 
distributed development.

Orange4WS is built on top of two open source 
projects: (a) the Orange data mining framework (Demšar 
et al., 2004), which provides the Orange canvas for 
constructing workflows as well as core data structures 
and machine learning algorithms, and (b) the Python 
Web Services project3 (more specifically, the Zolera 

                                                          
3 http://pywebsvcs.sourceforge.net/

SOAP infrastructure), which provides the libraries for 
developing web services in the Python programming 
language.

Furthermore, in contrast with other workflow 
environments Orange4WS offers a rather unique 
combination of features, mainly: 
 A large collection of data mining and machine 

learning algorithms,
 A collection of powerful yet easy to use 

visualization widgets and
 Easy extendibility either in Python or C++ due to 

layered architecture of the Orange environment.

Unlike ClowdFlows (as will be explained in the next 
section) the user is required to install Orange4WS on her 
own machine in order to create and execute workflows. 
Furthermore, local widgets (widgets that are not 
implemented as web services) are executed on the 
client’s computer, thus using its computational resources, 
which can quickly become a problem when solving more 
complex tasks.

3.2 The ClowdFlows platform
The second platform ClowdFlows (Kranjc et al., 2012) is 
distinguished from other main data mining platforms 
especially by the fact that it requires no installation from 
the user and can be run on any device with an internet 
connection, using any modern web browser.
Furthermore, ClowdFlows also natively supports
workflow sharing between users.

Sharing of workflows has previously been 
implemented through the myExperiment website of 
Taverna (Hull et al., 2006). This website allows the users 
to publicly upload their workflows so that they are made 
available to a wider audience. Furthermore, publishing a 
link to a certain workflow in a research paper allows for 
simpler dissemination of scientific results. However, the 
users who wish to view or execute these workflows are 
still required to install the specific software in which the 
workflows were designed and implemented. 

ClowdFlows is implemented as a cloud-based 
application that takes the processing load from the 
client's machine and moves it to remote servers where 
experiments can be run with or without user supervision. 
ClowdFlows consists of the browser-based workflow 
editor and the server-side application which handles the 
execution of workflows and hosts a number of publicly 
available workflows.

The workflow editor consists of a workflow canvas 
and a widget repository, where widgets represent 
embedded chunks of software code. The widgets are 
separated into categories for easier browsing and 
selection and the repository includes a wide range of 
readily available widgets. Our NLP processing modules 
have also been implemented as such widgets.

By using ClowdFlows we were able to make our 
NLP workflow public, so that anyone can use and 
execute it. The workflow is exposed by a unique URL, 
which can be accessed from any modern web browser. 
Whenever the user opens a public workflow, a copy of 
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this workflow appears in her private workflow 
repository. The user can execute the workflow and view 
its results or expand it by adding or removing widgets. 

4 Implementation of the ToTrTaLe 
Web Service and Workflows 

In this section we present two web services that we 
implemented and also some details regarding the 
implementations. The services were implemented in the 
Python programming language, using Orange4WS API 
and additional freeware software packages used for
enabling different input types. Services are currently 
adapted to run on Unix-like operation systems, but are 
easily transferable to other operation systems. In 
addition, the workflows constructed using these web 
services are also presented.

4.1 Implemented web service
The implemented web service constitutes the main 
implementation part of this work. The web service has
two functionalities: the first converts different input files 
to plain text format, while the second uses the ToTrTaLe
tool to annotate input texts. The two functionalities
correspond to two operations described in one WSDL 
file. In this section we give the descriptions of both 
functionalities, together with some implementation 
details.

4.1.1 Converting input files to plain text
The first operation of the web service parses the input 
files and converts them into plain text. The input corpus
file can be uploaded in various formats, either as a single 
file or as several files compressed in a single ZIP file. 
The supported formats are PDF, DOC, DOCX, TXT and 
HTML, the latter being passed to the service in the form 
of an URL as a document. Before being transferred, the
actual files are encoded in the Base64 representation, 
since some files might be binary files. So the first step is 
to decode the Base64 representation of the document.

Based on the file extension, the program chooses the 
correct converter:
 If the file extension is HTML, we assume that an 

URL address is passed and that it is written in the 
document variable. It is also assumed that the 
document contains only plain text. The web service 
then downloads the document via the given URL in 
plain text.

 DOCX Microsoft Word documents are essentially 
compressed ZIP files containing the parts of the 
document in XML. The content of the file is first 
unzipped, and then all the plain text is extracted.

 DOC Microsoft Word files are converted using an 
external tool, wvText (Lachowicz and McNamara, 
2006), which transforms the file into plain text. The 
tool is needed because the whole file is a compiled 
binary file and it is hard to manually extract the 
contents without appropriate tools.

 PDF files are converted with the Python pdfminer 
library (Shinyama, 2010). The library is a very good 
implementation for reading PDF files, with which 
one can extract the text, images, tables, etc., from a 
PDF file.

 If the file name ends with TXT, then the file is 
assumed to be already in plain UTF-8 text format.
The file is only read and sent to the output.

 ZIP files are extracted into a flat directory and 
converted appropriately—as above—based on the 
file extension.  Note that ZIP files inside ZIP files 
are not permitted.

The resulting text representation is then sent through 
several regular expression filters, in order to further 
normalize the text. For instance, white space characters
are merged into one character.

The final step involves sending the data. But before 
that, the files have their unique identifiers added to the 
beginning of the single plain text file. The following 
steps leave these identifiers untouched, so the analysis 
can be traced through the whole workflow. At each step 
of the web service process, errors are accumulated in the 
error output variable.

4.1.2 Tokenisation, tagging and lemmatisation
The second operation of the web service exposes the 
ToTrTaLe annotation tool. The mandatory parameters of 
this operation are: the document in plain text format and
the language of the text (English, Slovene or historical 
Slovene). Non-mandatory parameters are used to 
determine whether the user wants post-processing
(default is no), and whether the output should be in the 
XML format (default) or in the plain text format.

Both Orange4WS and ClowdFlows send the data and 
the processing request to the main web service operation, 
i.e. ToTrTaLe annotation, which is run on a remote 
server. The output is written into the output variable, and 
the possible errors are passed to the error variable. 
Additionally, the input parameter for post-processing 
defines if the post-processing scripts are run on the text. 
The post-processing scripts are Perl implementations of 
corrections for tagging mistakes described in Section 5.

Finally, the output string variable and the 
accumulated errors are passed on to the output of the web 
service, which is then sent back to the client.

4.1.3 Implemented widgets
Orange4WS and ClowdFlows can automatically 
construct widgets for web services, where each operation 
maps into one widget (thus, the web service described in 
this paper maps into two widgets). They identify the 
inputs and the outputs of the web service’s operations
from the WSDL description. In addition to implementing 
the web service operations described above, additional 
functionality was required to adequately support the user 
in using this web service and some additional platform 
specific widgets were implemented accordingly. These 
widgets, not exposed as web services, are run locally; in 
the case of Orange4WS they are executed on the user’s 
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machine, whereas in the case of ClowdFlows they are 
executed on the server hosting the ClowdFlows 
application.

Both in Orange4WS as well as in ClowdFlows, we 
implemented a widget called “Load Corpus” that opens a 
corpus in one of the formats supported by the web
service for parsing input data, and
service’s operation for converting input data
essentially read the user selected files, encode them in 
Base64 and send the file to the web service. Widgets 
return the output produced by the web service. 

4.2 ToTrTaLe workflows
The widgets implementing the existing 
components are incorporated into the workflows 
presented in Figure 1 and Figure 2. The figures
the implementation of the web service is platform
independent. In both figures the same workflow is 

Figure 1: A screenshot of the 

Figure 2: A screenshot of the 
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machine, whereas in the case of ClowdFlows they are 
ing the ClowdFlows 

as well as in ClowdFlows, we 
implemented a widget called “Load Corpus” that opens a 

supported by the web
internally calls the 

for converting input data. They
read the user selected files, encode them in 

Base64 and send the file to the web service. Widgets 
return the output produced by the web service. 

The widgets implementing the existing software 
components are incorporated into the workflows 

The figures show that 
service is platform-

the same workflow is 

shown: Figure 1 shows the workflow in the 
platform and Figure 2 the workflow in the
platform. On the left side of both figures, there is a 
widget repository, and the right side 
used for workflow construction
service widgets, the workflow
general-purpose widgets (e.g., file reading, file writing, 
construction of strings). 

The purpose of both workflows is essentially the 
same: they accept a file and read the file. Then the file is 
parsed from its original form into the p
representation of the file by the “Load corpus” widget
After the parsing of the file, the plain text representation 
is input into the ToTrTaLe widget
the annotated file in plain text
according to one of the input parameters. The final file 
can be viewed in the rightmost widget (String to file) of 
the corresponding workflows.

A screenshot of the ToTrTaLe workflow in the Orange4WS workflow edit

A screenshot of the the ToTrTaLe workflow in the ClowdFlows workflow editor,
available online at http://clowdflows.org/workflow/228/
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Figure 1 shows the workflow in the Orange4WS 
the workflow in the ClowdFlows 

. On the left side of both figures, there is a 
widget repository, and the right side presents the canvas 

workflow construction. Apart from our web 
the workflows contain also some 

purpose widgets (e.g., file reading, file writing, 

The purpose of both workflows is essentially the 
same: they accept a file and read the file. Then the file is 
parsed from its original form into the plain text 

by the “Load corpus” widget.  
After the parsing of the file, the plain text representation 

widget. The widget returns 
plain text or XML representation 

input parameters. The final file 
can be viewed in the rightmost widget (String to file) of 

workflow editor.

workflow editor,
http://clowdflows.org/workflow/228/.
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There is also a minor difference in the workflows 
presented in Figures 1 and 2: the Orange4WS workflow 
has more widgets than the ClowdFlows workflow. This 
is due to the fact that widgets for Orange4WS were 
implemented to accept input data from other widgets 
(String widget, Boolean widget, etc.), whereas the 
widgets for ClowdFlows were implemented to accept 
inputs directly as parameters (by double clicking on the 
widget). 

The sample output produced by either of the two 
workflows is shown in Figure 3. The figure 
shows the function of each token, the sentence splitter 
tags and also the morphosyntactic annotation of each 
token. The final output is in the form of plain text, where 
the input to the workflow was a Slovene PDF file.

Figure 3: A sample output from the ToTrTaLe
service, annotating sentences and to
and MSD tags on words.

5 Improving ToTrTaLe T
Post-processing based on the 
Analysis of Annotation

In this section we present the observed ToTrTaLe 
mistakes, focusing on Slovene, and propose some 
corrections to be performed in the post
The corpus used for the analysis consists of the papers of 
seven consecutive proceedings of Language Technology 
conferences, held between 1998 and 2010. T
construction of the corpus is described in Smailović and 
Pollak (2011).

5.1 Incorrect sentence segmentation
Errors in sentence segmentation originate mostly from 
the processing of abbreviations. Since the analysed 
examples were taken from academic
abbreviations leading to incorrect separat
are frequent.

In some examples the abbreviations contain the
period that is—if the abbreviation is not listed in the 

is also a minor difference in the workflows 
the Orange4WS workflow 

has more widgets than the ClowdFlows workflow. This 
is due to the fact that widgets for Orange4WS were 
implemented to accept input data from other widgets 

ring widget, Boolean widget, etc.), whereas the 
widgets for ClowdFlows were implemented to accept 
inputs directly as parameters (by double clicking on the 

The sample output produced by either of the two 
workflows is shown in Figure 3. The figure clearly 
shows the function of each token, the sentence splitter 

morphosyntactic annotation of each 
token. The final output is in the form of plain text, where 
the input to the workflow was a Slovene PDF file.

A sample output from the ToTrTaLe web 
service, annotating sentences and tokens, with lemmas 

Improving ToTrTaLe Through 
processing based on the 

nnotation Mistakes
In this section we present the observed ToTrTaLe 

and propose some 
corrections to be performed in the post-processing step.

consists of the papers of 
roceedings of Language Technology 
between 1998 and 2010. The 

construction of the corpus is described in Smailović and 

Incorrect sentence segmentation
Errors in sentence segmentation originate mostly from 
the processing of abbreviations. Since the analysed 
examples were taken from academic texts, specific 

leading to incorrect separation of sentences

ples the abbreviations contain the
if the abbreviation is not listed in the 

abbreviation repository—automatically interpreted as the 
end of the sentence. For instance, 
frequently used in referring to other authors in academic 
writing therefore incorrectly 
sentence, and the year of the publication is
treated by ToTrTaLe as the start of a
is now corrected in ToTrTaLe post

Note, however, that the period after the abbreviation 
does not always mean that 
continues. This is the case when 
at the end of the sentence (“ip
in this position). Consequently, in some cases
sentences are mistakenly tagged 
sentence. This mistake was also observed with the 
abbreviations EU or measures KB, MB, GB if 
at the last position of the sentence

5.2 Incorrect morphosyntactic annotations
The tagging also at times makes mistakes, 
occur systematically. One example is in subject 
complement structures. For instance
sentence “Kot podatkovne strukture so semantične mreže 
usmerjeni grafi.” [As data structures semantic networks 
are directed graphs.], the nominative plural feminine 
“semantične mreže” [semantic networks] is wrongly 
annotated as singular genitive feminine. 

Another frequent type of mistake, easy to correct, is 
unrecognized gender/number/case agreement between 
adjective and noun in noun phrases. For example, 
sentence “Na eni strani imamo semantične leksikone 
[On the one hand we have 
“semantične” [semantic] is assigned a feminine plural 
nominative MSD, while “leksikone” [lexicons] is 
attributed a masculine plural accusative tag. 

Next, in several examples, “sta” (second person, dual 
form of verb “to be”) is tagged as a noun. Even if “ST
can be used as an abbreviation (when written with capital 
letters), it is much more frequent as the word
auxiliary verb. 

5.3 Incorrect lemmatisation
Besides the most common error of wrong lemmatisation 
of individual words (e.g.,
lemmatised as “hipernimi” [hypernyms] and not as 
“hipernimija” [hypernymy]), there are systematic errors 
when lemmatising Slovene adjectives in comparative and 
superlative form, where the base form is not chosen as a 
lemma. Last but not least, there a
in the original text and due to

5.4 ToTrTaLe post-processing
The majority of the described mistakes are currently 
handled in an optional post-processing step, but should
be taken into consideration in future ve
ToTrTaLe, by improving tokenisation rules or changing 
the tokeniser, re-training the tagger with larger and better 
corpora and lexica, and improving the lemmatisation 
models or learner.
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automatically interpreted as the 
For instance, abbreviation “et al.”, 

frequently used in referring to other authors in academic 
writing therefore incorrectly implies the end of the 

year of the publication is mistakenly 
treated by ToTrTaLe as the start of a new sentence. This 
is now corrected in ToTrTaLe post-processing. 

the period after the abbreviation 
s mean that the sentence actually 

continues. This is the case when an abbreviation occurs 
“ipd.”, “itd.”, “etc.” are often 

Consequently, in some cases two 
sentences are mistakenly tagged by ToTrTaLe as a single 
sentence. This mistake was also observed with the 
abbreviations EU or measures KB, MB, GB if occurring

tion of the sentence just before the period.

Incorrect morphosyntactic annotations
The tagging also at times makes mistakes, some of which 
occur systematically. One example is in subject 
complement structures. For instance, in the Slovene 

“Kot podatkovne strukture so semantične mreže 
usmerjeni grafi.” [As data structures semantic networks 

the nominative plural feminine 
“semantične mreže” [semantic networks] is wrongly 
annotated as singular genitive feminine. 

frequent type of mistake, easy to correct, is 
unrecognized gender/number/case agreement between 

and noun in noun phrases. For example, in the 
“Na eni strani imamo semantične leksikone …” 

[On the one hand we have semantic lexicons...], 
semantične” [semantic] is assigned a feminine plural 

nominative MSD, while “leksikone” [lexicons] is 
attributed a masculine plural accusative tag. 

Next, in several examples, “sta” (second person, dual 
form of verb “to be”) is tagged as a noun. Even if “STA” 
can be used as an abbreviation (when written with capital 
letters), it is much more frequent as the word-form of the 

Incorrect lemmatisation
Besides the most common error of wrong lemmatisation 

e.g., “hipernimija” being 
lemmatised as “hipernimi” [hypernyms] and not as 
“hipernimija” [hypernymy]), there are systematic errors 
when lemmatising Slovene adjectives in comparative and 
superlative form, where the base form is not chosen as a 
lemma. Last but not least, there are typographic mistakes 

end-of-line split words.

rocessing
The majority of the described mistakes are currently 

processing step, but should
be taken into consideration in future versions of 
ToTrTaLe, by improving tokenisation rules or changing 

training the tagger with larger and better 
corpora and lexica, and improving the lemmatisation 
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In the current post-processing implementation we 
added a list of previously unrecognized abbreviations 
(such as “et al.”, “in sod.”, “cca.”) to avoid incorrect 
redundant splitting of the sentence. 

We corrected the wrongly merged sentences by 
splitting them into two different sentences if certain 
abbreviations (such as “etc.”) are followed by an upper-
case letter in the word following the abbreviation.

Other post-processing corrections include the 
correction of adjective-noun agreement, where we 
assume that the noun has the correct tag and the 
preceding adjective takes its properties.

Some other individual mistakes are treated in the 
post-processing script, but not all the mistakes have been 
addressed.

6 Use Case: Using ToTrTaLe in the
Definition Extraction Workflow

In this section we present the usefulness of the presented 
annotation web service implementation for the task of 
definition extraction.

The definition extraction workflow, presented in 
detail in Pollak et al. (2012a), was implemented in the 
ClowdFlows platform and includes several widgets. The 
workflow starts with two widgets presented in the 
previous sections:
 Load corpus widget, which allows the user to 

conveniently upload her corpus in various formats,
and

 ToTrTaLe tokenization, morphosyntactic annotation
and lemmatization service for Slovene and English.

The workflow’s main components for definition 
extraction are implemented in the following widgets:
 Pattern-based definition extractor, which seeks for 

sentences corresponding to predefined lexico-
syntactic patterns  (e.g., NP [nominative] is a NP 
[nominative]),

 Term recognition-based definition extractor, which 
extracts sentences containing at least two domain-
specific terms identified through automatic term 
recognition,

 WordNet- and sloWNet-based definition extractor, 
which identifies sentences containing a wordnet term 
and its hypernym.

In addition, several other widgets have been 
implemented (Pollak et al., 2012a): 
 Term extractor widget implementing the LUIZ term 

recognition tool (Vintar, 2010) that we can use 
separately for extracting the terms from the corpus 
as well as the necessary step for the second 
definition extraction method,

 Term candidate viewer widget, which formats and 
displays the terms (and their scores) returned by the 
term extractor widget,

 Sentence merger widget, which allows the user to 
join (through intersection or union) the results of 
several definition extraction methods,

 Definition candidate viewer widget, which, similarly 
to the term candidate viewer widget, formats and 
displays the candidate definition sentences returned 
by the corresponding methods.

The three definition extraction methods, implemented as 
separate operations of one web service, are described in 
some more detail below.
 The first approach, implemented in the pattern-

based definition extraction widget, is the traditional 
pattern-based approach. We created more than ten 
patterns for Slovene, using the lemmas, part-of-
speech information as well as more detailed 
morphosyntactic descriptions, such as case 
information for nouns, person and tense information 
for verbs, etc. The basic pattern is for instance “NP-
nom Va-r3[psd]-n NP-nom” where “NP-nom”
denotes a noun phrase in the nominative case and the 
“Va-r3[psd]-n” matches the auxiliary verb in the 
present tense of the third person singular, dual or 
plural and the form is not negative, in other words it 
corresponds to “je/sta/so” [is/are] forms of the verb 
“biti” [to be]. As there is no chunker available for 
Slovene, the basic part-of-speech annotation 
provided by ToTrTaLe was needed for determining 
the possible noun phrase structures and the positions 
of their head nouns.

 The second approach, implemented in the term 
recognition-based definition extraction widget, is 
primarily tailored to extract knowledge-rich contexts 
as it focuses on sentences that contain at least n
domain-specific single or multi-word terminological 
expressions (terms). The parameters of this module 
are the number of terms, the number of terms in the 
nominative case, if a verb should figure between two 
terms, if the first term should be a multi-word term 
and if the sentence should begin with a term. For 
setting these parameters, the ToTrTaLe information 
was needed.

 The third approach, implemented in the WordNet-
based definition extraction widget, seeks for 
sentences where a wordnet term occurs together with 
its direct hypernym. For English we use the 
Princeton WordNet (PWN) (Fellbaum, 1998), 
whereas for Slovene we use sloWNet (Fišer and 
Sagot, 2008), a Slovene counterpart of WordNet.
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Figure 4: The definition extraction workflow

7 Conclusions and Further 
In this paper we presented the ToTrTaLe 
demonstrated how it can be used in workflows in two 
service-oriented data mining platforms
ClowdFlows. Together with the ToTrTaLe web service, 
we developed a series of widgets (workflow components) 
for pre-processing the text, consisting of reading the text 
corpus files in various formats, tokenising the text, 
lemmatising and morphosyntactically annotating it, as 
well as adding the sentence boundaries, followed by a 
post-processing widget for error correction. 

Before starting this work, initially p
Pollak et al. (2012b), the ToTrTaLe tool
existed as a web application for Slovene, where the user 
was able to upload and add the text, but the novelty is 
that a web service implementation now enables the user 
to use ToTrTaLe as a part for various other NLP 
applications. For illustration, this paper presents the use 
case of ToTrTaLe in an elaborate workflow, which 
implements definition extraction for Slovene and 
English.

In further work we plan to develop other
for the processing of the natural language, especially for 
Slovene, where the ToTrTaLe web service will be used 
as the initial step.
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Kollár, Peter Korošec, Valery Korzhik, Agnes Koschmider, Jure Kovač, Andrej Krajnc, Miroslav Kubat, Matjaz
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