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Johann Eder (Austria)
Ling Feng (China)
Vladimir A. Fomichov (Russia)
Maria Ganzha (Poland)
Sumit Goyal (India)
Marjan Gušev (Macedonia)
N. Jaisankar (India)
Dimitris Kanellopoulos (Greece)
Samee Ullah Khan (USA)
Hiroaki Kitano (Japan)
Igor Kononenko (Slovenia)
Miroslav Kubat (USA)
Ante Lauc (Croatia)
Jadran Lenarčič (Slovenia)
Shiguo Lian (China)
Suzana Loskovska (Macedonia)
Ramon L. de Mantaras (Spain)
Natividad Martínez Madrid (Germany)
Angelo Montanari (Italy)
Pavol Návrat (Slovakia)
Jerzy R. Nawrocki (Poland)
Nadia Nedjah (Brasil)
Franc Novak (Slovenia)
Marcin Paprzycki (USA/Poland)
Ivana Podnar Žarko (Croatia)
Karl H. Pribram (USA)
Luc De Raedt (Belgium)
Shahram Rahimi (USA)
Dejan Raković (Serbia)
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This paper presents an intelligent interpretation of ultrasonic C-scan results for carbon-fiber-reinforced 
plastic (CFRP) panels by using fuzzy logic approach. Ultrasonic C-scan results have relatively low 
resolution and poor imaging quality in anisotropic composites due to the speckle noise produced by the 
interference of backscattered signals. In this study, fuzzy logic was implemented to accurately determine 
a defect’s shape and size and to avoid over-segmentation and under-segmentation. For this, first, a 3×3 
mask was considered to define the central value and the mean value within the C-scan amplitude data. 
Then, five linguistic labels for the central value and mean value were defined as: very low, low, neutral, 
high, and very high so as to determine fuzzy sets for the fuzzy inference system (FIS). Combined with 25 
fuzzy rules, the FIS was capable of making decisions based on fuzzy sets and fuzzy rules. Experimental 
results demonstrated this fuzzy logic method can detect the size and shape of sub-surface delamination 
correctly, and restrain the noises effectively. The authors believe this approach for automatic defect 
detection and classification can be an integral part of the development of an intelligent NDE expert 
system for composite structures in the future, thus making defect evaluation process much easier and 
more accurate. 

Povzetek: Predstavljena je inteligentna metoda mehke logike za analizo z ogljikom ojačane plastike. 

1 Introduction 
Carbon-fiber-reinforced plastic (CFRP) panels are now 
widely being used in many structural applications, 
especially in the aviation industry, due to their superior 
thermal and physical properties compared to metals. 
However, low velocity impacts, for instance, bird or hail 
strikes on an aircraft, can cause impact damage in CFRP 
structures. Such damage can take the form of cracking, 
delaminations, or fiber fractures [1, 2]. The damages in 
CFRP structures are usually complicated and highly 
dependent on the properties of the constituent materials, 
fiber orientation, stacking sequence, and nature of 
loading [3]. Therefore, a fast and reliable non-destructive 
evaluation (NDE) process is constantly required to 
economically ensure the integrity, safety, and reliability 
of these structures. Ultrasonic NDE is increasingly being 
used in composite inspection because of its large surface, 
speed, and non-contact testing capabilities [4-7]. 
However, due to the anisotropic properties and non-
homogeneous behavior of these structures, they have 
brought a lot of challenges in the NDE industry. One 
critical problem is how aggressively to decide whether or 
not variations in the C-scan results are defects [8]. 
Another problem is the risk of under-segmentation or 
over-segmentation of the defect area. Both incidents will 
affect the size, location, and even features of defects, 
which are critical for defect evaluation. To meet these 

challenges, various imaging segmentation approaches [9, 
10] have been reported to aid the inspection technique. 
Most segmentation algorithms are based on discontinuity 
and similarity. In the first category, an abrupt change in 
density is considered as the edge. Typical edge detection 
algorithms are Laplacian of a Gaussian (LoG) and Zero 
crossings. In the second category, segmentation is 
achieved by partitioning an image into similar density 
regions according to a set of predefined criteria. Image 
thresholding and region growing, splitting and merging 
are typical algorithms in this category. However image 
segmentation is still one of the most difficult tasks in 
image processing. Segmentation accuracy determines the 
eventual success or failure of computerized analysis 
procedures [10]. A study has demonstrated that rule 
based algorithms have better performance than the 
traditional image segmentation method in distinguishing 
defect areas [11, 12]. 

For this work, a rule based fuzzy logic approach was 
applied to solve this problem. The algorithm utilizes the 
fuzzy inference system of a center element and its eight 
neighboring elements to define a new objective function 
and determine the variance by classifying the function. 
The paper is organized as follows: a discussion of the 
basic theory, algorithm of fuzzy logic rules, and the 
experimental setup. They are then followed by the 
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experimental result. Finally, conclusions are provided at 
the end. 

2 Fuzzy logic theory and application 
Fuzzy logic originally developed by Zadeh [13] is not a 
logic that is fuzzy, but the logic that is used to describe 
fuzziness. It is an integral component of an expert system 
and has been widely implemented in many control and 
prediction systems because it can tackle many problems 
under various assumptions and approximations with 
greater accuracy. In addition, its extraordinary 
controlling and reasoning capabilities have also made it 
popular in many complex industrial systems. In a fuzzy 
system, it is possible to define expert knowledge even if 
statistical data is not available. A fuzzy rule is 
mathematically described as a fuzzy relation between the 
sets describing the antecedent and consequent. Each rule 
in a fuzzy logic is expressed by the following relation 
[14]: 

�� �	� ���, 
�, �
��, 
��	|	��, 
� 	∈ �� 	� �� , �
��, 
� 	∈ �1,0�	�   (1) 

 
where, x ∈X and y ∈ Y, �� and �� are fuzzy subsets 

of the domains X and Y associated with linguistic labels, ����, 
�  is a fuzzy relation defined on the Cartesian 
product universe X × Y.  

A general fuzzy inference system (FIS) is shown in 
Figure 1. It consists of crisp input, fuzzifier, knowledge 
base, inference methods, deffuzifier, and a crisp output. 
The FIS takes a crisp input and determines the degree to 
which they belong to each of the appropriate fuzzy sets 
via membership functions. A membership function is a 
curve that defines how each point in the input space is 
mapped to a membership value. The fuzzifier then 
measures the value of input variables and performs a 
scale mapping that transfers the range of values of input 
variables into corresponding universes of discourse. The 
knowledge base consists of fuzzy sets and fuzzy rules. 
Fuzzy sets provide the necessary definitions which are 
used to define linguistic rules and fuzzy data 
manipulation, and fuzzy rules characterize the control 
goals and control policy of domain experts by means of a 
set of linguistic control rules. 

 
Figure 1: Fuzzy Inference System. 

The inference method is the kernel of the FIS and it 
has the capability of making decisions based on fuzzy 
sets and fuzzy rules. Finally, defuzzifier performs a scale 
mapping that converts the range of values of output 
variables into corresponding universes of discourse. 

3 Fuzzy logic algorithm 

3.1 Central value and local mean value 
The C-scan result obtained from ultrasonic testing is a 
2D matrix corresponding to the plan-type view of the 
location and size of the test specimen. Each element of 
the matrix indicates the coordinate and the amplitude of 
received signals. Let ���, �� be the ultrasonic amplitude 
data of the element ��, �� in a two dimensional M	�	N 
matrix. The mask is defined as a (2m+1) �	 (2n+1) 
window centered at ��, ��  where m and n are integers. 
This window will go through each element to obtain 
central amplitude and local mean amplitude values of 
every element in the M	�	N matrix.  Note that the 
window’s shape is not necessarily a square.  The central 
amplitude value is: 

����, �� 	� ���, ��																																		�2� 
The local mean of an element ��, �� can be computed as: 

����, �� � �
� !"���� #"��∑ ∑ ��%, &��"!'(�)!*"#+(*)#  (3) 

In equations (2) and (3), the parameters of the central 
value distribution and local mean value distribution for a 
given matrix are strongly dependent on the window size 
(2m+1) �	(2n+1). For this, the data are assumed strongly 
correlated between the central element and its  � � , -1 neighbors. Thus, the computed central amplitude and 
local mean amplitude will increase as the window size is 
increased. The window size also depends on the detail 
pattern as well as the C-scan data “resolution” (step 
increment of x and y axes). Higher resolution C-scans 
should use larger window sizes to facilitate the 
visualization of local details. However, a large window 
increases the computational requirement. Thus, there is a 
trade-off between the enhancement of local details and 
computational loading when determining the proper 
window size. In this study, to simplify the task, we 
choose	� � , � 1 , i.e. a 3 � 3  window as shown in 
Figure 2. For the given CFRP specimen A, the 2D matrix 
of C-scan result has 361 � 961  elements. A 3 � 3 
window is large enough to carry sufficient detail and 
small enough to keep lower computational time in the 
whole 2D matrix area.  

1 - 2,	 
3 - 2 

1, 
3 - 2 

1 4 2, 
3 - 2 

1 - 2, 
3 1, 3 1 4 2, 

3 
1 - 2, 
3 4 2 

1, 
3 4 2 

1 4 2, 
3 4 2 

Figure 2: Applied 3 � 3 mask with � � , � 1. 

3.2 Membership functions 
The central value and local mean value for a 3 x 3 mask 
were used to define the membership functions. For this, 
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five linguistic labels for the central value and the mean 
value were defined as very low, low, neutral, high, and 
very high. These levels are based on threshold values for 
each element amplitude signal value. For example, low 
amplitude indicates less received ultrasonic signal, which 
has a greater probability to be classified as a defect. The 
central value classes are denoted as CVL, CL, CN, CH, and 
CVH. Similarly, the local mean value is classified as MVL, 
ML, MN, MH, and MVH. To separate different classes, 4 
groups predefined thresholds 5�,	6� 	…… 	58, 68 are used 
as shown in Figure 3. These threshold values are 
determined experimentally. As an example, if a central 
amplitude value falls into the range of	�	69, 58	�, it will be 
classified to “High” as CH. If the value falls into [α9,	β9], 
it partially belongs to both “Neural” and “High”.  In this 
case, 2 fuzzy rules are fired to determine the output 
linguistic label of this value. Similar functions and 
classes are determined for local mean values. Different 
values fall into different intervals and are classified into 
the corresponding linguistic labels (classes) 
appropriately. The linguistic labels and membership 
functions are depicted in Figure 3. 

 
Figure 3: Input variable membership functions and 

thresholds. 

For the output variable, 5 labels were attributed: VL 
(Very Low) indicating it is a positive defect, L (Low) 
indicating a potential defect, N (Neutral) indicating it 
may or may not be a defect, H (High) indicating a 
potential good area, and VH (Very High) indicating a 
positive good area. The inference method proposed by 
Sugeno was utilized in the output which is a constant 
value for each linguistic label of the variable in the range 
[0, 1]. The 5 output linguistic labels OVL, OL, ON, OH, and 
OVH are shown in Figure 4. 
 

 
Figure 4: Output variable membership functions and 

thresholds. 

3.3 Fuzzy logic rules 
In the fuzzy inference system, fuzzy rules are usually 
elaborated arbitrarily based on experience and expert 

decision. It is impractical or impossible to find exact rule 
sets made by a mathematical formula or model. 
Especially for sufficiently complex problems, such as 
defect detection, mathematical methods cannot generate 
accurate sets of rules.  In this case, mathematical 
methods can only support rules that have already been 
created.  Thus, manual intervention based on expert 
knowledge is still required. Although most fuzzy rules 
cannot be accurately developed by a mathematical 
method, if one of the rules is wrong, even greatly wrong, 
the fuzzy inference system will compensate for the error 
just by firing the other correct rules. However, fuzzy 
rules should be decided carefully by using prior 
knowledge and NDE expert experience to avoid 
underperformance in the fuzzy inference system. These 
rules should be tested vigorously and refined if 
necessary. 

For this study, two variables (central value and local 
mean value) are utilized as fuzzy inference system 
inputs; fuzzy logic rules are defined as the following: 

 
 
 
 
 

Rule 
Number 

Inputs 
 
 
 
 
 

Outputs (O) 
Central 

Value(C) 
Mean 

Value(M) 

 

R1 VL VL L Positive 
defect 

R2 VL L VL Positive 
defect 

R3 VL N L Potential 
defect 

R4 VL H N May or not 
be a defect 

R5 VL VH H Potential 
good area 

R6 L VL VL Positive 
defect 

R7 L L L Potential 
defect 

R8 L N N May or not 
be a defect 

R9 L H H Potential 
good area 

R10 L VH VH Positive 
good area 

R11 N VL L Positive 
defect 

R12 N L L Potential 
defect 

R13 N N N May or not  
be a defect 

R14 N H H Potential 
good area 

R15 N VH VH Positive 
good area 

R16 H VL L Potential 
defect 

R17 H L N May or not 
be a defect 

R18 H N H Potential 
good area 
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Rule 
Number 

Inputs 
 
 
 
 
 

Outputs (O) 
Central 

Value(C) 
Mean 

Value(M) 

 

R19 H H H Potential 
good area 

R20 H VH VH Positive 
good area 

R21 VH VL N May or not 
be a defect 

R22 VH L H Potential 
good area 

R23 VH N VH Positive 
good area 

R24 VH H VH Positive 
good area 

R25 VH VH VH Positive 
good area 

Table 1: Fuzzy logic rules. 

In the fuzzy inference system, multiple rules can fire 
at once. For instance, if a central value falls into the 
region of [5<,	6< ], the overlap part of linguistic labels 
“Neutral” and “High”, both rules will fire. In case the 
value is more “High” than “Neutral”, the “High” rule 
will generate a stronger response. The fuzzy algorithm 
will evaluate the result that fired based on fuzzy rules in 
Table 1, and use an appropriate defuzzification method to 
generate the output response.  

To make the fuzzy rules easy to visualize, a fuzzy 
associate matrix is depicted in Table 2. 
 

Mean 
Central VL L N H VH 

VL VL VL L N H 

L VL L N H VH 

N VL L N H VH 

H L N H H VH 

VH N H VH VH VH 

Table 2: Fuzzy rules in associative matrix. 

As shown in Table 2, more weight is attributed to the 
mean values than central values. For instance, if the 
mean value is VH, but the central value is L, the central 
value is “isolated” by its 8 neighbors. Such a point 
should be considered as an independent “mutation” point 
due to the possibility of noise or system error. Therefore, 
mean values are given more weight than central values to 
make sure the local defect information in 3 � 3 window 
does not contain a misjudged signal mutation caused by 
noise. Eventually the output result of this point will be 
VH. 

3.4 Defuzzification 
For this study, the central of area (COA) defuzzification 
method [15] was utilized to obtain a crisp output value 

from FIS. In the COA method, first the area under the 
scaled membership functions and within the range of the 
output variable is calculated. Then, the geometric center 
of this area is obtained by using the following equation: 


=∗ � ∑ ?@�A@B@CD∑ ?@B@CD    (4) 

where: y=∗ is the desired crisp defuzzification value with the 
COA method. �� is the i th membership degree of input variables. F�  is the i th output class center (output variables 
membership function). 

n  is the number of elements in a fuzzy set. 
 

The prod method is applied to both of the 
conjunction evaluation of the rule antecedents and fuzzy 
rules implication. The aggregation of the rule outputs is 
carried out by the sum method. Experiment values of 
input variables are pre-determined with expert 
knowledge as follows:  

 
Membership functions of central value: �GD � 0.09,	�ID � 0.11, �GJ � 0.15,	�IJ � 0.17, �G< �0.19,	�I< � 0.21,	�GM � 0.25,	�IM � 0.27 
 
Membership functions of the mean value: NGD � 0.13 , 	NID � 0.15 , NGJ � 0.17 , 	NIJ � 0.19 , 
NG< � 0.19,	NI< � 0.21,	NGM � 0.22,	NIM � 0.23 
 
Corresponding to Figure 3, output class center F� are pre-
determined as: F� � 0, F � 0.25, F9 � 0.5, F8 � 0.75, and FO � 1  
 

A simple demonstration is given below to briefly 
explain how the fuzzy logic algorithm works. For one 
certain element in a 2D matrix of C-scan result, its 
central amplitude value is 0.105 V and its mean 
amplitude value (in 3 � 3  window) is 0.227 V. 
According to the input membership sets and defined 
fuzzy rules, during the fuzzy-inference process, 4 fuzzy 
logic rules are fired in parallel: 

 
Rule 4  �8 		� ���PQ� � 	��NR� 		� 0.125 � 0.15 � 0.18175	 → 	�8		�,		U      (F9 � 0.5) 

 
Rule 5  �O 		� ���PQ� � 	��NPR� � 0.125 � 0.35 � 0.04375	 → 	�O		�,		W      (F8 � 0.75) 

 
Rule 9  �X 		� ���Q� 		� 	��NR� 		� 0.375 � 0.15 � 0.05625	 → 	�X		�,		W      (F8 � 0.75) 

 
Rule 10  ��Y � ���Q� 		� 	��NPR� � 0.375 � 0.35 � 0.13125	 → 	��Y	�,		ZW   (FO � 1) 

Based on equation (4), the fuzzy output  
∗  with 
COA method can be obtained: 


=∗ � ∑ �� � F�#�(�∑ ��#�(�
 

� �0.18175 � 0.5 4 0.04375 � 0.75 4 0.05625 
													� 0.7 4 0.13125 � 1�/�	0.5 4 0.75 4 0.75 4 1�  

� 0.8625             (5) 
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The fuzzy logic output  y∗  of C-scan data will be 
normalized to 0~255 and plot in 2D matrix 
corresponding to column and index, shown as a gray-
level image. 

4 Experimental setup 
The immersion ultrasonic system with associated 
instrumentation used to inspect the CFRP panel is shown 
in Figure 5. A 5 MHz dual element Panametric 
transducer with a 2 inch focal length was utilized in a 
pulse-echo mode for the inspection. The standoff 
distance between the transducer and the panel was set to 
2 inches and the scan was conducted at an increment of 
0.01 inches.  

 
Figure 5: Immersion ultrasonic testing system. 

 

  
(a) Optical image of specimen A (b) Optical image of specimen B 

  
(c) Defect map of specimen A (d) Defect map of specimen B 

Figure 6: Optical images and defect maps of specimen A and B. All dimensions are in mm. 

To verify the application of fuzzy logic defect 
detection, two different CFRP panels with predefined 
phantom defects, i.e. delamination defects due to impact 
damage were considered. These delamination defects 
were artificially simulated by impacting the panel with 
an external object of known energy. These defects are 
difficult to recognize by visual inspection, but have 
severely progressed within the panel. Specimen A is a 
102 � 257 � 4.445 mm panel which consists of impact 
damage at three different locations. Similarly, specimen 
B measured 200 � 300 � 3.581 mm in dimensions. The 
optical images and defect maps of each specimen are 
shown in Figure 6.  

5 Result and discussion 
The fuzzy logic algorithm as described earlier, was 
applied to the ultrasonic C-scan results (maximum back 
wall amplitude data) obtained from both panels to verify 
the versatility and stability of the fuzzy inference system. 
The proposed method was implemented in MATLAB 
R2012b. The reconstructed raw C-scan results are 
presented in Figure7, where defect areas are represented 
by dark shade of gray i.e. significant drop in pulse-echo 
signal amplitude. The shaded area labeled “Marker” in 
Figure 7 is the marker that was attached to the panel for 
indication purposes. 

  
(a) Reconstructed C-scan image of specimen A (b) Reconstructed C-scan image of specimen B 

Figure 7: Reconstructed C-scan result for CFRP panels. 
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1 2 3 

4 5 6 
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The fuzzy logic output of ultrasonic C-scan data for 
CFRP panels A and B are normalized and plotted in 8 bit 
grayscale images (256 gray-level) as shown in Figure 8.  
Figure 8 (a) and (b) are the fuzzy logic output results 
with the COA defuzzification method. From the results 
obtained, the fuzzy logic method is able to detect the 

defects with more confidence by eliminating the 
background compared to the raw C-scan image as in 
Figure 7 (a) and (b). The defect outline present is more 
distinct to recognize, allowing post-processing work such 
as measurement of defect size, shape, and location to be 
much easier. 

 

 

 

 

(a) Specimen A fuzzy logic output result image with the 
COA defuzzification method 

(b) Specimen B fuzzy logic output results image with 
the COA defuzzification method 

Figure 8: Fuzzy logic output results. 

To demonstrate the effectiveness and robustness of 
the fuzzy logic method applied, defects in specimen A 
and 3 of 6 defects in specimen B are shown in Figure 9 
and Figure 10, respectively. The experiment results 
indicate that the fuzzy logic method has satisfied 
performance on both CFRP panels (sample A and B), 
which have different carbon fiber orientation and 
laminates. As shown in Figure 9 and Figure 10, fuzzy 
logic results provide a clear and smooth edge area for all 
defects in sample A and B. The fuzzy logic method is 
able to remove the background noise in C-scan images to 
obtain high contrast and enhanced images.  
 

  
(a) C-scan image of 

sample A defect 1 
(b) Fuzzy result of 

sample A defect 1 

  
(c) C-scan image of 

sample A defect 2 
(d) C-scan image of 

sample A defect 2 

  
(e) C-scan image of 

sample A defect 3 
(f) C-scan image of 

sample A defect 3 

Figure 9: Comparison of C-scan images and fuzzy 
logic results of 3 defects in specimen A. 

 

  
(a) C-scan image of 

sample B defect 1 
(b) C-scan image of 

sample B defect 1 

  
(c) C-scan image of 

sample B defect 2 
(d) C-scan image of 

sample B defect 2 

  
(e) C-scan image of 

sample B defect 3 
(f) C-scan image of 

sample B defect 3 

Figure 10: Comparison of C-scan images and fuzzy 
logic results of 3 defects in specimen B. 

For subjective evaluation, fuzzy logic output results 
are compared to the reconstructed C-scan images side by 
side in Figure 9 and Figure 10. From the results obtained, 
the fuzzy logic method is able to detect the defects with 
more confidence by eliminating the noises seen in the C-
scan images on the left side. The fuzzy logic output is 
capable of providing higher contrast of the defect area 
which allows NDE inspector make accurate decisions to 
identify the defect size and location. 

In addition to the perceived image quality with 
human visual system (HVS), for objective evaluation, 
peak signal-to-noise ratio (PSNR) and contrast signal-to-

Marker 

Marker 
Hole 

Hole 
1 inch 1 inch 
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noise ratio (CNR) are employed for quantitative 
assessment. The fuzzy logic result and C-scan result are 
tested to demonstrate the image quality and robustness of 
the fuzzy logic method,  
The PSNR is given as: 

\]U� � 10 ⋅ log�Y bN�cd
 

N]e f																	�6� 
 
Where: N�cd   is the maximum possible pixel value of 

the image. In this study, all pixels are 
represented using 8 bits gray levels, here N�cd is 255. 

MSE  is the mean squared error between two 
compared images. 

 
The CNR is given as: 

�U� � ]� - ]g
hi� 4 ig 																																						�7� 

 
Where:   ]� and ]g are the mean values inside and outside 

the ROI respectively i� and ig  are the standard deviations, 
respectively 

ROI CNR 
(dB) 

PSNR 
(dB) 

Sa
m

pl
e 

A
 

Whole 
Sample 

C-scan result 5.63  
6.17 Fuzzy logic 8.97 

Defect 
1 

C-scan result 5.09  
7.18 Fuzzy logic 6.20 

Defect 
2 

C-scan result 4.38  
7.08 Fuzzy logic 5.07 

Defect 
3 

C-scan result 3.83  
7.47 Fuzzy logic 4.69 

Sa
m

pl
e 

B
 

Whole 
Sample 

C-scan result 3.88  
10.06 Fuzzy logic 5.38 

Defect 
1 

C-scan result 3.15  
10.20 Fuzzy logic 4.37 

Defect 
2 

C-scan result 3.79  
9.32 Fuzzy logic 4.74 

Defect 
3 

C-scan result 2.11  
10.34 Fuzzy logic  2.95 

Table 3: Experimental comparison of CNR & PSNR. 

From Table 3, it can be verified that the CNR of the 
fuzzy logic output is higher than C-scan result. The 
PSNR has the close value in sample A and B, indicating 
the quality of the fuzzy logic method is robust and 
reliable. Further, note that the PSNR value of fuzzy logic 
output has an average increase of 6.98 dB in sample A 
and 9.98 dB in sample B compared to C-scan results. 
Since the applied method provides good performance in 
both CNR and PSNR, it can be seen that the proposed 
super-resolution reconstruction method is effective in 
resolution enhancement. 

6 Conclusions 
Analysis of the raw C-scan result of composites may not 
provide the reliable classification of different regions 
(defect, non-defect). A fuzzy logic methodology is 
applied to classify the defect and non-defect areas in 
CFRP panels with simulated delamination defects. The 
experimental results obtained for these panels have 
demonstrated the effectiveness of the applied method. It 
can be used as preprocessing of defect segmentation to 
reduce the computation complexity and time. However, 
membership function and fuzzy rules need to be adjusted 
for different types of CFRP materials to achieve better 
performance. An automated classification of defect and 
non-defect areas in composites remains a challenging job 
which requires a considerable amount of research work 
to be carried out in future. In addition, the performance 
of the system can also be improved by studying the 
correlation between the damage mechanism and the data 
distribution, and by applying more sophisticated 
algorithms. Further, better performance can be achieved 
by constantly updating the knowledge and rules so that 
the systems can adapt to new kinds of problems. 
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Single pass clustering algorithm is widely used in topic detection and tracking. It is a key part of 

network topic detection model. In the process of single pass algorithm, clustering results are not 

satisfactory, and the similarity matching would be reduced. Focusing on these two defects, this paper 

physically reconstructs web information into a volume, in which every document contains “theme area” 

and “details area”. To improve single pass clustering algorithm, this paper uses “theme area” to detect 

topics and apply the whole document to distinguish subtopics, while central vector model is used to 

denote topics. Experimental results indicate that the model based on text reconstruction performs well in 

detecting network topics and distinguishing subtopics. 

Povzetek: Razvita je nova metoda za zaznavanje teme omrežja na osnovi tekstovne analize. 

1 Introduction 
Network public opinion inclines to express the public 

attitudes towards social problems of the world, which are 

described as hot topics in Internet. The netizens focus on 

the hot topics by reading, releasing and quoting 

information of kinds forms, such as web news, BBS 

posts, blog articles and so on. Therefore, detecting 

network hot topic quickly and efficiently is the key to 

grasp the rules of public sentiment changing. Topic 

detection and tracking (TDT) technology is to provide a 

core technology to identify a new topic in the web 

information and group stories on the same topic from 

huge volume of information that arrives daily. TDT 

automatically detects hot information of public opinions, 

is a kind of critical technology in the field of natural 

language processing and information retrieval. 

2 Related work 
The TDT technology is intended to explore techniques 

for detecting the appearance of new topics and tracking 

the reappearance and evolution of them, and is widely  

 

 

 

 

used to detect network hot topics. Researchers at home 

and abroad have done lots of researches on network 

topics.  

Earlier researchers focus on selecting and combining 

clustering algorithms. Ron Panka and James Allan [1] 

use a single pass clustering algorithm and a novel 

thresholding model that incorporates the properties of 

events as a major component. Ref. [2] adopts Group 

Average Clustering (GAC) clustering techniques to 

detect a novel event. The task of TDT is to automatically 

detect novel events from a temporal-ordered stream of 

news stories. In addition, Ron Papka [3] makes 

comparisons among many clustering algorithms, and 

tries to solve problems of OTD by putting clustering 

algorithms together reasonably. 

In above researches, all the stories and there related 

topic are at one level, and one of stories belongs to one 

topic. However, the whole topic may pivot on multiple 

points and one story also can cover more than one topics. 

In order to express these characteristics, hierarchical 

topic detection (HTD) is put forward in TDT2004. 

Participants in this task are no longer required to submit 

flat cluster partitions, but to generate a directed a cyclic 

graph (DAG). Each graph has a root node, which is an 

mailto:zhuzhfyt@163.com
mailto:wpp870213@163.com
mailto:jzp@sdu.edu.cn
mailto:lianghao3141@126.com
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ancestor of all other clusters. And each node represents a 

topic at a specific granularity, which can overlap or 

subsume each other. Hierarchical Agglomerative 

Clustering (HAC) is an effective method to generate 

hierarchical structures. Researchers, such as Trieschnigg 

[6], present a scalable architecture for HTD and compare 

several alternative choices for agglomerative clustering 

and DAG optimization in order to minimize the HTD 

cost metric.  

Civil researches pay attention to topic’s hierarchy 

and time sequence, combine natural language processing 

techniques to detect network topics. Ref. [7] divides all 

data into groups and clusters in each group to produce 

micro-clusters, and then groups all micro-clusters to final 

topics.  

This paper proposes the thought of text 

reconstruction and applies it to improve single pass 

clustering algorithm. The method both increases 

processing speed in single pass clustering and considers 

hierarchical structures of topics. 

3 Topic detection model 

3.1 Topic/Story Model 

Every story di in a topic is expressed as 

di=(item1,wi1,...itemj,wij,...,itemm,wim); where wij is 

computed by TF-IDF. In this paper, we considers the 

term’s position in the story when we compute term 

frequency, as formula (1): 

 







m

k

kik

iij

ij

nNtf

nNt
w

1

2
)01.0log(

))01.0log((

               (1) 

Where )()(5 texttftitletftf ijijij  , )(titletf ij is the 

frequency of term termj occurrence in the title of the 

story, m is the number of terms, N is the number of 

stories in the topic, ni is the number of stories which 

contains term ti. 

Many related stories make up a topic, this paper adopt a 

central vector to build topic model. The central vector is 

described as (item1,w1,...,itemj,wj,...,itemm,wm), the 

weight of the term is the average of all the stories, 

computed by formular (2): 

),(),( TtStoryNumwTtw
STd

ijj

i





             (2) 

Where wj(t,T) is the weight of term itemj in the t 

statistical time, StoryNum(t,T) is the number of all 

stories in topic T at the time. 

The new coming story S is expressed as (item1,ws1,..., 

itemj,wsi,..., itemm,wsm) by vector space model, where 

itemj is the term, wsi is the weight of term si in story S. 

The paper adopts classical cosine similarity to compute 

the similarity between story S and topic T. 

3.2 Topic Detection Algorithm 

Single pass incremental clustering algorithm is widely 

used in TDT; it has simple thought and faster processing. 

The algorithm sequentially process documents using a 

pre-specified order. The current document is compared to 

all existing topics, and it is merged with the most similar 

topics if the similarity exceeds a certain threshold. Single 

pass clustering is discussed in detail as Table 1. 

Table 1: Single pass algorithm description. 

Input: the new stories  

Output: some clusters 

Process: 

Step1 Read in a new story S; 

Step2 Compute similarity Sim(S,Ti) between S and each cluster existing at its 

processing time.  

Step3 The story S is assigned to the cluster T, when 

),(maxarg),( i
i

TSSimTSSim   and ),( TSSim （  is a threshold）; 

Step4 If the story S fails a certain similarity test it becomes a new cluster T’; 

Step5 If story S is not the last, go to Step1. 

 

4 Text reconstruction–based 

hierarchy topic detection model 
TDT can detect network hot information which reflects 

public opinion, and it is the basic work of public opinion 

analysis. This paper focuses on improving the results of 

single pass clustering algorithm in TDT and introduces 

the thought of text reconstruction. It separates 

information collected from internet into “theme area” and 

“details area”. In addition, this paper adopts central 

vector to represent a topic, in order to increase 

processing speed when a story matches each topic.  

4.1 Topic Structure 

Events change continuously, a topic which is defined as 

an event or activity, along with all directly related events 

and activities is also in constant change. A topic can be 

described as a congregation which contains web news, 

BBS posts, blog articles and so on. They change along 

with public attentions and the course of events. Take 

Pakistani airliner crash for example, media and people 

focus on “air accident”, “source of damage”, “care-taking 

arrangement”. 
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4.2 Text Reconstruction 

4.2.1 Short Text Reconstruction.  

Interactive BBS forum provides a platform for people to 

express their sentiment and opinions, which is an area 

with a high incidence of public opinions. The 

intercommunion in BBS forum by releasing and replying 

posts, public sentiment and opinions is merged in these 

posts. Therefore, how to organize posts effectively is the 

key to detect network hot topic. 

Ref. [8] defines “one clue” as title, main post and all 

responding posts. They consider that main post and 

responding posts revolve around the title. They introduce 

the idea of reconstruction to solve the problem of 

sparseness of the short text and get a better clustering 

performance. 

Borrowing ideas from the above references, this 

paper introduces “text reconstruction”. It gets typical 

features of a topic together, namely “theme area” and the 

remainder, namely “details area”.  

Posts in “one clue” of BBS forum usually contains 

plentiful information, such as title, author, main post, 

posts in responding to original and so on. Therefore, this 

paper puts title and main post together to form “theme 

area”. “Details area” are made up of random selected 

responding posts. Other short texts, such as instant 

message, commenting on blogs, and online chat log, can 

be processed by the similar method. 

4.2.2 Web news reconstruction. 

News title contains plentiful categories information. It is 

the summary of the web news. The title has simple 

syntax and structure, and the accuracy is higher when it 

is used to classify web news. Ref. [9] adopts 2003 text 

corpus of People's Daily to test, up to 93.7% titles 

contains category information. 

Topic is the support point of title structure. Under the 

same topic, every report’s titles are the same or similar. 

Title information has significant ability of topic 

distinguish in TDT. But with the events’ development, 

the distance between follow-up report’s title and initial 

event’s title may become farther and farther. The longer 

the time from the initial event is, the greater possibility of 

title drifting is. Therefore, the accuracy of utilizing title 

similarity to identify topic will certainly decline. 

The first paragraph of news webpage outlines the 

basic information which includes time, place, events, 

characters and so on. And also numerous of category 

information was included in this paragraph. According to 

the idea of text reconstruction, combining the news 

webpage’s first paragraph and title information which 

effectively gathers the typical features of topic.  

Read in a new story S

word segmentation

Story representation

Whether the first story

Match against each topic existed Sim(S,Ti)

Look for MAX(Sim(S,Ti))

Whether the value is bigger than pre-selected threshold θT

Update topic model

Match against each sub-topic Sim(S,ST)

Look for MAX(Sim(S,ST))

Whether the value is bigger than pre-selected threshold θST

Update subtopic model

Whether the last story

Topic 1

New topic

New subtopic

Topic representation

Topic representation

Yes

Yes

Yes

No

No

No

No

 

Figure 1: The improved Single pass clustering algorithm. 
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In TDT system, “theme area” is composed by news 

webpage’s first paragraph and title information. 

Considering the effect of news commentary in public 

opinion analysis, this paper uses the remaining 

paragraphs’ descriptive information and news comments 

to compose “details area”. 

4.3 Hierarchy topic detection algorithm 

Single pass clustering algorithm can detect network 

hot topics, which satisfies public opinion analysis system 

basically, but here lists several shortcomings: 

(1) The effective of the algorithm is dependent on 

the order in which documents are processed. This is not a 

problem when the documents are temporally ordered, 

because the order is fixed. 

(2) The common strategies for combining similarity 

values are known as single-link, complete-link, and 

average-link clustering. All comparison strategies need to 

compare with all documents in each existed topics. If the 

number of documents in a topic is on a large scale, 

processing speed reduces. 

(3) Single pass clustering algorithm can group 

documents with similar content. It collects stories which 

belong to one topic, but it ignores topical hierarchical 

structure. 

In order to overcome the above shortcomings, this 

paper uses the “theme area” to gather similar stories 

which belong to one topic, and adopts “details area” to 

divide subtopics. It also adopts central vector model to 

denote topics to increase processing speed, then the 

improved single pass clustering algorithm is described as 

Fig. 1. 

5 Experiments and Analysis 

5.1 Experiments corpus 

The paper takes web news to validate effectiveness of 

text reconstruction–based network topic detection model. 

We collect thematic information and much-talked-about 

topic web news from sina.com.cn, 163.com.cn, 

sohu.com, ifeng.com, people.com.cn,  

xinhuanet.com. We select and clean up eight topic 

information, such as Tang Jun, "fake door" (TJFD), 

Dalian oil pipeline explosion (DOPE), Hubei officials 

wife incident (HOWI), Qian Wei-chang's death 

(QWCD), 10-year goal of developing the western region 

( GDWR), Luanchuan Bridge collapse incident (LBOI), 

Nanjing plant Explosion (NJPE), Zijin Mining Pollution 

(ZJMP), Table 2 gives description in detail. 

 

To verify the effectiveness of text reconstruction in 

TDT, we construct two data sets: data set one contains 

the above eight topics, and each story is original 

documents; data set two still contains eight topics, but 

each story is reconstructed as “theme area” and “details 

area”. 

5.2 Evaluation indexes 

In the TDT setting, we chose the miss rate Pmiss and 

false alarm rate Pfa to measure the effectiveness of topic 

detection model based on text reconstruction. Pmiss is 

the probability that a model produces a miss, and Pfa is 

the probability that a model produces a false alarm. The 

method for calculating the measures are summarized 

below using the following table3: 

Where the retrieved texts in the table are those that 

have been classified by the system as positive instances 

of a topic, and the relevant texts are those that have been 

manually judged relevant to a topic. The measures used 

in this paper can be computed from the table as follows: 

)( CACPmiss                                    (3) 

)( DBBp fa                                     (4) 

A cost function (Cdet) is usually used to analyze 

detection effectiveness. The general form of the TDT 

cost function is as formular (5): 

ettnonfafa

ettmissmiss

PPC

PPCC

arg

argdet



                          (5) 

Where Cdet is a cost function, Cmiss is lost cost, Cfa 

is false alarm cost, Ptarget is the prior probability that a 

document is relevant to a topic. In our expriment, we 

Table 2: The experiment corpus. 

Number 1 2 3 4 5 6 7 8 

Topic 
T

JFD 

D

OPE 

H

OWI 

Q

WCD 

G

DWR 

L

BOI 

N

JPE 

Z

JMP 

Collected 

stories 

1

35 

1

19 

1

4 
42 30 

1

39 

5

4 

9

4 

Selected 

stories 

1

00 

1

00 

1

4 
42 30 

1

00 

5

4 

9

4 

Sub-topics 5 4 3 2 2 4 3 4 

 

Table 3: The related parameter. 

 Relevant Non-relevant 

Retrieved A B 

Not Retrieved C D 
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preset Cmiss= Cfa=1.0, Ptarget=0.2. 

For one topic, we use formular (5) to compute Cdet, 

but for all topics, we adopt (Cdet)norm, which is defined 

as the weighted Cdet average value of all topics, the 

weigh is that the number of all stories in a topic divided 

by all stories in all topics [10]. 

5.3 Experiments and results analysis 

5.3.1 Topic detection and interpretation of 

results.The experiment is to check the ability of 

improved single pass clustering algorithm in detecting 

topics. A reasonable threshold 
T is the key to identify 

topic correctly. Stories that have similarity exceeding the 

threshold are classified into one topic. If the 
T  is too 

big, the granularity of a topic is too large, in contrast, if 

the 
T  is too small, there will be too many topics. So it 

is more difficult to determine a good score that can be 

used as a threshold. 

We select 10 stories randomly from each topic, 

reconstruct each story. We select cosine similarity 

between every story and the topic in which it belongs to. 

According to the values of similarities, we can conclude 

that: 

(1)In data set one, the similarities between story and 

its topic are above 0.30, and the similarities with the 

other topics are under the 0.24. 

(2) In data set two, the similarities between story and 

its topic are above 0.35, and the similarities with the 

other topics are under the 0.28. 

Therefore, the topics’ similarity threshold 
T  should 

range from 0.24 to 0.35. 

We use the above corpus to compare the original 

topic detection model which use single pass clustering 

algorithm and the text reconstruction–based hierarchy 

topic detection model which improve the single pass 

clustering algorithm. We adopt 10-fork method and 

adopt average Cdet of all experiments to evaluate 

performance. The Cdet changes along with the different 

threshold. Fig.2 gives the detail description. 

Fig.2 tells that, given the topics’ similarity threshold
T , 

compared with original topic detection model, the topic 

detection model based on text reconstruction has smaller 

Cdet. It shows that the improved topic detection model 

performs better in identifying and tracking topics. The 

average cost function Cdet fluctuates along with the 

different similarity threshold
T .

T ranges from 0.24 to 

0.30, Cdet keep in decreasing, but Cdet is in upswing 

when 
T  is more than 0.30. So 

T =0.3 is reasonable in 

experiments. 

5.3.2 Topic Structure Identification and Results 

Analysis.The purpose of this experiment is to check the 

ability of improved single pass clustering algorithm in 

detecting topics. We determine subtopic threshold ST in 

a similar way as
T , it ranges from 0.4 to 0.6, and 

ST =0.48 is the best in the experiment.  

Take topic “DOPE” for an example, “DOPE” covers 

few subtopics, such as “Event overview (EO)”, 

“Accident cause and responsibility (ACR)”, “Deal with 

pollution (DP)”, “Accident impact and compensation 

(AIC)” and so on. We collect five subtopics and its 

stories of “DOPE” artificially.  

In the experiment, we 

present 3.0T , ]6.0,4.0[ST , and adopt text 

reconstruction–based hierarchy topic detection model to 

test. The model identifies the topic “DOPE” correctly, 

and separate subtopics at a certain extent. It detects five 

categories, which is consistent with the results of 

artificial markers in principle. We count numbers of 

stories in each subtopic collected both by hand and by 

the model, Fig.3 gives the details. 

Fig.3 shows that the results of topic detection model 

based on text reconstruction are similar with the results 

of artificial markers. It indicates that the improved model 

is able to identify topic structure to some extent. 

6  Conclusion 
The basic work of analysing public opinion is to detect 

hot topics on internet and find out what people concerns, 

what people meet with, and what people dissatisfy. TDT 

groups stories to a topic automatically from huge volume 

of updating information in technology. This paper 

proposes a network topic detection model based on text 

reconstruction and improves the usual detection 

algorithm of the model. Text reconstruction makes every 

document into two parts: “theme area” and “details area”. 

 

Figure2: The comparison in Cdet. 
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We use theme area to detect topics and apply the whole 

document to distinguish subtopics. Experimental results 

indicate that the model performs well in detecting 

network topics and distinguishing subtopics.  

Text reconstruction–based network topic detection model 

shows the hierarchical structure of a topic to a certain 

extent, but increases the complexity of computing. In the 

next study, we will reform similarity calculation to 

improve the computational efficiency. 
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This paper addresses the problem of sentiment analysis in an informal setting in multiple domains and 
in two languages. We explore the influence of using background knowledge in the form of different 
sentiment lexicons, as well as the influence of various lexical surface features. We evaluate several 
different feature set combination strategies. We show that the improvement resulting from using a two-
layer meta-model over the bag-of-words, sentiment lexicons and surface features is most notable on 
social media datasets in both English and Spanish. For English, we are also able to demonstrate 
improvement on the news domain using sentiment lexicons as well as a large improvement on the social 
media domain. We also demonstrate that domain-specific lexicons bring comparable performance to 
general-purpose lexicons.   

Povzetek: Ta članek obravnava problem analize naklonjenosti v neformalnem besedilu v različnih 
domenah in v dveh različnih jezikih. 

 

1 Introduction 
 

Sentiment analysis is a natural language processing 
task which aims to predict the polarity (usually denoted 
as positive, negative or neutral) of users publishing 
sentiment data, in which they express their opinions. The 
task is traditionally tackled as a classification problem 
using supervised machine learning techniques. However, 
this approach requires additional effort in manual 
labelling of examples and often has difficulties in 
transferring to other domains.  

One way to ameliorate this problem is to construct a 
lexicon of sentiment-bearing words, constructed from a 
wide variety of domains. While some sentiment-bearing 
cues are contextual, having different polarities in 
different contexts, the majority of words have 
unambiguous polarity. While this is a compromise, 
research shows that lexicon-based approaches can be an 
adequate solution if no training data is available. In 
practice, sentiment dictionaries or lexicons are lexical 
resources, which contain word associations with 
particular sentiment scores. Dictionaries are frequently 
used for sentiment analysis, since they allow in a fast and 
effective way to detect an opinion represented in text. 
While there exists a number of sentiment lexicons in 
English [1] [2] , the representation of sentiment resources 
in other languages is not as developed. The first problem 

this paper focuses on is integrating external knowledge in 
the form of general-purpose sentiment lexicons. 

The second problem this paper focuses on is 
detecting sentiment in specific domains, such as social 
media. Besides being domain-specific, it can also be 
grammatically less correct and contain other properties, 
such as mentions of other people hash-tags, smileys and 
URL, as opposed to traditional movie and product review 
datasets.  

This paper explores various combinations of 
methods that can be used to incorporate out-of-domain 
training data, combined with lexicons in order to train a 
domain-specific sentiment classifier. 

2 Related work 
Sentiment classification is an important part of our 
information gathering behaviour, giving us the answer to 
what other people think about a particular topic. It is also 
one of the natural language processing tasks which is 
well suited for machine learning, since it can be 
represented as a three-class classification problem, 
classifying every example into either positive, neutral, or 
negative. Earlier work applied sentiment classification to 
movie reviews [10] , training a model for predicting 
whether a particular review rates a movie positively or 
negatively. While in the review domain all examples are 
inherently either positive or negative, other domains may 
also deal with non-subjective content which does not 
carry any sentiment. Furthermore, separating subjective 
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from objective examples has proven to be an even more 
difficult problem than separating positive from negative 
examples [13] . Another difficult problem in this area is 
dealing with different topics and domains: models, 
trained on a particular domain do not always transfer 
well onto other domains. While the standard approach is 
to use one of widely used classification algorithms such 
as multinomial Naïve Bayes or SVM, explicit knowledge 
transfer approaches have been proven to improve 
performance in these scenarios, such as using sentiment 
lexicons [1]   or modifying the learning algorithm to 
incorporate background knowledge [9] . Some challenges 
are also domain-specific. For instance, while a lot of 
sentiment is being expressed in social media, the 
language is often very informal, affecting the 
performance by increasing the sparsity of the feature 
space. On the other hand, the patterns arising in informal 
communication, such as misspellings and emoticons, can 
be themselves used as signals [13] . It has also been 
shown that within social media, using different document 
sources, such as blogs, microblogs and reviews, can 
improve performance compared to using a single source. 
[12] .  

This paper also explores the integration of multiple 
data representations for a specific task of text 
classification. This sort of approach was also successful 
in the case where several combination strategies were 
used for the task of authorship detection [14] , such as 
feature set concatenation or majority voting of classifiers, 
trained on only subsets of features. While these are 
known general strategies, a lot of aspects of selecting 
sensible feature subsets are very domain specific.  

3 Sentiment Lexicons 
SentiWordNet [1]  is the most known English-language 
sentiment dictionary, in which each WordNet [3]  synset 
is represented with three numerical scores – objective 
Obj(s), positive Pos(s) and negative Neg(s). However, 
SentiWordNet does not account for domain specificity of 
the input textual resources. In addition to addressing 
English language, this paper also discusses applications 
of sentiment dictionaries in Spanish. For this purpose, we 
have used the sentiment dictionaries published by Perez-
Rosas et al. [6] .  

Expressing sentiment and opinion varies for different 
domains and document types. In such way, sentiments 
carried in the news are not equivalent to the sentiments 
from the Twitter comments. For instance, the word 
“turtle” is neutral in a zoological text, but in informal 
Twitter comment “connection slow as a turtle”, “turtle” 
has negative sentiment. This paper also evaluates a 
method for construction of dictionaries as domain 
specific lexical resources, which contain words, part of 
speech tags and the relevant sentiment scores. We have 
chosen the topic of telecommunication services within 
social media as the domain of primary interest, and the 
corpus, used for dictionaries development, was 
composed out of Twitter comments referring to services 
of telecommunication companies. We have started with a 
number of positive and negative seeds for different part-

of-speech words (adjectives, nouns, verbs). These 
sentiment dictionaries are built in English and Spanish 
languages. As discussed in [3] , there are a number of 
approaches to develop the sentiment dictionary. In our 
research on developing sentiment dictionaries we were 
following the work of Bizau et al. [4], where, the authors 
suggested a 4-step methodology for creating a domain 
specific sentiment lexicon.  We have modified the 
methodology in order to generalize to other languages 
and provide sentiments for different parts of speech.  

We have created dictionaries not only in English, but 
also in Spanish. Our dictionaries were built not only for 
adjectives as done in [4], but also for nous and verbs. For 
the English dictionary, we have additionally provided 
several extra features, such as the number of positive 
links and number of negative links for a particular word. 
The English sentiment dictionary for the 
Telecommunication domain is composed out of around 
2000 adjectives, 1700 verbs and 8000 nouns, while the 
Spanish counterpart contains around 650 adjectives, 2000 
verbs and 4100 nouns.  

4 Feature construction 
We have used different feature sources to represent 

individual opinion data points. In news and review 
datasets, every data point is a sentence, while in social 
media datasets, every data point is a single microblog 
post. We preprocess the textual contents by replacing 
URLs, numerical expressions and the names of opinions’ 
targets with respective placeholders. We then tokenize 
this text, lower-casing and normalizing characters onto 
an ASCII representation, filtering for stopwords and 
weigh the terms using TF-IDF weights. The words were 
stemmed using the Snowball stemmer for English and 
Spanish [17] . The punctuation is preserved.  

To accommodate social media, we have also used 
other text-derived features that can carry sentiment signal 
in informal settings, as commonly done in representation 
of social media text:  

• count of fully capitalized words 
• count of question-indicating words 
• count of words that start with a capital letter 
• count of repeated exclamation marks 
• count of repeated same vowel 
• count of repeated same character 
• proportion of capital letters 
• proportion of vowels 
• count of negation words 
• count of contrast words 
• count of positive emoticons 
• count of negative emoticons 
• count of punctuation 
• count of profanity words1 

 

                                                           
1 Obtained from 
http://svn.navi.cx/misc/abandoned/opencombat/misc/mul
tilingualSwearList.txt 
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We use lexicons in the form of features, where every 
word has assigned one or more scores. For instance, our 
dictionaries, described in Section 3, as well as SenticNet, 
provide a single real value in the range from -1 to 1, 
representing the scale from negative to positive. For 
these lexicons, we generate the sum of sentiment scores 
and the sum of absolute values of sentiment scores for 
every part of speech tag, as well as in total. 
SentiWordNet scores are represented as a triple of 
positive, negative and objective scores, having a total 
sum of 1.0.  We have used a similar feature construction 
process as in [7] : 

• Sum of all positive sentiments of all words. 
• Sum of all negative sentiment of all words. 
• Total objective sentiment of all words 

(where obj = 1.0 - (pos  + neg)) score 
• Ratio of total positive to negative scores for 

all words 
 
Besides providing total sums, we also generate these 

features for nouns, verbs, adjectives and adverbs 
separately.  

For Spanish, we have used the UNT sentiment 
lexicon [6] . Since each entry is labelled only as either 
positive or negative, we use the count of detected 
positive words and count of detected negative words as 
features. 

5 Models 
The data is composed of three main modalities: bag-of-
words features, lexicon features, and surface features.. In 
order to take differing distributions, dimensionality and 
sparsity properties into account, we use two different 
approaches: either concatenating the features into a 
single features space, or using different models for each 
set of features. While this situation has been solved by 
extending the Naïve Bayes classifier with pooling 
multinomials [9] , we chose to implement it with a two-
step model. We experiment with different feature 
combination approaches that are better suited for 
integration of background knowledge and other learning 
algorithms.  

5.1 Feature combination 
We therefore compare three feature combination 

approaches and a baseline, illustrated in Figures 1 
through 4. The concatenating model simply stacks all 
feature spaces together and performs learning on the joint 
feature space. While this approach is simple, it is 
sensitive to different feature distributions. Therefore, we 
pre-emptively scale the features, so every feature has a 
standard deviation of 1.0. We don’t standardize the 
mean, since the features themselves may be sparse, and 
complete standardization would densify the data. The 
concatenation approach from Figure 1 is considered as 
the baseline.  

The second approach, as shown in Figure 2, is using 
a separate learning model for the bag-of-words feature 
set, and feeding the output of that model as features into 

the final classifier, together with the less sparse lexicon 
and surface features, in order to ‘compress’ the bag-of-
words signal. 

The third approach is related to the well-known 
attribute bagging [16]  meta-learning strategy, with the 
crucial difference that the feature sub-sets are already 
defined in advance via domain knowledge.  

 

Figure 1: Feature concatenation diagram. 

 

Figure 2: Separate bag-of-words model, denoted as 
“Words and features”  

 
Figure 3: Separate model for every feature set, 
aggregated by voting. 

 
Figure 4: Meta-classifier, using class probabilities from 
the inner classifier predictions as its features.   

The fourth approach extends the voting by 
employing a separate classifier model that operates on 
the output of the output probabilities of the inner models, 
in order to minimize bias of individual feature sets.  

 We experiment by varying the training algorithm 
used: For the approaches using multiple models, we use 
the same algorithm for all the models.  

 
All in all, we evaluate four feature set combination 
strategies, corresponding to Figures 1-4: 

• Concatenation (Concat)  
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• Two-layer words and features  (W+F) 
• Voting model (Voting) 
• Meta-classifier (Meta) 

6 Experiments 
Furthermore, we focus our experiment onto performance 
on our target datasets. We use the following datasets: 

• Pang & Lee review dataset (PangLee), English 
[10] , consisting of movie reviews, gathered 
from IMDB.  

• JRC news dataset (JRC-en), English [11] , 
consisting of statements from news articles on 
the topic of global politics. 

• JRC news dataset, translated to Spanish using 
Microsoft Translator (JRC-es) 

• RenderEN, English. 134 Twitter posts about a 
telecommunications provider (48 positive, 84 
negative) 

• RenderES, Spanish, 891 Twitter posts about a 
telecommunications provider (388 positive, 445 
negative, 58 objective) 

Besides our lexicons introduced in section 3 
(denoted “RenderLex” and “RenderLexLinks”), we also 
evaluate performance of using the Spanish lexicons from 
Perez-Rosas et al [6]  (denoted FullUNT and MedUNT 
for the full and medium variant respectively), as well as 
SenticNet [8]  and SentiWordNet[1]  for English. The 
label “Lex” indicates usage of all lexicons. Our key 
indicators are performance metrics on RenderEN and 
RenderES, as they represent our use case. We perform 
experimental evaluation for all of these datasets on 
various combinations of classifiers and features 
construction schemes. The experiments cover various 
learning algorithms, as well as different modelling 
pipelines. We explore various combinations of feature 
sets: surface, bag-of-words, lexicons, as well as 
performance contributions of individual lexicons.  

The first evaluation deals with observing the 
applicability of various sentiment lexicons, as described 
in Section 3. First, we evaluate the lexicons in isolation, 
followed by a combination of lexicons together with 
surface features. We train a L1-regularized logistic 
regression classifier on lexicon features. The 
performance is measures using averaged F1-score [18]  in 
a 10-fold cross-validation setting.  

 
Figure 5: Sentiment F1 scores with various sentiment 
lexicons for English. 

Figure 5 shows the results, obtained performing 
sentiment classification on the basis of sentiment lexicon 
features alone. We observe that performance across the 
news dataset is constant, since the expression of 
sentiment in news doesn’t directly correspond to 
sentiment meaning of individual words, but more to the 
domain-specific political statements. For the social media 
dataset, we observe improved performance when using a 
telecommunications domain-specific lexicon, compared 
to using a general domain sentiment lexicon.  

 

 
Figure 6: Sentiment F1 scores with various sentiment 
lexicons for Spanish. 

While Figure 6 confirms the same behaviour for 
news, the benefit of using lexicons is much lower in 
Spanish social media content. Given these results, we 
establish that a custom-built lexicon can give better 
results than a general purpose one. To continue, we 
evaluate various feature combination techniques on 
different learning algorithms.  
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Figure 7: F1 scores with various feature combination 
approaches across both languages and two learning 
approaches. 

Figure 7 displays the performance across different 
feature combination approaches across all datasets. 
Looking into individual models, we observe that the 
W+F model, having the bag-of-words feature set on a 
separate layer, consistently works best for the purpose of 
combining all the three feature sets and masking the 
differences in the distribution of their features. While the 
W+F model consistently outperforms concatenation by a 
small but statistically significant margin, the Voting or 
Meta-classifier model only outperform concatenation on 
some occasions, and perform worse on the news dataset 
in both languages. We report the results on scenarios 
where LR was used as the learning algorithm on the 
Meta and Voting models due to the fact that they obtain 
comparable performance.  

 

 
Figure 8: Using various feature sets on English datasets, 
using W+F-SVM. 

Figure 8 shows the results on English reviews, news, 
and social media. On reviews, none of the additions 
significantly beat the bag-of-words baselines on reviews. 
On news, while adding SentiWordNet marginally 
improves the performance from 0.67 to 0.68, surface 
features don’t give any improvement, mostly due to the 
formal language used in reporting, which leads to the fact 
that the text is written without informal cues. On other 
hand, results on the Render_en social media dataset, 
demonstrate the performance improvements in 
combining all three feature sets in a two-layer model. 
The best performing model is able to obtain a F1 score of 
0.87. While the dataset is small, this demonstrates the 
feasibility of using generalized external knowledge and 
surface features in a social media setting, especially with 
insufficient training data. 
 

 
Figure 9: Sentiment F1 scores on Spanish datasets, using 
W+F-SVM. 

Figure 9 shows the results on both Spanish datasets 
when combining different feature sets in a W+F setting 
and a SVM model. We observe that on the news dataset, 
adding the Full UNT Lexicon slightly improves the F1 
score, while surface features alone don’t give any 
improvement. On Render-ES, the variant combining all 
additions and running on a two-layer SVM model 
improves over the bag-of-words model by a small 
margin, resulting in an F1 score of 0.78. Looking at usage 
of various lexicons alone, it shows that the lexicons 
themselves only slightly improve over the surface 
features. In many cases, the difference is not significant, 
although we observe that the domain specific lexicon 
RenLex does not improve over a general domain lexicon 
neither in news nor in social media. 

7 Model analysis 
In order to better understand the obtained models, we 
visualized the decision trees as hierarchical diagrams, 
produced in the output of CLUS [15] . To ensure better 
interpretability of the models, we have constructed them 
in the following way: using a 10% pruning and 10% 
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testing dataset, we have used the F-test stopping criterion 
for splitting nodes. A node was split only when the test 
indicated a significant reduction of variance inside the 
subsets at the significance level of 0.10. The tree was 
then pruned with reduced error pruning using the 
validation dataset.  

For clarity, we have only attempted to interpret the 
models using the lexicon and surface features. Bag-of-
words features were omitted, since they resulted in deep 
one-branch nodes, which are difficult to visualize. 

full_unt_pos > 0.0 
+--yes: [OBJ]  
+--no:  renderlex_noun_sum_neg > 0.0 
  +--yes: [NEG]  
  +--no:  numcaps > 0.0386 
    +--yes: renderlex_adjective_abs > 0.4069 
    | +--yes: h1w5 > 0.0312 
    | | +--yes: [POS]  
    | | +--no:  [OBJ]  
    | +--no:  renderlex_all_sum > 3.866 
    |   +--yes: [OBJ]  
    |   +--no:  h1w5 > 0.0833 
    |     +--yes: [OBJ]  
    |     +--no:  full_unt_neg > 0.0 
    |       +--yes: [OBJ] 
    |       +--no:  repeat_vowel > 0.0244 
    |    +--yes: [POS]  
    |    +--no:  numvowel > 0.3429 
    |      +--yes: [OBJ] 
    |      +--no:  renderlex_all_abs > 2.1249 
    |        +--yes: renderlex_all_sum > 2.7152 
    |        | +--yes: [OBJ]  
    |        | +--no:  [NEG] 
    |        +--no:  [OBJ]  
    +--no:  [OBJ]  

Figure 10. Model constructed from training on Spanish 
news data (JRC-ES). 

Figure 10 shows the tree, constructed by training the 
lexicon and surface feature representation of the news 
dataset. It shows that lexicon indicators are closest to the 
root, covering the most examples. The negative sum of 
noun scores has proven to be a good indicator for 
negative sentiment, suggesting that nouns are the more 
sentiment-bearing words in the news domain. Also, 
capitalization plays an important role in the model. While 
it is most likely a proxy for appearance of named entities, 
it shows that subjective statements tend to have more 
capitalized phrases. Also, the presence of questions 
(denoted as h1w5) tended to indicate a positive 
sentiment. 

numvowel > 0.3246 
+--yes: numcaps > 0.8462 
| +--yes: [POS]  
| +--no:  renderlex_all_sum_neg > 0.2682 
|   +--yes: [POS]  
|   +--no:  numvowel > 0.3566 
|     +--yes: [NEG]  
|     +--no:  renderlex_adverb_sum_neg > 0.4899 
|       +--yes: [POS]  
|       +--no:  repeat_letter > 0.0588 
|    +--yes: [POS] 
|    +--no:  [NEG]  
+--no:  renderlex_adverb_abs > 0.52 
  +--yes: renderlex_adverb_abs > 0.5964 
  | +--yes: [POS]  
  | +--no:  [NEG]  

  +--no:  negation > 0.0 
    +--yes: repeat_letter > 0.0357 
    | +--yes: [NEG]  
    | +--no:  [POS]  
    +--no:  full_unt_neg > 0.0 
      +--yes: [NEG]  
      +--no:  length > 27.0 
   +--yes: renderlex_noun_abs > 4.4911 
   | +--yes: sad_face > 0.0 
   | | +--yes: [POS]  
   | | +--no:  [NEG]  
   | +--no:  [OBJ]  
   +--no:  [POS]  

 

Figure 11. Model, constructed from training on Spanish 
social media (Render_es). 

Figure 11 shows the model, trained with a Spanish 
social media dataset. Here, the primary features were the 
number of vowels, capitalized characters, along with 
letter repetition, reflecting how sentiment is typically 
expressed in social media and other forms of informal 
communication. Also, adverbs were shown to be the 
most important sentiment-bearing words, along with 
presence of negation words and emoticons.  

renderlex_adjective_sum > 0.1096 
+--yes: senticnet > 15.509 
| +--yes: renderlex_adverb_abs > 8.1989 
| | +--yes: swn_posneg_ratio > 5.2202 
| | | +--yes: [POS]  
| | | +--no:  numpunc > 0.0313 
| | |   +--yes: renderlex_pos_links > 8025.0 
| | |   | +--yes: renderlex_adjective_sum > 1.1693 
| | |   | | +--yes: [POS]  
| | |   | | +--no:  [NEG]  
| | |   | +--no:  [NEG]  
| | |   +--no:  [POS]  
| | +--no:  [POS]  
| +--no:  numvowel > 0.2808 
|   +--yes: renderlex_adjective_abs > 0.3998 
|   | +--yes: [NEG]  
|   | +--no:  [POS]  
|   +--no:  swn_total_pos > 17.0 
|     +--yes: [NEG]  
|     +--no:  renderlex_noun_sum > 7.8051 
|       +--yes: [POS]  
|       +--no:  [NEG]  
+--no:  senticnet > 27.085 
  +--yes: [POS] [98.0]: 182 
  +--no:  repeat_letter > 0.1193 
    +--yes: senticnet > 13.511 
    | +--yes: [POS]  
    | +--no:  [NEG]  
    +--no:  numpunc > 0.0306 
      +--yes: repeat_letter > 0.0626 
| +--yes: renderlex_neg_links > 317.0 
      | | +--yes: swn_total_obj > 272.5 
      | | | +--yes: repeat_letter > 0.1001 
      | | | | +--yes: [NEG]  
      | | | | +--no:  renderlex_adjective_abs >  
[.. omitted for brevity ..] 
      | | | +--no:  [POS]  
      | | +--no:  [NEG]  
      | +--no:  swn_total_neg > 16.75 
      |   +--yes: [NEG]  
      |   +--no:  [POS]  
      +--no:  [NEG]  

Figure 12. Model, constructed from training on English 
review data (PangLee). 
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Figure 12 shows the same model, trained on the 
movie review dataset. Here, almost the entire model is 
dominated by various lexicon features – total scores, 
absolute scores, positive-negative ratios. To a minor 
extent, surface features such as vowel and letter 
repetition appear.  

numcaps > 0.0345 
+--yes: senticnet_neg > 1.113 
| +--yes: [NEG]  
| +--no:  renderlex_adjective_sum_neg > 0.2178 
|   +--yes: [POS]  
|   +--no:  senticnet_neg > 0.084 
|     +--yes: swn_total_neg > 3.0 
|     | +--yes: [POS]  
|     | +--no:  numcaps > 0.037 
|     |   +--yes: [OBJ]  
|     |   +--no:  [NEG]  
|     +--no:  renderlex_all_abs > 1.5025 
|       +--yes: senticnet_abs > 0.816 
|       | +--yes: renderlex_adverb_sum > 0.8143 
|       | | +--yes: [POS]  
|       | | +--no:  swn_total_neg > 4.0 
|       | |   +--yes: renderlex_adjective_sum > 0.0 
|       | |   | +--yes: [NEG]  
|       | |   | +--no:  [OBJ]  
|       | |   +--no:  [OBJ]  
|       | +--no:  [NEG]  
|       +--no:  [OBJ]  
+--no:  [OBJ]  

 

Figure 13. Model, constructed from training on English 
news (JRC-en). 

Figure 13 shows a similar picture than its Spanish 
counterpart in Figure 8, showing the importance of 
lexicon features, followed by surface features. In 
English, although all words were sentiment-bearing, 
adjectives and adverbs seem to be more informative, 
compared to nouns in Spanish.  

Figure 14 shows the social media sentiment model 
for English. Here, lexicons seem to be the most 
indicative, followed by vowel repetition and proportion, 
presence of negation and capitalization. These models 
also demonstrate that in English, lexicon features tend to 
be closer to the root than in its Spanish counterparts. This 
could be explained either by the quality and coverage of 
lexicons for the respective language or even cultural 
differences, where the sentiment expression is present 
not only in the choice of words, but also in the 
capitalization, use of punctuation and phrasing.  

senticnet_neg > 0.007 
+--yes: numvowel > 0.2963 
| +--yes: negation > 0.0 
| | +--yes: [POS]  
| | +--no:  renderlex_all_abs > 0.1811 
| |   +--yes: [NEG]  
| |   +--no:  [POS]  
| +--no:  [NEG]  
+--no:  swn_total_neg > 1.5 
  +--yes: numcaps > 0.0439 
  | +--yes: [POS]  
  | +--no:  [NEG]  
  +--no:  repeat_letter > 0.125 
    +--yes: numpunc > 0.0299 
    | +--yes: [POS]  
    | +--no:  numcaps > 0.0368 
    |   +--yes: [POS]  

    |   +--no:  [NEG]  
    +--no:  renderlex_all_sum > 0.1013 
      +--yes: numvowel > 0.2727 
      | +--yes: renderlex_all_sum > 0.419 
      | | +--yes: renderlex_pos_links > 442.0 
      | | | +--yes: numpunc > 0.044 
      | | | | +--yes: [POS]  
      | | | | +--no:  [NEG]  
      | | | +--no:  renderlex_adjective_sum > 0.0949 
      | | |   +--yes: [POS]  
      | | |   +--no:  [NEG]  
      | | +--no:  [POS]  
      | +--no:  [POS]  
      +--no:  [NEG]  

Figure 14. A model, constructed from training on English 
social media (Render_en). 

8 Conclusions 
The obtained results confirm that social media content is 
the domain which benefits from external knowledge. 
Topic-specific lexicons can bring some minor 
improvement over general purpose lexicons, but the best-
performing approaches use a combination of bag-of-
words and lexicons training data. We reported 
improvement on two English datasets, especially on 
social media, which benefited significantly from pre-
processing, surface features, as well as lexicons.  

Moreover, having a two-layer model brings the most 
consistent performance across all domains and 
languages. In terms of comparison against state-of-the art 
studies, the best result on the Pang and Lee datasets 
scores at 0.90 F1, while ours was slightly lower at 0.88. 
However, on the news domain, our best approach even 
improves the performance on the JRC-EN dataset from 
the original authors’ 0.65 to our result of 0.68 F1. On the 
other hand, the voting and meta-models did not show any 
improvement over the W+F model, and only improved 
the concatenation on some datasets, while performance 
was even reduced on the other datasets. 

The analysis of the models shows that there are major 
differences between domains on which features are 
considered important: while news and review domains 
benefited from lexicons, surface features were important 
only in social media. On the other hand, both languages 
exhibited similar behavior across the same domains in 
news. By interpreting the models trained on social media 
we show that, for Spanish, surface features were more 
important than lexicons, while the opposite was observed 
for English. 

This paper also demonstrates the feasibility of using 
machine translation to obtain a training corpus in another 
language, showing that the performance obtained for 
JRC-ES was the same as in the original version - JRC-
EN. Other research [10] shows promising approaches to 
facilitate the knowledge transfer via lexicons using 
specifically tailored machine learning approaches. In 
future work we will explore cross-lingual learning, 
demonstrating approaches for training sentiment models 
using language resources from other languages. 



380 Informatica 37 (2013) 373–380 T. Štajner et al.  
 

Acknowledgements  

This work was supported by the Slovenian Research 
Agency and the IST Programme of the EC under 
PASCAL2 (ICT-216886-NoE), XLike (ICT-STREP-
288342), and RENDER (ICT-257790-STREP). 

References 
[1]  Esuli, A. and Sebastiani, F. 2006. 

SENTIWORDNET: A Publicly Available Lexical 
Resource for Opinion Mining. In Proceedings of the 
5th LREC. 

[2]  Janyce Wiebe and Ellen Riloff. 2005. Creating 
Subjective and Objective Sentence Classifiers from 
Unannotated Texts. In Proceeding of CICLing-05, 
pages 486–497, Mexico City, Mexico. 

[3]  Fellbaum, Ch. 1998. WordNet: An Electronic 
Lexical Database. MIT Press. 

[4]  Bizau, A., Rusu, D., Mladenic. D. 2011. Expressing 
Opinion Diversity. In Proceedings of the 1st Intl. 
Workshop on Knowledge Diversity on the Web 
(DiversiWeb 2011), Hyderabad, India. 

[5]  Hatzivassiloglou, V. and McKeown, K. 1997. 
Predicting the semantic orientation of adjectives. In 
Proceedings of the 35th Annual Meeting of the 
ACL. 

[6]  Perez-Rosas, V., Banea, C., Mihalcea, R: Learning 
Sentiment Lexicons in Spanish. In Proceedings of 
the LREC 2012 

[7]  Ohana, B. and Tierney, B: Sentiment classification 
of reviews using SentiWordNet, In Proceedings of 
9th. IT & T Conference, 2009 

[8]  E. Cambria, C. Havasi, and A. Hussain. SenticNet 
2: A Semantic and Affective Resource for Opinion 
Mining and Sentiment Analysis. In: Proceedings of 
FLAIRS, pp. 202-207, Marco Island (2012) 

[9]  Melville, P. and Gryc, W. and Lawrence, R.D.: 
Sentiment Analysis of Blogs by Combining Lexical 
Knowledge with Text Classification. Proceedings of 
the 15th ACM SIGKDD, 2009 

[10]  Pang, B., Lee, L., and Vaithyanathan, S: Thumbs 
up? Sentiment Classification using Machine 
Learning Techniques, Proceedings of EMNLP 
2002. 

[11]  Balahur, A. and Steinberger, R. and Kabadjov, M. 
and Zavarella, V. and Van Der Goot, E. and Halkia, 
M. and Pouliquen, B. and Belyaeva, J:. Sentiment 
Analysis In the News. Proceedings of LREC, 2010 

[12]  Yelena Mejova, Padmini Srinivasan: Crossing 
Media Streams with Sentiment: Domain Adaptation 
in Blogs, Reviews and Twitter. In Proceedings of 
the 6th ICWSM, ACM, 2012 

[13]  Bo Pang, Lillian Lee: Opinion mining and 
sentiment analysis. Foundations and Trends in 
Information Retrieval 2(1-2), pp. 1–135, 2008. 

[14]  Kaster, A. and Siersdorfer, S. and Weikum, G.: 
Combining text and linguistic document 
representations for authorship attribution, SIGIR 
workshop: Stylistic Analysis of Text For 
Information Access, 2005 

[15]  D. Kocev, C. Vens, J. Struyf and S. Džeroski, 
Ensembles of multi-objective decision trees. In J. 
Kok, J. Koronacki, R. de Mántaras, S. Matwin, D. 
Mladenic and A. Skowron, editors, Machine 
Learning: ECML 2007, 18th European Conference 
on Machine Learning, Proceedings. Lecture Notes 
in Computer Science, volume 4701, pages 624-631, 
Springer, 2007 

[16]  Bryll, R. and Gutierrez-Osuna, R. and Quek, F.: 
Attribute bagging: improving accuracy of classifier 
ensembles by using random feature subsets. Pattern 
recognition, vol 36., no.6., pp. 1291-1302, Elsevier, 
2003 

[17]  Porter, M. F.: Snowball: A language for stemming 
algorithms, 2001 

[18]  Yang, Yiming and Liu, Xin: A re-examination of 
text categorization methods. In Proceedings of the 
22nd annual international ACM SIGIR conference 
on Research and development in information 
retrieval, pp. 42-49, ACM, 1999 

 
 
 
 
 
 
 



 Informatica 37 (2013) 381–386 381
  

Mining Web Logs to Identify Search Engine Behaviour at Websites 

Jeeva Jose 
Department of Computer Applications, BPC College,  
Mulakkulam North P.O, Piravom- 686664, Ernakulam District, Kerala, India,  
E-mail: vijojeeva@yahoo.co.in  
 
P. Sojan Lal  
School of Computer Sciences, Mahatma Gandhi University,  
Kottayam, Kerala, India 
E-mail: padikkakudy@gmail.com 
 
Keywords: web logs, web usage mining, search engines, crawler  

Received: April 3, 2013 
 

Web Usage Mining also known as Web Log Mining is the extraction of user behaviour from web log 
data. The log files also provide immense information about the search engine traffic at a website. This 
search engine traffic is helpful to analyse the ethics of search engines, quality of the crawlers, 
periodicity of the visits and also the server load. Search engine crawlers are automated programs which 
periodically visit a website to update information. Crawlers are the main components of a search engine 
and without them the websites will not be listed in the search results. The visibility of the web sites 
depends on the quality of the crawlers. Different search engines may have different behaviour at web 
sites. We intend to see the differences in behaviour of search engines in terms of the number of visits and 
the number of pages crawled. The hypothesis was tested and it was found that there is a significant 
difference in the behaviour of search engines. 

Povzetek: Analizirano je obnašanje različnih spletnih iskalnih algoritmov. 

1 Introduction 
Web Usage Mining is the extraction of information 
from web log files generated when a user visits the 
website [1]. Web mining tasks include mining web 
search engine data, analysing web’s link structures, 
classifying web documents automatically, mining web 
page semantic structures and page contents, mining 
web dynamics (mining log files), building a 
multilayered and multidimensional web. Web log data 
is usually mined to study the user behaviour at 
websites. It also contains immense information about 
the search engine traffic. The user traffic is removed 
by pre processing tasks, otherwise it may bias the 
search engine behaviour. The crawler is an important 
module of a web search engine. The quality of a 
crawler directly affects the searching quality of web 
search engines.  

 The process of identifying the web crawlers is 
important because they can generate 90% of the traffic 
on websites [2]. Commercial search engines play a 
vital role in accessing web sites and wider information 
dissemination [3, 4]. Search engines use automated 
programs called web crawlers to collect information 
from the web. These web crawlers are also known as 
spiders, bots, robots etc. These crawlers are highly 
automated and seldom regulated manually [5, 6, 7]. 
The crawlers periodically visit the websites to update 
the content. Certain web sites like stock market sites 
or online news may need frequent crawling to update 

the search engine repositories. Web crawlers access 
the websites for diverse purpose which includes 
security violations also. Hence they may lead to 
ethical issues like privacy, security and blocking of 
server access. Crawling activities are regulated from 
server side with the help of Robots Exclusion 
Protocol. This protocol is present in a file called 
robots.txt. Usually ethical crawlers first access this file 
which will be present at the root directory of the 
website and follow the rules specified by robots.txt [8, 
9]. But it is also possible to crawl the pages at a 
website without accessing the robots.txt. Certain 
crawlers seems to disobey the rules in robots.txt after 
its modification because crawlers like “Googlebot”, 
“Yahoo! Slurp” , “MSNbot” cache the robots.txt file 
for a website [8].  The web site monitoring software 
Google Analytics does not track crawlers or bots. This 
is because Google Analytics tracking is activated by a 
JavaScript that is placed on every page of the website. 
A crawler hardly recognizes these scripts and hence 
the visits from search engines are not recognized. In 
this work we intend to see whether all the search 
engines are behaving in the same way when it 
accesses a website. 

The most widely used log file formats are 
Common Log File Format and Extended Log File 
Format. The Common Log File format contains the 
following information: a) user’s IP address b) user’s 
authentication name c) the date-time stamp of the 
access d) the HTTP request e) the URL requested f) 
the response status g) the size of the requested file. 
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The Extended Log File format contains additional 
fields like a) the referrer URL b) the browser and its 
version and c) the operating system [11, 12]. Usually 
there are three ways of HTTP requests namely GET, 
POST and HEAD. Most HTML files are served via 
GET method while most CGI functionality is served 
via POST or HEAD. The status code 200 is the 
successful status code. Like the user access the 
website using a browser, the search engines also 
deploy user agents to access the web.  

2 Background literature 
  Most of the works in Web Usage Mining is related to 
user behaviour. This is because websites like e-
commerce websites will be interested in studying user 
behaviour for marketing, online sales and 
personalization. Several data mining tasks like 
clustering, classification, association rule mining etc. 
has been done for web log data of user behaviour. The 
web crawler ethics are measured to discover the 
ethicality of commercial search engine crawlers [9]. A 
survey of the use of the Robots Exclusion Protocol on 
the web through statistical analysis of a large sample 
of robots.txt files is done [10]. An empirical pilot 
study on the relationship between JavaScript usage 
and web site visibility was carried out to identify 
whether JavaScript based hyperlinks attract or repel 
crawlers resulting in an increase or decrease in web 
site visibility [6]. Another study is done with 
commercial search engines to find whether there is a 
significant difference in their coverage of commercial 
web sites [4].  A report on search engine ratings in 
United States is also available [3].  

2.1 Preprocessing 
The two data sets were extracted and it was found that 
the dataset 1 consists of 5,29,175 records for 8 weeks 
and dataset 2 consists of 2,60,775 records. The entries 
with unsuccessful status code 400 were eliminated. 
The HTTP requests with POST and HEAD was also 
removed. In addition all the user requests were 
removed to get the search engine requests. This is 
required as a user request in the input file may bias the 
results of search engine behaviour. After pre 
processing the resultant file contained only the 
successful search engine requests. Various search 
engine crawlers were identified. Some crawlers were 
identified from the IP address field. It contained 
substrings like “googlebot”, “baiduspider”, “msnbot” 
etc. The user agents were also helpful in identifying 
the bots or crawlers like Ezooms, discobot etc. Certain 
search engine crawlers with number of visits less than 
5 per week was removed as it was considered 
irrelevant.The bots Ahrefbot, Seexie.com_bot, 
Turnitinbot, Yrspider  were some of the bots in data 
set 1  whose number of visits were less than 5 in a 
week. For data set 2 the Alexabot was considered 
irrelevant. The crawlers in dataset 1 like Baiduspider, 
Discobot, Exabot, Feedtetcher-Google, Feedseeker, 

Gosospider, Ichiro, Magpie, MJ12bot, MSNbot, 
Seexie.com_bot, Slurp, Sogou, Sosospider, SpBot, 
Turnitinbot, Yahoo, Yeti, Yodao, Youdao and  
YrSpider  were not present in dataset 2. After pre 
processing there were 22 crawlers for data set 1 and 5 
crawlers for data set 2. The results for the number of 
visits made by various search engines of data set 1 is 
given in Table 1 and for data set 2 is given in Table 2. 

We also intend to see the number of pages 
crawled by various search engines to see the dynamic 
behaviour of different search engines. Most of the 
search engines initially accessed the robots.txt file 
before crawling other pages except a few. Certain 
search engines crawled more pages compared with 
other bots or crawlers. For example the crawlers like 
Googlebot, Slurp, Bingbot, Feedfetcher-google, MJ12 
etc crawled more number of pages and showed 
consistency in their behaviour.  Table 3 shows the 
number of pages crawled by various search engines 
for data set 1 and Table 4   shows the result for data 
set 2. 

2.2 Kruskal Wallis H test 
Kruskal Wallis H Test detects if n data groups belong 
or not to the same population [13, 14]. This statistic is 
a non parametric test suitable to distributions that are 
not normal such as the exponential distributions 
observed in web usage mining or web log analysis 
[15]. The formula for H static of Kruskal- Wallis test 
is given below where K is the number of samples. 

� =
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�(���)
∑


��

��
− 3(� + 1)�

���          (1) 

where Rj is the sum of the ranks of the sample j, nj is 
the size of the sample j, j=1, 2, 3, ...K and N is the size 
of the pooled sample (n1+n2+........nK). The calculated 
H value is to be compared against the chi-square value 
with (K-1) degrees of freedom at the given 
significance level α. 

Case I 

H0: There is no significant difference between the 
number of visits made by various search engine 
crawlers. 
H1: There is significant difference between the number 
of visits made by various search engine crawlers. 

From the test statistic in Table 5, both the data sets 
show a clear evidence of rejecting the null hypothesis. 
For data set 1, the p-value shows a strong evidence of 
rejecting the null hypothesis and for data set 2 shows a 
moderate evidence of rejecting the null hypothesis. 
The result of H test shows that there is a significant 
difference in the number of visits made by various 
search engines. 

Case II 

H0: There is no significant difference between the 
number of pages crawled by various search engine 
crawlers. 
H1: There is significant difference between the number 
of pages crawled by various search engine crawlers. 
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Table 1: No: of visits by various crawlers for data set 1. 

Week 
No Crawler 1 2 3 4 5 6 7 8 Total µ  σ 
1 Alexa 1 5 10 1 2 0 2 3 24 3.00 3.207 
2 Baiduspider 128 222 65 89 124 67 66 47 808 101.00 56.87 
3 Bingbot 157 166 159 175 126 100 118 96 1097 137.13 30.94 
4 Discobot 113 33 0 21 24 52 5 69 317 39.63 37.42 
5 Exabot 1 1 2 1 5 3 3 3 19 2.38 1.408 
6 Ezooms 50 48 40 22 0 23 38 41 262 32.75 16.74 
7 Feedfetcher-Google 179 170 167 223 192 191 187 188 1497 187.13 17.28 
8 Googlebot 211 226 238 273 212 207 200 207 1774 221.75 23.99 
9 Gosospider 26 10 1 0 0 0 0 0 37 4.63 9.303 
10 Ichiro 117 81 122 146 0 42 21 33 562 70.25 53.8 
11 Magpie 20 17 13 15 13 15 14 18 125 15.63 2.504 
12 MJ12bot 38 36 37 50 37 37 37 41 313 39.13 4.643 
13 MSNbot 24 17 11 19 15 12 18 15 131 16.38 4.138 
14 Slurp 149 114 144 190 144 145 160 145 1191 148.88 21.07 
15 Sogou 48 34 37 54 40 44 43 60 360 45.00 8.701 
16 Sosospider 28 31 42 38 31 32 30 28 260 32.50 4.957 
17 SpBot 3 3 3 4 2 2 1 1 19 2.38 1.061 
18 Yandex 51 71 57 72 102 44 51 74 522 65.25 18.64 
19 Yahoo 22 0 0 0 0 1 1 0 24 3.00 7.69 
20 Yeti 3 4 1 4 3 2 4 4 25 3.13 1.126 
21 Yodao 16 59 26 100 72 42 10 32 357 44.63 30.6 
22 Youdao 2 4 1 1 18 1 3 0 30 3.75 5.898 

Table 2: No: of visits by various crawlers for data set 2. 

Week  

No Crawlers 1 2 3 4 5 6 7 8 Total µ  σ 

1 Ahrefsbot 79 0 1 19 37 66 31 48 281 35.13 28.6 

2 Bingbot 31 41 27 43 23 30 28 17 240 30 8.64 

3 Ezooms 3 20 26 38 26 24 9 28 174 21.75 11.1 

4 Googlebot 42 49 42 44 42 49 35 60 363 45.38 7.41 

5 Yandex 35 10 67 88 6 7 3 12 228 28.5 32.3 
 

 
Figure 1: Time series sequence plot for data set 1. 
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The test statistic in Table 6 also shows that there is 
significant difference in the number of pages crawled 
by various search engines. The p-value for both the 
datasets is a strong evidence of rejecting the null 
hypothesis. A time series sequence plot was done for 
both data sets with total number of visits and total 
number of pages crawled. The result for data set 1 is 
shown in Figure 1 and for data set 2 is shown in 
Figure 2. We also intend to see whether there exists 
any correlation between the number of visits and 
number of pages crawled. The Karl Pearson’s 
Correlation Coefficient [14] was calculated for both 
data sets. The data set 1 showed a strong positive 
correlation of 0.932 whereas the data set 2 showed a 
moderate positive correlation of 0.505. 

3 Conclusion 
The obtained results point to the differences in the 
behaviour of web crawlers by various search engines. 

The more the number of search engines accessing a 
website, the more will be its visibility when searching 
for a particular web site. The observed results show 
that all search engine crawlers are not visiting all the 
websites. In our experiment the data set 1 was 
accessed by more number of search engines compared 
to data set 2. Certain search engines were consistent in 
the number of visits and number of pages crawled 
while a few were not consistent or irregular in their 
visits and pages crawled. It is found that data set 1 is 
more visible to search engine crawlers as it is crawled 
by more number of search engines compared to data 
set 2. The results also showed a positive correlation 
between the number of visits and number of pages 
crawled.  A better search engine optimization policy 
can be followed to make the websites visible to 
different search engines so that the websites will be 
listed top in the search engine rankings. 

Table 3. No: of pages crawled by various crawlers for data set 1 

Week 

No Crawler 1 2 3 4 5 6 7 8 Total µ  σ 
1 Alexa 2 13 27 2 4 0 4 4 56 7.00 8.96 
2 Baiduspider 219 674 102 124 260 98 94 90 1661 207.63 199.03 
3 Bingbot 368 559 519 526 404 232 287 647 3542 442.75 143.30 
4 Discobot 889 161 0 119 92 289 6 178 1734 216.75 287.42 
5 Exabot 2 11 4 2 11 6 5 6 47 5.88 3.52 
6 Ezooms 235 160 77 57 65 59 83 67 803 100.38 63.79 
7 Feedfetcher-Google 386 343 340 493 442 447 443 417 3311 413.88 53.81 
8 Googlebot 841 895 682 847 655 525 540 556 5541 692.63 150.42 
9 Gosospider 34 11 1 0 0 0 0 0 46 5.75 12.03 
10 Ichiro 230 277 387 414 320 234 45 291 2198 274.75 113.86 
11 Magpie 23 21 18 23 16 16 18 22 157 19.63 2.97 
12 MJ12bot 174 304 224 392 255 285 294 316 2244 280.50 65.06 
13 MSNbot 31 24 13 28 17 15 18 18 164 20.50 6.44 
14 Slurp 367 253 297 410 310 264 308 331 2540 317.50 51.79 
15 Sogou 72 42 47 61 52 54 51 80 459 57.38 12.89 
16 Sosospider 32 38 57 42 36 36 35 33 309 38.63 8.03 
17 SpBot 6 6 6 8 4 4 2 2 38 4.75 2.12 
18 Yandex 140 250 99 171 216 102 212 276 1466 183.25 66.20 
19 Yahoo 22 0 0 0 0 0 0 0 22 2.75 7.78 
20 Yeti 6 9 2 7 7 4 7 7 49 6.13 2.17 
21 Yodao 16 59 27 102 75 43 10 34 366 45.75 31.29 
22 Youdao 4 8 2 2 25 2 7 2 52 6.50 7.86 

 
Table 4: No: of pages crawled by various crawlers for data set 2. 

Week 

No Crawler 1 2 3 4 5 6 7 8 Total µ  σ 

1 Ahrefsbot 282 0 1 19 108 119 46 74 649 81.13 93.08 

2 Bingbot 66 172 158 251 102 90 78 48 965 120.63 68.03 

3 Ezooms 3 23 35 51 32 36 9 40 229 28.63 16.08 

4 Googlebot 74 92 83 99 90 95 65 83 681 85.13 11.33 

5 Yandex 39 18 123 199 6 7 4 13 409 51.13 71.65 
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With the advent of second-generation sequencing (SGS) technologies, deoxyribonucleic acid (DNA) 
sequencing machines have started to produce reads, named as “longer short reads”, which are much 
longer than previous generation reads, the so called “short reads”. Unfortunately, most of the existing 
read aligners do not scale well for those second-generation longer short reads. Moreover, many of the 
existing aligners are limited only to the short reads of previous generation. In this paper, we have 
proposed a new approach to solve this essential read alignment problem for current generation longer 
short reads. Our ultra-fast approach uses a hash-based indexing and searching scheme to find exact 
matching for second-generation longer short reads within reference genome. The experimental study 
shows that the proposed ultra-fast approach can accurately find matching of millions of reads against 
human genome within few seconds and it is an order of magnitude faster than Burrows-Wheeler 
Transform (BWT) based methods such as BowTie and Burrows-Wheeler Aligner (BWA) for a wide 
range of read length. 

Povzetek: Metoda omogoča izredno pohitritev iskanja daljših vzorcev v človeškem genomu. 

1 Introduction 
The rapid advances in DNA sequencing technology have 
dramatically accelerated the biomedical and 
biotechnology research [2, 6, 28]. Thereby opportunities 
have been created for data mining researchers to analyze 
a gamut of data. With the advent of second-generation 
sequencing (SGS) technologies, there is an increasing 
pressing need of an approach that can align large 
collections of reads (possibly millions) onto the reference 
genome rapidly. The main motivation behind this read 
alignment is to discover commonalities and connections 
between newly sequenced molecules with respect to 
existing reference genomes [16]. 

Currently, DNA sequencing machines are capable of 
generating millions of reads in a single run when a DNA 
sample is given as an input [9, 16, 27]. The DNA 
sequencing machines take the DNA sample as input and 
break it into a number of short pieces, which then are 
again broken into equal-length fragments called reads 
[25]. The ‘read alignment problem’ is to find matching of 
those reads onto a reference genome. From the computer 
science point of view, a genome can be considered as a 
long string of characters/bases (human genome contains 
nearly 6 billion characters/bases), and reads can be 

regarded as a set of equal-length small strings of 
characters/bases. Now, read alignment task is to map 
those reads (small string of characters) onto genome 
(long string of characters). Simply, we can think of it as a 
common substring matching problem [25]. The main 
challenge of this read alignment problem is to efficiently 
build the reference genome index thus reads (usually 
millions) can be mapped rapidly. This read alignment 
task has many potential applications in biomedical and 
bioinformatics fields, for example: ‘to detect genetic 
variations’ [4, 21] which will indeed help to identify 
‘disease genome’ [21], ‘to map DNA-protein 
interactions’ [18], ‘to profile DNA methylation patterns’ 
[11, 13], etc. 

To deal with this read alignment problem, several 
read alignment tools or approaches have been proposed. 
However, they are primarily focused on previous 
generation short reads which are usually of 25-70 bases 
long [26, 27]. Unfortunately, with the advent of SGS 
technologies DNA sequencing machines have started to 
produce reads (named as longer short reads) which are 
much longer than the previous short reads. Read lengths 
have just increased to more than 100 bases within a few 
years [27]. This trend of increment in read length makes 
the existing aligners computationally infeasible. Hence, 
there is an increasing need of an approach that can 
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handle this current generation reads efficiently and also 
can handle future generation more long reads (by 
observing the trend). Here the particular importance of 
the longer short read alignment problem can be realized. 
It is theoretically and also practically difficult to avoid 
the overhead of processing the increased read length. 
However, it is needed to bind the growth rate of the 
processing cost efficiently. Currently, most of the read 
aligners are unable to achieve this scalability which 
makes them limited to the short reads. To this end, this 
paper proposes an ultra-fast method for aligning longer 
short reads onto human genome by combining the best 
attributes of hash based indexing and searching. Our 
approach is not bounded to a particular range of reads 
and can scale well for more long reads.   

The remainder of this paper is organized as follows. 
Section 2 discusses the related work. Our proposed 
approach is described in Section 3. Experimental results 
are presented in Section 4. Section 5 contains our 
conclusive remarks of the work followed by a list of 
relevant and state-of-the-art references. 

2 Related work 
The approaches proposed so far by the several research 
groups for read alignment problem can be broadly 
classified into four categories. 

1) Traditional sequence mapping tools, such as Basic 
Local Alignment Search Tool (BLAST) [1] and 
BLAST-Like Alignment Tool (BLAT) [19], are 
unable to cope efficiently with the massive amount of 
reads generated by the current generation DNA 
sequencing machines, which make it computationally 
infeasible for solving the current generation read 
alignment problem [9, 16, 24]. 

2) BWT [7] based approaches, such as BowTie [20] and 
BWA [22], create a BWT based index and use an 
iterative prefix matching technique to find an 
alignment. A BWT-based index takes small memory 
footprint for example, BowTie takes less than 2 GB 
[30] and BWA takes less than 6 GB [29] memory to 
work with complete human genome. BWT based 
approaches have another significant feature i.e., they 
can handle a wide range of read lengths. For example, 
BowTie can handle up to 1024 bases read length [30]. 
So, it can easily handle current generation reads and 
also able to handle future generation more long reads. 
However, its performance degrades rapidly as the 
read length increases [25]. 

3) Hash table based approaches have got more and more 
popularity nowadays. Some of them create hash table 
based index for reads e.g., Efficient Large-Scale 
Alignment of Nucleotide Databases (ELAND) [10], 
Mapping and Assembly with Quality (MAQ) [23], 
Short Read Mapping Package (SHRiMP) [26] etc. 
Other approaches use hash table for the reference 
genome indexing e.g., Wisconsin’s High- throughput 
Alignment Method (WHAM) [25], Periodic Seed 
Mapping (PerM) [9], Short Oligonucleotide 
Alignment Program (SOAP) [24], etc. However, only 

Q-Pick [16] uses hash table for both read and 
reference genome indexing. Hash table based 
approaches are in general significantly faster. 
However, those hash table based approaches or their 
software implementation have some significant 
drawbacks. WHAM and Q-Pick create reference 
genome index for a specific length of the read, which 
cannot be used for the different length reads (means, 
if WHAM and Q-Pick create index to align X bases 
length reads then that index cannot be used for 
alignment of N bases length reads where X ≠ N). This 
is a significant issue because we have to create index 
for each of the read length. This will cause a 
significant overhead with respect to the index 
building time and disk space consumption because, 
nowadays most of the genome sequence mining 
companies have large number of databases of varied 
read lengths. The most significant problem with the 
above approaches is that, they are primarily focused 
on short reads. Thus, these approaches or their 
software implementations are limited to a specific 
read length which does not cover the read length of 
the current generation (for example, currently 
Illumina can produce read length up to 250 base long 
[31]) and there is no straight forward way to extend it 
to handle current generation longer short reads (or 
future generation more long reads). For example, 
ELAND can handle up to 32 bases [24, 33], MAQ 
can handle up to 127 bases [20], Shrimp can handle 
up to 70 bases [26], WHAM can handle up to 128 
bases [36], PerM can handle up to 64 bases [34], 
SOAP can handle up to 60 bases [35] which are 
significantly lower length than the current generation 
read length. 

4) Sorted Index File based approach such as fetchGWI 
and tagger [17] index either the reference genome or 
the query set and perform an efficient mapping of 
those two set of sorted entries (one for reference 
genome and another for query set) to find matches. 
However, this approach is also limited to 30 bases 
read length [17]. 

 
Figure 1: System Architecture. 
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Taking into account the limitations presented above, 
it can be summarized that, there is a significant lack of 
approaches or tools that can handle longer short reads 
efficiently. We propose to use BowTie and BWA 
approaches to solve this problem. From the trend of 
increment in read lengths, it does not seem that it will 
become infeasible in near future (because of its wide 
range of read length acceptance). So, we take BowTie 
and BWA as our base methods to experiment with longer 
short reads. As memory became cheap nowadays, we 
have no need to keep such unnecessary tight memory 
restriction in our approach as maintained by BowTie and 
BWA. 

3 Proposed approach 
This section is divided into two Subsections. In 
subsection 3.1, the statement of the problem is defined. 
The system architecture and working procedure of the 
proposed approach are described in subsection 3.2. 

3.1 Problem Statement 
A complete genome sequence is a set of all its 
chromosomal sequences. A chromosomal sequence is a 
series of characters. Each character (nucleic acid) is 
represented by the symbols A, G, C, or T (stands for 
adenine, guanine, cytosine and thymine respectively) or 
an unknown/ambiguous character, named N. The 
unknown character, N, represents that there is an 
uncertainty about the nucleotide in that position or there 
is a repetitive junk region in the genome and thus, all 
nucleotides in that region are converted into N’s [25]. In 
the genome sequencing task, it has no biological sense to 
match reads onto those repetitive junk regions [25]. For 
simplicity, we can think N indicates error while matching 
[30]. 

The read alignment task is to efficiently build an 

index of the reference genome thus a fast and exhaustive 
mapping of a large collection of equal length query reads 
is possible while maintaining the accuracy in alignment. 
Query read database usually contains millions of reads 
and while mapping, read aligner has to report the 
matching position/s in the chromosomal sequence (if any 
matching occurs). 

3.2 System Architecture of Proposed 
Approach 

System architecture of our proposed approach is given in 
Figure 1. It has two main components: i) reference 
genome database processor and ii) query database 
processor. We will discuss them separately to present our 
approach in greater detail. 

3.2.1 Reference Genome Database Processor 
Reference genome database processor takes the complete 
genome sequence database as an input and creates an 
index for that genome into the file system (Figure 1). 
Complete genome sequence contains full set of 
chromosomal sequences. Note that though we are 
interested in mapping the query reads on both the 
forward and reverse strands of each chromosome, we 
will build index only for forward strand of each 
chromosome. We will compensate this while processing 
the query database (detail in subsection 3.2.2). We have 
selected this technique to reduce the index size because 
with this technique, we have to process only the half of 
the original genome sequence which will indeed provide 
us with speed gain while query read is searching. 

Main idea behind our approach is to store in index all 
possible substrings of length L of every chromosomal 
sequence (only forward strand) with its position 
information. We set the length L value to 32. Note that as 
we are going to index each possible substring in a hash 

 
Figure 2: Concatenated Chromosomal Sequence. 

 
Figure 3: Sliding Window Extraction Protocol. 
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table, there are 432 possible values (recall that, sequence 
can contain four bases i.e. A, C, G, or T), which will 
dramatically mitigate the possibility of hash collision. 

Reference genome database processor starts working 
by concatenating (or merging) the forward strands of 
each chromosome (Figure 2). This is done by merger part 
of reference genome database processor (Figure 1). Note 
that with this concatenation we will lose information 
about “in which chromosome (or in which position of 
that chromosome) the subsequence of the concatenated 
sequence originally belongs to?” This information will be 
required when we find a match on a specific position on 
the concatenated sequence. Note that chromosome 
number (or position value in that chromosome) can be 
easily calculated by noting down the length of each 
chromosome. Motivation behind concatenation is to 
reduce the index space because with this technique, we 
have no need to store the chromosome number as we are 
going to calculate it during query read processing phase 
(detail in subsection 3.2.2). 

Binary converter takes the concatenated sequence 
from merger (Figure 1) and converts each A/C/G/T 
character into two bit binary representation. A, C, G, T 
will be binary represented by 00, 01, 10, 11 respectively. 
Note that, as we are going to index each possible 
substring of L = 32, this representation will allow us to 
pack each of them into one computer word in the 64 bit 
computer architecture. Actually, we have set the L value 
to 32 thus our method can take advantage of current 
day’s 64 bit computer architecture. Also note that, we are 
not going to index the subsequences in which N occurs 
(because N indicates ‘error in matching’). So, if N occurs 
in the concatenated sequence, we will simply replace it 
by any two special characters (say with ‘$$’). By doing 
so, we can identify if N has occurred in the sequence. For 
example, if the concatenated sequence is ‘NGACTN’, 
Binary Converter will encode it as ‘$$10000111$$’. 

Index builder takes the binary converter outputted 
sequence and creates an index which can be used by 

query database processor (Figure 1). Index builder moves 
a sliding window of length 64 over the input sequence 
and extracts the subsequence within it, and then moves 
two positions (Figure 3). Recall that, by doing so, it is 

originally extracting all possible subsequences of length 
L = 32 from the concatenated chromosomal sequence. 

Sliding window will extract the subsequences only if no 
$$ ($$ refers to N which means error in matching) 

appears in that window (Figure 3). Here, we have to keep 
in mind that sliding window should not extract any 

subsequences which do not belong to the original 
chromosomal sequences. This can happen while 

extracting subsequences from the position of 
concatenation of chromosomal sequence n and 

chromosomal sequence (n + 1) [here, n = 1, 2… up to 
(maximum chromosome number – 1)] (depicted in 

Figure 4). This can be easily avoided by keeping in mind 
the length of chromosomal sequences. 

All extracted subsequences, which are basically 64 
bit integer numbers, are hashed and their hash value 
provides the hash table bucket number.  We have used 
Thomas Wang’s hash function [14] to uniformly 
distribute values over the hash table. Thomas Wang’s 
hash function has been widely used by many approaches 
for various purposes [8, 12, 15]. This is well suited for 
our purpose because it is fast to compute and has very 
high avalanche effect [3, 14]. Hash table values are the 
position values of the corresponding subsequences 
(represented by 32 bit integer numbers) in the 
concatenated chromosomal sequence. All those key-
value pairs are inserted into the hash table, whose 
structures are depicted in Figure 5. Our hash table 

structure is basically a long array, initially filled with 
NULL values and when we have to insert a key-value 
pair, we just insert that value in the corresponding array 
position (array position is found by hashing the key). 
Note that if corresponding array position is filled, then it 
will be replaced by a pointer to an array and the old value 
(or values) and the new value will be inserted into that 

 
Figure 5: Hash Table Structure. 

 

 
Figure 4: Error in Subsequence Extraction. 
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array. We have used this type of hash table structure in 
place of traditional hash table structure (which is usually 
two dimensional linked lists or an array of linked lists) to 
reduce the hash table space requirement. This kind of 
hash table structure efficiently reduces the requirement of 
pointers with the cost of an additional array which stores 
the number of values associated with the corresponding 
key (easily represented by 8 bit integer number - recall 
that we have used subsequence of length L = 32 to 
mitigate the possibility of collision). By doing this, we 
can dramatically reduce the hash table space requirement 
(realized through experiments also) because the size of a 
pointer in current day’s system architecture is much 
longer than the 8 bit integer and many subsequences may 
appear only one time in the concatenated chromosomal 
sequence. 

 
Figure 6: Converted Sequential Structure Hash Table. 

However, though we have reduced the space 
requirement with that hash table structure (as presented 
in Figure 5), there are some issues with that data 
structure also. In such data structure, index loading will 
be quite time consuming as we are not able to bulk load 
that data structure after saving it into the file system. For 
a significant number of hash table keys (as many 
subsequences can appear more than once), every time we 
have to access the values (a key can have many 
corresponding values) associated with it through a 
pointer access. This will make it relatively slow in 
comparison with the data structure where we can access 
the values directly. Thus, we convert our hash table 
structure (Figure 5) into two sequential structures shown 
in Figure 6. This will make bulk loading possible and 
with that data structure we can directly access the value/s 
through its corresponding key. In Figure 6, we have 
depicted the conversion of the hash table structure shown 
in Figure 5 to the sequential structures. The conversion 
algorithm is simple. The position array (as in Figure 6) 
contains all the hash table values (or position numbers - 
as in Figure 5) inserted into it, one by one according to 
hash bucket number, started from n = 0 to (number of 
hash bucket -1). To calculate the mapping array value at 
position i, we have to just add Additional Array value of 
position i and mapping array value at position (i -1) (see 
Figure 5 and 6). Please note that, for i = 0, this is not true 
(as array position can’t be negative). So, we have to 
check every time whether i = 0 or not. We just remove 
this checking requirement by making hash function to 
produce hash values greater than 0 and setting 0th index 
of mapping array to 0 (see Figure 5 and 6). This will help 
us to avoid checking (thus speed gain) while performing 
query read mapping. Now, from mapping array, we can 
easily map keys to its corresponding value/s. For 

example, suppose the hash value of a key is i where i can 
be any value ranging from 1 to (number of hash bucket -
1). Now, from Figure 6, we can easily find that, 
(mapping array [i] - mapping array [i-1]) provides the 
number of value/s associated with that key (for example, 
if i = 1, then the key has two values associated with it, 
also see Figure 5). To find that value/s, we have to just 
run a loop, collecting value/s from position array starting 
from position number mapping array [i-1] (for example, 
if i = 1, we have to collect two values from position array 
starting from position number 0). The mapping process is 
presented in Figures 5 and 6. 

3.2.2 Query Database Processor 
Query database processor takes a query read database 
(possibly contains millions of equal length reads) and the 
saved index (index saved into file system by reference 
genome database processor (Figure 1)) as inputs and 
outputs ‘query read matching information’ into file 
system for each such matched reads. The ‘query read 
matching information’ contains information about query 
read alignment region (at what position in which 
chromosome the matching occurs), number of other 
alignments etc. 

Our query database processor starts working by bulk 
loading the index (index refers to mapping array and 
position array as in Figure 6). This bulk loading (which 
will save significant amount of time) is possible only 
because we have converted our index into two sequential 
structures. After loading the index into memory, our 
query database processor takes each query read from the 
query database and searches into the index for matching 
in the following manner. 

Query database processor will process each query 
read following the same procedure as done in section 
3.2.1, except, it will not process the query reads in which 
N (or error in matching) occurs. Query read encoding 
(dividing the read into subsequence of L = 32 and 
converting them into binary) is performed by the Query 
Encoder and Query Aligner is responsible for matching 
task (Figure 1). Please remember that we have indexed 
all possible subsequence of length L = 32 of the genomic 
sequence. Hence, Query Encoder will first divide each 
query read into the subsequence of length L = 32. For 
example, if the query read is of 100 bases, Query 
Encoder will divide it into four subsequence of length L 
= 32. The first subsequence will be from base 1 to 32, the 
second subsequence will be from base 33 to 64, the third 
subsequence will be from base 65 to 96, and the fourth 
subsequence will be from base 69 to 100. Note that, the 
last subsequence will be taken from the end of the read 
and overlapping in subsequence may happen. Query 
Aligner searches the index for each such subsequence 
(after binary converted by Query Encoder) of the query 
read by hashing and mapping them into the hash table 
(following the same procedure as stated in section 3.2.1). 
Returned matching position/s is stored into arrays. If any 
of the subsequence of that read is failed to align, then we 
can easily conclude that the read is failed to align. The 
worst case time complexity to find it is O(2n) where n = 
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number of subsequence of that read. However, reverse is 
not true because, if searching of all query read segments 
is successful, it only means that all the query read 
segments appear in the concatenated chromosomal 
sequence and not necessarily mean that the whole read 
appeared in the concatenated chromosomal sequence. 

To check if the read is aligned or not, Query Aligner 
has to perform some additional task i.e., it has to check 
whether the returned positions are the consecutive 
segment positions or not. Take example of 100 bases 
read length. Suppose, all the four subsequence are able to 
align and returned position value/s are stored in the 
arrays named A1 = {200, 415}, A2 = {232, 327, 1215}, 
A3 = {264, 416, 917, 971} and A4 = {268} 
consecutively (values inside the curly brackets are the 
returned position value/s). Now, to check whether the 
read is aligned or not (or in which position/s), Query 
Aligner has to search for (A1[i] + 32) in A[2], (A1[i] + 
64) in A[3], (A1[i] + 68) in A[4] means for every value 
of i i.e., from 0 to (size of A1 – 1). By doing so, we are 
only checking whether the segments are consecutive 
segments in the concatenated chromosomal sequence or 
not. If searching in all the arrays is successful, then only 
we can conclude that the read is aligned at position A1[i] 
in the concatenated chromosomal sequence (for above 
example, the query read matches only in position 200). 
Here, we should mention that all arrays that store the 
returned matching positions are the sorted array (easy to 
see). Thus, Query Encoder will perform an efficient 
linear search in the sorted array to find a match, instead 
of other searching procedures (for example binary 
searching). This will help us to gain speed over other 
searching procedures because the length of the array is 
typically very small due to very high indexed substring 
length i.e., 32 [5, 32]. With this linear search we can find 
all the matches by only one pass through the array 
(means with worst case time complexity O(n) where n = 
very small array length). Another point to note that, with 
the above procedure we can only identify in which 
position of the concatenated chromosomal sequence the 
match occurs. Now, Query Aligner finds the original 
matching position (means chromosome number and the 
position value in that chromosome) by using the 
following procedure. First it finds the previous 
chromosome ending position in the concatenated 
chromosomal sequence (so, chromosome number is 
found) and then deducts that position value from the 
matched position value (except that matched position is 
not within the first chromosome ending position) to find 
real position in that chromosome. The previous 
chromosome ending position is found by performing an 
efficient binary search on a sorted array which contains 
the ending position of each chromosome in concatenated 
chromosomal sequence (reported by Reference Genome 
Database Processor). 

As mentioned above, only the forward strand of each 
chromosome is processed by the Reference Genome 
Database Processor (subsection 3.2.1). This will be 
addressed in details in this section. Two strands of 
chromosome are of complementary nature i.e., A always 
pairs with T, and C always pairs with G (vice versa).  So, 

for each query read in the query read database, Query 
Database Processor will not only search for that query 
read but also search for the reverse complement of it. For 
example, suppose, a query read is ‘ACCTGGA’. Query 
Database Processor will first reverse it i.e., ‘AGGTCCA’ 
and then will take complement of it i.e., ‘TCCAGGT’ 
and then search into the index for matching following the 
same procedure as stated above. 

From the above, it is easy to see that our approach 
has no upper limit restriction on the read length like 
many other approaches. In the next section, we will 
provide empirical evaluation of our approach for a wide 
length of reads. 

4 Experimental study, results, and 
discussion 

We ran our experiments on a desktop computer with 3.70 
GHz Intel Xeon dual-cores CPU and 32 GB of DDR3 
main memory, running 64 bit Ubuntu (kernel 3.5.0) as 
operating system. All our algorithms were implemented 
in C++, and compiled using g++ 4.7.2. We had followed 
the similar comparison strategy as performed in [25]. We 
have taken repeat-masked NCBI build 36 human genome 
as our reference genome and all the approaches obliged 
to report all the valid matches (as done in [25]). Our 

 
Figure 7: Comparison of Index Building Time. 

Figure 8: Comparison of Query Read Database Aligning 
Time for Read Length of 100 bases. 
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approach followed the same default output format of 
BowTie and all the approaches ran on single thread. 

We have performed experiments with various length 
reads i.e. with 100, 150, 200, 250 bases read length (note 
that 250 bases read length is the currently maximum read 

length which Illumina can produce [31]). We selected 
four sets of query read database for experimenting with 
each of the read lengths. Our experimental results show 
comparison of our approach with BowTie [20, 30] and 
BWA [22, 29] by averaging results over those four sets 
of query read database. Each of our read databases 
contains 10 million of query reads.  We have set the hash 
table bucket number to 1.5 billion throughout our 
experiments. We have also created four synthetic query 
read databases, one for each 100, 150, 200, 250 bases 
read lengths (each contains 10 million query reads with 
randomly inserted errors) to measure accuracy of our 
approach. 

Comparison of index building time of our approach 
with BowTie and BWA is given in Figure 7. Our 
experimental result show that our approach is 
significantly faster than BowTie (3X faster) and BWA 
(3.8X faster) as presented in Figure 7. Please note we 
have to build our index just only one time for a genome 
and we can use it repeatedly for searching various length 
reads (easy to see from section 3) unlike many other 
approaches. Experimental results for comparison of our 
approach with BowTie and BWA for various length 
reads i.e. of 100, 150, 200, 250 bases read length are 
given in Figures 8-11 respectively. From those 
experimental results it can be easily seen that, our 
approach is significantly faster for query read alignment 
than BowTie (3.7X, 3.9X, 3.7X, 4X faster for 100, 150, 
200, 250 bases read length respectively) and BWA 
(4.6X, 5.2X, 5.1X, 5.6X faster for 100, 150, 200, 250 
bases read length respectively). By significantly reducing 
the index building and query read searching time over 
BowTie and BWA, our approach is able to fulfill its 
primary motivation. To measure how much accurate our 
approach is, we ran it on four synthetic databases one for 
each 100, 150, 200, 250 bases read length, where it was 
previously known a number of query reads that provide 
an alignment. Our approach is able to align exactly the 
same number of query reads within these databases. In 
addition, during the previous experiments with BowTie 
for various length read databases (i.e. four sets of 
databases for each of 100, 150, 200, 250 bases read 
length, as stated early of this section), we have found that 
for all the databases of all the read length, our approach 
is able to align exactly the same number of query reads 
as aligned by BowTie (which is one of the most accurate 
read aligner as can be found from the experimental 
results of [16]). Actually, the accuracy of our approach 
can be outlined as follows: 

o We have indexed subsequence of length L = 32 
and used Thomas Wang’s hash function (which 
uniformly distributes the key values) to mitigate 
the possibility of collision. 

o We have used large number of hash table 
buckets i.e. 1.5 billion during our experiments 
which will also dramatically mitigate the 
possibility of collision. During index building 
time, we have found that our approach has 
extracted around 1.25 billion subsequences of 

 
Figure 9: Comparison of Query Read Database 
Aligning Time for Read Length of 150 bases 

Figure 10: Comparison of Query Read Database 
Aligning Time for Read Length of 200 bases 

Figure 11: Comparison of Query Read Database 
Aligning Time for Read Length of 250 bases 
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length L = 32 from NCBI human genome (build 
36) which is quite lower value than 1.5 billion. 

o Our approach is primarily targeted for current 
generation reads (or future generation more long 
reads) which is > 100 bases. So, query reads 
will be divided into >= 4 fragments and our 
approach will provide false positive match only 
if all the fragments gives collision (easy to see) 
which is quite unlikely to occur. 

From the above discussion, we can conclude that, 
our approach is significantly faster than other methods 
presented and discussed above for comparison in all their 
aspects without compromising the accuracy. Moreover, 
from Figures 8 and 11, we can see that our approach 
becomes 1.91X slower (for BowTie, it is 2.09X and for 
BWA, it is 2.32X) by increasing the read length from 
100 bases to 250 bases (note that the read length is 
increased 2.5X). This performance degradation rate is not 
completely accurate because of the difference in query 
reads in the databases (thus will give different processing 
execution). However, we can use this to get a rough idea 
about the growth rate of the performance degradation (as 
the database contains same number of reads and have to 
perform same kind of task). As we have argued 
previously, it is practically impossible to avoid the 
processing cost of the increased read length. However, 
we can summarise that our approach is able to bind it 
efficiently. By observing this bounded growth rate of 
performance degradation over BowTie and BWA, we 
can draw a conclusion that our approach will scale well 
for more long reads of future generation as well. 

5 Conclusion 
With the advent of second-generation sequencing 
technology, there is an increasing need of a fast and 
accurate read alignment method that can deal with longer 
short reads. In this paper, we address that need. Our 
experimental section shows that, for the longer short read 
of the current generation, our approach is an order of 
magnitude faster than BowTie and BWA in all aspects 
and this is done by keeping the accuracy intact. It can 
also be seen from the results that our approach can 
handle current generation’s longer short read efficiently 
and also scale well for future generation’s more longer 
short reads (by observing the bounded growth rate of 
performance degradation) and hence, will not become 
infeasible in near future (by observing the trend of 
increment in read length). Moreover, our approach has 
no upper bound in the read length like many other 
approaches. 
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Vagueness in the scientific studies presents a challenging dimension. Intuitionistic fuzzy set theory has 
emerged as a tool for its characterization. There is need to associate measures which can measure 
vagueness and differences in the underlying characterizing IFSs. In the present paper we introduce an 
information theoretic divergence measure, called intuitionistic fuzzy Jensen-Rényi divergence. It is a 
difference measure in the setting of intuitionistic fuzzy set theory, involving parameters that provide 
flexibility and choice. The strength of the new measure lies in its properties and applications. An 
approach to multiple-attribute decision making based on intuitionistic fuzzy Jensen-Rényi divergence is 
proposed. A numerical example illustrates the application of the new measure and the role of various 
parameters therein to multipleattribute decision making problem formulated in terms of intuitionistic 
fuzzy sets. 

Povzetek: Razvita je nova verzija intuitivne mehke logike za uporabo v procesu odločanja.  

 

1 Introduction 
In probability theory and statistics, divergence measures 
are commonly used for measuring the differences 
between two probability distributions [13 and 22]. 
Kullback-Leibler [13] divergence is the well known such 
information theoretic divergence. Another important 
information theoretic divergence measure is the Jensen-
Shannon divergence (JSD) [22] which has attracted quite 
some attention. It has been shown that the square root of 
JSD turns out to be a metric [9], satisfying (i) non-
negativity (ii) (minimal) zero value only for identical 
distributions (iii) symmetric and (iv) satisfying triangular 
inequality, i.e. it is bounded from below and from above 
in terms of the norms of the distributions. However it 
may be mentioned that JSD itself is not a metric. It 
satisfies the first three axioms, and not the triangular 
inequality. These divergence measures have been applied 
in several disciplines like signal processing, pattern 
recognition, finance, economics etc. 

Some generalizations of Jensen-Shannon divergence 
measure have been studied in the last couple of years. For 
instance, He et al. [10] proposed a one parametric 
generalization of JSD based on Rényi’s entropy function 
[21], called Jensen-Rényi divergence and used it in image 
registration. 

Other than probabilistic, there are vague/fuzzy 
phenomena. These are best characterized in terms of 
‘fuzzy sets’, and their generalizations. The theory of 
fuzzy sets proposed by Zadeh [32] in 1965 addresses 
these situations and has found applications in various 
fields. In fuzzy set theory, the membership of an element 

is a single value lying between zero and one, where the 
degree of non-membership is just automatically equal to 
one minus the degree of membership.  

As a generalization of Zadeh’s fuzzy sets, Atanassov 
[1, 2], introduced intuitionistic fuzzy sets. In their general 
setting, these involve three non-negative functions 
expressing the degree of membership, the degree of non-
membership, and hesitancy, their sum being one. These 
considerations imbue IFSs with inbuilt structure to 
consider varieties of factors responsible of vagueness in 
the phenomena. IFSs have been applied in many 
practically uncertain/vague situations, such as decision 
making [3, 4, 8, 14, 16-18, 20, 25, 27-30 and 33] medical 
diagnosis [5, 24] and pattern recognition [6, 11, 12, 19 
and 24] etc. Atanassov [2] and Szmidt and Kacprzyk [26] 
suggested some methods for measuring 
distance/difference between two intuitionistic fuzzy sets. 
Their measures are generalizations of the well known 
Hamming and Euclidean distances. Dengfeng and 
Chutian [6] and Dengfeng [7] proposed some other 
similarity and dissimilarity measures for measuring 
differences between pairs of intuitionistic fuzzy sets. In 
addition, Yanhong et al. [31] undertook a comparative 
analysis of these similarity measures. Recently, Verma 
and Sharma [25] proposed a generalized intuitionistic 
fuzzy divergence and studied its applications to multi 
criteria decision making.  

In this paper, we extend the idea of Jensen-Rényi 
divergence to intuitionistic fuzzy sets and propose a new 
divergence measure, called intuitionistic fuzzy Jensen-
Rényi divergence (IFJRD) to measure the difference 
between two IFSs. After studying its properties, we give 
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an example of its applications in multiple-attribute 
decision making based on intuitionistic fuzzy information.  
The paper is organized as follows: In Section 2 some 
basic definitions related to probability theory, fuzzy set 
theory and intuitionistic fuzzy set theory are briefly 
given. In Section 3, the intuitionistic fuzzy Jensen-Rényi 
divergence (IFJRD) between two intuitionistic fuzzy sets 
is proposed. Some of its basic properties are analysed 
there, along with the limiting case. In Section 4 some 
more properties of the proposed measure are studied. In 
Section 5 application of proposed intuitionistic fuzzy 
Jensen-Rényi divergence measure to multiple-attribute 
decision making are illustrated and our conclusions are 
also presented here. 

2 Preliminaries 
 We start with probabilistic background. We denote the 
set of n-complete( )2≥n  probability distributions by 

( )






 =≥==Γ ∑

=

n

i
iinn pppppP

1
21 1,0:,...,, .      (1) 

For a probability distribution 
( ) nnpppP Γ∈= ,...,, 21 , 

the well known Shannon’s entropy [23], is defined as 

                               ( ) i

n

i
i ppPH ∑

=

−=
1

log .                     (2) 

Various generalized entropies have been introduced in 
the literature taking the Shannon entropy as basic and 
have found applications in various disciplines such as 
economics, statistics, information processing and 
computing etc. 

A generalizations of Shannon’s entropy introduced 
by Rényi’s [21], Rényi’s entropy of orderα , is given by  

         0,1),log(
1

1
)(

1

>≠
−

= ∑
=

αα
α

α
α

n

i
ipPH .         (3) 

For ( )1,0∈α , it is easy to see that ( )PHα  is a concave 

function of P, and in the limiting case 1→α , it tends to 
Shannon’s entropy. It can also be easily verified that 

( )PHα  is a non-increasing function of ( )1,0∈α  and thus 

( ) ( )1,0)( ∈∀≥ αα PHPH                  (4) 

In sequel, we will restrict ( )1,0∈α , unless otherwise 

specified and will use base 2 for the logarithm. 
Next, we mention Jensen-Shannon divergence [15]. 
Let 0, 21 ≥λλ , 121 =+ λλ  be the weights of two 

probability distributions nQP Γ∈, , respectively. Then the 

Jensen-Shannon divergence, is defined as  

     ( ) ( ) ( ) ( )QHPHQPHQPJS 2121, λλλλλ −−+= .      (5) 

Since ( )PH  is a concave function, according to Jensen’s 

inequality, ( )QPJS ,λ  is nonnegative and vanishes 

when QP = . One of the major features of the Jensen-

Shannon divergence is that we can assign different 
weights to the probability distributions involved 

according to their importance. This is particularly useful 
in the study of decision problems. 

A generalization of the above concept is the Jensen-
Rényi divergence proposed by He [10], given by 

   
( ) ( )

( ) ( ) ( )1,0,

,

21

21,

∈−−

+=

αλλ
λλ

αα

ααλ

QHPH

QPHQPJR
    (6) 

where ( )PHα  is Rényi’s entropy, and ( )21,λλλ =  is the 

weight vector, with 0, 21 ≥λλ , 121 =+λλ ,  as before. 

Properties of Jensen-Rényi Divergence: Briefly we note 
some simple properties: 

i. ( )QPJR ,,αλ  is nonnegative and is equal to zero 

when QP = . 

ii.  For ( )1,0∈α , ( )QPJR ,,αλ  is a convex function 

of P and Q . 

iii. ( )QPJR ,,αλ , achieves its maximum value when 

P andQ  are degenerate distributions. 

The Jensen-Shannon divergence (5) is a limiting case of 
( )QPJR ,,αλ when 1→α . 

Definition 1. Fuzzy Set [32]: A fuzzy set A
~

 in a finite 
universe of discourse { }nxxxX ,...,, 21=   is defined as  

                   ( ){ },,
~

~ XxxxA
A

∈= µ                       (7) 

where ( ) [ ]1,0:~ →Xx
A

µ   is measure of belongingness or 

degree of membership of an element Xx∈  to A
~

. 

Thus, automatically the measure of non-belongingness of 

Xx∈  to A
~

 is ( )( ).1 ~ x
A

µ−   

Atanassov [1, 2] introduced following generalization of 
fuzzy sets, called intuitionistic fuzzy sets. 

Definition 2. Intuitionistic Fuzzy Set [1, 2]: An 
intuitionistic fuzzy set A  in a finite universe of 
discourse { }nxxxX ,...,, 21=  is defined as 

             
( ) ( ){ },,, XxxxxA AA ∈= νµ                   (8) 

where [ ]1,0: →XAµ  and [ ]1,0: →XAν  with the 

condition ( ) ( ) 10 ≤+≤ xx AA νµ . For each Xx∈ , the 

numbers ( )xAµ  and ( )xAν  denote the degree of 

membership and degree of non-membership of x  to A  
respectively. 

Further, we call ( ) ( ) ( ),1 xxx AAA νµπ −−=  the degree of 

hesitance or the intuitionistic index of Xx∈  to A .  
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Obviously, when ( ) ,0=xAπ i.e., ( ) ( )xx AA µν −= 1  for 

every Xx∈ , then the IFSA  becomes a fuzzy set. Thus, 

FSs are the special cases of IFSs.  

Definition 3: Let ( )XIFS denote the family of all IFSs 

defined in the universeX , and let ( )XIFSBA ∈,  be 

given by  
( ) ( ){ }XxxxxA AA ∈= |,, νµ , 

( ) ( ){ }XxxxxB BB ∈= |,, νµ . 

These being sets, Atanassov further defined set 
operations on ( )XIFS  as follows: 

(i) BA ⊆ iff ( ) ( )xx BA µµ ≤  

                                                            and ( ) ( ) ;Xxxx BA ∈∀≥νν  

(ii)  BA = iff BA ⊆ and AB ⊆ ; 
 

(iii)  ( ) ( ){ }XxxxxA AA

C ∈= µν ,, ; 
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Extending the idea from probabilistic to intuitionistic 
phenomena, in the next section, we propose a divergence 
measure called ‘Intuitionistic Fuzzy Jensen-Rényi 
Divergence’ (IFJRD) on intuitionistic fuzzy sets to 
quantify the difference between two intuitionistic fuzzy 
sets and discuss its limiting case. 

3 Intuitionistic Fuzzy Jensen-Rényi 
Divergence (IFJRD) 

Single element universe: First, letA andB be two 
intuitionistic fuzzy sets defined on a single element 
universal set { }xX = .  

Precisely speaking, we have: 

                         ( ) ( ) ( )( )xxxA AAA πνµ ,,= , 

and                  ( ) ( ) ( )( )xxxB BBB πνµ ,,= , 

where 

( ) ( ) ( ) 1=++ xxx AAA πνµ , 

and                    ( ) ( ) ( ) ,1=++ xxx BBB πνµ  

with        

( ) ( ) ( ),,,0 xxx AAA πνµ≤ ( ) ( ) ( ) 1,, ≤xxx BBB πνµ . 

Regarding ( )AAA πνµ ,, and( )BBB πνµ ,,  as two 

probability distributions, in analogy of (6), we define the 
intuitionistic fuzzy Jensen-Rényi divergence measure 
between IFSs A  andB , as  
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where ( )•αH  is Rényi’s entropy for intuitionistic fuzzy 
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where ( )1,0∈α .                                                  

Next, in theorem below we study properties 
of ( )BAJR ,,

∗
αλ  defined in (10). 

Theorem1: For ( )XIFSBA ∈, , ( )BAJR ,,
∗

αλ  

satisfies the following properties: 

i. ( ) 0,, ≥∗ BAJR αλ , with equality if and only if BA = . 

ii.  ( ) 1,0 , ≤≤ ∗ BAJR αλ . 

iii.   For three IFSs CBA ,,  in X  and CBA ⊆⊆ , 

                     ( ) ( )CAJRBAJR ,, ,,

∗∗ ≤ αλαλ , 

and               ( ) ( )CAJRCBJR ,, ,,

∗∗ ≤ αλαλ . 

Proof: (i) The result directly follows from Jensen’s 
inequality.  
 (ii)  Since ( )BAJR ,,

∗
αλ  is convex for ( )1,0∈α , refer 

Proposition 1 of He et al. [10], therefore, for ( )1,0∈α , 

( )BAJR ,,

∗
αλ  increases as 1|||| BA− increases, 

 where    
   ( ) ( ) ( ) ( )xxxxBA BABA ννµµ −+−=− 1||||   

                                           ( ) ( )xx BA ππ −+ .        (11) 

Thus, ( ) ( )1,0,, ∈∀∗ ααλ BAJR , attains its maximum for 

following degenerate cases:  
( ) ( )0,1,0,0,0,1 == BA or  ( ) ( )0,0,1,0,1,0 == BA  

or ( ) ( )0,1,0,1,0,0 == BA . 

This gives 
( ) 1,0 , ≤≤ ∗ BAJR αλ . 
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(iii) For ( )XIFSCBA ∈,, , 

11 |||||||| CABA −≤−  

CBACACB ⊆⊆−≤− if,||||||||and 11 . 

Thus,  
     ( ) ( )CAJRBAJR ,, ,,

∗∗ ≤ αλαλ   

( ) ( ) ( )1,0,,and ,, ∈∀≤ ∗∗ ααλαλ CAJRCBJR .                 

(12) 
This proves the theorem. 

Limiting case: When 1→α  and
2

1
21 == λλ , then 

measure (10) reduces to J-divergence on intuitionistic 
fuzzy sets proposed by Hung and Yang [11] as 
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  (13) 

Definition 4:  ( )BAJR ,,αλ  on Finite Universe: 

Previously, we considered single element universe set. 
The idea can be extended to any finite universe set. If 

BA and are two IFSs defined in finite universe of 

discourse { }nxxxX ...,,, 21= , then, we define, the 

associated intuitionistic fuzzy Jensen-Rényi divergence 
by 

     ( ) ( ) ( )( )∑
=

∗=
n

i
ii xBxAJR

n
BAJR

1
,, ,

1
, αλαλ               (14) 

where        ( ) ( ) ( ) ( )( ){ }iAiAiAii xxxxxA πνµ ,,,=  , 

and            ( ) ( ) ( ) ( )( ){ }iBiBiBii xxxxxB πνµ ,,,= . 

In the next section, we study several properties 
of ( )BAJR ,,αλ . While proving these properties, we 

consider separation ofX  into two parts 1X and 2X , such 

that 

              ( ) ( ){ } ,|1 iiii xBxAXxxX ⊆∈= ,                  (15) 

      ( ) ( ){ } ,|2 iiii xBxAXxxX ⊇∈= .                  (16) 

Further it may be noted that for all ,1Xxi ∈   

( ) ( ) ( ) ( )iBiAiBiA xxxx ννµµ ≥≤ and , 

as also for ,2Xxi ∈∀   

       ( ) ( ) ( ) ( )iBiAiBiA xxxx ννµµ ≤≥ and . 

4 Properties of intuitionistic fuzzy   
Jensen- Rényi divergence measure 

The measure ( )BAJR ,,αλ  defined in (10) has the 

following properties: 

Theorem 2: For ( )XIFSBA ∈, ,  

(i)    ( ) ( )BAJRBABAJR ,, ,, αλαλ =IU , 

(ii)  ( ) ( )ABJRBABAJR ,, ,, αλαλ =UI . 

Proof: We prove (i) only, (ii) can be proved analogously. 

(i) From definition in (10), we have: 
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This proves the theorem.                                                             
                                                    

Theorem 3: For ( )XIFSBA ∈, , 

(i) ( ) ( ) ( )BAJRBAAJRBAAJR ,,, ,,, αλαλαλ =+ IU ,                                        

(ii)  ( ) ( ) ( )ABJRBABJRBABJR ,,, ,,, αλαλαλ =+ IU . 

Proof: In the following, we prove only (i), (ii) can be 
proved analogously. 

 (i) Using definition in (10), we first have 
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Next, again from definition in (10), we have 
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Adding (17) and (18), we get the result.                          

Theorem 4: For ( )XIFSCBA ∈,, ,  

(i) ( ) ( ) ( )CBJRCAJRCBAJR ,,, ,,, αλαλαλ +≤U ; 

(ii)  ( ) ( ) ( )CBJRCAJRCBAJR ,,, ,,, αλαλαλ +≤I ; 

Proof: We prove (i) only, (ii) can be proved analogously. 
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This proves the theorem.                                                  
 

 Theorem 5: For ( )XIFSCBA ∈,, ,  

( ) ( )
( ) ( )CBJRCAJR

CBAJRCBAJR

,,

,,

,,

,,

αλαλ

αλαλ

+=
+ IU

. 

Proof: Using definition in (10), we first have: 
 

( )CBAJR ,, Uαλ  
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Adding (20) and (21), we get the result.                          

Theorem 6: For ( )XIFSBA ∈, ,  

(a) ( ) ( )CC BAJRBAJR ,, ,, αλαλ =  

(b) ( ) ( )BAJRBAJR CC ,, ,, αλαλ = ; 

(c) ( ) ( )BAJRBAJR C ,, ,, αλαλ +  

                         ( ) ( )CCC BAJRBAJR ,, ,, αλαλ += . 

where CA and CB represents the complement of 
intuitionistic fuzzy setsA andB  respectively. 

Proof: (a) The proof simply follows from the relation of 
membership and non-membership functions of an 
element in a set and its complement.                                                                                                          

(b) Let us consider the expression 
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= 0. 
       

(c) It immediately follows (a) and (b).   

This completes proof the theorem.                                    
           
In the next section, we suggest an application of the 

measure proposed to multiple-attribute decision making 
problem and give an illustrative example.  

5 Applications of intuitionistic fuzzy 
Jensen-Rényi divergence to 
multiple-attribute decision making 

Vagueness is a fact of life and needs attention in matters 
of management. It can have several forms, for example, 
imperfectly defined facts, indirect data, or imprecise 
knowledge. For mathematical study, vague phenomena 
have got to be first suitably represented. IFSs are found 
to be suitable tools for this purpose. In this section, we 
present a method based on our proposed intuitionistic 
fuzzy Jensen-Rényi divergence defined over IFSs, to 
solve multiple-attribute decision making problems. It 
may be remarked that for a deterministic or probabilistic 
phenomenon where patterns show stability of the form, 
parameters have perhaps limited rule, but in vague 
phenomena, parameters provide a class of measures and 
choice for making appropriate selection by testing 
further. Intuitionistic fuzzy Jensen-Rényi divergence 
defined has parameters of two categories- the averaging 
parameters, s'λ , and an extraneous parameterα , each 
serving a different purpose. In the example below, we 
bring out their role in multiple-attribute decision making.  

Multiple-attribute decision making problems are 
defined on a set of alternatives, from which the decision 
maker has to select the best alternative according to some 
attributes. Suppose that there exists an alternative 
set { }mAAAA ...,,, 21=  which consists of malternatives, 

the decision maker will choose the best alternative from 
the set A  according to a set of n  
attributes { }nGGGG ...,,, 21= . Further let ( )

mnijdD
×

= be 

the intuitionistic fuzzy decision matrix, 
where ( )ijijijijd πνµ ,,=  is an attribute value provided by 

the decision maker, such thatijµ indicates the degree with 

which the alternative jA satisfies the attributeiG , ijν  

indicates the degree with which the alternativejA does 

not satisfies the attributeiG , and ijπ  indicates the 

indeterminacy degree of alternativejA to the attribute iG , 

such that: 
[ ]1,0∈ijµ ,   [ ]1,0∈ijν ,    1=≤+ ijijij πνµ , 

ijijij νµπ −−=1  mjni ...,,2,1and...,,2,1 == . 

To harmonize the data, first step is to look at the 
attributes. These, in general, can be of different types. If 
all the attributes { }nGGGG ...,,, 21=  are of the same type, 

then the attribute values do not need harmonization. 
However if these involve different scales and/or units, 
there is need to convert them all to the same scale and/or 
unit. Just to make this point clear, let us consider two 
types of attributes, namely, (i) cost type and the (ii) 
benefit type. Considering their natures, a benefit attribute 
(the bigger the values better is it) and cost attribute (the 
smaller the values the better) are of rather opposite type. 
In such cases, we need to first transform the attribute 
values of cost type into the attribute values of benefit 
type. So, we transform the intuitionistic fuzzy decision 
matrix ( )

mnijdD
×

=  into the normalized intuitionistic 

fuzzy decision matrix ( )
nmijrR

×
= by the method given by 

Xu and Hu [30], where 

  ( ) ( ) ,
 attributecost for ,

 attributebenefit for ,
,,







==
i

C

ij

iij

ijijijij
Gd

Gd
r πνµ   (23) 

                       
mjni ...,,2,1;...,,2,1 ==      

where ( )C

ijd  is the complement of ijd , such that 

( ) ( )ijijij

C

ijd πµν ,,= . 

With attributes harmonized, using the measure 
defined in (10), we now stipulate following steps to solve 
our multiple-attribute intuitionistic fuzzy decision 
making problem: 

Step 1: Based on the matrix ( )
nmijrR

×
= , specify the 

options jA ( )mj ...,,2,1=  by the characteristic sets: 

{ }
nimj

GGGA iijijijij

...,,2,1and...,,2,1

,|,,,

==

∈= πνµ
. 

Step 2: Find the ideal solution ∗A , given by: 

            ,
,,...,

,,,,,, 222111
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









=
∗∗∗

∗∗∗∗∗∗∗

nnn

A
πνµ

πνµπνµ
       (24) 

where, for each ni ...,,2,1= , 

       ( )


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








−−
=∗∗∗

ijjijj

ijjij
j

iii νµ

νµ
πνµ

minmax1

,min,max
,, .        (25) 

Step 3: Calculate ( )∗AAJR jj ,
,αλ  using the following 

expression for it: 
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      (26)        

where [ ]1,0, 21 ∈jj λλ , and 121 =+ jj λλ  mj ...,,2,1=∀ .                                                       

Step 4: Rank the alternativesjA , mj ...,,2,1= , in 

accordance with the values ( )∗AAJR jj ,
,αλ , mj ...,,2,1= , 

and select the best one alternative, denoted by kA  with 

smallest ( )∗AAJR jj ,
,αλ . Then kA is the best choice.  

In order to demonstrate the application of the above 
proposed method to a real multiple attribute decision 
making, we consider below a numerical example. 

Example: Consider a customer who wants to buy a car. 
Let five types of cars (alternatives) )5,4,3,2,1( =jAj be 

available. The customer takes into account six attributes 
to decide which car to buy: (1)1G : fuel economy, (2) 2G : 

aerodynamic degree, (3) 3G : price, (4) 4G : comfort,  (5) 

5G : design and (6) 6G : safety. We note that 3G  is a cost 

attribute while other five are benefit attributes. Next let 
us assume that the characteristics of the 
alternatives )5,4,3,2,1( =jAj are represented by the 

intuitionistic fuzzy decision matrix ( )
56×

= ijdD  shown in 

the following table: 

Table I: Intuitionistic fuzzy decision matrix D  
 

1A  2A  3A  4A  5A  

1G  (0.5,0.4, 
0.1) 

(0.4,0.3, 
0.3) 

(0.5,0.2, 
0.3) 

(0.4,0.2, 
0.4) 

(0.6,0.4, 
0.0) 

2G  (0.7,0.2, 
0.1) 

(0.8,0.2, 
0.0) 

(0.9,0.1, 
0.0) 

(0.8,0.0, 
0.2) 

(0.5,0.2, 
0.3) 

3G  (0.4,0.3, 
0.3) 

(0.5,0.2, 
0.3) 

(0.6,0.1, 
0.3) 

(0.7,0.3, 
0.0) 

(0.8,0.1, 
0.1) 

4G  (0.6,0.2, 
0.2) 

(0.6,0.3, 
0.1) 

(0.8,0.1, 
0.1) 

(0.9,0.1, 
0.0) 

(0.4,0.2, 
0.4) 

5G  (0.4,0.5, 
0.1) 

(0.6,0.4, 
0.0) 

(0.3,0.5, 
0.2) 

(0.5,0.3, 
0.2) 

(0.9,0.0, 
0.1) 

6G  (0.3,0.1, 
0.6) 

(0.7,0.1, 
0.2) 

(0.6,0.2, 
0.2) 

(0.6,0.1, 
0.3) 

(0.4,0.3, 
0.3) 

 
First, we transform the attribute values of cost type 

( )3G into the attribute values of benefit type( )3G′  by 

using Eq. (23): 

( ) ( ) ( ) ( )
( ) ( ) 








==′
1.0,8.0,1.0,0.0,7.0,3.0

,3.0,6.0,1.0,3.0,5.0,2.0,3.0,4.0,3.0
33

CGG , 

and then ( )
56×

= ijdD  is transformed into ( )
56×

= ijrR , we 

get the following table: 
Table II:  Normalized intuitionistic fuzzy decision 
matrix R  

 
1A  2A  3A  4A  5A  

1G  (0.5,0.4, 
0.1) 

(0.4,0.3, 
0.3) 

(0.5,0.2, 
0.3) 

(0.4,0.2, 
0.4) 

(0.6,0.4, 
0.0) 

2G  (0.7,0.2, 
0.1) 

(0.8,0.2, 
0.0) 

(0.9,0.1, 
0.0) 

(0.8,0.0, 
0.2) 

(0.5,0.2, 
0.3) 

3G′  (0.3,0.4, 
0.3) 

(0.2,0.5, 
0.3) 

(0.1,0.6, 
0.3) 

(0.3,0.7, 
0.0) 

(0.1,0.8, 
0.1) 

4G  (0.6,0.2, 
0.2) 

(0.6,0.3, 
0.1) 

(0.8,0.1, 
0.1) 

(0.9,0.1, 
0.0) 

(0.4,0.2, 
0.4) 

5G  (0.4,0.5, 
0.1) 

(0.6,0.4, 
0.0) 

(0.3,0.5, 
0.2) 

(0.5,0.3, 
0.2) 

(0.9,0.0, 
0.1) 

6G  (0.3,0.1, 
0.6) 

(0.7,0.1, 
0.2) 

(0.6,0.2, 
0.2) 

(0.6,0.1, 
0.3) 

(0.4,0.3, 
0.3) 

 
The step-wise procedure now goes as follows. 

Step 1: Based on ( )
56×

= ijrR , we have characteristic sets 

of the alternatives jA ( )5...,,2,1=j  by 

( ) ( ) ( )
( ) ( ) ( ) 







=
6.0,1.0,3.0,1.0,5.0,4.0,2.0,2.0,6.0

,3.0,4.0,3.0,1.0,2.0,7.0,1.0,4.0,5.0
1A , 

( ) ( ) ( )
( ) ( ) ( ) 







=
2.0,1.0,7.0,0.0,4.0,6.0,1.0,3.0,6.0

,3.0,5.0,2.0,0.0,2.0,8.0,3.0,3.0,4.0
2A , 

( ) ( ) ( )
( ) ( ) ( ) 







=
2.0,2.0,6.0,2.0,5.0,3.0,1.0,1.0,8.0

,3.0,6.0,1.0,0.0,1.0,9.0,3.0,2.0,5.0
3A , 

( ) ( ) ( )
( ) ( ) ( ) 







=
3.0,1.0,6.0,2.0,3.0,5.0,0.0,1.0,9.0

,0.0,7.0,3.0,2.0,0.0,8.0,4.0,2.0,4.0
4A , 

( ) ( ) ( )
( ) ( ) ( )







=
3.0,3.0,4.0,1.0,0.0,9.0,4.0,2.0,4.0

,1.0,8.0,1.0,3.0,2.0,5.0,0.0,4.0,6.0
5A . 

Step 2: Using (24) and (25), we obtain∗A : 
( ) ( ) ( )
( ) ( ) ( ) 







=∗

2.0,1.0,7.0,1.0,0.0,9.0,0.0,1.0,9.0

,3.0,4.0,3.0,1.0,0.0,9.0,2.0,2.0,6.0
A . 

Step3: We use formula (26) to measure ( )∗AAJR jj ,
,αλ , 

choosing the various values of parameter. First we 
take 5...,,2,15.0

21
=∀== jjj λλ ; and 3.0=α , 5.0=α  

and 7.0=α  respectively, we get the following table: 

Table III:  Values of ( )∗AAJR jj ,
,αλ  for 7.0,5.0,3.0=α  

 3.0=α  5.0=α  7.0=α  

( )∗AAJR j ,1,αλ  0.1453 0.1409 0.1345 

( )∗AAJR j ,2,αλ  0.1908 0.1584 0.1299 

( )∗AAJR j ,3,αλ  0.1617 0.1400 0.1214 

( )∗AAJR j ,4,αλ  0.0946 0.0905 0.0849 

( )∗AAJR j ,5,αλ  0.1483 0.1467 0.1424 

Based on the calculated values of ( )∗AAJR jj ,
,αλ  in table 

III, we get the following orderings of ranks of the 
alternatives )5,4,3,2,1( =jAj : 

For 3.0=α ,       23514 AAAAA ffff . 
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For 5.0=α ,       25134 AAAAA ffff . 

For 7.0=α ,       51234 AAAAA ffff . 

Since ( )∗AAJR j ,4,αλ  is smallest among the values of 

( )∗AAJR jj ,
,αλ  { }5...,,2,1=j  for 3.0=α , 5.0=α  

and 7.0=α , so 4A  is the most preferable alternative.  

Thus here we find that variation in values of α  brings 
about change in ranking, but leaves the best choice 
unchanged.  
Change in Consideration: In the above consideration, 
same values of j

iλ  were taken. But in a realistic situation 

these can also be different for different alternatives. The 
value of j

iλ  may then depend on an un-explicit (like past 

experience or pressures) on the decision maker. 
Let us next consider intuitionistic fuzzy Jensen-Rényi 
divergence measures ( )∗AAJR jj ,

,αλ , taking different 

values of j

iλ : 

We take 5.0,5.0 11

21
== λλ ; 6.0,4.0 22

21
== λλ ; ,8.03

1
=λ  

2.03

2
=λ ; 5.0,5.0 44

21
== λλ ; ,3.05

1
=λ  7.05

2
=λ  and 

5.0=α . 

Calculating ( )∗AAJR jj ,
,αλ , we get the following table: 

Table IV:  Values of ( )∗AAJR jj ,
,αλ  for 5.0=α  

( )∗AAJR ,1,1 αλ  0.0965 

( )∗AAJR ,2,2 αλ  0.1644 

( )∗AAJR ,3,3 αλ  0.0856 

( )∗AAJR ,4,4 αλ  0.1178 

( )∗AAJR ,5,5 αλ  0.1479 

 
The resulting order of rankings then is 

25413 AAAAA ffff . 

Thus 3A  is the most preferable alternative. 

If we take  
5.0,5.0 11

21
== λλ ; 3.0,7.0 22

21
== λλ ; ,3.03

1
=λ 7.03

2
=λ ;

6.0,4.0 44

21
== λλ ; ,8.05

1
=λ 2.05

2
=λ  and 5.0=α , 

calculating ( )∗AAJR jj ,
,αλ , we get the following table: 

Table V: Values of ( )∗AAJR jj ,
,αλ  for 5.0=α  

( )∗AAJR ,1,1 αλ  0.1409 

( )∗AAJR ,2,2 αλ  0.1296 

( )∗AAJR ,3,3 αλ  0.1493 

( )∗AAJR ,4,4 αλ  0.1268 

( )∗AAJR ,5,5 αλ  0.0965 

 

The resulting order of rankings then is 

31245 AAAAA ffff . 

Resulting in 5A as the most preferable option. Thus for a 

given value of parameterα , averaging parameters s'λ  
can effect the choice.  

The numerical example shows that change in order 
of the rankings results by change in parametersλ  & α  
establishing the significance of these parameters in multi-
attribute sensitive decision making problems. 

6 Conclusions 
The paper provides a measure and application in 
multiple-attribute decision making problem under 
intuitionistic fuzzy environment. This study can lead to 
symmetric measure and resulting other insight into 
studying IFSs.  
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Complex systems are characterized not only by the diversity of their components, but also by the 
interconnections and interactions between them. For modeling such systems, we often need several 
formalisms and we must concern ourselves with the coexistence of heterogeneous models. This objective 
can be achieved by using multi-modeling. The transformation of such models in a pivot model is a 
technique in this context. This paper introduces the DEVS 'Discrete Event System Specification' which 
model coupling approach is supported by a proposal for transformation of Petri nets in DEVS models. 
Petri Nets are universal formalisms which offer mathematical and graphical concepts for modeling the 
structure and the behavior of systems. We present mechanisms which can systematically transform the 
places and transitions in Petri nets to DEVS models. The coupling of these models generates a DEVS 
coupled model capable of running on platforms based on DEVS formalism. 

Povzetek: Opisana je transformacija Petri mrež v formalizem DEVS. 

1 Introduction 
The diversity and the complexity of increasingly growing 
systems has forced the scientific community to 
implement tools for modeling and simulation [1] [2] [3] 
more and more efficient and meet the expressed 
requirements and constraints and support the 
heterogeneity and especially coupling systems in various 
disciplines. Now, it appears essential to use federative 
tools which offer extensive possibilities of abstraction 
and formalization. The multi-modeling consists of using 
several formalisms when one wants to model complex 
systems whose components are heterogeneous [4]. The 
idea developed in this paper is to determine a powerful 
formalism and abstraction that is as universal as possible 
to federate a set of concepts for the expression of 
different models. Once the formal model described, 
verified and validated it comes to transforming it into an 
executable form. In this article, we opted for Petri nets 
[5] [6] as tools for formal and abstract modeling of 
complex systems and DEVS "Discrete Event System 
Specification" [7] [8] [9] as universal formalism for the 
coupling of several transformation models. We detail in 
what follows mechanisms for transforming Petri nets 
(PN) in DEVS models [10].It consists of an algorithm 
permitting to systematically transform places and 
transitions to atomic DEVS models.  

This paper begins by introducing the concept of 
multi-modeling. Then, we formally define DEVS and PN 
specifications. The following section shows the strength 
of DEVS as a universal system of multi-modeling 
followed by a formal approach to transform PN in DEVS 
models. We end this paper with a conclusion and 
perspectives. 

2 Multi-modelling 
Currently, systems can achieve large degrees of 
complexities and heterogeneities by combining multiple 
aspects which requires the use of several formalisms for 
their representation. Multi-modeling is used to represent 
these systems by using different formalisms. In this case, 
many models based on different formalisms can coexist 
in a single model. According to Hans Vangheluwe [2], 
the paradigm of multi modeling focuses on three axes: 
• Different formalisms describe the coupling and the 

transformation of models. 
• The relationship between the models at each level of 

abstraction is clearly defined. 
• The meta-model focuses on the description of the 

classes of models (models of models). 
In [11] there is a representation of various possible 
transformations by using formalism transformation graph 
“FTG”.  

3 Related works and motivations 
In multi-modeling, several researches have focused on 
the study of the relationship between PN or other 
dynamic formalism and DEVS formalisms, since DEVS 
is considered as one of the basic modeling formalisms 
based on the unifying framework of general dynamic 
modeling formalism. Juan de Lara and al. proposed in 
[12] a modeling based multi-paradigm to generate PN 
and State-Charts. It consists of modeling at multiple 
levels of abstraction implemented in AToM3 (A Tool for 
Multi-formalism and Meta-Modeling) [13] [14] [15], 
where is presented a graphical abstraction of meta-
models of Sate charts and PNs. The use of CD++ to 
develop PN [16] [17] is close to our work. However it 
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only provides tools for generating PN by using library of 
predefining models for PN places and transitions. 
Therefore, one may be not finding the appropriate model 
for a given transition especially when it contains a big 
number of ports. Furthermore, in [17] we don’t find a 
vital parallelism because firing transitions is scheduled. 
That means one never finds more than one transition in 
firing state, while the parallelism is one of the 
fundamental PN characteristics. Thus the conflict 
characteristic of PNs is silently absent, since without 
parallelism the problematic of conflict is not considered. 
So the value of our work is that is characterized by the 
development of algorithms that can automatically 
transform the existing PN in DEVS models [10]. 
Moreover, the most important characteristics of PNs such 
as parallelism, concurrency and conflict are well 
preserved in our approach. 

4 DEVS formalism 
DEVS was initially introduced by B. P. Zeigler [7] in 
1976 for discrete event systems modeling. In DEVS, 
there are two kinds of models: atomic and coupled 
models. Atomic model is based on a continuous time 
inputs, outputs, states and functions. Coupled models are 
constructed by connecting several atomic models. 

A DEVS atomic model is described by the following 
equation: 

AtomicDEVS = (X,Y,S,δint,δext,δcon,λ, ta)                 (1) 

Where: 
 X is the set of external inputs. Y is the set of model 
outputs. S is the set of states. δint: S → S: represents  the 
internal transition function that changes the state of the 
system autonomously. It depends on the time elapsed in 
the current state.  
δext: S×X→S: is the external transition function occurs 
when model receives an external event. It returns the new 
state of the system based on the current state. δcon: 
X→SxS: is the transition function of conflict. It occurs if 
an external event happens when an internal system status 
changes. This feature is only present in a variant of 
DEVS: Parallel DEVS [8] [18]. λ: S → Y: is the output 
function of the model. It is activated when the elapsed 
time in a given state is equal to its life (ta (s) represents 
the life of a state "s" of the system if no external event 
occurs). 

Coupled DEVS formalism describes a system as a 
network of components.  

CoupledDevs=(Xself,Yself,D,{M d/dЄD},EIC,EOC,IC)   (1) 

Where Self: is the model itself. Xself is the set of 
inputs of the coupled model. Yself is the set of outputs of 
the coupled model. D is the set of names associated with 
the components of the model, self is not in D. {Md / d Є 
D} is the set of components of the coupled model. EIC, 
EOC and IC define the coupling structure in the coupled 
model. EIC is the set of external input couplings. They 
connect the model inputs coupled to those of its own 
components. EOC is the external output couplings. They 

connect the outputs of the components to those of the 
coupled. IC defines internal coupling. It connects the 
outputs of components with entries from other 
components in the same coupled model. 

In DEVS, both of atomic and coupled models can be 
represented graphically as illustrated in Fig. 1. 

 

Figure 1: Representation of DEVS (a) atomic and (b) 
coupled models. 

5 Petri nets (PN) 
Petri Nets are a modeling formalism originally developed 
by C. A. Petri [5] [6]. They are very suitable for 
modeling dynamic systems. 

Several types of nets can be used (timed Petri nets, 
colored Petri nets …) [19] [20]. We use classical Petri 
nets defined by the following 5-tuple:  

PN = (P, T, PRE, POST, Mo) (2) 

P: is the set of places. T: is the set of transitions. PRE: 
the matrix generated by applying P x T → N. PRE [i, j] = 
n / n = 0 if the place is not upstream of the transition tj 
else n = τ / τ is the weight of the arc from pi to tj. POST: 
the matrix generated by applying T x P → N. POST [i, j] 
= n / n = 0 if the place pi is not downstream of the 
transition tj else n = τ / τ is the weight of the arc from tj 
to pi. M0: is the vector of initial marking. M[i] = k / k is 
the number of tokens in place pi. Fig. 2, shows a PN in 
the left (a) which consists of three places and one 
transition modeling action (T1) having two conditions 
(P1, P2) to be run. The result is put in place (P3). 

6 PN to DEVS Transformation 

6.1 Why DEVS? 
DEVS provides a modular and hierarchical 
representation of dynamic models. Events generated by a 
model can take values in different areas and can be used 
as stimuli for other models. Also, according to B.P. 
Zeigler [7] [8], we can show that there is a DEVS model 
corresponding to each discrete event systems. We can go 
further, in fact, DEVS can be ‘universal’ [21] and allows 
the coupling of models and formalisms described with 
heterogeneous paradigms [11]. 
 The main idea is that the models are considered as black 
boxes that have links with the outside world only through 
ports of inputs and outputs. Using this abstraction 
feature, several models can be coupled while enjoying 
the reuse of existing models. It is also possible to 
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perform the formal verification of DEVS models, which 
is a valuable aid in the design of systems [22] [23]. 
Several DEVS-based platforms are available such as 
VLE (Virtual Laboratory Environment)[24][25], 
DEVSJAVA [26] developed in Java, Cell-DEVS 
(Cellular DEVS) which is based on the formalism of 
cellular automata [27]. 
The coupling of models based on DEVS is a typical task. 
However, non-DEVS models require an extra effort to be 
coupled. Two methods exist to incorporate a non-DEVS 
model into a DEVS environment: co-simulation and 
transformation [28]. The transformation of non-DEVS 
models (PN in our case) in DEVS models requires to 
specifying models in a uniform language. In the case of a 
co-simulation, the communications between simulators is 
considered. Several works such as HLA (High Level 
Architecture) [29] take in account this way. 

6.2 Mechanisms of PN to DEVS 
transformation 

The idea of our approach is to have as result a DEVS 
coupled model (CDEVS) faithful to the input PN.  

6.2.1 Structure of Resulting DEVS Model 
The transformation of Petri provides a DEVS coupled 
model where places and transitions are replaced by 
atomic DEVS models. Fig.3, illustrates the CDEVS 
model corresponding to the PN example. The DEVS 
model corresponding to the "transition" of PN (TDEVS 
for "Transition DEVS") is characterized by an output 
port "control" (CT1) able to send events to places 
upstream and verify the number of tokens or inform them 
about its firing. However, TDEVS receives events from 
the models corresponding to places upstream (PDEVS 
"Place DEVS") with control ports as much as number of 
places (CPiT1). 

TDEVS is not linked by its downstream CDEVS 
except by output port for each AT1Pi (in black) to inform 
them about its crossing. All TDEVS and PDEVS are 
provided with an output port OutTi and OutPi  (in blue). 
These ports are coupled directly with the output ports for 
eventual CDEVS output. All PDEVS have an input port 
(InitPi) by which they are coupled with CDEVS via an 
input port InitP (in green) to initialize the marking of 
places. The arcs from place Pi to the transition Tj are 
translated into output ports APiTj  (PDEVS) and input 
ports APiTj  (TDEVS) corresponding to T (black). The 
creation of the structure of DEVS model corresponding 
to the PN is performed by algorithm1 which takes as 
input a PN= (P, T, PRE, POST, M0). The result is a 
DEVS model. Algorithm1 creates links corresponding to 
the arcs that link places by upstream transitions thanks to 
PRE matrix. The POST matrix is used for the coupling 
between TDEVS (transitions) and PDEVS (places) 
downstream of the transition. 

Fig. 2 illustrates the elementary transformations of 
PN components to their equivalent objects in DEVS. 
Where (a) represents a single place with the minimum of 
ports it has to possess. (b) Illustrates a single given 

transition. (c) and (d) represents the minimum of IC 
between a place and a transition. (e) Corresponds to a 
graphical representation of IC in case of conflict between 
two transitions. Finally (f) represents the IC of typical 
transformation with parallelism.  

Formally, the transformation is presented as follow: 

PN = (P,T,PRE,POST,Mo)    →    
CDEVS=(X,Y,D,EIC,EOC,IC) 
Where: 
D = {P ∪ T} 
X = {InitP, InitT} 
Y = {OutDi  / Di is atomic model representing Pi or Ti} 
EIC = {(CDEVS.InitP, PDEVS.IntPi) ∪  (CDEVS.initT , 
TDEVS.IntTj)/ i ∈ N+ & i < Number of places, j Є N+ & 
j < Number of transitions } 
EOC = {(Pi.OutPi, CM.OutPi) , (Tj.OutTj, CM.OutTj)/ i 
Є N+ & i<Number of places, jЄN+ & j<Number of 
transitions } 
IC = {   
 {(Pi.APiTj, Tj.APiTj) / PRE[i,j]>0 }  
∪ {(Tj.ATjPi, Pi.ATjPi) / POST[i,j]>0 }  
∪ { {Tj.CTj} X {Pi.CTjPi} / PRE[i,j]>0 } 
∪ { (Pi.C PiTj , Tj.CPiTj} / PRE[i,j]>0 }  
/i Є N+ & I < Number of places, j Є N+ & j < Number of 
transitions  
 
} 

Algorithm 1 : Transformation PN To DEVS 

Main_PN_DEVS 
 
Input PN= (P,T,PRE,POST,M0) 
Output CDEVS //coupled model 
Begin : 
Create CDEVS as coupled DEVS model //void model 
For all transition i do 
  create TDEVSi as atomic DEVS model   
end for 
for all places j do 
 create PDEVSj as atomic DEVS model  
end for 
for all PDEVSj do  

 add ‘InitPj’ as intput port and join it to 
CDEVS.IN.InitP  //starting tokens 
add ‘OutPj’ as output port and join it to 
CDEVS.OUT.OutPj  //output stream 

end for 
for all TDEVSi do 

add ‘InitTi’ as input port //initialize, stop, pause, 
release 

    join ‘InitTi’ port to CDEVS.IN. InitT port //coupling 
   add ‘OutTi’ as output port and join it to     
   CDEVS.OUT.OutTi  //output stream 
    add ‘CTi’ as output port // control: check, reserve,   
    decrement, cancel 
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    for all PDEVSj do 
  
     if (PRE[i,j] > 0)  //upstream place 

add to PDEVSj ‘CTiPj’ as input port //check, reserve, 
decrement, cancel 
 join TDEVSi.OUT.CTi to PDEVSj.IN.CTiPj // 
coupling 
 add to PDEVSj ‘CPjTi’ as output port //ok, busy 
,number_of_free_tokens 
 add to TDEVSi ‘CPjTi’ as input port //ok, busy 
,number_of_free_tokens 

     join PDEVSj.OUT.CPjTi to TDEVSi.IN. CPjTi //    
     coupling             
      add to PDEVSj ‘APjTi’ as output port  //arc: value    
      = PRE[i,j]  
      add to TDEVSi ‘APjTi’ as intput port  //arc: value   

      = PRE[i,j] 
       join PDEVSj.OUT. APjTi to TDEVSi.IN.APjTi //   
      coupling 
       end if 
       if (POST[i,j] > 0)   //downstream places    
       add to TDEVSi ‘ATiPj’ as output port  //arc: value  
       = POST[i,j] 
       add to PDEVSj ‘ATiPj’ as input port  //arc: value  
       = POST[i,j] 
       join TDEVSi.OUT.ATiPj to PDEVSj.IN.ATiPj //  
        coupling 
       end if  
    end for 
end for         
end  Main_PN_DEVS 

 
Figure 2: Graphical representation of elementary transformations and IC between generated DEVS models 
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Figure 3: PN to coupled DEVS transformation.

6.2.2 Dynamic of Resulting DEVS Model 
The dynamic of generated DEVS model is controlled by 
the functions of DEVS formalism which are δint, δext 
and λ. After initialization of places (PDEVS) by the 
initial marking and after launching the evolution of the 
model by the event "initialize" received by all transitions 
(TDEVS), the latter are in state "checking" (by δext) to 
see if the number of tokens in places upstream is 
sufficient to achieve a crossing. Event "check" is sent by 
λ. After receiving the event, PDEVS transmit the number 
of their free tokens (which are not reserved by other 
transition) with λ as well. If the number of tokens is 
sufficient to validate the transition (TDEVS), the status is 
changing from "checking" to "reserving" and the event 
"reserve" is sent with λ. The firing does not occur 
directly. It must go through a reservation status to avoid 
conflicts (if places are upstream of several transitions), as 
long as the transitions are in continuous competition. In 
this way the properties of PN in terms of dynamics and 
competition is faithfully preserved in our transformation 
approach. 

When PDEVS receives the event "reserve" it returns 
"ok" if there is still enough free tokens, otherwise, it 
returns "fail". If TDEVS receives   at least one "fail", it 
returns immediately the signal "cancel" to release the 
reserved tokens. It puts its state "Validated" otherwise. 
At this point, the transition can pass the crossing and 
therefore returns "decrement" to PDEVS which will 
destroy the tokens reserved by TDEVS in question. It 
sends simultaneously "increment" to PDEVS located 
downstream in order to increment the number of tokens 
with the value received by the input port (weight of arc). 
After firing a TDEVS, it rehabilitates "checking" and so 
on. 
Functions δext, δint, δcon and λ, characterizing the models 
TDEVS, are summarized in Table2. The first two 
columns represent the inputs, which are the events and 
the current state. The other columns show the outputs of 
each function. The table rows are grouped separately for 
each current state and models PDEVS. Functions are 
shown in Table 2. By convention, if all events have the 
same impact, we write "all events". Empty cells indicate 
the absence of values, for λ that means the absence of 

events and for δext, δint and δcon that the function does not 
produce an output state. The "&" symbol indicates that 
the events are simultaneous. 

Event 
Current 
state  

δext δint δcon λ (current state) 

      initialize 

all states 

checking 

  

Out 

pause Paused Out 

Stop Stopped Out 

release checking Out 
      Free tokens 

Reserving 

 

reserving 

Reserving 

reserve Ok 
validated, 
reserving 

validated, 
reserving 

fail canceling Canceling 
      
all events Validated  checking  

decrement & 
increment & out 

      all events Canceling  checking  cancel 

Table 1: The outputs of the TDEVS model functions. 

6.2.3 Example of Transformation 
Fig. 4 and 5 present an example of transformation of one 
of famous case study in PN training field: Producer-
Consumer (Prod_Cons_PN).  

The formal definition of this PN is: 
Prod_Cons_PN = (P, T, PRE, POST, M0)                        
P = {P1, P2, P3, P4, P5, P6} 
T = {T1, T2, T3, T4} 

 

P1 (Producer is ready to produce), T1 (Begin of 
production), P2 (Production is run), T2 (End of 
production), P3 (plug containing products, initially, plug 
is empty), P4 (Consumer is ready to consume), T3 
(Begin of consummation), P5 (Consummation is run), T4 
(End of consummation) and P6 (Number of free puts, 
initially:  all puts in plug are free).  
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Fig.4 represents the coupled model faithful to the PN 
modeling Producer-Consumer. Fig.5 illustrates the 
corresponding coupled DEVS model. We conserve the 
same color signification as shown in Fig. 3: Color green 
to initialize places’ tokens number. Color orange to 
initialize transitions. Color red: to illustrate control 
stream. Color black: to illustrate tokens incrementing or 
decrementing and color blue for outputs. 

6.2.4 Discussion 
Petri nets are formal tools modeling dynamic systems 
dealing perfectly with the aspect of competition, 
concurrency and parallelism. Therefore, they require 
gentle handling during mapping in order to not lose their 
specifications. In our approach, competition is preserved 
by the creation of temporary state transitions which is the 
reserving state. Thus, a token cannot participate at the 
same time, in the firing of two transitions in conflict. 
However, the transition must immediately release tokens 

if it fails to be validated in order to not paralyze other 
transitions which are in conflict with it. 

In this paper we presented the generalized PN for the 
reader to understand the mechanism of transformation. 
However, other extensions such as coloured PN can also 
be processed. In this case, tokens will no longer be 
trivialized. We will need to extend the type of 
representation to comprise a list with different colours. 
Thus, during the broadcast of the event "check" with a 
transition. Places of upstream should check the port 
connecting to the transition in order to send only the 
number of free tokens with the same colour as specified 

Event Current state  δext δint δcon λ (current state) 
      initialize all states Checking  Checking Out 
      check 

checking 

Checking 

Checking 

Checking 

free_ tokens 
 

reserve Reserving Reserving 

increment Incrementing Incrementing 

decrement Decrementing Decrementing 

cancel Checking Checking 
      check 

reserving 

Reserving 

Checking 

Reserving 

ok, fail 
 

reserve Reserving Reserving 
 
 

  

increment Incrementing Incrementing 

decrement Decrementing Decrementing 

cancel Checking Checking 
      check 

incrementing 

Checking 

Checking 

Checking 

Out 

reserve Reserving Reserving 

increment Incrementing Incrementing 

decrement Decrementing Decrementing 

cancel Incrementing Incrementing 
 
 

     
      check decrementing Checking Checking Checking Out 

Table 2:   The outputs of the PDEVS model functions. 

 
Figure 4: PN Producer-Consumer. 

 
Figure 5: DEVS coupled models corresponding to 
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at this port.  
In addition, the DEVS formalism provides flexibility 

in the internal structure of the models [30]. Models may 
disappear, others can take over. This aspect of dynamic 
structure related to DEVS will simplify the complexity of 
PN related to the representation of structural changes in 
systems. Therefore one DEVS model can represent 
several PNs at a time. 

7 Conclusion and perspectives 
In this paper we have presented a transformation 
approach of Petri nets to DEVS models, where places 
and transitions are transformed to atomic models. 
Coupling these models generates a coupled DEVS. This 
work falls within the framework of multi-modeling and 
transformation models based on multi-formalisms. Our 
choice of DEVS as focal formalism was based on its 
power in unifying and coupling models. Characterized by 
its abstraction, implementations independence and its 
ability to model complex systems in the form of a 
hierarchical model, DEVS is a formalism that can be the 
unifier of models. 

By the transformation presented in this paper, the PN 
can enjoy the simulation on multiple DEVS based 
platforms. 

Our perspectives focus on the implementation of 
such transformations to modelling complex industrial 
systems such as petroleum plants.  
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Holonomic brain theory provides an understanding of neural system behaviour. It is argued that 
recognition of objects in mammalian brain follows a sparse representation of responses to bar-like 
structures. We considered different scales and orientations of Gabor wavelets to form a dictionary. 
While previous works in the literature used greedy pursuit based methods for sparse coding, this work 
takes advantage of a locally competitive algorithm (LCA) which calculates more regular sparse 
coefficients by combining the interactions of artificial neurons. Moreover the proposed learning 
algorithm can be implemented in parallel processing which makes it efficient for real-time applications. 
A complex-valued synergetic neural network is trained using a quantum particle swarm optimization to 
perform a classification test. Finally, we provide an experimental real application for biological 
implementation of sparse dictionary learning to recognize emotion using body expression. Classification 
results are promising and quite comparable to the recognition rate by human response. 

Povzetek: Z zgledovanjem po bioloških sistemih je predstavljena je metoda učenja vizualnih vzorcev. 

 

1 Introduction 
Neural structure has been one of the inspirations of 
machine learning. However, the concept of axonal 
discharge is misunderstood. Pribram’s holonomic brain 
theory, proposes the term neuromodulator rather than 
neurotransmitter to refer to the electrical gab in junctions 
(axodendritic and dendo-dendritic) caused by chemical 
synapses. Accordingly arrival patterns of a nerve impulse 
are described as sinusoidal fluctuating hyperpolarizations 
(-) and depolarizations (+) which are inadequately large 
to make a nerve impulse discharge instantly [1]. Maps of 
these hyper and polarizations are called receptive fields. 
These receptive fields of visual cortex contain multiple 
bands of excitatory and inhibitory areas which act as line 
detectors. Thus neurons are tuned to a limited bandwidth 
of frequencies to provide harmonic features; In other 
words neurons behave like active filters sensitive to 
oriented lines, movements and colours rather than 
Euclidean-based geometric features. A specific shape 
could be represented as a combination of filter responses 
(2-D convolution integrals). A set of filters is called a 
dictionary, since elements of a dictionary are not 
orthogonal to each other, there are many redundant 
features to represent an image (overcomplete 
approximation). A more sparse representation is obtained 
by selecting the best features among those with high 
correlation with each other. And remove others. 
Following an iterative strategy, the sparse coded 

representation is generated in which selected features 
satisfy the orthogonality assumption.  

This paper applies a locally competitive algorithm 
(LCA) [2] to extract the sparse coded definition of visual 
patterns. A synergetic neural network (SNN) is used to 
learn the visual features of a class of objects.  SNN 
parameters are optimized with a quantum particle swarm 
approach. 

1.1 Holonomic brain theory 
The fact that for a harmonic oscillation we can either 
specify frequency or time (i.e. Heisenberg’s principle of 
indeterminacy) has linked psychophysics and quantum 
mechanics. Gabor function is described as the 
modulation product of an oscillation with a given 
frequency (carrier) and an envelope in the form of 
normal distribution function. A biologically-plausible 
model for the visual pathway (retina, LGN, striate 
cortex) is described as a triple of convolutions. These 
triple convolutional preprocessing provides maximal 
coding of information. Biological Infomax visual 
cognition models such as independent component 
analysis (ICA) [3] and sparseness-maximization net [4] 
have better performance than classical Principal 
Component Analysis (PCA) or Hebbian models[5]. 
Relations between sparseness-maximization net and 
dendritic fields describes a dendritic implementation of  
sparseness-maximization net [6]; Though the dendritic 
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implementation is limited by infomax process which 
could be originated from top down lateral inhibition.  
Olshausen and Field formulate the reconstruction of 
stimuli in receptive fields of simple cell using sparse 
coding [4, 7]. Advantages of combining Gabor responses 
as in [4, 7] over ICA-like shapes are described by [6].  

 
Figure 1: Microstructure of synaptic domains in 
cortex[1]. Overlapping line detectors (vertical and 
horizontal circles )  combined to represent a stimulus (A) 
and interacting polarizations producing the dendritic 
fields (B). 

Since then sparse coding is improved by many 
researchers. Though, most of them used greedy 
approaches to compute a sparse representation [8-10]. 
Accordingly, Biological realization of sparsification was 
unknown. However, in the recent work [2] a locally 
competitive algorithm (LCA) is proposed which is based 
on biological inhibition in neural circuits. 

Table 1: Comparison of basic holonomic approaches[1]. 

  HNeT 
Quantum 

Associative 
Net 

ICA 
field 

computing 

Effectiveness 
Very 

Effective 
Effective Very Effective 

A general 
model with 
potentially 

very effective 
"sub-

branches” 

biological 
plausibility 

Fundamental 
level only 

Fundamental 
level only 

bio-implausible 
but plausible 

output 

fundamental 
level only 

Possible quantum 
implementation 

indirect 
similar core 

as QAN 
direct not yet known 

partially 
direct 

Main weakness 

a mixture of 
natural and 
artificial 
features 

limited to 
assoc. 

memory and 
pattern 

recognition 

unknown bio 
implementabilit

y 

Consciousnes
s still missing 

 
The striate cortex (V1) is the area of conscious visual 
perception in brain. Experimental results from functional 
magnetic resonance imaging (fMRI) supported that effect 
of the visual cortex in V1 in response to a stimuli can be 
estimated by a 2D Gabor function. A Gabor field I is the 
superposition of different Gabor functions’ responses: 

 j

M

j j WGaI ∑ =
=

1
 (1) 

 

where ja  and jGW  are Gabor coefficient and 

elementary Gabor function corresponding to the Jth 

element in the dictionary. The superposition of Gabor 
fields is in analogy to dictionary learning that represent 
the equation in similar form [4, 7, 9]. Therefore, the 
selection of Gabor coefficients can be performed by a 
sparse coding algorithm such as LCA so that an image is 
represented with minimum subset of Gabor elementary 
functions.  

Output of V1 is projected to peri-striate cortex (V2) 
where probably retinal images are reconstructed. Triple-
stage convolution in visual pathway has inspired 
convolutional neural networks acting as a course to fine 
process; though the research has focused mostly on 
magnitude data [11]. Some of the works included phase 
information to form an associative memory network [12]. 
Table 1 compares some of basic approaches of 
holonomic phase-magnitude encoding approaches. 

Here we proposed a recognition algorithm based on 
the holonomic brain theory. Experimental results are 
compared to the state of the art algorithms. Furthermore, 
we applied the algorithm to recognize emotions based on 
body expression data which is inspired by the action 
based behavior in psychology. Classification results are 
compared to those of human recognitions.  

2 Sparse coding 
Representing an image with a few elementary functions 
is widely used in image processing and computer vision. 
Determining image component is useful to remove the 
noise. Also decomposition is used for compression by 
simplifying image representation. 

In computer vision decomposition is a tool for 
feature extraction. An elementary function is called basis 
and set of bases functions is a dictionary. In early models 
choice of dictionary elements was subject to 
orthogonality condition. A complete representation of 
image is a linear combination of bases in the dictionary, 
derived by projection of image into bases. However, poor 
quality of representation in complete solutions resulted in 
relaxation of orthogonality condition and applying 
overcomplete dictionaries. Due to useful mathematical 
characteristics obtained by orthogonality (e.g. computing 
decomposition coefficients with projection), 
overcomplete dictionaries are still meant to be partially 
orthogonal. A common approach is to use an orthogonal 
subset of a large dictionary containing all possible 
elements. 

Early works applied gradient descent to train the 
dictionary. Bayesian approaches also have been used to 
represent an image based on the MAP estimation of the 
dictionary components[13]. 

Textons are developed as a mathematical 
representation of basic image objects[14]. First images 
are coded by a dictionary of Gabor and Laplacian of 
Gaussian elements; Responses to the dictionary elements 
is Combined by transformed component analysis. 
Furthermore, sparse approximation helps to find a more 
general object models in terms of scale and posture[15]. 
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Active basis model [16] provides a deformable template 
using Gabor wavelets as dictionary elements. They also 
proposed a shared sketch algorithm (SSA) inspired by 
AdaBoost. 

2.1 Gabor wavelets 
Biological models in object recognition are based on the 
findings of functional magnetic resonance imaging 
(fMRI) of mammalian brain. process of images in 
receptive fields (V1) is more sensitive on bar-like 
structures [17]. Responses of V1 are combined together 
by extrastriate visual areas and passed to inferotemporal 
cortex (IT) for recognition tasks. Research in 
computational neuroscience argued that recognition of 
objects in mammalian brain follows a sparse 
representation of responses to bar-like structures [4, 18]. 
Gabor wavelets are widely used as biologically inspired 
basis to model information encoding in receptive fields. 
2D Gabor function cantered at (x0, y0) is: 
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where 0 0( , )ξ υ is optimal spatial frequency. Using wavelet 

transform a Gabor function can be rotated, dilated or 
translated. General form of Gabor wavelet function is: 
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where ω is the radial frequency and θ is the wavelet 
orientation.  is a constant representing bandwidth 

frequency [19]. Approximation of πκ ≈ and 5.2≈κ  
are common for 1 and 1.5 octave bandwidth )(φ  

respectively. Generally κ  is: 
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A dictionary of Gabor wavelets (as shown in Fig.2), 
including n orientations and m scales is in the form of: 

( , )jGW θ ω , 1,...,j m n= × , where  

,1,...,1,
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Figure 2: A dictionary of Gabor wavelets. 

 

2.2 Sparse coding using locally competitive 
algorithm 

Response to a dictionary of Gabor wavelets is an 
overcomplete representation. Sparse coding is the 
method of selecting a proper subset of responses to 
represent the image (signal). In addition to biological 
motivations, sparse coding is necessary to avoid 
redundant information. Having a fixed number of 
features, redundancy may cause loss of essential 
information which is going to be encoded in the lower 
levels (Fig.4). 

 
Figure 3: Edge detection using Gabor wavelets, A. 
Original image[1], B. edge detected image with a large 
number of features without sparsity, C. edge detected 
image with a small number of features where sparsity is 
enforced. 

   Assuming an image (Io) its sparse approximation I is 
derived according to (1). Optimal sparse coding tries to 
minimize the number of nonzero coefficientsja , which 

is an NP-hard optimization problem. 
We applied a locally competitive algorithm (LCA) 

[2] to enforce local sparsity. Unlike classical sparse 
coding algorithms, LCA uses a parallel neural structure 
inspired by biological model. LCA is applied to 
minimize the mean square error combined with a cost 
function in the local neighbourhood: 
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Thresholds are useful to generate coefficients with exact 
zero value.  

For a threshold function( , , ) (.)Tα γ λ , cost function C is: 
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Limit of T as γ →∞   is called ideal thresholding 

function. (0, , )(.)T λ∞ is hard tresholding function and  

(1, , )(.)T λ∞ is soft tresholding function. 

   In previous works, there is no real application that has 
been applied using LCA, although some simulation 
results are shown. Here an empirical experiment based 
real application of body expression recognition, is 
proposed to provide an evidence for the practical utility 
of Holonomic Brain Model as dictionary learning method 
by LCA. 

 
Figure 4: LCA structure [4]. 

LCA structure acts as a set of integrate and fire neorons.  
response to a dictionary of filter charges the internal state 
of the neurons and leads to the activity of the neuron. 
Neurons with higher charge (internal state) become 
active and fire signals to inhibit other neurons. A firing 
signal keeps other neurons that are highly corelated with 
the coresponding active neuron from being active by 
defusing their charge in an unidirectional inhibition. 

 
Figure 5: integration (charge up) and fire in a neoral 
circuit [2]. 

3 Locally competitive active basis 
recognition 

We applied a supervised algorithm to recognize two 
types of objects in images; First a pixel-wise approach 
for aligned objects which combines the learned samples 
of objects in each class to form a prototype and second a 
feature based approach for non-aligned objects in which 
Gabor wavelets are localized to represent a potential 
match between specific scale and orientation and edges 
of objects. Both approaches are fed into a synergetic 
neural network to perform a classification task. 

Images are scaled to have the exact same size. Each 
image is convolved with all the elements in the 
dictionary. Then sparse coding is enforced to minimize 
the representing elements for each pixel. Finally, 
remaining parts are reconstructed to generate the sparse 
superposition of the image. For pixel values in the local 
area LCA has the following steps: 

1. Compute the response (convolution) of  with 
all the elements in the dictionary. 

,j j jC GW I=   (9) 

(Set t = 0 and (0) 0ju = ,   for j = 1,…, n). 

2. Determine the active nodes by activity 
thresholding. 

3. For each pixel calculate internal state ju of 

element j. 
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4. Compute sparse coefficients ( )ja t  for ( )ju t . 
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5. If ( 1) ( )j ja t a t δ− − > then 1t t← + and go to 

step 2, otherwise finish. 

Original SNN used pixel-wised features to represent an 
object which is not robust in case objects are in a variable 
shapes (e.g. different body emotions of human). In this 
case, we construct a template model as a collection of 
Gabor wavelet features included in the dictionary which 
represents the general characteristics of all body posture 
classes. Test images are convolved with the components 
of the template model. Sparsity is then enforced to catch 
the best fit over the specific posture. LCA thresholding 
strategy enables us to remove redundancies effectively 
(producing sparse coefficients with exactly zero values). 
Number of output Gabor wavelets are fixed in order to 
make the comparison with trained prototype of each 
class. Features are selected based on their highest 
response to the training images; furthermore, each 
feature is allowed to perturb slightly in terms of location 
and orientation. In this aspect our template construction 
is a modification of shared sketch algorithm [16]. For 

each image i feature valueijv corresponded to the 

selected Gabor wavelet j, is determined as the following: 

))(log( iijiij ZCv γγ −=  (14) 

 

 
Figure 6: Gabor wavelet features detecting the edge 
pattern of different body postures. 

where iγ  is derived by maximum likelihood estimation 

and Z is the partition function. Therefore, boundaries of 
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object are segmented out before the result is given to 
SNN. 

3.1 Complex-valued synergetic neural 
network 

Synergetic neural network (SNN) developed by Haken 
[20] describes the pattern recognition process in the 
human brain which tries to achieve the learned model 
with fast learning and no false state rather than traditional 
neural networks [21, 22] [20].  
   A common approach to combine learned samples is 
averaging the feature values. One way to deal with 
inflexibility is to use learning object in the same view 
which will restrict the classification task. A melting 
algorithm is proposed by [23] to combine objects in 

deferent poses. Suppose a learned sample object Î  

consists of n pixel values. Î  is reshaped to a column 
vector vi and normalized so that: 

1

0
n

ij
j

v
=

=∑  
(15) 
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=
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A prototype †V is the Hermitian conjugate of V: 
† 1( ) ( ) ( )TV V V V C v iS v−= = +  (17) 

A test samples q corresponding to a test image is 
normalized and compared to the prototype of each class, 
using the order parameters. For each prototype k order 
parameters kε is initialized as: 

†.  ,  1,..., .k kv q k mε = =   (18) 

where †
kv is the kth row in the Hermitian conjugate †V . 

Order parameters are updated derived iteratively with the 
synergetic dynamics: 

21
( )k k k k kD B

D
ε λ ε ε ε= − + +&   (19) 

2( ) k
k

D B C ε= + ∑   (20) 

where  is the attention parameter for class k; B, C are 
constants [24]. Attention parameters could be considered 
balance (equal and mostly unit) or unbalance. 
Attention parameters in the model are trained using a 
quantum particle swarm optimization in order to 
minimize the overall classification error in the test set.  

3.2 Centroidal Voronoi Tessellation (CVT) 
As mentioned in section 3.1 unbalance attention 
parameters should be tuned. We applied a CVT in order 
to cover the whole feasible space in the initial state of the 
random search. A set of generators are considered as a 
group of points in the space forming a Tessellation. 
Generators are associated with subsets and points are 
nearer to its corresponding generators rather than any of 
other generators according to the distance function (e.g., 
the lp norm). Note that the generators are not quite evenly 
distributed throughout the space. Dividing the feasible 

space into the partitions, several generators set at almost 
precisely the same point in the space. CVT overcomes 
the poor and non-uniform distribution of some Voronoi 
cells by choosing the generators at centre [25-27]. 
Assuming maxλ as the maximum potential attention 

parameter search space is defined as: 

max0 , 1,..., .i i mλ λ< < =   (21) 

Given a set of Voronoi regions( 1,..., )Tξ ξ = Ξ in the 

space mRΩ ⊂ , each initial position pξ is the Centroid of 

its region. 

{ }, 1,..., ,T x x p x p forξ ξ ξ ξ ξ ξ= ∈Ω − − − = Ξ ≠)

) )

  (22) 

 
Figure 7: Centroidal Voronoi tessellation dividing a 
square into 10 regions[28]. 

3.3 Quantum particle swarm optimization 
(QPSO ) 

Initial attention parameters are tuned using a QPSO in 
order to minimize the overall classification error in the 
test set. Each particle position X, is updated based on the 
movement framework in the quantum mechanics.[29] 
State of the particle is described by a wave function,  
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where  is called intensity of the potential well at point p, 
m is the particle mass and h is a constant.  Finally, for 
particle i, jth element of the position  can be updated 

as: 
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where 
j

nC is the average of all particle positions. is a 

positive real number which could be constant or change 
dynamically in total N iteration as: 
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To improve the accuracy an adaptive penalty 
function [30] is added to the overall error: 
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Figure 8 shows an overview of the recognition method. 
QPSO is used to iteratively tune the attention 
parameters , 1,...,i i kλ =  where k is the number of classes. 

 

 
Figure 8: Scheme of proposed visual recognition model. 

4 Emotion recognition using body 
expression and results 

Even though most of the works in the area of emotion 
recognition has been focused on facial expressions, some 
of psychological theories considered emotional 
appraisals that are not facially expressive [31-33]. In that 
sense, emotions are described based on the state of action 
readiness that they cause in the whole body (either 
impulsive or intentional)[31]. Intentional actions might 
differ person to person though impulsive actions only 
depend of the nature of their action readiness.  

Accordingly, impulsive actions can be used to 
recognize emotions considering the body expressions. 

Facial expression has been combined with upper body 
gestures to recognize emotions [34]. Movements of 
hands are detected using color segmentation and 
represented by centroid of the area; face components is 
also detected using skin detection techniques. Facial 
features (eyebrows, mouth, chin, etc.) are then combined 
with hand movements to set up the features. similar 
works has consider body feature along with facial 
features for fear detection [35] and anger detection [36, 
37]. 

Body gestures are also merged with speech based 
features derived by acoustic analysis. Together with 
facial expressions [38] developed a framework in which 
face and body data was recorded with different 
resolutions and synchronized with subjects’ speech 
interaction. They applied a Bayesian classifier to 
recognize the emotions. 

Kleinsmith et al [39] argued that emotions can be 
recognized by humans from body postures when their 
face is removed. They also developed a recognition 
model to recognize the affection of faceless avatars in 
computer games. 

Human actions caused by emotions could be 
detected using point-light animations [40]. Ross et al 
perform a test to compare recognition ability of students 
in primary and secondary schools and adults [41]. Faces 
of the test subjects were covered and recognition task 
performed on both full-light display and a point-light 
display where only main parts of the body postures are 
shown in a black and white format. Their result shows 
that adults have a better ability of bodily emotion 
recognition and display full-light is more expressive than 
in point-light for the task. 

 
Figure 9: Extracted features for four classes of emotions top 
down as, anger, fear, happiness, sadness. 
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In order to validate the perception of body expression 
tests have been developed and validated by human 
recognition. Atkinson et al developed a dataset for both 
static and dynamic body expressions; The dataset 
contains 10 subjects (5 female) and covers five emotions 
(anger, disgust, fear, happiness and sadness)[42]. The 
bodily expressive action stimulus test (BEAST) [43] 
provides a dataset for recognizing four types of emotions 
(anger, fear, happiness, sadness) which is constructed 
using non-professional actors (15 male, 31female). Body 
expressions are validated with a human recognition test. 

We applied a supervised approach to recognize two 
types of objects in images; First a pixel-wise approach 
for aligned objects which combines the learned samples 
of objects in each class to form a prototype and second a 
feature based approach for non-aligned objects in which 
Gabor wavelets are localized to represent a potential 
match between specific scale and orientation and edges 
of objects (figure 9). Both approaches are fed into a 
synergetic neural network to perform a classification 
task. 

We applied the BEAST data set1 to classify four 
classes of basic emotions. Gabor wavelets are generated 
in a (20, 20) matrix and images are resized to have 500 
pixels in row and relatively scaled pixels in column. 
Images are divided into train and test sets for each class 
10 images are selected randomly to form the train data 
and the rest are included for test. Different scenarios are 
considered to train the model: 

1. Static QPSO with 0.75α = and randomly 
initialized. 

2. Static QPSO with synergetic melting prototype 
[44]. 

3. Dynamic QPSO where α changes according to 
(29) and randomly initialized. 

4. Static QPSO with 0.75α = and initialized with 
CVT. 

5. Dynamic QPSO as (29) and initialized with 
CVT. 

6. Dynamic QPSO as (29), initialized with CVT 
and a synergetic melt prototype. 

7. Static QPSO with 0.75α = , initialized with 
CVT and penalized with (30). 

                                                           
1 http://www.beatricedegelder.com/beast.html 

8. Dynamic QPSO as (29), initialized with CVT 
and penalized with (30). 

Classification accuracies of different trained SNNs are 
compared with results of human recognition (table2). In 
some cases happiness and anger are misclassified as fear, 
this happened more frequently in static learning. 
However regardless of the learning scenario, happiness 
turns to be the most difficult one to detect and the reason 
is not clear for the authors. 
Figures 10 and 11 show the learning rate for each 
scenarios during the learning iterations. CVT has 
improved the accuracy with Dynamic learning scenario. 
 

 
Figure 10: Average learning rates for different QPSOs. 
 
 

Table 2: Classification Accuracies for different QPSOs. 

  Anger (%) Fear (%) Happiness (%) Sadness (%) Overall Error (%) 

QPSO1 92.31 68.97 72.0 93.10 18.35 

QPSO2 36.54 93.10 62.0 93.10 27.52 

QPSO3 92.31 72.41 74.0 93.10 16.97 

QPSO4 36.54 93.1 64.0 93.10 27.06 

QPSO5 92.31 86.21 60.0 93.10 16.51 

QPSO6 92.31 68.97 72.0 93.10 18.35 

QPSO7 36.54 94.83 64.0 93.10 26.61 

QPSO8 82.69 89.66 66.0 93.10 16.51 

BEAST  
(Human Recognition) 93.6 93.9 85.4 97.8 
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Figure 11: Average learning rates for penalized objective 
functions. 

5 Conclusion 
We proposed a biologically-plausible approach for 
recognition of aligned and non-aligned objects. Our 
dictionary learning algorithm is inspired by the 
holonomic brain theory. LCA is applied to enforce 
sparsity on a dictionary of Gabor wavelets. Regarding the 
parallel structure of the learning method, implementation 
could be optimized via parallel processing which is 
essential for real-time applications. 

Furthermore, synergetic neural network is combined 
with Gabor wavelet features which make it applicable for 
recognition of non-aligned objects. Gabor features also 
enhance the SNN to use images with different size for 
both construction of the Hermitian conjugate and test 
images. Effect of background is also removed because of 
recognition is based on the pattern of edges; Though 
sparse coding is robust in presence of classical noise 
since dot noise does not follow any meaningful shape 
pattern intrinsically.  

Experimental results supported the real application 
of Holonomic Brain Model as dictionary learning method 
using a biological implementation. 
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This paper introduces a novel similarity measurement which derives the likelihood ratio between two 
eyes. The proposed method takes into consideration the individual and system error rates of eye 
features. It handles two kinds of individual probabilities: (consistent Probability (CP), the Inconsistent 
Probability (IP),) to achieve the best matching approach between two feature sets. While calculating the 
probabilities, we assume that a reasonable alignment approach should be obtained before the matching 
approach introduced. The proposed matching algorithm is theoretically proved to be optimal, and 
experimental results show that the proposed method has more efficient performance on separating 
genuine and impostor pairs 

Povzetek: Predstavljena je nova metoda za prepoznavanje identitete očes. 

 

1 Introduction 
The iris is the color part of the eye behind the eyelids, 
and in front of the lens. It is the only internal organ of the 
body which is normally externally visible. Whose unique 
pattern is stable after age one. Compared with other 
biometric features such as the face and the fingerprint, 
iris patterns are more stable and reliable. Iris recognition 
systems are non-invasive to their users, but require a 
cooperative subject. For this reason, iris recognition is 
usually used for verification or identification purposes, 
rather than for a watch list that is, a large database with 
which individuals are compared to determine if they 
belong to a selected group, such as terrorists. Iris 
recognition is gaining acceptance as a robust biometric 
for high security and large-scale applications [1][2]. 
Most classical algorithms verify a person’s claimed 
identity by measuring the features between two iris [2], 
which consist of two stages: alignment and matching. 
The alignment stage employs a special pattern matching 
approach to achieve the best alignment between two 
feature sets. The matching stage compares the feature 
sets under the estimated transformation parameters and 
returns a similarity score using a constructed similarity 
measurement. If the similarity score is larger than an 
acceptance threshold, the two irises are recognized as a 
genuine pairs, otherwise the claimed identity is rejected. 
Associating with the similarity threshold, there are two 
error rates: False Match Rate (FMR) and False Non-
match Rate (FNMR). FMR denotes the probability that 

the score of an impostor pair is larger than the threshold. 
FNMR denotes the probability that the score of a genuine 
pair is less than the threshold. The overall FMR and 
FNMR for a set of eyes are the integration or average of 
the FMR and FNMR for all individual eyes in the data 
set. Conventional methods construct the similarity 
measurement with simple decisions [3] or multi-
decisions based on fusing the similarity scores of 
different features [5], which use one unified threshold for 
all eyes to make the final decision. Their similarity 
thresholds are experimentally determined to assure that 
the average error rates are lower than a required level, 
while the individual error rates of some eyes are higher 
than this required level although the average error rates 
for all eyes are sufficient. The difficulty of constructing 
the similarity measurement is that the threshold which 
balances the tradeoff between the overall FMR and 
FNMR may not be optimal for each individual eye and 
thus not optimal for the overall FMR and FNMR of all 
eyes.The rest of this paper is organized as follows. In 
section II, iris alignment algorithm regard transformation 
parameters have been presented. In section III, iris 
matching algorithm presents the estimation of consistent 
Probability (CP) and Inconsistent Probability (IP) under 
the assumption of No/High correlation. Section IV 
conducts several experiments to evaluate the proposed 
method. Conclusion has been presented in section V. 
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Figure1:  Examples of iris images. 
 

2 Alignment approach  
Most previous matching methods, suffer from memory 
requirement, time consuming and computationally 
exhaustive processes. This is because that the distribution 
of matching scores is evaluated in every possible 
transformation. This paper, assume that a reasonable 
alignment approach should be obtained before the 
Matching, to overcome such problems and provides a 
fast and memory-efficient matching process.  

The proposed method, defines vector representation 
of Template iris features (T), Input iris features (I), and 
Transformed iris features (S’) as following: 

T={ t1, t2,…, tm |, i=1..m},  I={s1, s2,…, sn |, j=1..n}, 
and S’= )',','( jj

y
j
x sss θ . 

Let, F∆x,∆y,∆θ that formulated in Eq. 1., be the 
geometrical transformation function that maps sj (input 
iris features) into sj

’ ( transformed iris features).  
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Hough transform alignment approach [9] uses an 

accumulator array A(p, q, r) to counts and collect 
alignment scores of each transformation parameter 

∆x,∆y,∆θ  respectively .  In practice, each transformation 
parameter is discredited into a finite set of values:  ∆x = 
{ ∆x1 , …, ∆xP},  ∆y = {∆y1 , …, ∆yQ} and ∆θ = {∆θ1 , 
…, ∆θR}. A direct implementation of a 3-D Hough 
transform alignment approach [8] is infeasible for 
embedded devices with limited memory budget. Suppose 
that P=256, Q=256 and R=128, then 8,388,608 memory 
units are required for such implementation. Obviously, to 
overcome such problems and provides a memory-
efficient process, a new alignment technique should be 
proposed. 
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Figure 2:  The iris distances representation between two 
iris features vectors. 

 
Figure 3:  The distribution of features positions after 
reasonable alignment. 

2.1 Proposed alignment approach 
The proposed alignment approach with multi-resolution 
accumulator array could greatly reduce the amount of 
required memory units. For each value of ∆θr, there is an 
exactly one shift vector (∆xp, ∆yq) of each pair (t i, sj) 
such as given by Eq. 2. Therefore, 2-D accumulator array 
B with entry B(p, q) is enough to evaluate accumulation 
of alignment at rotation ∆θr. For all possible rotation that 
could done in a specific tolerance area S0, the proposed 
approach accumulate evidence value into the array B and 
the maximum alignment score will represent the best 
geometrical transformation alignment between I  & T. 
Applying this computation method reduces memory 
requirement to 4,096 memory units.    
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Memory optimization result is not only giving 
advantages for smaller memory requirement of the 
proposed approach but also offering a faster alignment 
peak detection process. Detecting alignment peak value 
in a smaller Hough space is faster than one in the 
conventional method [4]. 
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2.2 Two vector similarity measure  
Although several kinds of features can be extracted from 
Iris image [3][6][8][9], the proposed approach introduces 
a novel measurement of iris contour features. The feature 
representation in this proposal offers alternative 
matching criteria between two vectors called the 
similarity measure (sM).  The proposed matching criteria 
are derived by accumulating spatial differences between 
the corresponding trace points of two vectors. As shown 
in Figure. 2(a), the proposed Iris features is approximated 
represent by piece-wise linear segments extracted along 
the iris contour [4]. The vector representation of Iris 
contour feature S can be given as:  

S = (Px , Py , θ 0 , φ 1 , φ 2 , φ 3 )               (3) 
Where, (Px, Py) represent as feature position, sθ  as 

the contour orientation and (sФ1 , sФ2 , sФ3 ) as the 
orientation differences of two adjacent linear segments. 
As shown in Figure .3, if T (Ptx , Pty , θ t0, φ t1 , φ t2 , φ t3), 
and S (Psx , Psy ,θ s0, φ s1 , φ s2 , φ s3) represent the template 
and input irises vectors in the tolerance overlapped area 
O. A pair vector (K) from T are considered to be mated 
with corresponding features from S if and only if their 
accumulating spatial differences (aD) is equal or smaller 
than the tolerance threshold D0 and the direction 
difference (dD) between them is smaller than an angular 
tolerance θ0.  

These tolerance thresholds (D0 and θ0 ) are necessary 
to compensate the unavoidable errors from image 
processing and features extraction algorithm. From the 
accumulated distances, aD=∑k V(k), we derive the 
similarity sM as follows: 
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where, 
∆φ 1 = φ s1 - φ t1 

∆φ 2 =φ s2 - φ t2 

∆φ 3 = φ s3 - φ t3 

Dist(s, t) = |∆φ 1 | + | 2∆φ 1 +∆φ 2 | + | 3∆φ 1 +2∆φ 2 +∆φ 1 |  (5) 
The sM function returns value from 0 (different) to a 
constant positive value maxSim (same). 

3 Probability matching approach 
While calculating the probabilities, we assume in the 
overlapped area O, there are � features from template 
iris, and � features from input iris. A tolerance area of 
features spatial distance is assigned as �0. The 
probabilities that a randomly distributed M features from 
template iris corresponds with one of the � features from 
input iris in the overlapped area O can be estimated by 
two aspects: Iris consistent probability and Iris 
inconsistent probability. 

3.1 Iris consistent probability 
Assume that template and input irises are originated from 
different eyes and have no correlation between each 
other. If the consistent probability result is large enough, 
the two eyes are represented as an impostor pair. 
Therefore, if there are � − 1 arbitrarily features from T 
located in O, and all of which are mated with features 
from S, the rest overlapped area can be represented with 
O − (� − 1) �0, and the unmated randomly distributed 
features number of S in O is represented with � −(�−1). 
In additional, the probability that the � −�ℎ randomly 
distributed features from T in S corresponds to one of the � − (� − 1) features from S in the overlapped area O can 
be denoted with:  

  
�	(�	�)
�	(�	�)  (i= 1…….K) & (E=

�
�0 )                (6) 

Since the corresponding pairs K between T & S 
under the estimated transformation parameters, the rest 
consistent probability can be considered as unmated 
features. The probability that the (� + 1) − �ℎ randomly 
distributed features from T does not correspond to any 
features from S in the overlapped area O and can be 
represented by:    

     
�	�
�	�                                           (7) 

The probability that the (� + �) − �ℎ feature from T 
is randomly distributed in the rest overlapped area O−(�+�)�0 

and does not correspond to any feature from S in O 
can be calculated with: 

  
�	(���)
�	(���)  (j= 1……M-K)                       (8) 

Therefore, the Iris Consistent Probability between 
template and input irises under the assumption that T and 
S have no correlation can be given as: 

���(� ≠ �) = �� �  � − (� − 1)
# − (� − 1)

�

�$�
 # − (� + �)

# − (& + �)
�	�

�$�
(9) 

3.2 Inconsistent probability 

Assume that template and input irises are originated 
from the same eye and have high correlation between 
each other. If the inconsistent probability result is large 
enough, the two irises are represented as a genuine pair. 
Considering that the poor quality irises detected during 
iris acquisition and feature extraction may cause some 
truth features to be missing or spurious features to be 
detected, we assume the truth features from iris T and S 
in the overlapped area O are m and n, respectively. Thus, 
the spurious features counts in iris T and S are � − ( 
and � − ). For the truth features between T and S, there 
should be someone to one correspondence between each 
other. But due to the existence of eye deformation, 
features position change and features missing, there are 
position gaps between the corresponding features of two 
irises even for genuine pairs. The position gaps of the 
missing truth features are treated as ∞. We assume that 
the truth features, which located inside the tolerance 
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threshold *0 are ℎ and the truth features, which located 
outside *0 are +. then conditions + + ℎ ≤ min((, )) are 
satisfied. 

Where ℎ ∈ [0, min(�,(, ))], and + ∈ [0, min((, )) − ℎ]     
.                                                                          (10) 

 For the spurious features from T and S in O, there 
may happen that some spurious features of T located 
inside the tolerance area of some of those in S. Since the 
number of corresponding features pair between T and S 
is Q, the mated spurious features can be represented by: 

 Q − ℎ ≤ min(� −(,� −)) Could be satisfied .                    
.                                                                           (11)                            
Consider all the features count in the overlapped area O, 
the identical truth features ≥ max((, )) and can be 
calculated as (+ ) − (ℎ + +). The identical spurious 
features ) ≥ max(� −(,� −)) and can be calculated as 
(� − () + (� − )) + (� − ℎ). In practice, the total 
features count in O is thus calculated with � +� −� – +. 
3.3 Probability distribution 
Since the Probability Distribution of the positional 
differences in corresponding features extracted from 
mated irises is similar to Gaussian distribution [3] [8].  

The probability that the position difference with 
respect to the corresponding features exceeds the 
tolerance threshold *0 to be represented with:  

       1 −
0 1(*)2*                                                            (12)45

5  
where 1(*) is the probability of position difference 

for mated features. Therefore, the probability that truth 
features (ℎ ) that are located inside *0 and truth features 
(+ )that are located outside *0 is calculated by: 

  PTF = �6�7 6 PPD(sd≤ *0) PPD(sd> *0)                    (13) 

For the spurious features, since there is no one to one 
correspondence between each other, the probability 
calculation can be accomplished by replaced � by �−(, � is replaced by � −) and � is replaced by � + 
[ℎ−((+))]�0. Therefore, the probability that the � − �ℎ 
randomly distributed spurious features of �−( from T 
in � +[ℎ−((+))]�0 corresponds to one of the (� − )) − 
(� − 1) spurious features from I is denoted with: 

(� − )) − (� − 1)
# + 9ℎ − (( + )): − (� − 1)  (�

= 1 … … … . � − ℎ)              (14) 
For the un-mated spurious features, � is replaced by �−(, � is replaced by � − ), � is replaced by � + [ℎ − 

(( + ))]0, and � is replaced by � −ℎ. The probability 
that the (� −ℎ+�)−�ℎ spurious features of � −( from T 
is randomly distributed in the rest overlapped area � 
+[ℎ−((+))]�0−(�−ℎ+�)�0 and does not correspond to 
any spurious features of � – ) from I in � + [ℎ − (( + ))]�0 is derived by: 

��96	(=�>):	((�	>)��)
��96	(=�>):	((�	6)��) (j=1……((M-m)-(K-h)))      .                          

.                                                                                  (15) 
Therefore, the probability that � −ℎ spurious 

features are mated and (�−()−(�−ℎ) spurious features 

are un-mated between � − ( and � − ) spurious 
features from T and I is calculated as:PSF= 

��	= �	6  (� − )) − (� − 1)
# + 9ℎ − (( + )): − (� − 1)

�	6

�$�
 # + 9ℎ − (( + )): − ((� − )) + �)

# + 9ℎ − (( + )): − ((� − ℎ) + �)
�	=	�	6

�$�
 

                                                                       (16) 
The IP between T and I under the assumption that T 

and I are highly correlated is given by: 
 ���(? = �) = ∑ ∑ ∑ ∑ �((, ), ℎ, +)B	67$5C6$5�>$5�=$5     

.                                                                               (17) 
where 

� = D�E=BF(=,>)�E=BF(�	=,�	>) E=BF(=,>)
0 GHIG �E=BF(=,>) 6�7 PTFM�E=BF(�	=,�	>)�	6  PSF 

4 Experimental results 
The proposed technique has been tested over 4320 
images. The iris data are captured from 60 people by 
using three different kinds of iris sensors (BERC, CASIA 
V1.0, and CASIA-Iris V3).  24 iris image samples per 
person for each sensor are captured. That mean the total 
field test data were 60person x 8Iris x 3samples x 3 
sensor = 4320 iris Image.  The size of Iris is 
128×128pixels. In the feature extraction process [4], a 
pattern is extracted from each iris image using the linear 
predictive analysis of an 8-pole filter. Firstly, we 
compare the proposed approach with two existing 
methods [8] and [9]. The three methods are implemented 
into a same Iris-based verification system. We use total 
field test data to construct the evaluation, in which there 
are number of genuine and impostor matches. The 
performances of different methods are shown in a 
representation of the ROC curves, which are plotted as 
FAR against FRR, as shown in Figure .4. From the ROC 
curves, it can be observed that the proposed algorithm 
causes the most improvement. With a given FAR, the 
proposed approach can help the system to obtain the 
lowest FRR. Statistically, compared with the other two 
systems, the proposed algorithm can reduce the system 
FRR when FAR=0.01%. Secondly, we investigate 
evaluating iris image quality. , and the measure becomes 
larger in clear iris image, and smaller in faded image. 
Figure 5 shows ROC curves correspond to application of 
image-quality parameter. Under the terms of (a) (without 
examination in image-quality), which means we don’t 
reject faded images. (b)Examining both registered and 
verification data (all Iris images). (c)Examining the 
images, which should be registered only?. Recognition 
rate is improved from 95.6% to 99.3%. 
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Figure 4:  FAR & FRR evaluation result of the proposed 
approach. 

5 Conclusion 
The proposed alignment approach which using features 
vector representation generates a higher peak in Hough 
space than a conventional vector representation. Hence, 
an accumulator array with lower resolution could be 
employed without suffering difficulty of alignment. The 
proposed approach evaluation result FAR & FRR as 
shown in Figure .4, work as better as some previously 
presented approaches. We have been Applied the 
proposed discriminate algorithm to iris verification 
device which operates in real world. This evaluation 
makes it possible that the proposed approach can be 
implemented into an embedded system, such as DSP-
based iris identification module. As shown at figure 5, 
Comparing with other methods, the proposed method can 
obtain the best performance for separating the genuine 
and impostor, which benefits from the utilization of CP 
and IP to construct the likelihood ratio. This paper invent 
a method to utilize parameters groups that has a relation 
with iris image quality and iris image information to got 
a perfect enrollment procedure results in the capture of 
the highest quality iris image(s). Another merit of the 
proposed approach is that it does not depend on the 
sensor type. Therefore, the proposed approach is more 
robust and implemental in practice. 
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Figure 5:  ROC curve vs. application of Image Quality 
Parameters. 
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Software design and development following a user-centered approach can benefit from the adoption of 
adequate usability testing tools. However, the choice of a suitable tool for a particular purpose can be a 
difficult task, due to the multiplicity of such tools, each one offering a variety of different features. This 
paper surveys usability testing tools for web graphical interfaces, selects a set of appropriate tools and 
evaluates them. A set of relevant evaluation features is identified and aggregated into criteria. A multi-
criteria additive utility function and the Analytical Hierarchy Process are proposed as evaluation 
methods and for establishing a ranking of a selected set of usability testing tools. Results of both 
methods are presented and compared. 

Povzetek: Prispevek predstavlja pregled orodij za spletne grafične vmesnike. 

 

1 Introduction 
The user-centered design process relies on the 
involvement of users in every dimension that could be 
related to the success of the product. As human issues are 
always a main source of complexity for engineering, the 
size and heterogeneity of designers’ team is often a 
requirement and another source of problems in itself. In 
order to overcome this small additional source of 
complexity, designers should cooperate according to 
some common guidelines built on their experience and a 
vast literature of recommendations, in a productive way 
that should provide convergence of results toward the 
final product (Norman, 2002). 

Long lasting design teams have their own stabilized 
strategies, tactics and tools, partly established on the 
acquired experience with previous projects. New teams 
or teams with several new collaborators can take extra 
benefits from commercial off-the-shelf, well documented 
frameworks of integrated computer tools. When it 
concerns user-centered design of web interfaces, 
advanced prototypes, the final product and the users, can 
be directly accessed by robust common frameworks. 
These frameworks are repeatedly used, project after 
project, by the same teams. Even if teams are often 
remixed in their composition, a reliable framework, well 
understood by all the personal, will decrease the distance 
in the gulf that separates the evaluation protocols and the 
corresponding collected data from the team intuition 
about the problems and the innovations for their 
solutions. 

Evaluation of a product relying on users tests 
(usability testing) is an irreplaceable technique in user-
centered design (Shneiderman, 1998; Nielsen, 1993), 
since it gives direct input on how real users interact with 
the system (Nielsen, 1993).  

There are many usability testing tools (UTTs) 
available nowadays, with different features and 
capacities. This paper is an attempt to organize the 
concerned information and choose a suitable usability 
testing tool for web interfaces (Nielsen, 1999; Dix et al., 
2003), with particular emphasis on graphical interaction.  

The evaluated UTT issues and features and the 
corresponding preferences were established by a 
restricted number of experts with the aim of conveying 
the usability tests of interfaces designed for prototypes 
developed by the World Search Project (World Search 
Project, 2010). This is a Portuguese project of almost 2 
million euros investment which is responsible for the 
design of search interfaces for dedicated areas of public 
concern, namely in the health area. The goal of the 
World Search Project is the research and development of 
innovative web search technologies in Portugal as well as 
the research and development of generic and business 
information with semantic relevance and with the proper 
knowledge of the Portuguese language, culture and 
market. 

The second section presents the issues and features 
considered for evaluation and comparison of UTTs. The 
third section surveys usability testing tools and presents 
the selected set of UTTs. The evaluation methods 
adopted are described in Section 4. The fifth section 
presents and discusses the results obtained insofar. Final 
section presents conclusions and some directions of 
future work. 
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2 Main issues and features for UTT 
evaluation 

Many issues and features are relevant for building a 
comprehensive usability testing tool. Figure 1 is a 
tentative graphical representation of the main issues 
considered. These were represented as a flow as close as 
possible from the temporal order where designer’s plans 
must be implemented. 

 
Figure 1: Usability testing tools issues. 

When adopting any new software, anyone first 
concern will go into compatibility issues such as OS 
compatibility. Specifically for the design process, it is 
important to integrate several types of possible 
prototypes, giving a wide space of freedom to the 
designers, while facilitating several options of integration 
with all kind of surveys, questionnaires and alerts. A 
flexible integration can promote high quality testing. For 
instance, integrating the tests within the application (ex: 
using Javascript) can increase the dynamics of the 
usability tests as well as the quality of possible tests 
when compared to submitting screenshots to the UTT. 
Another relevant issue is the type of surveys produced by 
the UTT, the extent and the kind of questions allowed in 
the surveys that will be used to produce results. Our aim 
is to perform usability tests, having access to users 
located across the country or even abroad. Thus, user 
access is also a main issue to be considered. Concerning 
collecting results, three types of input are relevant: 
usability maps, which contribute to the analysis of users’ 
interaction with the application; video recording, that is 
fundamental for tracing users’ actions in the display and 
simultaneously recording facial expressions while 
interacting; and, audio recording, for collecting voice 
information produced by the user along with the 
interaction and consequently producing annotations 
(essential for the think-aloud protocol). As our goal is to 
evaluate interfaces with graphical interaction, a higher 
importance is given to features concerning collecting 
video from display, as well as generating usability maps 
including clicks and mouse movements. Finally, it is 
aimed that the format used to export the results is 
adequate for the subsequent analysis. Features 
concerning results’ formats are aggregated by the issue 
“Export results”, which also includes features related 

with the possibilities of sharing results (“Share”) with the 
developers and designers teams (project partners). The 
survey of Vraa (Vraa, 2009) identifies important features 
and functionalities relevant for UTT evaluation.  Many of 
these were also considered in present contribution. 

To summarize, the following lines enumerate main 
issues (criteria) considered and the features (sub-criteria) 
within each of them: 
1. OS Compatibility: Windows; Linux; Mac OS. 
2. Supported types of prototypes: Applications; 

Prototypes; Screenshots of the interface; 
Wireframes; Mock-up’s. 

3. Interface integration with the UTT: Offline program 
(off-line test generation and managing); Website 
post (the URL to be tested is submitted to the UTT 
website); Uploaded images (screenshots 
submission); JavaScript code (that forwards 
information to an on-line account of the UTT 
website); Online wizard (all details of the interface; 
associated tasks are submitted to the UTT website in 
a pre-specified order). 

4. User access (to the usability tests): Local; Remote; 
On-line. 

5. Creation and submission of surveys and tasks for the 
users: Complete survey; Screen aligned questions 
(kind of pop-up with questions during specific 
passages of the usability test); Screen aligned text 
(kind of pop-up with questions during specific 
passages of the usability test); 

6. Collecting audio: Record (both user and wizard-of-
Oz /prototypes/ etc.); Annotations. 

7. Collecting video: Display; Facial Expressions; Eye 
Tracking; Annotations. 

8. Usability maps: Clicks; Mouse move; Scroll reach; 
Attractive zones; Interest zones; Attention zones; 
Form inputs. 

9. Export: XLS/CSV/TSV; XML; Database; Share 
(online access management to results for the 
development team). 

3 Selected UTT 
This section describes the process of selecting the UTT 
candidates for the present study, which was inspired by 
several interesting web articles starting with Vraa (Vraa, 
2009), Fadeyev (Fadeyev, 2009) and Tomlin (Tomlin, 
2009). In the following years related articles were also 
published on-line by Walker (Walker, 2010), Gube 
(Gube, 2011), Jules (Jules, 2011) and LeMerle (LeMerle, 
2012). 

Table 1 displays in the first row our list of 23 
candidates and the considered UTT reviews in the first 
column. Each UTT discussed by a given review is 
highlighted with an ‘x’ mark in the corresponding cell. 

The list of candidates elected for evaluation was 
mainly based on the review of Tomlin (Tomlin, 2009) 
that extensively describes UTT in terms of features, 
presenting several plans of prices. Some of the Tomlin 
UTTs are not included in our candidates. The Clixpy and 
Simple Mouse Track websites were not found. The 
Google Website Optimizer and the UserVue were merged 
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into Google Analytics and the Morae, respectively. The 
Website Grader was conceived in order to enhance 
online marketing websites, which is not within the scope 
defined in this paper introduction. Fivesecondtest is now 
available with two complementary applications NavFlow 
and ClickTest, which can be seen as a single UTT (the 
UsabilityHub from Angry Monkeys). 

Vraa (Vraa, 2009) presents and discusses the best 
“Do’s and Don’ts for Web Design and Usability” naming 
“16 crucial web design and usability best practice 
compilations and tools”. 

Though Vraa only reviews two UTT, the extended 
discussion on crucial UTT features inspired us in the 
identification of evaluation criteria and relevant features. 

In the same year, Fadeyev (Fadeyev, 2009) surveys 
ten affordable UTT, claiming that “testing for usability is 
the only reliable way to find out how well a website 
works”. Walker (Walker. 2010) also describes some of 
the already reviewed UTT and added a few more, whose 
main goals were to improve the visibility of websites for 
marketing purposes and thus were not included in our list 
of candidates. Gube (Gube, 2011) reviews the “22 
essential tools for testing your website’s usability” by 
classifying them into six categories. 
1. User Task Analysis: Intuition HQ, Usabilla, Loop11 

and Fivesecondtest. 
2. Readability: “Juicy Studio: Readability Test”, 

WordsCount and Check My Colours. 
3. Site Navigability: Websort.net, OptimalSort, 

Chalkmark, WriteMaps, NavFlow and PlainFrame; 
4. Accessibility: “Juicy Studio: Local Tools”, 

VisCheck, W3C Markup Validation Service, 
WebAnywhere and Browsershots. 

5. Website Speed: Pingdom Tools and Page Speed 
Online. 

6. User Experience: Feedback Army and UserVoice.  

OptimalSort was already considered as part of the 
Chalkmark package. Other UTT referred were discarded, 
mainly because they were designed to evaluate specific 

aspects and not to support a significant coverage of all 
required usability issues. 
Jules (Jules, 2011) presents the “best website usability 
testing tools and services”, reviewing four UTT of our 
list that hadn’t been previously discussed. The ten 
“essential website usability tools” discussed by LeMerle 
(LeMerle, 2012) were also analysed during this study.  
Besides the preliminary analysis of the descriptions in 
web pages articles, the official websites for each of the 
selected candidates were also analysed. In order to assure 
the presence (or absence) of the features under 
assessment, all the content available was analysed, 
namely the videos demonstrating the UTT features. 

4 Evaluation method 
A simple additive utility function was used for providing 
a score on each UTT.  

 ��(���) = �  	


�


�

� 	
,� �
,�

��

��

(���) 

 
This function linearly weights binary attributes 
�
,�(���) corresponding to the presence of elementary 
UTT features (0 for inexistent / 1 for implemented) using 
a two level hierarchy of weights. The second level 	
,�  
weights the presence of feature k within the main issue j. 
Considering that issue j aggregates �
 features 

� 	
,�
��
��
 = 1. The first level aggregates the evaluation 

of m main issues where 	
 is the weight determining the 
impact of the j-th main issue on the evaluation of the 
given UTT, where �  	


�

�
 = 1. 

The highest values found for this function should 
indicate the most suitable UTTs for our usability 
evaluations. 

4.1 Utility model 
The preferences (scores) for the main issues as well as 
for the features were set using an integer quantitative 
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scale. Table 2 displays the correspondence between the 
quantitative values used and their qualitative importance.  

Quantitative Qualitative 
5 Crucial 
4 Important 
3 Significant 
2 Minor 
1 Irrelevant 

Table 2: Quantitative versus qualitative scale for setting 
preferences. 

Weights were obtained by normalizing preferences into 
the interval [0;1]. Considering the preference for feature 
k within an issue j, represented by �
,�, the corresponding 

weight is obtained by 	
,� = �
,� /  ∑ �
,�
��
��
 , where �
 is 

the number of features aggregated in issue j. This 
normalization ensures the equality � 	
,�

��
��
 = 1. 

Similarly, the weight for a main issue was computed as 
its relative contribution for the sum of all issues’ 
preferences, thus ensuring �  	


�

�
 = 1.  

Preferences were obtained in two rounds by a team 
of three experts working for the project and having 
responsibilities in the task of interface design. All of 
them have a large experience in the development of 
software (ten or more years). In the first round each 
expert set up his/her own preferences in a printed form. 
The resulting printed forms were shared among the team. 
In a second round all the experts together discussed their 
scores until they agreed in a final number according to 
the quantitative scale of Table 2. In the remaining text we 
will refer to the above described scoring system as the 
Utility Model (UM). 

4.2 Analytical hierarchy process 
UM assumes criteria to be preferentially independent. 
The Analytical Hierarchy Process (AHP) (Saaty, 2005) 
also uses a linear additive model, but instead of giving 
absolute weights, the experts are questioned for pairwise 
comparisons of criteria and alternatives. This seems to be 
a much reasonable approach, namely because absolute 
values given in a single evaluation have very few 
references for providing the desired overall balanced 
result. Our AHP results were computed using a free trial 
version of commercial software (Expert Choice 
Comparison, 2012). This software considers all scores 
and makes all weights computations using a percentual 
scale. The pairwise comparison scale uses a judgment of 
preferences including nine categories: “extremely” 
preferred, “very strongly to extremely “, “very strongly”, 
“strongly to very strongly”, “strongly”, “moderately to 

strongly”, “moderately”, “equally to moderately” and 
“equally” preferred.  
A rating scale was used to score sub-criteria: the null 
value was assigned whenever a feature is absent; 
otherwise the score was set to 1. Though the AHP model 
has been criticized due to inconsistencies that can arise 
from weighting and scoring, we found easy to overcome 
them through a careful analysis and comparison setting. 
Again the preferences were set up in a collaborative 
meeting. 

5 Results 

5.1 Utility model 
Table 3 presents the most significant results obtained by 
using the UM. The first column displays the main issues 
considered and the features aggregated under each issue. 
The second column presents the preferences specified for 
issues and features, on a 1-5 scale according to Table 2. 
The UTTs under evaluation are presented in the first line 
and have been ranked according to their final scores, 
which were computed using the utility function and 
normalized to a 1-10 scale (last line). The column for 
each UTT also displays information about the presence 
or absence of each feature, represented by a 1 or a null 
value in the corresponding cell, respectively; and the 
values of relative scores for issues.  
The best scored UTT, Morae, although providing limited 
user access was not excluded from our analysis because 
it presents good scores in almost all the other issues. 
However, this limitation may restraint remote or online 
usability tests, which is a major requirement in this 
project. Final decision about the election of the UTT to 
adopt should be based on testing the UTT since, at the 
present stage, our evaluation was mainly supported by 
industrial advertising information. Analogously, Loop 
11, ranked in second place presents high preferences in 
the majority of issues. It was not excluded from the 
evaluation, despite not offering features for collecting 
audio – another important feature. The best ranked next 
three UTTs, User Testing, Userfly and Usabilla, also 
present good scores, offering all the required 
functionalities, even in a limited way. Usabilla is an 
exception as it does not provide audio collecting or video 
recording, which can be too confining.  

Collecting additional information and testing the 
UTTs would be advantageous to support a final decision, 
as this study was mainly supported by industrial 
advertising information. Even considering the limitations 
above, Table 3 still provides a fair ranking suggestion for 
UTT selection, but then we present a new model based 
on the results of comparison. 
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Table 3: Main issues and features preferences in a 1-5 scale. Relative and final scores in a 0-10 scale. 
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OS compatibility 3 4 10 10 10 10 3 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10

  - windows 4 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

  - mac os 3 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

  - linux 4 0 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Types of interfaces supported 4 5 5 5 5 8 5 5 8 5 5 5 9 5 5 8 5 5 9 5 1 5 5 5

  - applications 4 1 1 1 1 1 1 1 0 1 1 1 1 1 0 0 1 1 1 1 0 1 1 1

  - prototypes 5 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 0 1 1 1

  - screenshots of website 2 0 0 0 0 0 0 0 1 0 0 0 0 0 1 1 0 0 0 0 1 0 0 0

  - wireframes 2 0 0 0 0 0 0 0 1 0 0 0 1 0 1 1 0 0 1 0 0 0 0 0

  - mockups 4 0 0 0 0 1 0 0 1 0 0 0 1 0 1 1 0 0 1 0 0 0 0 0

Interface integration 4 3 2 2 3 3 3 3 1 3 3 2 3 3 1 1 3 2 1 3 1 1 1 3

  - offline program 4 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

  - online post /URL submission 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0

  - upload images 1 0 0 0 0 0 0 0 1 0 0 0 0 0 1 1 0 0 0 0 1 0 0 0

  - Javascript code 4 0 0 0 1 1 0 1 0 1 1 0 1 1 0 0 1 0 0 1 0 0 0 1

  - online wizard 3 0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0

Usability test access 5 1 9 5 5 9 1 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5

  - local 1 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

  - remote 4 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

  - online 5 0 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Surveys 4 10 10 6 6 6 6 0 3 6 0 0 0 0 6 3 7 6 0 0 0 3 0 0

  - complete survey 5 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0

  - screen aligned questions 4 1 1 1 1 1 1 0 1 1 0 0 0 0 1 1 0 1 0 0 0 1 0 0

  - screen aligned text 3 1 1 1 1 1 1 0 0 1 0 0 0 0 1 0 1 1 0 0 0 0 0 0

Collecting audio 4 10 0 10 6 0 10 0 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0

  - audio record 5 1 0 1 1 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0

  - annotations 4 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Collecting video 5 10 3 5 3 0 8 3 5 0 3 3 0 3 0 0 0 0 0 0 0 0 0 0

  - display 5 1 1 1 1 0 1 1 1 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0

  - facial expressions recording 4 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

  - eye tracking 4 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

  - annotations 4 1 0 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Usability map types supported 4 6 5 0 5 2 0 5 2 0 7 0 0 6 2 2 0 0 0 5 5 0 1 2

  - clicks 5 1 1 0 1 1 0 1 1 0 1 0 0 1 1 1 0 0 0 1 0 0 0 1

  - mouse move 5 1 1 0 1 0 0 0 0 0 1 0 0 1 0 0 0 0 0 1 0 0 0 0

  - scroll reach 4 1 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 1 0 0 0 0

  - attractive zones 4 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0

  - interest zones 4 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0

  - attention zones 4 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0

  - form inputs 5 1 0 0 1 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 0

Export results 5 6 6 2 2 3 0 5 2 5 2 2 5 0 2 2 0 0 2 0 3 0 2 0

  - XLS / CSV / TSV 5 1 1 0 0 1 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0

  - XML 4 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0

  - database 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

  - online mng. results access 3 0 0 1 1 0 0 1 1 1 1 1 1 0 1 1 0 0 1 0 0 0 1 0

8 7 6 6 5 5 5 5 5 4 4 4 4 4 4 4 4 3 3 3 3 3 3UM
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5.2 Analytical hierarchy process 
Table 4 presents the results obtained from AHP study. 
All numbers are displayed as percentages. The first 
column ranks the UTTs according to AHP results. Each 
of the columns 1-9 displays a criterion (main issue), its 
weight (second row) and the importance of each UTT in 
this criterion. Column “AHP” displays the relative 
importance of the UTT obtained by AHP, while “AHP 
(%)” displays the corresponding normalization 
considering 100% for the best alternative scores. Their 
counterparts “UM” and “UM (%)” display the same 
numbers obtained by the UM. 

The best scored UTT, Loop 11, presents high 
preferences for criteria considered crucial (4, 7 and 9). In 
addition, it reached satisfactory scores for the other 
criteria. It does not offer the features of criterion 6, 
however, this will not exclude it from our choice. The 
second UTT, Morae, provides limited user access, which 
may restraint remote usability tests. However, this UTT 
presents good scores in almost all the other criteria and, 
consequently, was not excluded. Considering that this 
evaluation was mainly supported by industrial 
advertising information, additional information is 
needed. 

The next four UTT, Usabilla, Click Density, Userfly 
and User Testing present good scores, offering all the 
required functionalities, even in a limited way, with the 
exception of Usabilla that does not provide audio and 
video recording. 

Sensitivity analysis allowed us to conclude that the 
“User Access” weight strongly influences the relative 
importance of Morae. 

AHP produced results finer tuned than the previously 
obtained by the UM, highlighting the relative differences 
between UTTs. This is also disclosed by the standard 
deviation values displayed in the last line. The pairwise 
comparison of criteria is also more comprehensive than 
the normative assignment of marks, either in a 
quantitative or qualitative scale. Though small 
differences were found in the relative positions, the most 
significant difference concerns the first two UTTs, which 
can be explained by the tuned comparison of criteria 
preferences. These results should be interpreted 
carefully. Besides the limited type of sampling, most of 
the features were reduced to binary evaluation. 

Scalability, for instance in the number of surveys or 
usability tests, seems often just a question of pricing. 
However, some of the features, even when present, may 
have some limitations when compared to a similar 
implementation in another UTT. Ultimately, some very 
specific features which can be highly valuable are only 
provided by few UTT. It should also be noted that all the 
preferences were defined by a small number of experts 
and considering the requirements of a specific project 
(World Search Project). Pricing can obviously be an 
important restriction for any product, which in this case 
was decided to be considered separately. It is still 
interesting to find some correlation between the price and 
the number of features or their specificity. Again, 

scalability can produce very significant pricing 
differences. 

 

Table 4: AHP results – compared with previous UM 
results. 

6 Conclusions and future work 
Our team main concern in the World Search Project 
(World Search Project, 2010) is to enforce a user-
centered design approach in a set of advanced 
information search demonstrators for specific domains. 
This kind of approach can benefit from using integrated 
usability testing tools (UTTs) for new applications design 
and development. Experience teams working regularly 
with a suitable UTT can better concentrate on solving 
usability issues and proposing innovative products. New 
team members can also find a good reference for 
integration by sharing such UTT capabilities with more 
experienced member teams. To the best of our 
knowledge, our study is the first quantitative evaluation 
and comparison of a significant number of UTTs within 
the context of Web graphical interfaces design. A special 
effort was given to include in our list all UTTs adequate 
to this context. A simple linear utility function and AHP 
model was used to score and rank 23 UTTs. Weighting 
and scoring was performed by a small team of experts.  

The presented results should be considered with 
caution, due to the limited type of evaluation, namely 

UTT /Weights 3 7 7 27 7 7 18 7 18

Loop 11 5 4 3 8 13 0 8 9 15 8 7 100 90
Morae 2 4 7 1 13 24 16 12 15 7 8 93 100
Usabilla 5 6 7 8 8 0 0 4 11 6 5 77 70
Click density 5 4 7 4 0 0 8 7 12 6 5 71 62
Userfly 5 4 7 4 8 14 8 11 2 6 6 70 74
User Testing 5 4 3 4 8 24 11 0 2 6 6 70 78
Mouse Flow 5 4 7 4 0 0 8 13 2 5 4 60 58
Intuition HQ 5 5 1 4 4 0 11 4 2 5 5 59 61
4Q Survey 5 4 7 4 8 0 0 0 12 5 5 59 59
ClickTale 5 4 7 4 0 0 8 12 0 4 4 57 51
Google Analytics 5 6 7 4 0 0 0 0 12 4 4 56 53
Open Hallway 5 4 3 4 0 14 8 0 2 4 4 55 54
Silverback 1 4 7 1 8 24 14 0 0 4 5 55 63
 Fivesecondtest 5 6 1 4 4 0 0 4 2 3 4 44 49
Ethnio 5 4 7 4 9 0 0 0 0 3 4 42 49
Crazyegg 5 4 7 4 0 0 0 9 0 3 3 41 42
Mechanical Turk 5 4 3 4 8 0 0 0 0 3 4 40 46
 Chalkmark 5 2 1 4 8 0 0 4 2 3 4 39 49
ClickHeat 5 4 7 4 0 0 0 4 0 3 3 38 38
Concept Feedback5 6 1 4 0 0 0 0 2 3 3 38 43
Feng-GUI 5 0 1 4 0 0 0 7 5 3 3 37 40
Feedback Army 5 4 1 4 4 0 0 0 0 3 3 36 40
Attention Wizzard 5 4 1 4 0 0 0 1 2 3 3 36 39

Std deviation 1,4 1,3 18 16
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almost exclusively based on the vendor’s descriptions. 
Future work is expected in three different directions. The 
first direction will investigate and test other suitable 
multiple criteria decision analysis methods (Cechich et 
al., 2003; Figueira et al., 2004). A second direction will 
increase the number of experts for getting more reliable 
preferences and perhaps including new features. A third 
direction will verify features in lab for the preferred set 
of candidates. There will be an extra concern on usability 
tests/ UTTs features for applications running in mobile 
devices. 
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In order to discover multi-dimensional spatiotemporal association patterns, and improve the efficiency 
of traditional mining algorithms for spatiotemporal association patterns, this paper firstly constructs a 
star association model based on event, which can show more spatiotemporal information on the basis of 
the present star association model. Besides traditional attributes association with point, line and plane, 
the model also can fully and flexibly express temporal association, orientation association, and topology 
association, namely, it can quickly and simply form multi-dimensional spatiotemporal association 
patterns. And then for the star association model based on event, an algorithm of discovering frequent 
spatiotemporal association patterns based on granular computing is proposed, which is different from 
traditional association patterns mining algorithms. One is that the algorithm breaks traditional thinking 
of generating candidate frequent itemsets, namely, it generates candidate frequent itemsets by updating 
the mixed radix numeral. The method is quick and simple to avoid redundant complicated calculations 
for adopting complex FP-tree data structure or generating candidate by joining frequent itemsets. The 
other is that the algorithm for discovering frequent spatiotemporal association patterns only needs to 
read database once via granular computing, in other words, it discovers each frequent spatiotemporal 
association pattern via constructing a spatiotemporal information granule, where the intension can be 
mapped to the mixed radix numeral from the mixed radix notation system based on spatiotemporal 
information system. Finally, this paper further discusses the characteristics and the optimal application 
environments of the algorithm. Experimental results indicate that the algorithm is simpler and faster 
than these traditional frequent patterns mining algorithms on the optimal application environments. 

Povzetek: Opisana je nova metoda za rudarjenje prostorsko-časovnih vzorcev. 

 

1 Introduction 
Discovering spatial association patterns from spatial 
database is one of important tasks for spatial data mining 
and knowledge and discovery. Spatial association 
patterns have been applied to some valuable domains, 
such as Urban Traffic [1], Bioscience [2], Social Security 
[3], Climate forecasting [4], and Demographic survey 
[5]. In recent decade, there is some research work for 
mining spatial association patterns. Reference [6] focuses 
on this specificity of spatial data mining by showing the 
suitability of join indices to this context. It describes the 
join index structure and shows how it could be used as a 
tool for spatial data mining; Reference [7] discusses the 
multiple level association rules mining, and further 
indicates spatiotemporal association rules mining should 
address issues of data integration, data classification, the 
representation and calculation of spatial relationships, 
and strategies for finding ‘interesting’ rules; Reference 
[8] has proposed a generalized framework to effectively 

discover different types of spatial and spatiotemporal 
patterns in scientific data sets, which can be used to 
capture a variety of interactions among objects of interest 
and the evolutionary behaviour of such interactions. 
Based on the feature of geographic elements, the research 
work can be divided into the following two groups. 

One group is discovering frequent region association 
patterns for numeric geographic elements with point, line 
and plane, i.e. firstly, these numeric attributes are turned 
into Boolean attributes with geographic elements, and 
spatial association patterns are discovered by transaction 
frequent patterns mining methods. The group is suitable 
for mining spatial association patterns based on spatial 
location. Reference [7] uses association rules to discover 
spatiotemporal relationships among a set of variables that 
characterize socioeconomic and land cover changes, but 
it only refers to the region. Reference [9] proposes a 
robust geospatial multivariate association rules mining 
framework, where the attributes for geographic elements 
with point, line and plane can be turned into the region. 
Reference [10] proposes a novel framework to mine 
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regional association rules based on a given class 
structure.  

The other is discovering frequent spatial association 
patterns for discrete geographic elements with spatial 
objects and layout relationships, i.e. firstly, these discrete 
geographic elements are turned into the category set, and 
transaction frequent patterns mining methods are used to 
extract spatial association patterns. Reference [8] and 
[11] discuss star association patterns, sequence 
association patterns and clique association patterns based 
on spatial distance for these spatial objects relationships 
and layout relationships. 

However, these research have the following some 
shortcoming, firstly, these mining objectives are mainly 
from spatial database, where these algorithms do not 
fully regard temporal relationship with spatial association 
patterns; Secondly, their geographic elements in spatial 
association patterns are most one-dimensional, namely, 
the form of spatial association patterns is quite single. 
Finally, for these traditional frequent patterns mining 
algorithms, such as Apriori, FP-growth, and their 
improved algorithms have some disadvantages as follows: 

One is the mining framework based on Apriori, i.e. 
these mining algorithms discover frequent patterns via 
the thinking of the algorithm Apriori, called the Apriori 
Framework. The mining framework needs to repeatedly 
read database for discovering frequent itemsets. 

The other is the mining framework based on FP-
growth, i.e. these mining algorithms discover frequent 
patterns via data structure FP-tree, called the FP-growth 
Framework. The mining framework uses complex data 
structure to save reading database, but it needs to cost 
much memory for discovering frequent patterns. 

These mining frameworks have some disadvantages 
for more details seeing references [12-16].  

The main contributions in our research work can be 
summarized as follows: 

One is constructing a star association model based 
on event, which not only expresses traditional attributes 
association with point, line and plane; the model also can 
fully flexibly express multi-dimensional spatiotemporal 
association patterns including the orientation association, 
the temporal association and the topology association. 

The other is proposing an algorithm of discovering 
frequent spatiotemporal association patterns based on 
granular computing. For discovering frequent spatio-
temporal association patterns, it only needs to read the 
database once; and then it generates candidate frequent 
itemsets via updating the mixed radix numeral, where 
granular computing is introduced to save reading the 
spatiotemporal database. 

The remainder parts are organized as follows: 
In Section 2, we introduce the related research work; 

In Section 3, we construct a star association model based 
on event; In Section 4, we propose an algorithm of 
discovering frequent spatiotemporal association patterns 
based on granular computing; In Section 5, we use some 
experiments to verify the algorithm, and then discuss its 
the optimal application environments. In Section 6, we 
summary research results and discuss future work. 

2 Related research work 
Based on the notions of granularity [17] and abstraction 
[18], the ideas of granular computing have been widely 
investigated in artificial intelligence [19]. In this paper, 
we adopt a partition model of granular computing to 
construct information granule [19], which depends on 
rough set theory [20] and quotient space theory [21]. 
Here, we introduce the following related definitions. 

Definition 2.1 An information table is a quintuple 
( , , { }, , { })a aS U A V | a A L I | a A= ∈ ∈ , where 

U , called universe of discourse, is a finite nonempty 
set for objects; 

A , called attributes set, is also a finite nonempty set 
for attributes; 

aV , called domain set, is a finite set of values for 

a A∈ , where aV is defined as a discrete category set; 

L , called descriptive language, a language is defined 
by attributes inA ; 

For describing an object ofU via the language, it can 
be denoted as 1 2{ , }|A*|

* * *
*a a a

L |V V ... V a A* A= × × × ∈ ⊆l ; 

aI , called information function, is a total function 

that maps an object ofU to exactly one value inaV , 

namely : a aI U V→ . 

Definition 2.2 Information granule is a two-tuple 
( , ( ))IG ξ ϕ ξ= , where 

ξ , called the intension of information granule, 

consists of all attributes that are valid for all those objects 
to which information granule applies; in other words, the 
intension is an abstract description of common features 
or properties shared by elements in the extension, which 
is expressed as 1 2( , , , )| |... ξξ ξ ξ ξ= , where 

, , 1, 2,..., , k
*

k *a
V a A* A k | | Lξ ξ ξ∈ ∈ ⊆ = ∈ ; 

( )ϕ ξ , called the extension of information granule, is 

the set of objects which information granule applies, in 
other words, the extension consists of concrete examples 
of information granule, which is expressed as follows: 

1 21 2( ) { ( ) , ( ) ,..., ( ) }| |
* * *

| |a a a
x U | I x I x I xξ ξϕ ξ ξ ξ ξ= ∈ = = = ; 

Definition 2.3 Atomic information granule is a two-
tuple ( , ( ))AIG ξ ϕ ξ= , where 

ξ , called the intension of ( , ( ))AIG ξ ϕ ξ= , is 

expressed as ( ) ( , , )a a aV a A Lξ ξ ξ ξ= ∈ ∈ ∈ ; 

 ( )ϕ ξ , called the extension of ( , ( ))AIG ξ ϕ ξ= , is 

expressed as( ) { ( ) }a ax U | I xϕ ξ ξ= ∈ =  . 

Definition 2.4 Intersection operation of information 
granule is denoted by⊗ , which is described as follows: 

 Let two information granules be ( , ( ))IGα α αξ ϕ ξ=    

and ( , ( ))IGβ β βξ ϕ ξ= , respectively; if(  i i
α α αξ ξ ξ∃ ∈ ∧ ∈  

) (  )j j
a aV Vβ β βξ ξ ξ∧ ∃ ∈ ∧ ∈ then i j

α βξ ξ= ; and then the 

intersection operation⊗ can be expressed as follows: 
( , ( )) ( , ( ) ( ))IG IG IGα β α β α βξ ϕ ξ ξ ξ ϕ ξ ϕ ξ= = ⊗ = ∪ ∩ . 
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Definition 2.5 Star association model is expressed as 

1 2, { , ,..., }, c mM e e e e=< >p , where 

 ce , called the core element of star association model, 

is a sole core element; 
 ( 1, 2,..., )ie i m= , called the non-core element of star 

association model, at least there is a kind of association 
between each non-core element and the core element; 

 p , called time series relationship of star association 
model, this model only has two types of time series, 
namely, 1 2{ }c c c me e e e ... e e∧ ∧ ∧p p p or 1 2{ ce e e∧p p  

}c m ce ... e e∧ ∧ p . 

Definition 2.6 Star association pattern is denoted by 

1 2{ , ,..., }kP r r r= , where the association between the core 

element ce and the non-core element( [1, 2,..., ])ie i k∈ can 

be denoted by ,  ( [1, 2,..., ])i c ir R e e i k= < > ∈ , which 

consists of the temporal association, the orientation 
association and the topology association. And then, star 
association patterns mining is defined as discovering 
frequent star association patterns from spatiotemporal 
database for the given minimal support. 

3 A star association model based on 
event 

In this paper, on the basis of definition 2.5, we propose a 
star association model based on event. The model is 
applied to transform spatiotemporal events and discover 
frequent spatiotemporal association patterns in Section 4. 

Definition 3.1 Star association model based on event is 
denoted as , , , , , c sEM e e A E F P=< > , where 

e , called a spatiotemporal event, is from a spatio- 
temporal database, which consists of orientation factor, 
time factor and topology factor, besides these traditional 
attributes with point, line and plane; 

ce , called the core element of star association model 

based on event, is a subject object in the event; 
A , called attributes set of the core elementce , is also 

a finite nonempty set for the attribute, which can be 
traditional attribute with point, line and plane; 

sE , called non-core elements set of star association 

model based on event, is a set of spatial entity objects 
denoted by 1 2={ , ,..., }s mE e e e . Here is only a kind of 

spatial location association between the core element ce  

and each non-core element ( )i i se e E∈ ; 

F , called spatiotemporal factors set for describing 
this evente , is expressed as follows: 

{ , , }F time orientation topolog y= ; 

P , called predicates set forF , is a finite set of 
values forf F∈ , denoted by { , , }time orientation topo log yP P P P= .  

In this paper,  ( )fP f F∈ is defined as follows: 

( , ) { ( ), ( ), ( )}time c t t t tP e e before e after e equal e= , where 

te is a temporal element; 

( , ) { ( ), ( ), ( ),orientation c o c c cP e e east e south e southeast e=  

( ), ( ), ( ), ( ),c c c cwest e southwest e northwest e northeast e   

( )}cnorth e , where oe is an orientation element; 

( , ) { ( , ), ( , ),topo log y c s c s c sP e e disjo int e e cov eredby e e=
( , ), ( , ), ( , ), ( , ),c s c s c s c scov er e e contain e e touch e e inside e e

 ( , )}c soverlap e e , where se is a spatial entity objects; 

For example, there are three spatiotemporal events 
from a spatiotemporal database, and then we use the star 
association model based on event to describe them as 
follows: 

(1)e : a taxi (No.t2) with passenger eastward fast left 
the school (No.s1) along the riverside (No.r1) at 5 PM. 

: (2)ce taxi , is a subject object in this event; 

: { , } { , }tA load rate true fast= ; 

: { (1), (1)}sE school river ; 

: {  5 }time at PM ; 

: { }orientation east ; 

: {     ,    topolog y a taxi touch the river a taxi disjo int the

 }school . 

We can use traditional attributes and these predicates 
to describe the star association pattern for the event, 
which can be expressed as follows: 

(1) { , , ( ), P load true rate fast before night equal= = =
( ), ( (2)), ( (2), (1)),afternoon east taxi disjo int taxi school

( (2), (1))}touch tax river ; 

(2)e : a taxi (No.t5) with passenger southward slow 
droved into the school (No.s2), and parked at the gate of 
the bank (No.b3) at 11 AM. 

: (5)ce taxi , is a subject object in this event; 

: { , } { , }tA load rate true slow= ; 

: { (2), (3)}sE school bank ; 

: {  11 }time at AM ; 

: { }orientation south ; 

: {      ,   topolog y a taxi is inside the school a taxi touch  

 }the bank ; 

Via traditional attributes and these predicates, the 
star association pattern for the event can be expressed as 
follows: 

(2) { , , ( ),P load true rate slow before afternoon= = =
( ), ( (5)), ( (5), ),equal morning south taxi touch taxi bank  

 ( (5), (1))}inside taxi school ; 

(3) e : a taxi (No.t6) without passenger southwest 
slow left the bank (No.b4), and droved into the business 
street (No.b3) at 8 night. 

: (6)ce taxi , is a subject object in this event; 

: { , } { , }tA load rate false slow= ; 

: {  (3), (4)}sE bu siness street bank ; 

: {  8 }time at night ; 

: { }orientation southwest ; 
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: {        ,topolog y a taxi is cov ered by the bu siness street

      }a taxi disjo int the bank . 

Via traditional attributes and these predicates, the 
star association pattern for the event can be expressed as 
follows: 

(3) { , , ( )P load true rate slow after afternoon ,= = =  

( ), ( (6)), ( (6), (4)),equal night south taxi touch taxi bank  

( (6),  )}inside taxi bu siness street ; 

Definition 3.2 Spatiotemporal association patterns 
mining is defined as discovering frequent spatiotemporal 
association patterns from spatiotemporal database based 
on event, namely, frequent star association patterns, 
whose support is the same as traditional association rules. 

In the course of mining spatiotemporal association 
patterns, there are two key problems as follows: 

One is turning an event into a spatiotemporal 
association patterns, namely, star association patterns. 
We have solved the problem via definition 3.1; 

The other is discovering frequent spatiotemporal 
association patterns. We use the algorithm as described 
in Section 4.2 to solve the problem. 

4 Frequent spatiotemporal 
association patterns mining 

In this section, firstly, we introduce granular computing 
based on the star association model, and then propose an 
algorithm of discovering frequent spatiotemporal 
association patterns based on granular computing; finally, 
we compare the algorithm with these traditional mining 
algorithms, particularly, the Apriori Framework and the 
FP-growth Framework 

4.1 Granular computing based on the star 
association model 

Definition 4.1 A spatiotemporal information system 
based on the star association model is a six-tupleSTIS =  
( , , , { }, , { })a aU F A V | a A L I | a A∈ ∈ , where 

U , called universe of discourse, is a finite nonempty 
set of events, where each event has a sole core element; 

F , called spatiotemporal factor set for describing 
the evente inU , is expressed as follows: 

{ , , }F time orientation topolog y= ; 

A , called joined attributes set of an event, is denoted 
by { }t t sA A E orientation E= U U U ,  

Where 

tA , called traditional attributes with point, line and 

plane; 

tE , is a given group of time division; such astE =  

{ , , }morning afternoon night or { , ,tE Monday Tuesday=  

, , , , }Wensday Thursday Friday Saturday Sunday ; 

sE , called non-core generalization set forU , is a 

finite nonempty set of non-core element category for the 
star association model based on event; 

For example, there are three spatiotemporal events in 
Section 3; and we can get these spatial entities for them 
as follows: 

{ (1), (1), (2), (3), school river school bank bu siness  

 (3), (4)}street bank ; 

And then, we have the followingsE : 

{ , , , }sE school river bank street= ; 

There are more details aboutA in table 1. 

aV , called domain set, is a nonempty finite set of 

values for attribute  ( )a a A∈ , which can be expressed as 

follows: 
,

( , ),

( , ),

( , ),

a t

time c t

a
orientation c

topo log y c s

V * a A

P e a a E
V

P e a a orientation

P e a a E

∈
 ∈=  =
 ∈

, where 

aV * , called domain of traditional attribute with 

point, line and plane, is defined as a discrete category set; 
the others are the predicate sets as described in definition 
3.1. 

L , called a kind of logical descriptive language, is 
defined to describe a spatiotemporal event through these 
traditional attributes and predicates; L can be expressed 
as 1 2{ , }|A*|

* * *
*a a a

L |V V ... V a A* A= × × × ∈ ⊆l ; 

aI , called information function, is a total function 

that maps an event ofU to exactly one value inaV , 

namely : a aI U V→ . 

Based on definitions 3.1 and 4.1, for the three 
spatiotemporal events in Section 3, and we let a time 
division be { , , }tE morning afternoon night= , then we 

can construct a spatiotemporal information system based 
on the star association model as follows: 

( , , ,{ }, , { })a aSTIS U F A V | a A L I | a A= ∈ ∈ , where 

{ , }tA load rate= , is an attribute set of the taxi 

(called a point entity); 
{ , , , }sE school river bank street= ; 

So we can create the following mining database as 
described in table 1. 

 
A                   T_ID Taxi(2) Taxi(5) Taxi(6) 
Load True True False 
Rate Fast Slow Slow 
Morning -- Equal -- 
Afternoon Equal Before After 
Night Before -- Equal 
Orientation East South Southwest 
School Disjoint Inside -- 
River Touch -- -- 
Bank -- Touch Touch 
Street -- -- Inside 

Table 1: Mining database. 

Definition 4.2 Spatiotemporal information granule is a 
two-tuple ( , ( ))STIG ζ ψ ζ= , where 
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ζ , called the intension of spatiotemporal informa-

tion granule, is an abstract description of common values 
of joined attributes shared by events in the extension, 
which is expressed as 1 2( , ,..., ) ( , k

*
| | k *a

V aζζ ζ ζ ζ ζ= ∈ ∈  

, 1, 2,..., , )A* A k | | Lζ ζ⊆ = ∈ ; 

( )ψ ζ , called the extension of spatiotemporal 

information granule, is a set of events which spatio-
temporal information granule applies, which is expressed 
as follows: 

1 21 2( ) { ( ) , ( ) ,... , ( )| |
* * *a a a

u U | I u I u I uζψ ζ ζ ζ= ∈ = = =

}| |ζζ . 

Definition 4.3 Atomic spatiotemporal information 
granule is a two-tuple ( , ( ))ASTIG ζ ψ ζ= , where 

ζ , called the intension of atomic spatiotemporal 

information granule, is denoted by ( ) ( ,a a aVζ ζ ζ= ∈  

, )a A Lζ∈ ∈ ; 

( )ψ ζ , called the extension of atomic spatiotemporal 

information granule, is denoted by the following: 
( ) { ( ) }a au U | I uψ ζ ζ= ∈ = . 

Definition 4.4 Intersection operation of spatio- temporal 
information granule is denoted byΘ . Suppose two 
spatiotemporal information granules areSTIGα =  

( , ( ))α αζ ψ ζ and ( , ( ))STIGβ β βζ ψ ζ= , respectively; if 

(  ) (  )i i j j
a aV Vα α α β β βζ ζ ζ ζ ζ ζ∃ ∈ ∧ ∈ ∧ ∃ ∈ ∧ ∈ then i

αζ =  
j

βζ ; and so the intersection operationΘ can be expressed 

as ( , ( ))STIG STIG STIGα βζ ψ ζ= = Θ   

( , ( ) ( ))α β α βζ ζ ψ ζ ψ ζ= ∪ ∩ . 

Definition 4.5 A mixed radix notation system based on a 
spatiotemporal information system is a tripleM =  

1 2{ , , , ,..., >}mSTIS m w w w< , where 

 STIS , called a spatiotemporal information system, 
is expressed as follows: 

( , , , { }, , { })a aSTIS U F A V | a A L I | a A= ∈ ∈ ; 

 m , called the number of bit for the mixed radix 
notation system, is denoted bym | A|= ; 

 1 2, ,..., >mw w w< , called the weight set of bit for the 

mixed radix notation system, each elementiw  is defined 

as 1 ( 1, 2,..., )
ii aw |V | i m= + = , and   ( 1, 2,...,

i

k
aV k k↔ =  

)
ia|V | , and 1 1m

i i| M | w== ∏ − . 

For example, for the spatiotemporal information 
system of table 1, we can get the following mixed radix 
notation system based on a spatiotemporal information 
system { , 10, 3, 3, 4, 4, 4, 9, 8, 8, 8, 8>}M STIS= < . 

Definition 4.6 Combinatorial number ratio based on a 
spatiotemporal information system is defined asρ  

0|M|
|U|log= > , where 

|U | , is the number of spatiotemporal events in the 

spatiotemporal database, which is mapped to the spatio-
temporal information systemSTIS ; 

| M | , is a combinatorial number for attribute values 

in the spatiotemporal database, which is mapped to the 
spatiotemporal information systemSTIS . 

4.2 Discovering frequent spatiotemporal 
association patterns 

In this section, we propose an algorithm of discovering 
frequent spatiotemporal association patterns based on 
granular computing, which is denoted by DFSTAP, and 
then we use the following pseudo code to describe the 
algorithm DFSTAP. 

STD , is a spatiotemporal database based on event; 
s , is the given minimal support; 
F : saving these maximal frequent spatiotemporal 

association patterns; 
NF : saving these non frequent spatiotemporal 

association patterns; 
Input: STD ands ; 
Output:F ; 

(1) F = Φ ; 
(2) NF = Φ ; 
(3) ReadSTD ; //reading once database 
(4) Create ( , , , { }, , {STD a aSTIS U F A V | a A L I | a= ∈ ∈  

})A ; //def. 4.1, creating a STIS by the STD 

(5) Compute each ( , ( ))ASTIG ζ ψ ζ= ; // def. 4.3 

(6) Create 1 2{ , , , ,..., >}mM STIS m w w w= < ; // def. 4.5 

(7) For [1, ]i | M |∀ ∈ do { 

(8)  1 1( ) ( )m m MM i ...ω ω ω−= ; //a decimal integeri is 

turned into a mixed radix numeral 1 1( )m m M...ω ω ω−  

(9)     ( ) 1 1M i m m ...ζ ζ ζ ζ−= ∪ ∪ ∪ ; // ( )M iζ is a set of items, 

each kζ is mapped to thekω  

(10)   If( , )NFϖ ϖ ζ∀ ∈ ⊄ then { 

(11)      Construct ( ) ( )( , ( ))M i M iSTIG ζ ψ ζ= ; // def. 4.4 

(12)      If ( )( )|M i| sψ ζ ≥ then { 

(13)   Delete ( ) ( , )M iFσ σ σ ζ∀ ∈ ⊂ ; //deleting all 

subsets of ( )M iζ in F  

(14)        Write ( )M iζ to F ;} //saving frequent itemset 

(15)      Else 
(16)        Write ( )M iζ to NF ; //saving non frequent itemset 

(17)   } 
(18)   i + + ;} 
(19) OutputF ; 

The interval [1, ]| M | in the algorithm is the search 

range of candidate frequent patterns. In other word, the 
algorithm updates the mixed radix numeral to generate 
candidate frequent itemsets. 

The algorithm discovers frequent spatiotemporal 
association patterns through constructing spatiotemporal 
information granule. 
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4.3 Performance comparison 
Based on the introduction in Section 4.2, we know the 
algorithm DFSTAP is different from traditional frequent 
patterns mining algorithms, particularly, the Apriori 
Framework and the FP-growth Framework.  

For discovering frequent association patterns, the 
Apriori Framework is a representative algorithm with 
candidate, and the FP-growth Framework is a typical 
algorithm without candidate, and then we compare the 
algorithm DFSTAP with the Apriori Framework and the 
FP-growth Framework. The comparative results can be 
expressed as the following table 2. 

Based on the comparison as described in table 2, we 
can draw the following conclusions: 

The Apriori Framework needs to read the database 
repeatedly, and it joins two frequent itemsets to generate 
candidate; and so there are lots of calculated amount for 
discovering frequent patterns. However, the algorithm 
DFSTAP updates the mixed radix numeral to generate 
candidates; the speed of which for the latter is faster than 
the former; additionally, the DFSTAP only needs to read 
the database once. Hence, the computational complexity 
of the algorithm DFSTAP is lower than the Apriori 
Framework. In other words, the algorithm avoids these 
disadvantages of the Apriori Framework. 

In addition, the algorithm DFSTAP uses simple data 
structure as array to express single format of candidate, 
and traverses an interval to discover frequent association 
patterns; so it uses less memory; and it is easy to program 
and maintain the algorithm. Namely, the DFSTAP has 
these advantages of the Apriori Framework.  

However, for mining frequent association patterns, 
the FP-growth Framework only needs to read database 
twice, its advantage is saving reading database, the 
DFSTAP also has the advantage. But the FP-growth 
Framework needs to traverse a complex FP-tree; so its 
computational complexity is higher than the DFSTAP, 
meanwhile, it also needs to cost more memory, and it is 
no picnic to program and maintain it. Obviously, the 
algorithm DFSTAP avoids these disadvantages of the 
FP-growth Framework. 

Comparative 
items 

DFSTAP 
Apriori 

Framework 
FP-growth 
Framework 

Reading 
Database 

Once 
Many 
times 

Twice 

Data structure Simple Simple Complex 
Programming Simple Simple Complex 
Computational 
complexity 

Low High High 

Memory usage Less Less More 
Generating 
candidate 

Yes Yes No 

Format of 
candidate 

Digit Itemset -- 

Speed of 
generating 
candidate 

Fast Slow -- 

Table 2: Performance comparison. 

In conclusion, this algorithm is better than traditional 
mining algorithm in theory. 

5 Experimental result 
In this section, we design two types of experiments as 
follows: 

One is evaluating the performances of the proposed 
mining algorithm for discovering frequent spatiotemporal 
association patterns on different datasets. 

The other is discussing the application environments 
for the proposed mining algorithm. 

The first data set is from the GPS data of taxi in a 
city, for the GPS interval point with a taxi, an event is 
made of speed, loading, time, and space layout. There are 
323080 spatiotemporal events after data filtering; the 
dataset can be mapped to a spatiotemporal information 
system 1STIS , and then we can create a mixed radix 

notation system based on the spatiotemporal information 
system 1STIS , which can be expressed as follows: 

1 1 1 2{ , , , ,..., >}mM STIS m w w w= < , where 

1STIS , is mapped to the spatiotemporal database for 

the taxi; 
7m = , there are seven attributes in the database; 

1 2 3 4 5 6 7, , , , , , 4, 4, 4, 4, 3, 5, 9w w w w w w w< >=< > . 

And we have 34559
323080 0 824|M|

|U|log log .ρ = = = . 

The second data set is from the GPS data of bus in a 
city, for the GPS interval point with a bus, an event is 
made of speed, time, grade of service, and space layout. 
We deal with the dataset to form 40600 spatiotemporal 
events; the dataset can be mapped to a spatiotemporal 
information system 2STIS , and then we also can create a 

mixed radix notation system based on the 2STIS , which 

can be expressed as follows: 

2 2 1 2{ , , , ,..., >}mM STIS m w w w= < , where 

2STIS , is mapped to the spatiotemporal database for 

the bus; 
6m = , there are six attributes in the database; 

1 2 3 4 5 6 7, , , , , , 3, 5, 4, 6, 7, 8w w w w w w w< >=< > . 

And we also have 20159
40600 0 934|M|

|U|log log .ρ = = = . 

Experimental environment is Microsoft Window XP 
Professional with Intel (R) Core (TM)2 Duo CPU 
(T6570 @) 2.10 GHz 1.19GHz) and 1.99 GB memory. 
The software development environment is based on C# 
with Microsoft Visual Studio 2008. 

5.1 The experiments of performance 
comparison 

Here, for discovering frequent spatiotemporal association 
patterns on the two datasets, we compare the algorithm 
DFSTAP with the Apriori Framework and the FP-growth 
Framework. Based on the performance comparison in 
Section 4.3, we respectively design three groups of 
experiments on the two datasets. 
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1. Testing on the first dataset 
For the first dataset, we compare the performance as the 
number of frequent association pattern increases, and the 
test results are expressed as figure 1; as the maximal 
length of frequent association pattern increases, and the 
test results are expressed as figure 2; as the minimal 
support of frequent association pattern increases, and the 
test results are expressed as figure 3. 

 
Figure 1: Performance comparison as the number of 
frequent association pattern increases. 

 
Figure 2: Performance comparison as the maximal length 
of frequent association pattern increases. 

 
Figure 3: Performance comparison as the minimal 
support of frequent association pattern increases. 

2. Testing on the second dataset 
For the second dataset, we compare the performance 
from three aspects also; in other words, with the number 
of frequent association pattern, the maximal length, and 
the minimal support; and their experimental results are 
expressed as figures 4, 5, and 6, respectively. 

 
Figure 4: Performance comparison as the number of 
frequent association pattern increases. 

 
Figure 5: Performance comparison as the maximal length 
of frequent association pattern increases. 

 
Figure 6: Performance comparison as the minimal 
support of frequent association pattern increases. 

Based on these comparison results from figure 1 to 6, 
we can draw two conclusions as follows: 

One is that the algorithm DFSTAP is better than the 
Apriori Framework and the FP-growth Framework on the 
type of mining dataset( 1)ρ ≤ . 

The other is that the performance of the algorithm 
DFSTAP does not depend on the number of frequent 
association pattern, the maximal length, and the minimal 
support parameter. 

5.2 The experiments of discussing the 
optimal application environments 

In this part, we mainly discuss the relationships between 
the performance and the following parameters: 

|U | , is the number of spatiotemporal events; 

| M | , is the combinatorial number for attribute 

values; 
ρ , is the combinatorial number ratio. 

1. Testing on the first dataset 
For the first dataset, we change database events or 
database structure to create eight new datasets as table 3. 

 
Name Weight set ρ  

Data_T 1 <4,4,4,5,9> 2879
403850 0 617log .=  

Data_T 2 <4,4,4,5,9> 2879
323080 0 628log .=  

Data_T 3 <4,4,4,4,3,5,9> 34559
403850 0 810log .=  

The first 
dataset 

<4,4,4,4,3,5,9> 34559
323080 0 824log .=  

Data_T 4 <4,4,4,4,3,5,9,3> 103679
403850 0 895log .=  

Data_T 5 <4,4,4,4,3,5,9,3> 103679
323080 0 910log .=  

Data_T 6 <4,4,4,5,9> 2879
3231 0 986log .=  

Data_T 7 <4,4,4,4,3,5,9> 34559
3231 1 293log .=  

Data_T 8 <4,4,4,4,3,5,9,3> 103679
3231 1 429log .=  

Table 3: Changing description of the first dataset. 

As we all know, the performance of the FP-growth 
Framework is better than the Apriori Framework, so we 
do not directly compare them in these experiments.  

Here, if the minimal support is less than 1%, then we 
regard it as the lower support; if the minimal support is 
greater than 30%, then we regard it as the higher support. 

(1) The relationship between the performance and 
ρ (the combinatorial number ratio) 

As the minimal support increases, we compare the 
algorithm DFSTAP with the Apriori Framework and the 
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FP-growth Framework on the eight datasets. Their results 
are respectively expressed as figures 7-14. 

 
Figure 7: Performance comparison on Data_T 1 
( 0 617.ρ = ) 

 
Figure 8: Performance comparison on Data_T 2 
( 0 628.ρ = ) 

 
Figure 9: Performance comparison on Data_T 3 
( 0 810.ρ = ) 

 
Figure 10: Performance comparison on Data_T 4 
( 0 895.ρ = ) 

 
Figure 11: Performance comparison on Data_T 5 
( 0 910.ρ = ) 

 
Figure 12: Performance comparison on Data_T 6 
( 0 986.ρ = ) 

Based on figures 7-12, when 1ρ ≤ , we can know that 

the performance of the algorithm DFSTAP is better than 
the Apriori Framework and the FP-growth Framework. 

Based on figures 13 and 14, when 1ρ > , we can 

know that the performance of the algorithm DFSTAP is 
better than the Apriori Framework and the FP-growth 
Framework for the lower support; but for the higher 
support, it is not better than them. 

 
Figure 13: Performance comparison on Data_T 7 
( 1 293.ρ = ) 

 
Figure 14: Performance comparison on Data_T 8 
( 1 429.ρ = ) 

(2) The relationship between the performance and 
| M | (the combinatorial number for attribute values) 

Here, we discuss the variation trend of runtime as the 
combinatorial number| M | increases when the number of 

events|U | is invariant. These experimental results can be 

expressed as figure 15. 

 
Figure 15: Performance comparison with| M | varying 

Based on these results from figure 15, we can know 
that the runtime of the algorithm DFSTAP is ascending 
as | M | increases when|U | is invariant. 

(3) The relationship between the performance and 
|U |  (the number of events) 
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When| M | is invariant, we discuss the variation trend 

of runtime as|U | increases. These experimental results 

are expressed as figure 16. 

 
Figure 16: Performance comparison with|U |varying 

Based on these results from figure 16, when| M | is 

invariant, we can know that the runtime of the algorithm 
DFSTAP is ascending as |U | increases. 

2. Testing on the second dataset 
For the second dataset, we also use the same method to 
create eight new datasets as table 4, and compare the 
performance on these datasets. 

Name Weight set ρ  

Data_B 1 <3,5,6,7,8> 5039
121800 0 728log .=  

Data_B 2 <3,5,6,7,8> 5039
40600 0 803log .=  

Data_B 3 <3,5,4,6,7,8> 20159
121800 0 846log .=  

The second 
dataset 

<3,5,4,6,7,8> 20159
40600 0 934log .=  

Data_B 4 <3,5,4,6,7,8,3,6> 362879
121800 1 093log .=  

Data_B 5 <3,5,6,7,8> 5039
2030 1 119log .=  

Data_B 6 <3,5,4,6,7,8,3,6> 362879
40600 1 206log .=  

Data_B 7 <3,5,4,6,7,8> 20159
2030 1 301log .=  

Data_B 8 <3,5,4,6,7,8,3,6> 362879
2030 1 954log .=  

Table 4: Changing description of the second dataset. 

(1) The relationship between the performance and 
ρ (the combinatorial number ratio) 

We use the same method to test on the eight datasets. 
Their results are respectively expressed as figures 17-24. 

 
Figure 17: Performance comparison on Data_B 1 
( 0 728.ρ = ) 

 
Figure 18: Performance comparison on Data_B 2 
( 0 803.ρ = ) 

 
Figure 19: Performance comparison on Data_B 3 
( 0 846.ρ = ) 

Based on figures 17-19, when 1ρ ≤ , we can know 

the performance of the algorithm DFSTAP is better than 
the Apriori Framework and the FP-growth Framework. 

Based on figures 20-24, when 1ρ > , we can know 

the performance of the algorithm DFSTAP is better than 
the Apriori Framework and the FP-growth Framework 
for the lower support; but for the higher support, it is not 
better than them. 

 
Figure 20: Performance comparison on Data_B 4 
( 1 093.ρ = ) 

 
Figure 21: Performance comparison on Data_B 5 
( 1 119.ρ = ) 

 

Figure 22: Performance comparison on Data_B 6 
( 1 206.ρ = ) 
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Figure 23: Performance comparison on Data_B 7 
( 1 301.ρ = ) 

 
Figure 24: Performance comparison on Data_B 8 
( 1 954.ρ = ) 

(2) The relationship between the performance and 
| M | (the combinatorial number for attribute values) 

Here, when|U | is invariant, we discuss the variation 

trend of runtime as | M | increases. These experimental 

results are expressed as figure 25. 

 
Figure 25: Performance comparison with| M | varying 

Based on figure 25, we can know that the runtime of 
the algorithm DFSTAP is ascending as| M | increases 

when|U | is invariant. 

(3) The relationship between the performance and 
|U |  (the number of events) 

When| M | is invariant, we discuss the variation trend 

of runtime as |U |  increases. These experimental results 

are expressed as figure 26. 
Based on figure 26, we can know that the runtime of 

algorithm DFSTAP is ascending as |U | increases when 

| M | is invariant. 

 
Figure 26: Performance comparison with|U |varying 

According to all these experimental results, we can 
draw the following conclusions: 

(1) When the number of events|U | is invariant, the 

runtime of the algorithm DFSTAP is ascending as the 
combinatorial number for attribute values | M | increases. 

Namely, the performance is inversely proportional to the 
combinatorial number for attribute values| M | . 

(2) When the combinatorial number for attribute 
values| M | is invariant, the runtime of the DFSTAP is 

ascending as the number of events|U | increases. Namely, 

the performance is inversely proportional to the number 
of events|U | . 

(3) For mining frequent spatiotemporal association 
patterns, the performance of the DFSTAP is better than 
the Apriori Framework and the FP-growth Framework on 
the type of datasets( 1)ρ ≤ . 

On the type of datasets 1ρ > , the algorithm DFSTAP 

is suitable for mining frequent spatiotemporal association 
patterns with the lower support; but it is unsuitable for 
mining frequent spatiotemporal association patterns with 
the higher support. 

(4) Since the computing environments generally has 
the performance bottleneck, when| M | µ> and 1ρ ≤ ( µ  

is a parameter with the computing environments), the 
performance of the DFSTAP also become much worse 
than the other. For our computing environments in this 
paper, if 252| M | µ> = , the interval [1 ],| M | is too large, 

the performance will become much worse. 
Hence, the optimal application environments for the 

algorithm DFSTAP is 1| M | ,µ ρ≤ ≤ ( µ  is a parameter 

with the computing environments). 

6 Conclusion 
In order to simply fast discovering multi-dimensional 
frequent spatiotemporal association patterns, in this paper, 
firstly, we construct a star association model based on 
event, the method of forming association patterns for the 
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model is very flexible, which can show more spatio-
temporal information; and then propose an algorithm of 
discovering frequent spatiotemporal association patterns 
based on granular computing, which has two advantages; 
one is updating the mixed radix numeral to generate 
candidate; the method improves the speed of generating 
candidate. The other is adopting granular computing to 
discover frequent spatiotemporal association patterns to 
avoid repeatedly reading database. These experimental 
results indicate that the two key technologies improve the 
efficiency of algorithm. When | M | µ≤ ( µ is a parameter 

with the computing environments), the algorithm is 
suitable for mining frequent patterns on the type of 
dataset( 1)ρ ≤ , and mining frequent association patterns 

with the lower support on the type of dataset( 1)ρ > , but 

it is unsuitable for mining frequent association patterns 
with the higher support on the type of dataset( 1)ρ > . 

Hence, we need to study the disadvantage in the future. 
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This paper is and extended abstract of the doctoral thesis [1]. It presents an overview of the systems
and methods for the natural language machine translation. It focuses primarily on systems and methods
for shallow transfer rule based machine translation which are better suited for the translation of related
languages. The major problem of the rule-based translation systems is costly manual production of dictio-
naries and translation rules in the case of a classical approach to building such systems. The work provides
an overview over the collection of selected and new methods designed for automatic production of materi-
als for the installation of systems based on translation rules.

Povzetek: Pričujoče delo je razširjen povzetek doktorske disertacije [1]. Predstavlja pregled strojnega
prevajanja naravnih jezikov, osredotoča se predvsem na sisteme in metode za prevajanje na osnovi pravil
plitkega prenosa, ki so najprimernejše za sorodne naravne jezike. Največja težava sistemov, ki temeljijo
na pravilih, je dolgotrajna in draga ročna izdelava slovarjev ter prevajalnih pravil v primeru klasičnega
pristopa h gradnji prevajalnih sistemov na osnovi pravil. Delo ponuja pregled zbirke izbranih in na novo
zasnovanih metod samodejne izdelave gradiv za postavitev prevajalnih sistemov na osnovi pravil.

1 Introduction and problem
statement

The paper presents an attempt to automate all data creation
processes of a rule-based shallow-transfer machine transla-
tion system and its background. Several methods that au-
tomate some parts of the shallow transfer Rule Based Ma-
chine Translation (RBMT) system construction have been
presented and are even used as part of the construction
toolkits like Apertium [2], which is a widely used open
source toolkit for creating machine translation systems be-
tween related languages.

Parts of the creation process have been addressed by sev-
eral authors, some of these technologies have been used in
our experiments along with newly developed methods. All
methods and materials discussed in this paper were tested
on a fully functional machine translation system based on
Apertium. The system uses an architecture similar to the
one presented in Figure 1.

Although it seems that Statistical Machine Translation
(SMT) would be a perfect choice as some of the best per-
forming machine translation systems are based on the SMT
technologies, the stochastic approach has a couple of draw-
backs that cannot be ignored; the SMT systems, to be suc-
cessful, require huge amounts of parallel texts.

Another reason for choosing the RBMT approach is the
nature of the languages involved in our experiments (Slove-
nian paired with Serbian, Czech, English and Estonian lan-
guage). These are languages with rich inflectional mor-
phology and as such they present a big problem for SMT.

Last but not least reason for using an RBMT machine
translation system is the chance for the linguistic experts to
further refine the results of the automatically produced data
and thus to be able to improve the system in a controlled
way.

2 Methodology
The modules presented in Figure 1 and numbered with
numbers 1 through 5 require linguistic data (monolingual
dictionaries, bilingual dictionaries, translation rules, etc.).
Each module was examined and a method for linguistic
data creation was designed.

The following types of data are needed for all modules
of the system: the monolingual source dictionary with mor-
phological information for source language parsing, mono-
lingual target dictionary with morphological information
for target language generation, bilingual translation dictio-
nary, finite-state rules for shallow transfer and local agree-
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Figure 1: The modules of a typical shallow transfer transla-
tion system. The system [2] follows this design. An addition
of the original architecture is the local agreement module tagged
as number 6.

ment, statistical target language model, modeled source
language tags.

3 Evaluation methodology and
results

The evaluation focused only on the translation quality;
the translation speed and responsiveness of the system,
user-friendliness and other features of the translation sys-
tems are not presented. Were used the following methods:
the automatic objective evaluation using the METEOR [3]
metric, the non-automatic evaluation using weighted Lev-
enshtein edit-distance [4] on a human corrected output of
the translation system, the non-automatic subjective eval-
uation following [5] guidelines. The translation system
was constructed according to the methodology presented
in Section 2 using the selected training set. The evaluated
values in each fold and the average final values are pre-
sented.

4 Discussion and further work
The agreement among all three evaluation methods is quite
high, which shows that the results of the evaluation process
are valid. The translation quality of the Slovenian-Serbian
translation system is higher than the systems for distant lan-
guage pairs. This can be attributed to the fact that the sim-
ilarity of the first language pair is bigger.

The automatically generated linguistic data is far from
perfect and additional manual labor will have to be exe-
cuted in order to obtain better translation quality.
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Milea, N. Min-Allah, E. Minisci, V. Mišić, A.-H. Mogos, P. Mohapatra, D.D. Monica, A. Montanari, A. Moroni, J.
Mosegaard, M. Moškon, L. de M. Mourelle, H. Moustafa, M. Možina, M. Mrak, Y. Mu, J. Mula, D. Nagamalai,
M. Di Natale, A. Navarra, P. Navrat, N. Nedjah, R. Nejabati, W. Ng, Z. Ni, E.S. Nielsen, O. Nouali, F. Novak, B.
Novikov, P. Nurmi, D. Obrul, B. Oliboni, X. Pan, M. Pančur, W. Pang, G. Papa, M. Paprzycki, M. Paralič, B.-K.
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Informatica 37 (2013) Number 4, pp. 359–459


	00_aInformatica-front
	11_Li - Fuzzy Logic Based Delamination Detection in CFRP Panels
	12_Zhu - Network Topic Detection Model Based on Text Reconstructions
	13_Stajner - Informal multilingual multi-domain sentiment analysis
	14_Jose - Mining Web Logs to Identify Search Engine Behaviour at Websites
	15_Ghosh - An Ultra-fast Approach to Align Longer Short Reads onto Human Genome
	16_Verma - Intuitionistic Fuzzy Jensen-Rényi Divergence Applications to Multiple-Attribute Decision Making
	17_Redjimi - Algorithmic Tools for the Transformation of Petri Nets to DEVS
	18_Memariani - Biologically inspired dictionary learning for visual pattern recognition
	19_Allah - A Novel Similarity Measurement for Iris Authentication
	20_Teixeira - Usability Testing Tools for Web Graphical Interfaces
	21_Fang - Frequent Spatiotemporal Association Patterns Mining Based on Granular Computing
	31_Vicic - A Fast Implementation of Rules Based Machine Translation Systems for Similar Natural Languages
	99_Informatica-back

