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This paper presents an intelligent interpretatidrutirasonic C-scan results for carbon-fiber-reinfed
plastic (CFRP) panels by using fuzzy logic approddhrasonic C-scan results have relatively low
resolution and poor imaging quality in anisotromiomposites due to the speckle noise produced by the
interference of backscattered signals. In this gfddzzy logic was implemented to accurately daterm

a defect’s shape and size and to avoid over-segtientand under-segmentation. For this, first, a33x
mask was considered to define the central valuetaadnean value within the C-scan amplitude data.
Then, five linguistic labels for the central valaed mean value were defined as: very low, low, agut
high, and very high so as to determine fuzzy setthé fuzzy inference system (FIS). Combined 2&th
fuzzy rules, the FIS was capable of making dedsiased on fuzzy sets and fuzzy rules. Experimental
results demonstrated this fuzzy logic method cdecti¢he size and shape of sub-surface delamination
correctly, and restrain the noises effectively. Bhghors believe this approach for automatic defect
detection and classification can be an integral tpaf the development of an intelligent NDE expert
system for composite structures in the future, tmaking defect evaluation process much easier and
more accurate.

Povzetek: Predstavljena je inteligentna metoda mébdike za analizo z ogljikom @fne plastike.

1 Introduction

Carbon-fiber-reinforced plastic (CFRP) panels apsvn challenges, various imaging segmentation approgéhes
widely being used in many structural applications10] have been reported to aid the inspection teghmi
especially in the aviation industry, due to thaiperior Most segmentation algorithms are based on disagititin
thermal and physical properties compared to metaland similarity. In the first category, an abruptobe in
However, low velocity impacts, for instance, bindhail density is considered as the edge. Typical edgectien
strikes on an aircraft, can cause impact dama@&FRP algorithms are Laplacian of a Gaussian (LoG) and Ze
structures. Such damage can take the form of argcki crossings. In the second category, segmentation is
delaminations, or fiber fractures [1, 2]. The daesmin achieved by partitioning an image into similar dgns
CFRP structures are usually complicated and highhggions according to a set of predefined criteln@age
dependent on the properties of the constituentnmdéte thresholding and region growing, splitting and niegg
fiber orientation, stacking sequence, and nature afe typical algorithms in this category. Howeveraga
loading [3]. Therefore, a fast and reliable nontdegive  segmentation is still one of the most difficult kasin
evaluation (NDE) process is constantly required tomage processing. Segmentation accuracy deterrttiees
economically ensure the integrity, safety, andatglity eventual success or failure of computerized analysi
of these structures. Ultrasonic NDE is increasifging procedures [10]. A study has demonstrated that rule
used in composite inspection because of its langace, based algorithms have better performance than the
speed, and non-contact testing capabilities [4-7{raditional image segmentation method in distinking
However, due to the anisotropic properties and nouefect areas [11, 12].

homogeneous behavior of these structures, they have For this work, a rule based fuzzy logic approack wa
brought a lot of challenges in the NDE industry.eOnapplied to solve this problem. The algorithm ué&Bzthe
critical problem is how aggressively to decide vieetor fuzzy inference system of a center element andight

not variations in the C-scan results are defecfs [8eighboring elements to define a new objective tionc
Another problem is the risk of under-segmentation cand determine the variance by classifying the fionct
over-segmentation of the defect area. Both incil@ili The paper is organized as follows: a discussiorthef
affect the size, location, and even features otadsf basic theory, algorithm of fuzzy logic rules, arfet
which are critical for defect evaluation. To mebéde experimental setup. They are then followed by the
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experimental result. Finally, conclusions are pded at 3 Fuzzy Iogic algorithm
the end.

> E logic th d licati 3.1 Central valueand local mean value
uzzy logic theory and application The C-scan result obtained from ultrasonic testsg

Fuzzy logic originally developed by Zadeh [13] ist@ 2D matrix corresponding to the plan-type view oé th
logic that is fuzzy, but the logic that is useddiscribe |ocation and size of the test specimen. Each elemien
fuzziness. It is an integral component of an expgstem  the matrix indicates the coordinate and the angditof
and has been widely implemented in many control andceived signals. Let(i, ;) be the ultrasonic amplitude
prediction systems because it can tackle many endl data of the elemer(t, ;) in a two dimensional M N
under various assumptions and approximations WitRatrix. The mask is defined as am@l) x (2n+1)
greater accuracy. In addition, its extraordinaryyindow centered ati,j) where m and n are integers.
controlling and reasoning capabilities have alsalend  This window will go through each element to obtain
popular in many complex industrial systems. In 2zu  central amplitude and local mean amplitude valués o
system, it is possible to define expert knowledgeneif every element in the Mk N matrix. Note that the

statistical _ data is not available. A f.uzzy rule isyindow’s shape is not necessarily a square. Theae
mathematically described as a fuzzy relation betwtbe amplitude value is:

sets describing the antecedent and consequent.rikech

in a fuzzy logic is expressed by the following tiela Ce(i,)) =x(,)) (2
[14]: The local mean of an eleme(ifj) can be computed as:
R, = { (Coy), R Ce, 7)) | } (1) - 1 jHn gi+m

Vo ny) €40 xByup(x,y) €[1,0] M) = Gy 2t=i—n Zi=i-m ¥, D) (3)

In equations (2) and (3), the parameters of théraken

value distribution and local mean value distribntfor a
iven matrix are strongly dependent on the wind@e s
2m+1) x (2n+1). For this, the data are assumed strongly
orrelated between the central element andnits n —

neighbors. Thus, the computed central amplituddé an
local mean amplitude will increase as the windoxe $&
increased. The window size also depends on thdl deta
pattern as well as the C-scan data “resolution&p(st
increment of x and y axes). Higher resolution Casca
should use larger window sizes to facilitate the
}('isualization of local details. However, a largendow
increases the computational requirement. Thuse tisea
trade-off between the enhancement of local detaild
computational loading when determining the proper
window size. In this study, to simplify the taskew
choosem =n =1, i.e. a3 x 3 window as shown in
A:igure 2. For the given CFRP specimen A, the 2Dximat
of C-scan result has861 x 961 elements. A3 x 3
window is large enough to carry sufficient detailda
small enough to keep lower computational time ia th
whole 2D matrix area.

where,x OX andy 0O Y, 4; andB; are fuzzy subsets
of the domains X and Y associated with linguiséibdls,
R;(x,y) is a fuzzy relation defined on the Cartesia
product universe X Y.

A general fuzzy inference system (FIS) is shown i
Figure 1. It consists of crisp input, fuzzifier,dmledge
base, inference methods, deffuzifier, and a crisip.
The FIS takes a crisp input and determines theedetyr
which they belong to each of the appropriate fugeis
via membership functions. A membership functiorais
curve that defines how each point in the input spiac

measures the value of input variables and perfoams
scale mapping that transfers the range of valuespoift
variables into corresponding universes of discaufée
knowledge base consists of fuzzy sets and fuzzysrul
Fuzzy sets provide the necessary definitions wiaih
used to define linguistic rules and fuzzy dat
manipulation, and fuzzy rules characterize the robnt
goals and control policy of domain experts by meares
set of linguistic control rules.

Knowledge Base i— 1‘ i’ i+ 1‘
Fuzzy set j—l j—l j—l
i1 i1
. LJj .
] J
Crisp i Inference : Crisp : z z
Pl l—-)) Fuzzifier Tethod H Defuzzifie }——>| ontput i 1’ i i+ 1’

jt+1 jt+1 jt+1

Figure 1: Fuzzy Inference System.

The inference method is the kernel of the FIS and i Figure 2: Applied3 x 3 mask withm =n = 1.

has the capability of making decisions based omyfuz i i

sets and fuzzy rules. Finally, defuzzifier performscale 32 ~Membership functions

mapping that converts the range of values of outpOthe central value and local mean value for a 3ma3k
variables into corresponding universes of discaurse  were used to define the membership functions. Fisr t
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five linguistic labels for the central value ana tthean decision. It is impractical or impossible to findaet rule
value were defined as very low, low, neutral, highd sets made by a mathematical formula or model.
very high. These levels are based on thresholdesdir Especially for sufficiently complex problems, sueb
each element amplitude signal value. For example, | defect detection, mathematical methods cannot gener
amplitude indicates less received ultrasonic sigmhlch accurate sets of rules. In this case, mathematical
has a greater probability to be classified as aadefThe methods can only support rules that have already be
central value classes are denotedCas C,, Cn, Cu, and created. Thus, manual intervention based on expert
Cvn. Similarly, the local mean value is classifiedMag, knowledge is still required. Although most fuzzyles

ML, M, My, andMvh. To separate different classes, 4annot be accurately developed by a mathematical
groups predefined thresholds, g; ... ... a,, B, are used method, if one of the rules is wrong, even greaitigng,

as shown in Figure 3. These threshold values atiee fuzzy inference system will compensate fordher
determined experimentally. As an example, if a @@nt just by firing the other correct rules. HoweverzZy
amplitude value falls into the range[gf;, a, ], it will be  rules should be decided carefully by using prior
classified to “High” a<Cy. If the value falls intods, B3], knowledge and NDE expert experience to avoid
it partially belongs to both “Neural” and “High”ln this  underperformance in the fuzzy inference system.s&he
case, 2 fuzzy rules are fired to determine the wutprules should be tested vigorously and refined if
linguistic label of this value. Similar functionsnca necessary.

classes are determined for local mean values. reiite For this study, two variables (central value anchlo
values fall into different intervals and are clissi into mean value) are utilized as fuzzy inference system
the  corresponding  linguistic  labels  (classeshputs; fuzzy logic rules are defined as the foitogy
appropriately. The linguistic labels and membership

functions are depicted in Figure 3. Rule | nputs Outputs (O)
S Number Central Mean
Membership Function Plots Va|ue(c) Va|uea\/| )
Very Low Low Neutral High Very High R1 VL VL L Positive
N defect
Z R2 VL L VL Positive
£ defect
= R3 VL N L | Potential
defect
o B o B2 o3 B3 o B4 Amplitude R4 VL H N May or not
. . . . be a defect
Figure 3:Input variable membership functions and -
9 g P R5 VL VH H | Potental
good area
For the output variable, 5 labels were attributéd: R6 L VL VL Positive
(Very Low) indicating it is a positive defect, L ¢l) defect
indicating a potential defect, N (Neutral) indicefi it R7 L L L Potential
may or may not be a defect, H (High) indicating a defect
potential good area, and VH (Very High) indicatiag RS L N N | May or not
positive good area. The inference method proposed p be a defect
Sugeno was utilized in the output which is a camista R9 L H H Potential
value for each linguistic label of the variabletle range good area
[0, 1]. The 5 output linguistic labe@®y., O, On, On, and R10 L VH VH Positive
Own are shown in Figure 4. good area
R11 N VL L Positive
Membership Function Plots defect
Very Low Low Neutral High Very High R12 N L L Potential
defect
£ R13 N N N | May or not
2 be a defect
2 R14 N H H Potential
good area
= . = = Y< R15 N VH VH | Positive
' - ’ ' Amplitude good area
Figure 4:Outputvariable membership functions and | R16 H VL L | Potential
thresholds. defect
R17 H L N | May or not
3.3 Fuzzy logicrules be a defect
. R18 H N H Potential
In the fuzzy inference system, fuzzy rules are lgua good area

elaborated arbitrarily based on experience and rexpe
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Inputs
Nl?nlilk?er Central Mean Outputs (O)
Value(C) | ValueM)

R19 H H H Potential
good area

R20 H VH VH Positive
good area

R21 VH VL N | May or not
be a defect

R22 VH L H Potential
good area

R23 VH N VH Positive
good area

R24 VH H VH Positive
good area

R25 VH VH VH Positive
good area

In the fuzzy inference system, multiple rules ciaa f
at once. For instance, if a central value fallo ithe
region of |a,, B8], the overlap part of linguistic labels
“Neutral” and “High”, both rules will fire. In caséhe
value is more “High” than “Neutral”’, the “High” ral
will generate a stronger response. The fuzzy dlyori
will evaluate the result that fired based on furzles in
Table 1, and use an appropriate defuzzificatiorhogto

Table 1:Fuzzy logic rules.

generate the output response.
To make the fuzzy rules easy to visualize, a fuzzgorresponding to Figure 3, output class ceptere pre-

associate matrix is depicted in Table 2.

com VUL [N [H [V
VL |vL|VvL| L | N|H
L |[ve|L | N|H]|VH

N [wve| L |N|H]|VH

H LIN|H|H]|VH
VH | N | H |VH|VH | VH

Table 2: Fuzzy rules in associative matrix.

As shown in Table 2, more weight is attributedhe t

S. Lietal.

from FIS. In the COA method, first the area under t
scaled membership functions and within the rangehef
output variable is calculated. Then, the geometeicter
of this area is obtained by using the following aiipn:

o _ DI WiXYVi

Ye =5 (4)
where:y; is the desired crisp defuzzification value witk th
COA method.

u; is theim membership degree of input variables.

y; is thein output class center (output variables
membership function).

n is the number of elements in a fuzzy set.

The prod method is applied to both of the
conjunction evaluation of the rule antecedents faady
rules implication. The aggregation of the rule a$pis
carried out by the sum method. Experiment values of
input variables are pre-determined with expert
knowledge as follows:

Membership functions of central value:
Ce, = 0.09, Cp, = 0.11, Co, = 0.15, Cg, = 0.17, C, =
0.19, Cg, = 0.21, C,, = 0.25,Cp, = 0.27

Membership functions of the mean value:
M,, =013, Mg =0.15, M,, =017, Mg, = 0.19 ,
M,, = 0.19, Mg, = 0.21, M,, = 0.22, Mg, = 0.23

determined as:
y, =0,y, =0.25,¥y3; =0.5,y, = 0.75, andys = 1

A simple demonstration is given below to briefly
explain how the fuzzy logic algorithm works. Foreon
certain element in a 2D matrix of C-scan resul, it
central amplitude value is 0.105 V and its mean
amplitude value (in3x3 window) is 0.227 V.
According to the input membership sets and defined
fuzzy rules, during the fuzzy-inference processuzzy
logic rules are fired in parallel:

Rule 4 1, =u(Cp)x u(My) =0.125x% 0.15

Rule5 pus = u(Cy) X u(Myy) = 0.125 x 0.35
=0.04375 - ps in H  (, = 0.75)

mean values than central values. For instancehdf t

mean value is VH, but the central value is L, tkatral
value is “isolated” by its 8 neighbors. Such a poin

Rule9 puy =u(C) x u(My) = 0.375x%0.15
=0.05625 - ug in H  (, = 0.75)

should be considered as an independent “mutatioirit p

due to the possibility of noise or system errorefEfore,
mean values are given more weight than centralegaio
make sure the local defect information3irx 3 window

Rule 10 pqyy = u(Cy) x u(Myy) = 0.375 % 0.35
=0.13125 - pyoin VH (y5=1)
Based on equation (4), the fuzzy outpyt with

does not contain a misjudged signal mutation cabsed COA method can be obtained:

noise. Eventually the output result of this poiritl Wwe

VH.

3.4 Defuzzification

For this study, the central of area (COA) defuzaifion
method [15] was utilized to obtain a crisp outpatue

Ye = m
= (0.18175 x 0.5 + 0.04375 x 0.75 + 0.05625
x 0.7 +0.13125 x 1)/( 0.5 + 0.75 + 0.75 + 1)
= 0.8625 (5)
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The fuzzy logic outputy* of C-scan data will be
normalized to 0~255 and plot in 2D matrix
corresponding to column and index, shown as a gray-
level image.

4 Experimental setup

The immersion ultrasonic system with associated
instrumentation used to inspect the CFRP pandidg/s

in Figure 5. A 5 MHz dual element Panametric
transducer with a 2 inch focal length was utilizada
pulse-echo mode for the inspection. The standoff
distance between the transducer and the panelatds s

2 inches and the scan was conducted at an increofient
0.01 inches.

Figure 5: Immersion ultrasonic testing system.

(a) Optical image of specimen A

A Lo :
iy © @ &
3'3 A o ® & /"Cﬁ
l %
®
‘ 76 65 65 51 75 75
(c) Defect map of specimen A (dpefect map of specimen B

Figure 6: Optical images and defect maps of spatimand B. All dimensions are in mm.

To verify the application of fuzzy logic defect ) )
detection, two different CFRP panels with predefined Result and discussion
phantom defects, i.e. delamination defects duenfmatt The fuzzy logic algorithm as described earlier, was
damage were considered. These delamination defegisplied to the ultrasonic C-scan results (maximuaokb
were artificially simulated by impacting the paneith  wall amplitude data) obtained from both panels ¢dfy
an external object of known energy. These defems ahe versatility and stability of the fuzzy inferensystem.
difficult to recognize by visual inspection, butvea The proposed method was implemented in MATLAB
severely progressed within the panel. Specimen A iSR2012b. The reconstructed raw C-scan results are
102x 257x 4.445 mm panel which consists of impacpresented in Figure7, where defect areas are wpEss
damage at three different locations. Similarly,cspen by dark shade of gray i.e. significant drop in puésho
B measured 208 300x 3.581 mm in dimensions. The signal amplitude. The shaded area labeled “Marker”
optical images and defect maps of each specimen @gure 7 is the marker that was attached to thelpi@n

shown in Figure 6. indication purposes.
Hole
Marker
el Yk 5 : B B SV X ~Llinch oX; S inc
(a) Reconstructed C-scan image of specimen A (bpRructed C-scan image of specimen B

Figure 7: Reconstructed C-scan result for CFRPIpane
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The fuzzy logic output of ultrasonic C-scan data fodefects with more confidence by eliminating the
CFRP panels A and B are normalized and plottedbit 8 background compared to the raw C-scan image as in

grayscale images (256 gray-level) as shown in Ei@ur Figure 7 (a) and (b). The defect outline presenhige
Figure 8 (a) and (b) are the fuzzy logic outputuliss distinct to recognize, allowing post-processing kvsuch
with the COA defuzzification method. From the résul as measurement of defect size, shape, and lodatiba
obtained, the fuzzy logic method is able to dethet much easier.

Marker .
' L]

—
1linch

7

Hole Y

/s

Marker

°
—

1linch .A/

Hole

(a) Specimen A fuzzy logic output result image with the (b) Specimen B fuzzy logic output results image with
the COA defuzzification method

Figure 8: Fuzzy logic output results.

COA defuzzification method

To demonstrate the effectiveness and robustness of
the fuzzy logic method applied, defects in specimen
and 3 of 6 defects in specimen B are shown in Eigur
and Figure 10, respectively. The experiment results
indicate that the fuzzy logic method has satisfied
performance on both CFRP panels (sample A and B),
which have different carbon fiber orientation and
laminates. As shown in Figure 9 and Figure 10, yuzz
logic results provide a clear and smooth edge fareall
defects in sample A and B. The fuzzy logic methed i
able to remove the background noise in C-scan im&me
obtain high contrast and enhanced images.

(a) C-scanimage of
sample A defect 1

r g o

(b) Fuzzy result of
sample A defect 1

o ¥
(c) C-scanimage of
sample A defect 2

W

(d) C-scanimage of
sample A defect 2

() C-scan image of
sample A defect 3

(f) C-scanimage of
sample A defect 3

Figure 9:Comparison of C-scan images and fuzzy
logic results of 3 defects in specimen A.

L

1.
it

(a) C-scanimage of
sample B defect 1

o oE
:.';_"'-f_ @ ».'_i"# b
A

i W o 4
(c) C-scanimage of
sample B defect 2

i

(e) C-écan image of
sample B defect 3

(b) C-scanimage of
sample B defect 1

(d) C-scanimage of
sample B defect 2

() C-scanimage of
sample B defect 3

Figure 10: Comparison of C-scan images and fuzzy
logic results of 3 defects in specimen B.

For subjective evaluation, fuzzy logic output résul

) ] are compared to the reconstructed C-scan imagedyid

¥ side in Figure 9 and Figure 10. From the resultaiabd,
the fuzzy logic method is able to detect the dsfeath
more confidence by eliminating the noises seeménG-
- scan images on the left side. The fuzzy logic outpu
capable of providing higher contrast of the defecta
which allows NDE inspector make accurate decistons
identify the defect size and location.

In addition to the perceived image quality with

human visual system (HVS), for objective evaluation
peak signal-to-noise ratio (PSNR) and contrastaditm:
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noise ratio (CNR) are employed for quantitativeg Conclusions

assessment. The fuzzy logic result and C-scantrasell , )
tested to demonstrate the image quality and robastaf Analysis of the raw C-scan result of composites maly

the fuzzy logic method provide the reliable classification of differentgiens
The PSNR is given as:’ (defect, non-defect). A fuzzy logic methodology is
MAX,2 applied to classify the defect and non-defect areas
PSNR =10 -lo ! 6 CFRP panels with simulated delamination defecte Th
810 S (6) . .
MSE experimental results obtained for these panels have

demonstrated the effectiveness of the applied ndethio
Where:MAYX; is the maximum possible pixel value ofcan be used as preprocessing of defect segmentation
the image. In this study, all pixels arerequce the computation complexity and time. However

represented using 8 bits gray levels, herghempership function and fuzzy rules need to besaei

MAX; is 255. for different types of CFRP materials to achievétdye
MSE is the mean squared error between tw@erformance. An automated classification of defeud
compared images. non-defect areas in composites remains a challgrign
which requires a considerable amount of researatk wo
The CNR is given as: to be carried out in future. In addition, the pemfiance
CNR = Si = So ) of the system can also be improved by studying the
m correlation between the damage mechanism and tae da

distribution, and by applying more sophisticated
Where: S; andS, are the mean values inside and outsid@l/gorithms. Further, better performance can beexeki
the ROI respectively by constantly updating the knowledge and ruleshsd t
o; and 6, are the standard deviations,the systems can adapt to new kinds of problems.
respectively
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Single pass clustering algorithm is widely used in topic detection and tracking. It is a key part of
network topic detection model. In the process of single pass algorithm, clustering results are not
satisfactory, and the similarity matching would be reduced. Focusing on these two defects, this paper
physically reconstructs web information into a volume, in which every document contains “theme area”
and “details area”. To improve single pass clustering algorithm, this paper uses “theme area” to detect
topics and apply the whole document to distinguish subtopics, while central vector model is used to
denote topics. Experimental results indicate that the model based on text reconstruction performs well in

detecting network topics and distinguishing subtopics.

Povzetek: Razvita je nova metoda za zaznavanje teme omrezZja na osnovi tekstovne analize.

1 Introduction

Network public opinion inclines to express the public
attitudes towards social problems of the world, which are
described as hot topics in Internet. The netizens focus on
the hot topics by reading, releasing and quoting
information of kinds forms, such as web news, BBS
posts, blog articles and so on. Therefore, detecting
network hot topic quickly and efficiently is the key to
grasp the rules of public sentiment changing. Topic
detection and tracking (TDT) technology is to provide a
core technology to identify a new topic in the web
information and group stories on the same topic from
huge volume of information that arrives daily. TDT
automatically detects hot information of public opinions,
is a kind of critical technology in the field of natural
language processing and information retrieval.

2 Related work

The TDT technology is intended to explore techniques
for detecting the appearance of new topics and tracking
the reappearance and evolution of them, and is widely

used to detect network hot topics. Researchers at home
and abroad have done lots of researches on network
topics.

Earlier researchers focus on selecting and combining
clustering algorithms. Ron Panka and James Allan [1]
use a single pass clustering algorithm and a novel
thresholding model that incorporates the properties of
events as a major component. Ref. [2] adopts Group
Average Clustering (GAC) clustering techniques to
detect a novel event. The task of TDT is to automatically
detect novel events from a temporal-ordered stream of
news stories. In addition, Ron Papka [3] makes
comparisons among many clustering algorithms, and
tries to solve problems of OTD by putting clustering
algorithms together reasonably.

In above researches, all the stories and there related
topic are at one level, and one of stories belongs to one
topic. However, the whole topic may pivot on multiple
points and one story also can cover more than one topics.
In order to express these characteristics, hierarchical
topic detection (HTD) is put forward in TDT2004.
Participants in this task are no longer required to submit
flat cluster partitions, but to generate a directed a cyclic
graph (DAG). Each graph has a root node, which is an
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ancestor of all other clusters. And each node represents a
topic at a specific granularity, which can overlap or
subsume each other. Hierarchical Agglomerative
Clustering (HAC) is an effective method to generate
hierarchical structures. Researchers, such as Trieschnigg
[6], present a scalable architecture for HTD and compare
several alternative choices for agglomerative clustering
and DAG optimization in order to minimize the HTD
cost metric.

Civil researches pay attention to topic’s hierarchy
and time sequence, combine natural language processing
techniques to detect network topics. Ref. [7] divides all
data into groups and clusters in each group to produce
micro-clusters, and then groups all micro-clusters to final
topics.

This paper proposes the thought of text
reconstruction and applies it to improve single pass
clustering algorithm. The method both increases
processing speed in single pass clustering and considers
hierarchical structures of topics.

3 Topic detection model

3.1 Topic/Story Model

Every story di in a topic is expressed as
di=(item1,wil,...itemj,wij,...,itemm,wim); where wij is
computed by TF-IDF. In this paper, we considers the
term’s position in the story when we compute term
frequency, as formula (1):

(t;; xlog(N/n; +0.01))

i[tfik xlog(N/n, +0.01)? @)

ij
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Where tf;; =5xtf; (title) +tf; (text) , tf; (title) is the
frequency of term termj occurrence in the title of the
story, m is the number of terms, N is the number of
stories in the topic, ni is the number of stories which
contains term ti.
Many related stories make up a topic, this paper adopt a
central vector to build topic model. The central vector is
described as (item1,wl,...,itemj,wj,....itemm,wm), the
weight of the term is the average of all the stories,
computed by formular (2):

w;(t,T) = dZWij /StoryNum(t,T) @

;eST

Where wij(t,T) is the weight of term itemj in the t
statistical time, StoryNum(t,T) is the number of all
stories in topic T at the time.
The new coming story S is expressed as (iteml,wsl,...,
itemj,wsi,..., itemm,wsm) by vector space model, where
itemj is the term, wsi is the weight of term si in story S.
The paper adopts classical cosine similarity to compute
the similarity between story S and topic T.

3.2 Topic Detection Algorithm

Single pass incremental clustering algorithm is widely
used in TDT; it has simple thought and faster processing.
The algorithm sequentially process documents using a
pre-specified order. The current document is compared to
all existing topics, and it is merged with the most similar
topics if the similarity exceeds a certain threshold. Single
pass clustering is discussed in detail as Table 1.

Table 1: Single pass algorithm description.

Input: the new stories

Output: some clusters

Process:

Stepl Read in a new story S;

Step2 Compute similarity Sim(S,T;) between S and each cluster existing at its

processing time.

Step3 The story S is

assigned to  the

cluster T, when

Sim(S,T) =argmax Sim(S,T;) and Sim(S,T) > & (0 isathreshold) ;

Step4 If the story S fails a certain similarity test it becomes a new cluster T’;

Step5 If story S is not the last, go to Stepl.

4 Text reconstruction-based
hierarchy topic detection model

TDT can detect network hot information which reflects
public opinion, and it is the basic work of public opinion
analysis. This paper focuses on improving the results of
single pass clustering algorithm in TDT and introduces
the thought of text reconstruction. It separates
information collected from internet into “theme area” and
“details area”. In addition, this paper adopts central
vector to represent a topic, in order to increase
processing speed when a story matches each topic.

4.1 Topic Structure

Events change continuously, a topic which is defined as
an event or activity, along with all directly related events
and activities is also in constant change. A topic can be
described as a congregation which contains web news,
BBS posts, blog articles and so on. They change along
with public attentions and the course of events. Take
Pakistani airliner crash for example, media and people
focus on “air accident”, care-taking

arrangement”.

CEINT3

source of damage”,
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4.2 Text Reconstruction

4.2.1 Short Text Reconstruction.

Interactive BBS forum provides a platform for people to
express their sentiment and opinions, which is an area
with a high incidence of public opinions. The
intercommunion in BBS forum by releasing and replying
posts, public sentiment and opinions is merged in these
posts. Therefore, how to organize posts effectively is the
key to detect network hot topic.

Ref. [8] defines “one clue” as title, main post and all
responding posts. They consider that main post and
responding posts revolve around the title. They introduce
the idea of reconstruction to solve the problem of
sparseness of the short text and get a better clustering
performance.

Borrowing ideas from the above references, this
paper introduces “text reconstruction”. It gets typical
features of a topic together, namely “theme area” and the
remainder, namely “details area”.

Posts in “one clue” of BBS forum usually contains
plentiful information, such as title, author, main post,
posts in responding to original and so on. Therefore, this
paper puts title and main post together to form “theme
area”. “Details area” are made up of random selected
responding posts. Other short texts, such as instant
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message, commenting on blogs, and online chat log, can
be processed by the similar method.

4.2.2 Web news reconstruction.

News title contains plentiful categories information. It is
the summary of the web news. The title has simple
syntax and structure, and the accuracy is higher when it
is used to classify web news. Ref. [9] adopts 2003 text
corpus of People's Daily to test, up to 93.7% titles
contains category information.

Topic is the support point of title structure. Under the
same topic, every report’s titles are the same or similar.
Title information has significant ability of topic
distinguish in TDT. But with the events’ development,
the distance between follow-up report’s title and initial
event’s title may become farther and farther. The longer
the time from the initial event is, the greater possibility of
title drifting is. Therefore, the accuracy of utilizing title
similarity to identify topic will certainly decline.

The first paragraph of news webpage outlines the
basic information which includes time, place, events,
characters and so on. And also numerous of category
information was included in this paragraph. According to
the idea of text reconstruction, combining the news
webpage’s first paragraph and title information which
effectively gathers the typical features of topic.

Yy

Read in a new story S

v

word segmentation

!

Story representation

!

Yes

Whether the value is bigger than pre-selected threshold 6+

Whether the first story ‘
i No Topic 1
Match against each topic existed Sim(S,T;) ¢
i Topic representation
Look for MAX(Sim(S,T;)) No

Yes

v

Update topic model

New topic

;

v

Match against each sub-topic Sim(S,ST)

Topic representation

}

Look for MAX(Sim(S,ST)) No
Whether the value is bigger than pre-selected threshold 6st

i Yes

v

Update subtopic model

New subtopic

!

No

Whether the last story

Figure 1: The improved Single pass clustering algorithm.
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In TDT system, “theme area” is composed by news
webpage’s  first paragraph and title information.
Considering the effect of news commentary in public
opinion analysis, this paper uses the remaining
paragraphs’ descriptive information and news comments
to compose “details area”.

4.3 Hierarchy topic detection algorithm

Single pass clustering algorithm can detect network
hot topics, which satisfies public opinion analysis system
basically, but here lists several shortcomings:

(1) The effective of the algorithm is dependent on
the order in which documents are processed. This is not a
problem when the documents are temporally ordered,
because the order is fixed.

(2) The common strategies for combining similarity
values are known as single-link, complete-link, and
average-link clustering. All comparison strategies need to
compare with all documents in each existed topics. If the
number of documents in a topic is on a large scale,
processing speed reduces.

(3) Single pass clustering algorithm can group
documents with similar content. It collects stories which
belong to one topic, but it ignores topical hierarchical
structure.

In order to overcome the above shortcomings, this
paper uses the “theme area” to gather similar stories
which belong to one topic, and adopts “details area” to
divide subtopics. It also adopts central vector model to
denote topics to increase processing speed, then the
improved single pass clustering algorithm is described as
Fig. 1.

5 Experiments and Analysis

5.1 Experiments corpus

The paper takes web news to validate effectiveness of
text reconstruction—based network topic detection model.
We collect thematic information and much-talked-about
topic web news from sina.com.cn, 163.com.cn,
sohu.com, ifeng.com, people.com.cn,

Z. Zhu et al.

xinhuanet.com. We select and clean up eight topic
information, such as Tang Jun, "fake door" (TJFD),
Dalian oil pipeline explosion (DOPE), Hubei officials
wife incident (HOWI), Qian Wei-chang's death
(QWCD), 10-year goal of developing the western region
( GDWR), Luanchuan Bridge collapse incident (LBOI),
Nanjing plant Explosion (NJPE), Zijin Mining Pollution
(ZIMP), Table 2 gives description in detail.

To verify the effectiveness of text reconstruction in
TDT, we construct two data sets: data set one contains
the above eight topics, and each story is original
documents; data set two still contains eight topics, but
each story is reconstructed as “theme area” and “details
area”.

5.2 Evaluation indexes

In the TDT setting, we chose the miss rate Pmiss and
false alarm rate Pfa to measure the effectiveness of topic
detection model based on text reconstruction. Pmiss is
the probability that a model produces a miss, and Pfa is
the probability that a model produces a false alarm. The
method for calculating the measures are summarized
below using the following table3:

Where the retrieved texts in the table are those that
have been classified by the system as positive instances
of a topic, and the relevant texts are those that have been
manually judged relevant to a topic. The measures used
in this paper can be computed from the table as follows:

I:)miss = C/(A+ C) (3)

P, =B/(B+D) 4)

A cost function (Cdet) is usually used to analyze
detection effectiveness. The general form of the TDT
cost function is as formular (5):

_ ®)
Cdet - Cmiss * I:)miss * Ptarget
+ Cfa * Pfa * Pnon—target

Where Cdet is a cost function, Cmiss is lost cost, Cfa
is false alarm cost, Ptarget is the prior probability that a
document is relevant to a topic. In our expriment, we

Table 2: The experiment corpus.

Number 1 2 3 4 5 6 7 8

Tonic T D H Q G L N z

P JFD OPE OowiI WCD DWR BOI JPE JMP

Collected 1 1 1 1 5 9
stories 35 19 4 42 30 39 4 4

Selected 1 1 1 1 5 9
stories 00 00 4 42 30 00 4 4

Sub-topics 5 4 3 2 2 4 3 4

Table 3: The related parameter.

Relevant Non-relevant
Retrieved A B
Not Retrieved C D
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0. 0030
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Po. 0020 :\./j
. 0015
!
0.0010
0. 0005
O. OOOO 1 1 1 1 1 1 1
0.24 0,26 0.27 0.29 0.3 031 0.33 0.35
Topics” threshold

Figure2: The comparison in Cet.

preset Cmiss= Cfa=1.0, Ptarget=0.2.

For one topic, we use formular (5) to compute Cdet,
but for all topics, we adopt (Cdet)norm, which is defined
as the weighted Cdet average value of all topics, the
weigh is that the number of all stories in a topic divided
by all stories in all topics [10].

5.3 Experiments and results analysis

5.3.1 Topic detection and interpretation of
results. The experiment is to check the ability of
improved single pass clustering algorithm in detecting

topics. A reasonable threshold & is the key to identify
topic correctly. Stories that have similarity exceeding the
threshold are classified into one topic. If the HT is too
big, the granularity of a topic is too large, in contrast, if
the HT is too small, there will be too many topics. So it

is more difficult to determine a good score that can be
used as a threshold.

We select 10 stories randomly from each topic,
reconstruct each story. We select cosine similarity
between every story and the topic in which it belongs to.
According to the values of similarities, we can conclude
that:

(1)In data set one, the similarities between story and
its topic are above 0.30, and the similarities with the
other topics are under the 0.24.

(2) In data set two, the similarities between story and
its topic are above 0.35, and the similarities with the
other topics are under the 0.28.

Therefore, the topics’ similarity threshold € should

range from 0.24 to 0.35.

We use the above corpus to compare the original
topic detection model which use single pass clustering
algorithm and the text reconstruction—based hierarchy
topic detection model which improve the single pass
clustering algorithm. We adopt 10-fork method and
adopt average Cdet of all experiments to evaluate
performance. The Cdet changes along with the different
threshold. Fig.2 gives the detail description.

Fig.2 tells that, given the topics’ similarity threshold &, ,

compared with original topic detection model, the topic
detection model based on text reconstruction has smaller
Cdet. It shows that the improved topic detection model

performs better in identifying and tracking topics. The
average cost function Cdet fluctuates along with the

different similarity threshold &; . @; ranges from 0.24 to
0.30, Cdet keep in decreasing, but Cdet is in upswing
when @, is more than 0.30. So @, =0.3 is reasonable in

experiments.

5.3.2 Topic Structure Identification and Results
Analysis.The purpose of this experiment is to check the
ability of improved single pass clustering algorithm in

detecting topics. We determine subtopic threshold @y in
a similar way as &, , it ranges from 0.4 to 0.6, and

047 =0.48 is the best in the experiment.

Take topic “DOPE” for an example, “DOPE” covers
few subtopics, such as “Event overview (EO)”,
“Accident cause and responsibility (ACR)”, “Deal with
pollution (DP)”, “Accident impact and compensation
(AIC)” and so on. We collect five subtopics and its
stories of “DOPE” artificially.

In the experiment, we

present &, =0.3, O €[0.4,0.6] , and adopt text

reconstruction—based hierarchy topic detection model to
test. The model identifies the topic “DOPE” correctly,
and separate subtopics at a certain extent. It detects five
categories, which is consistent with the results of
artificial markers in principle. We count numbers of
stories in each subtopic collected both by hand and by
the model, Fig.3 gives the details.

Fig.3 shows that the results of topic detection model
based on text reconstruction are similar with the results
of artificial markers. It indicates that the improved model
is able to identify topic structure to some extent.

6 Conclusion

The basic work of analysing public opinion is to detect
hot topics on internet and find out what people concerns,
what people meet with, and what people dissatisfy. TDT
groups stories to a topic automatically from huge volume
of updating information in technology. This paper
proposes a network topic detection model based on text
reconstruction and improves the wusual detection
algorithm of the model. Text reconstruction makes every
document into two parts: “theme area” and “details area”.
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Figure 3: Subtopic Detection.

We use theme area to detect topics and apply the whole
document to distinguish subtopics. Experimental results
indicate that the model performs well in detecting
network topics and distinguishing subtopics.

Text reconstruction—based network topic detection model
shows the hierarchical structure of a topic to a certain
extent, but increases the complexity of computing. In the
next study, we will reform similarity calculation to
improve the computational efficiency.
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This paper addresses the problem of sentiment analysis in an informal setting in multiple domains and
in two languages. We explore the influence of using background knowledge in the form of different
sentiment lexicons, as well as the influence of various lexical surface features. We evaluate several
different feature set combination strategies. We show that the improvement resulting from using a two-
layer meta-model over the bag-of-words, sentiment lexicons and surface features is most notable on
social media datasets in both English and Spanish. For English, we are also able to demonstrate
improvement on the news domain using sentiment lexicons as well as a large improvement on the social
media domain. We also demonstrate that domain-specific lexicons bring comparable performance to
general-purpose lexicons.

Povzetek: Ta c¢lanek obravnava problem analize naklonjenosti v neformalnem besedilu v razli¢nih
domenah in v dveh razi¢nih jezikih.

this paper focuses on is integrating external keogé in
1 Introduction the form of general-purpose sentiment lexicons.
The second problem this paper focuses on is
Sentiment analysis is a natural language processifgtecting sentiment in specific domains, such asako
task which aims to predict the polarity (usuallyndeed media. Besides being domain-specific, it can also b
as positive, negative or neutral) of users pultighi grammatically less correct and contain other prioggr
sentiment data, in which they express their opmidihe such as mentions of other people hash-tags, smilegs
task is traditionally tackled as a classificatiorolgem URL, as opposed to traditional movie and produciens
using supervised machine learning techniques. Hewevdatasets.
this approach requires additional effort in manual This paper explores various combinations of
labelling of examples and often has difficulties inmethods that can be used to incorporate out-of-doma
transferring to other domains. training data, combined with lexicons in order fairt a
One way to ameliorate this problem is to consteuct domain-specific sentiment classifier.
lexicon of sentiment-bearing words, constructednfra
wide variety of domains. While some sentiment-begri 2  Related wor k

cues are contextual, having different polarities iré . lassificati . . f
different contexts, the majority of words have entiment classification is an important part ofr ou

information gathering behaviour, giving us the aasto

unambiguous polarity. While this is a compromise, hat oth le think about ticular tortds Bl
research shows that lexicon-based approaches can pevhat other people think about a particular topies lalso

adequate solution if no training data is availalle. one of Fhe natural Ian_guage processing tas_ks wisich
practice, sentiment dictionaries or lexicons areickd well suited for machine learning, since It can be
resources, which contain word associations Witﬁepre_se_nted as a three?class_ cla55|f|_c_at|on problem
particular sentiment scores. Dictionaries are fesdy cla55|fy|ng every example |_nt0 e'th‘?r p03|t|ve,lm_al,1 or
used for sentiment analysis, since they allow fash and negative. Earher work appllgd sentiment classifmalto_
effective way to detect an opinion representedeixt.t MOVIE TEVIEWS [10] . training a model for prt_a@@ﬂn
While there exists a number of sentiment lexicoms iwhether a particular review rates a movie posiived

English [1] [2] , the representation of sentimesgaurces _negatlvely. \.Nh'le n f[he review dc_)mam all examp_de&e
in other languages is not as developed. The falpm inherently elt_her positive or negative, other _donsanay
also deal with non-subjective content which does no

carry any sentiment. Furthermore, separating stitagec
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from objective examples has proven to be an evere maof-speech words (adjectives, nouns, verbs). These
difficult problem than separating positive from adge sentiment dictionaries are built in English and r8gia
examples [13] . Another difficult problem in thisea is languages. As discussed in [3] , there are a nurober
dealing with different topics and domains: modelsapproaches to develop the sentiment dictionaryoun
trained on a particular domain do not always transfresearch on developing sentiment dictionaries weewe
well onto other domains. While the standard apgiaac following the work of Bizau et al. [4], where, the@thors

to use one of widely used classification algorithensh suggested a 4-step methodology for creating a domai
as multinomial Naive Bayes or SVM, explicit knowded specific sentiment lexicon. We have modified the
transfer approaches have been proven to improweethodology in order to generalize to other langsag
performance in these scenarios, such as usingrsamti and provide sentiments for different parts of speec
lexicons [1] or modifying the learning algorithto We have created dictionaries not only in Englialt, b
incorporate background knowledge [9] . Some chghsn also in Spanish. Our dictionaries were built notydor

are also domain-specific. For instance, while a dbt adjectives as done in [4], but also for nous amtbsze~or
sentiment is being expressed in social media, thbe English dictionary, we have additionally praadd
language is often very informal, affecting theseveral extra features, such as the number ofiy®sit
performance by increasing the sparsity of the featulinks and number of negative links for a particulard.
space. On the other hand, the patterns arisingfanmal The  English  sentiment dictionary for the
communication, such as misspellings and emoticcens, Telecommunication domain is composed out of around
be themselves used as signals [13] . It has alem be2000 adjectives, 1700 verbs and 8000 nouns, whée t
shown that within social media, using different diment Spanish counterpart contains around 650 adjectAg#X)
sources, such as blogs, microblogs and reviews, caerbs and 4100 nouns.

improve performance compared to using a singlecgour

[12]. _ _ 4 Featureconstruction
This paper also explores the integration of mutipl

data representations for a specific task of text ‘We have.u.sed different.feature sources to represent
classification. This sort of approach was also essful Individual opinion data points. In news and review
in the case where several combination strategie® welatasets, every data point is a sentence, whikoaml
used for the task of authorship detection [14]chsas Media datasets, every data point is a single miogob
feature set concatenation or majority voting ofsiiers, POSt. We preprocess the textual contents by refgaci
trained on only subsets of features. While these al/RLS, numerical expressions and the names of apshio
known general strategies, a lot of aspects of tetpc (@rgets with respective placeholders. We then tiaken

sensible feature subsets are very domain specific. this text, lower-casing and normalizing charactento
an ASCII representation, filtering for stopwordsdan

. . weigh the terms using TF-IDF weights. The wordsever
3 Sentiment L exicons stemmed using the Snowball stemmer for English and
SentiWordNet [1] is the most known English-langeiagSpanish [17] . The punctuation is preserved.

sentiment dictionary, in which each WordNet [3]nsgt To accommodate social media, we have also used
is represented with three numerical scores — dbgect other text-derived features that can carry sentiraigmal
Obj(s), positive Pos(s) and negativeNeg(s). However, in informal settings, as commonly done in represiom
SentiWordNet does not account for domain spegjficft of social media text:

the input textual resources. In addition to addngss « count of fully capitalized words

English language, this paper also discusses apiphsa « count of question-indicating words

of sentiment dictionaries in Spanish. For this pgg we «  count of words that start with a capital letter
have used the sentiment dictionaries publisheddrgZ? «  count of repeated exclamation marks
Rosas et al. [6] . .

. . . ) ) count of repeated same vowel
Expressing sentiment and opinion varies for différe «  count of repeated same character

domains and document types. In such way, sentiments roportion of caital letters
carried in the news are not equivalent to the saamits proport P

from the Twitter comments. For instance, the word proportion ofvaels
“turtle” is neutral in a zoological text, but informal count of negation words
Twitter comment “connection slow as a turtle”, ttaf *  count of contrast words
has negative sentiment. This paper also evaluates a ® Ccountof positive emoticons
method for construction of dictionaries as domain * countof negative emoticons
specific lexical resources, which contain wordsit d * count of punctuation
speech tags and the relevant sentiment scores.aie h  *  count of profanity words
chosen the topic of telecommunication services iwith

social media as the domain of primary interest, ted

corpus, used for dictionaries development, was

composed out of Twitter comments referring to s@si Obtained from

of tel;econ;mun;ganon gompa?es. Weahe;ve SF;rteH it http://svn.navi.cx/misc/abandoned/opencombat/mist/m
number of positive and negative seeds for diffepant- tilingualSwearList.txt
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We use lexicons in the form of features, whereevetthe final classifier, together with the less spdesécon
word has assigned one or more scores. For instance, and surface features, in order to ‘compress’ thg-dfa
dictionaries, described in Section 3, as well astiSRet, words signal.
provide a single real value in the range from -11to The third approach is related to the well-known
representing the scale from negative to positiver Fattribute bagging [16] meta-learning strategy,hwiihe
these lexicons, we generate the sum of sentimemésc crucial difference that the feature sub-sets areadly
and the sum of absolute values of sentiment sdores defined in advance via domain knowledge.
every part of speech tag, as well as in total
SentiWordNet scores are represented as a triple of BoW Lex Surf
positive, negative and objective scores, havingtal t

sum of 1.0. We have used a similar feature cocistn \l/
process as in [7] :

«  Sum of all positive sentiments of all words. ‘ Classifier ]
* Sum of all negative sentiment of all words.
» Total objective sentiment of all words Figure 1: Feature concatenation diagram.
(whereobj = 1.0 - (pos + neg)) score
« Ratio of total positive to negative scores for BoW Lex Surf
all words \
Besides providing total sums, we also generatesthes [ BoW classifier ]
features for nouns, verbs, adjectives and adverbs
separately.
For Spanish, we have used the UNT sentiment [ Classifier

lexicon [6] . Since each entry is labelled onlyeither

positive or negative, we use the count of detectgdgure 2: Separate bag-of-words model, denoted as
positive words and count of detected negative waigls “Words and features”

features.
BoW Lex Surf
5 Models
The data is composed of three main modalities: dfag- v v v
words features, lexicon features, and surface featuln [Cla551ﬁerJ [Clasmﬁer] [Clasmﬁer]
order to take differing distributions, dimensiomaland
sparsity properties into account, we use two ckffier \/
approaches: either concatenating the features @to [ Voting ]

single features space, or using different modals&zh
set of features. While this situation has beenesblgy Figure 3: Separate model for every feature set,
extending the Naive Bayes classifier with poolingggregated by voting.

multinomials [9] , we chose to implement it withveo-

step model. We experiment with different feature BoW Lex Surf
combination approaches that are better suited for

integration of background knowledge and other legrn v v v
algorithms. [Classiﬁer] [ Classiﬁer} { Classiﬁer}

5.1 Feature combination \i/

[ Joint classifier J

We therefore compare three feature combination

approaches and a baseline, illustrated in Figures gy, re 4. Meta-classifier, using class probabiitieom
through 4. The concatenating model simply stacks ahg jnner classifier predictions as its features.
feature spaces together and performs learningejotht

feature space. While this approach is simple, it is The fourth approach extends the voting by
sensitive to different feature distributions. THere, we €employing a separate classifier model that operates
pre-emptively scale the features, so every feata a the output of the output probabilities of the innesdels,
standard deviation of 1.0. We don't standardize thi& order to minimize bias of individual featureset
mean, since the features themselves may be sparde, We experiment by varying the training algorithm
complete standardization would densify the datae THised: For the approaches using multiple modelsysee
concatenation approach from Figure 1 is considaed the same algorithm for all the models.
the baseline.

The second approach, as shown in Figure 2, is usiAd in all, we evaluate four feature set combinatio
a separate learning model for the bag-of-wordsufeat Strategies, corresponding to Figures 1-4:
set, and feeding the output of that model as featurto » ConcatenationGoncat)
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. qu-layer words gnd featureSVe¢F) 08 1 m Panglee JRC_en = Render_en
* Voting model Y oting) 0.78
+  Meta-classifier i eta) %% 0,74 0,72 0,74

6 Experiments

Furthermore, we focus our experiment onto perfolcean B
on our target datasets. We use the following degase

* Pang & Lee review dataset (PangLee), English
[10], consisting of movie reviews, gathered
from IMDB.

* JRC news dataset (JRC-en), English [11],
consisting of statements from news articles on
the topic of global politics.

« JRC news dataset, translated to Spanish using
Microsoft Translator (JRC-es)

« RenderEN, English. 134 Twitter posts about a
telecommunications provider (48 positive, 84
negative) Figure 5: Sentiment ;Fscores with various sentiment

* RenderES, Spanish, 891 Twitter posts about a lexicons for English.
telecommunications provider (388 positive, 445
negative, 58 objective)

Besides our lexicons introduced in section

Figure 5 shows the results, obtained performing
jentiment classification on the basis of sentinfiexiton

(denoted “RenderLex” and “RenderLexLinks”), we als eatures alone. We observe the}t performance ad:hpss
news dataset is constant, since the expression of

evaluate performance of using the Spanish lexifam ) ; W
nsentiment in news doesn’t directly correspond to

Perez-Rosas et al [6] (denoted FullUNT and MedU ? i i . f individual 4s. but ot
for the full and medium variant respectively), aslivas SENUMENt Meaning ot individual worads, but morefie

SenticNet [8] and SentiWordNet[1] for English. €Th gotmairl-specifli)c poIitian statedment?. For the sk?]u:iadia_
label “Lex” indicates usage of all lexicons. Ouryke ataset, we observe improved pertormance when asing

indicators are performance metrics on RenderEN aﬁglecpmmunications dor_nain-specific Ie>_<icon, comglare
RenderES, as they represent our use case. We rperf(;P using a general domain sentiment lexicon.
experimental evaluation for all of these datasets Q.-
various combinations of classifiers and feature mJRC_es m Render_es
construction schemes. The experiments cover vario
learning algorithms, as well as different modelling
pipelines. We explore various combinations of featu
sets: surface, bag-of-words, lexicons, as well g% ]
performance contributions of individual lexicons.
The first evaluation deals with observing thegos -
applicability of various sentiment lexicons, as adxed
in Section 3. First, we evaluate the lexicons oiagon, |03 -
followed by a combination of lexicons together with
surface features. We train a Ll-regularized logistiy, -

0,6

0,54 0,54

regression  classifier on lexicon features. Th E. FullLex MediumLex RenderLex
performance is measures using averagestbre [18] in ) ) ) )
a 10-fold cross-validation setting. Figure 6: Sentiment ;Fscores with various sentiment

lexicons for Spanish.

While Figure 6 confirms the same behaviour for
news, the benefit of using lexicons is much lower i
Spanish social media content. Given these reswis,
establish that a custom-built lexicon can give drett
results than a general purpose one. To continue, we
evaluate various feature combination techniques on
different learning algorithms.
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1,0

H Panglee JRC_en mMRender_en WJRC_es MRender_es
1,0
0,9 B
2 2 ) 2 &
o <) o o

0,82

Concat-SVM Concat-LR ~ W+F-LR ~ W+F-SVM  MetalR VotinglLR

Figure 7: Rk scores with various feature combinatior

approaches across both languages and two learn
approaches.

Figure 7 displays the performance across differe

combining all the three feature sets and maskirg t
differences in the distribution of their featur@¢hile the
W+F model consistently outperforms concatenatiora by
small but statistically significant margin, the Vg or
Meta-classifier model only outperform concatenation

feature combination approaches across all datase 066 | e
Looking into individual models, we observe that th¢064 1 —  mJRC_es
W+F model, having the bag-of-words feature set on|%62 1 —
separate layer, consistently works best for the@se of | %60 — Re”deﬁs

S\

some occasions, and perform worse on the newsalatz

in both languages. We report the results on scemar

Informatica37 (2013) 373-380377

Figure 8 shows the results on English reviews, news
and social mediaOn reviews, none of the additions
significantly beat the bag-of-words baselines orienss.

On news, while adding SentiWordNet marginally
improves the performance from 0.67 to 0.68, surface
features don’t give any improvement, mostly dudht®
formal language used in reporting, which lead$eofact
that the text is written without informal cues. ©ther
hand, results on th&®ender_en social media dataset,
demonstrate the performance improvements in
combining all three feature sets in a two-layer aiod
The best performing model is able to obtain &¢ore of
0.87. While the dataset is small, this demonstrates
feasibility of using generalized external knowledyed
surface features in a social media setting, eslheevith
insufficient training data.

(e}

080 7770,77 g 0,77 077

0,78
0,75
076 -

0,74 —
0,72 L
0,70
0,68

0,58 - ; . : — -
& & & & <
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& 06\ & o
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where LR was used as the learning algorithm on thggure 9: SentimentiFscores on Spanish datasets, using

Meta and Voting models due to the fact that thetaiob
comparable performance.
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Figure 8: Using various feature sets on Englislaskts,
using W+F-SVM.

W+F-SVM.

Figure 9 shows the results on both Spanish datasets
when combining different feature sets in a W+Fisgtt
and a SVM model. We observe that on the news datase
adding the Full UNT Lexicon slightly improves the F
score, while surface features alone don't give any
improvement. On Render-ES, the variant combinirig al
additions and running on a two-layer SVM model
improves over the bag-of-words model by a small
margin, resulting in aniFscore of 0.78. Looking at usage
of various lexicons alone, it shows that the lergo
themselves only slightly improve over the surface
features. In many cases, the difference is notifsignt,
although we observe that the domain specific lexico
RenLex does not improve over a general domain dexic
neither in news nor in social media.

7 Model analysis

In order to better understand the obtained modets,
visualized the decision trees as hierarchical diangs;
produced in the output of CLUS [15] . To ensuretdret
interpretability of the models, we have construdiesim

in the following way: using a 10% pruning and 10%
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testing dataset, we have used the F-test stoppitegicn
for splitting nodes. A node was split only when thst
indicated a significant reduction of variance imsithe
subsets at the significance level of 0.10. The tras

then pruned with reduced error pruning using the +--yes: [NEG]

validation dataset.

For clarity, we have only attempted to interpreg t
models using the lexicon and surface features. @dag
words features were omitted, since they resultedieigp
one-branch nodes, which are difficult to visualize.

=

full_unt_pos > 0.0

+--no: negation > 0.0
+--yes: repeat_letter > 0.0357
| +--yes: [NEG]
| +--no: [POS]
+--no: full_unt_neg > 0.0

+--no: length > 27.0
+--yes: renderlex_noun_abs > 4.4911
| +--yes: sad_face > 0.0
| | +--yes: [POS]
| | +--no: [NEG]
| +--no: [0BJ]
+--no: [POS]

+--yes: [0OBJ]
+--no: renderlex_noun_sum_neg > 0.0
+--yes: [NEG]
+--no: numcaps > 0.0386
+--yes: renderlex_adjective_abs > 0.4069
| +--yes: hlw5 > 0.0312
| +--yes: [POS]
| +--no: [O0BJ]
+--no: renderlex_all sum > 3.866
+--yes: [OBJ]
+--no: hilw5 > 0.0833
+--yes: [0OBJ]
+--no: full _unt_neg > 0.0
+--yes: [0BJ]

Figure 11. Model, constructed from training on Sghn
social media (Render_es).

Figure 11 shows the model, trained with a Spanish
social media dataset. Here, the primary features e
number of vowels, capitalized characters, alongh wit
letter repetition, reflecting how sentiment is tadly
expressed in social media and other forms of infbrm
communication. Also, adverbs were shown to be the
most important sentiment-bearing words, along with
presence of negation words and emoticons.

+--yes: [POS]
+--no: numvowel > 0.3429
+--yes: [0OBJ]
+--no: renderlex_all_abs > 2.1249
+--yes: renderlex_all_sum > 2.7152
| +--yes: [0BJ]
| +--no: [NEG]
| +--no: [OBJ]
+--no: [0BJ]

Figure 10. Model constructed from training on Sphni
news data (JRC-ES).

I
I
I
I
I
I
I
I
| +--no: repeat_vowel > 0.0244
I
I
I
I
I
I
I

Figure 10 shows the tree, constructed by trainteg t
lexicon and surface feature representation of tbsn
dataset. It shows that lexicon indicators are dbsethe
root, covering the most examples. The negative eftim
noun scores has proven to be a good indicator f
negative sentiment, suggesting that nouns are thre m

sentiment-bearing words in the news domain. Also, +--no:  [NEG]

capitalization plays an important role in the mod&hile
it is most likely a proxy for appearance of namatities,
it shows that subjective statements tend to haveem
capitalized phrases. Also, the presence of questip
(denoted ashlwb) tended to indicate a positive
sentiment.

numvowel > ©.3246

+--yes: numcaps > 0.8462

| +--yes: [POS]

| +--no: renderlex_all sum_neg > 0.2682
| +--yes: [POS]

|  +--no: numvowel > 0.3566

| +--yes: [NEG]

| +--no: renderlex_adverb_sum_neg > 0.4899
| +--yes: [POS]

| +--no: repeat_letter > 0.0588

| +--yes: [POS]

| +--no: [NEG]

+

[®)

renderlex_adjective_sum > 0.1096
+--yes: senticnet > 15.509
| +--yes: renderlex_adverb_abs > 8.1989
| +--yes: swn_posneg_ratio > 5.2202
| | +--yes: [POS]
| +--no: numpunc > 0.0313
+--yes: renderlex_pos_links > 8025.0
| +--yes: renderlex_adjective sum > 1.1693
| | +--yes: [POS]
| | +--no: [NEG]
| +--no: [NEG]
|  +--no: [POS]
| +--no: [POS]
+--no: numvowel > ©.2808
+--yes: renderlex_adjective_abs > 0.3998

I
I
I
I
I
I
I
I
I
I
I
I
| | +--yes: [NEG]
I
I
y

| +--no: [POS]
+--no: swn_total _pos > 17.0
r +--yes: [NEG]
+--no: renderlex_noun_sum > 7.8051
| +--yes: [POS]

+--no: senticnet > 27.085
+--yes: [POS] [98.0]: 182
+--no: repeat_letter > 0.1193
+--yes: senticnet > 13.511
| +--yes: [POS]
| +--no: [NEG]
+--no: numpunc > 0.0306
+--yes: repeat_letter > 0.0626
| +--yes: renderlex_neg_links > 317.0
| | +--yes: swn_total_obj > 272.5
| | | +--yes: repeat_letter > @.1001
| | | | +--yes: [NEG]
| | | | +--no: renderlex_adjective_abs >
[.. omitted for brevity ..]
| | | +--no: [POS]
| | +--no: [NEG]
| +--no: swn_total neg > 16.75
| +--yes: [NEG]
| +--no: [POS]
+--no: [NEG]

n

--no: renderlex_adverb_abs > 0.52
+--yes: renderlex_adverb_abs > 0.5964
| +--yes: [POS]
| +--no: [NEG]

Figure 12 Model, constructed from training on English
review data (PangLee).
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Figure 12 shows the same model, trained on {the | +--no: [NEG]
movie review dataset. Here, almost the entire mdslel *+--no: renderlex_all_sum > 0.1013
dominated by various lexicon features — total ssore T;3_’?;(;_5':“?:g‘giilgxeéﬂzzum s .419
absolute scores, positive-negative ratios. To aomin | +--yes: renderlex_pos_links > 442.0
extent, surface features such as vowel and lgtter | +--yes: numpunc > 0.044

repetition appear. | | +--yes: [POS]
P PP | +--no: [NEG]

|

|

[ |

| | +--no: renderlex_adjective sum > ©.0949
[ |

|

|
|
|
numcaps > 0.0345 |
+|---yes: senticnet_neg > 1.113 I | +--yes: [POS]
+--yes: [NEG] +--no: [NEG]
| +--no: renderlex_adjective sum_neg > 0.2178 | | +--no: [POS]
| +--yes: [POS] | +--no: [POS]
| +--no: senticnet_neg > 0.084 +--no: [NEG]
I T':’?;;S?W?Egg;al—”eg > 3.8 Figure 14 A model, constructed from training on English
| | +--no: numcaps > 0.037 social media (Render_en).
| |  +--yes: [0B]]
| | +--no: [NEG] :
| +--no: renderlex_all_abs > 1.5025 8 ConC|US|0nS
I T“yes: ?e”t1§”e§-3b5d> 95816 0 8143 The obtained results confirm that social media eonis
| | T';’_"f;sfe?Pg;]ex—a verb_sum > 9. the domain which benefits from external knowledge.
| | | +--no: swn_total neg > 4.0 Topic—specific lexicons can bring_ some minor
| | | +--yes: renderlex_adjective_sum > 0.0 improvement over general purpose lexicons, bubts-
| | | | +--yes: [NEG] performing approaches use a combination of bag-of-
I I I l_:c')"m‘[oég']m words and lexicons training data. We reported
| | +--no: [NEG] improvement on two English datasets, especially on
| +--no: [0BJ] social media, which benefited significantly fromepr
--no: rocessing, surface features, as well as lexicons.
+--no: [0BJ] face feat llas |

Moreover, having a two-layer model brings the most
consistent performance across all domains and
languages. In terms of comparison against statbheort
Figure 13 shows a similar picture than its Spanis#udies, the best result on the Pang and Lee dstase
counterpart in Figure 8, showing the importance dgcores at 0.90 F1, while ours was slightly lowe0.88.
lexicon features, followed by surface features. Iffowever, on the news domain, our best approach even
English, although all words were sentiment-bearinginproves the performance on the JRC-EN dataset from
adjectives and adverbs seem to be more informativiée original authors’ 0.65 to our result of 0.68 Bh the
compared to nouns in Spanish. other hand, the voting and meta-models did not Skaw
Figure 14 shows the social media sentiment modénprovement over the W+F model, and only improved
for English. Here, lexicons seem to be the moghe concatenation on some datasets, while perfarenan
indicative, followed by vowel repetition and profion, ~Was even reduced on the other datasets.
presence of negation and capitalization. These modgyg gnalysis of the models shows that there aremaj
also demonstrate that in I_En_ghsh, Ie>§|con featteesl 0 gifferences between domains on which features are
be closer to the root than in its Spanish count&pahis ., qidered important: while news and review domains
could be explained either by the quality and cogeral  onefited from lexicons, surface features were iramo

f?fICOHS for tT]e resrﬁ)ectlve language or even ailturgin social media. On the other hand, both |augs
liferences, wnere the sentiment expression ISepLes oy pinited similar behavior across the same domains

not 0r_1|y n the choice of _Words, but _also i the, ey, By interpreting the models trained on sociatia
capitalization, use of punctuation and phrasing. we show that, for Spanish, surface features wersee mo

Figure 13. Model, constructed from training on Esiyl
news (JRC-en).

senticnet_neg > 0.007 important than lexicons, while the opposite waseobsd

+--yes: numvowel > 0.2963 for English.

| +--yes: negation > 0.0

| | +--yes: [POS] This paper also demonstrates the feasibility ohagisi

| | +--no: renderlex_all_abs > @.1811 machine translation to obtain a training corpuanother

| | +--yes: [NEG] language, showing that the performance obtained for

| | +--no: [POS] . - .

| +--no: [NEG] JRC-ES was the same as in the original versionG-JR

+--no: swn_total_neg > 1.5 EN. Other research [10] shows promising approathes
+--yes: numcaps > 0.0439 facilitate the knowledge transfer via lexicons @sin

I Toves %zgg} specifically tailored machine learning approachks.

#--no: repeat letter > 0.125 future work we will explore cross-lingual learning,
+--yes: numpunc > ©.0299 demonstrating approaches for training sentimenteaisod

| +--yes: [POS] using language resources from other languages.
| +--no: numcaps > ©.0368
|  +--yes: [POS]




380

Acknowledgements

Informatica37 (2013) 373—-380

This work was supported by the Slovenian Research
Agency and the IST Programme of the EC under

PASCAL2 (ICT-216886-NoE), XLike (ICT-STREP- [11] Balahur, A. and Steinberger, R. and Kabadjov, M.
288342), and RENDER (ICT-257790-STREP).

References

(1]

(2]

(3]
(4]

(5]

(6]

[7]

(8]

9]

Esuli, A. and Sebastiani, F.
SENTIWORDNET: A Publicly Available Lexical
Resource for Opinion Mining. In Proceedings of the
5th LREC.

T. Stajner et al.

[10] Pang, B., Lee, L., and Vaithyanathan, S: Thumbs

up? Sentiment
Learning Techniques,
2002.

Classification using Machine
Proceedings of EMNLP

and Zavarella, V. and Van Der Goot, E. and Halkia,
M. and Pouliquen, B. and Belyaeva, J:. Sentiment
Analysis In the News. Proceedings of LREC, 2010

2006.[12] Yelena Mejova, Padmini Srinivasan: Crossing

Media Streams with Sentiment: Domain Adaptation
in Blogs, Reviews and Twitter. In Proceedings of
the 6th ICWSM, ACM, 2012

Janyce Wiebe and Ellen Riloff. 2005. Creatind13] Bo Pang, Lillian Lee: Opinion mining and

Subjective and Objective Sentence Classifiers from
Unannotated Texts. In Proceeding of CICLing-05
pages 486-497, Mexico City, Mexico.

Fellbaum, Ch. 1998. WordNet: An Electronic
Lexical Database. MIT Press.

Bizau, A., Rusu, D., Mladenic. D. 2011. Expressing
Opinion Diversity. In Proceedings of the 1st Intl.

sentiment analysis. Foundations and Trends in
Information Retrieval 2(1-2), pp. 1-135, 2008.

[14] Kaster, A. and Siersdorfer, S. and Weikum, G.:

Combining text and linguistic  document
representations for authorship attribution, SIGIR
workshop: Stylistic  Analysis of Text For

Information Access, 2005

Workshop on Knowledge Diversity on the Webl[15] D. Kocev, C. Vens, J. Struyf and S. DZeroski,

(DiversiWeb 2011), Hyderabad, India.
Hatzivassiloglou, V. and McKeown, K. 1997.
Predicting the semantic orientation of adjectivas.
Proceedings of the 35th Annual Meeting of the
ACL.

Perez-Rosas, V., Banea, C., Mihalcea, R: Learning
Sentiment Lexicons in Spanish. In Proceedings of
the LREC 2012
Ohana, B. and Tierney, B: Sentiment classification
of reviews using SentiWordNet, In Proceedings of
9th. IT & T Conference, 2009

E. Cambria, C. Havasi, and A. Hussain. SenticNet

Ensembles of multi-objective decision trees. In J.
Kok, J. Koronacki, R. de Mantaras, S. Matwin, D.
Mladenic and A. Skowron, editors, Machine
Learning: ECML 2007, 18th European Conference
on Machine Learning, Proceedings. Lecture Notes
in Computer Science, volume 4701, pages 624-631,
Springer, 2007

[16] Bryll, R. and Gutierrez-Osuna, R. and Quek, F.:

Attribute bagging: improving accuracy of classifier
ensembles by using random feature subsets. Pattern
recognition, vol 36., no.6., pp. 1291-1302, Elsgvie
2003

2: A Semantic and Affective Resource for Opiniorit/] Porter, M. F.: Snowball: A language for stemming

Mining and Sentiment Analysis. In: Proceedings of
FLAIRS, pp. 202-207, Marco Island (2012)
Melville, P. and Gryc, W. and Lawrence, R.D.:
Sentiment Analysis of Blogs by Combining Lexical
Knowledge with Text Classification. Proceedings of
the 15th ACM SIGKDD, 2009

algorithms, 2001

[18] Yang, Yiming and Liu, Xin: A re-examination of

text categorization methods. In Proceedings of the
22nd annual international ACM SIGIR conference
on Research and development in information
retrieval, pp. 42-49, ACM, 1999



Informatica37 (2013) 381-386381

Mining Web Logs to Identify Search Engine Behaviourat Websites

Jeeva Jose
Department of Computer Applications, BPC College,

Mulakkulam North P.O, Piravom- 686664, Ernakularstbct, Kerala, India,

E-mail: vijojeeva@yahoo.co.in

P. Sojan Lal

School of Computer Sciences, Mahatma Gandhi Uniyers

Kottayam, Kerala, India
E-mail: padikkakudy@gmail.com

Keywords: web logs, web usage mining, search engines, crawle

Received:April 3, 2013

Web Usage Mining also known as Web Log Mining ésektraction of user behaviour from web log
data. The log files also provide immense informatout the search engine traffic at a websitesThi
search engine traffic is helpful to analyse theiasthof search engines, quality of the crawlers,
periodicity of the visits and also the server lo&@arch engine crawlers are automated programstwhic
periodically visit a website to update informati@rawlers are the main components of a search engin
and without them the websites will not be listedhia search results. The visibility of the webssite
depends on the quality of the crawlers. Differezdrsh engines may have different behaviour at web
sites. We intend to see the differences in behawiosearch engines in terms of the number ofs/&sitd

the number of pages crawled. The hypothesis wasdtesd it was found that there is a significant

difference in the behaviour of search engines.

Povzetek: Analizirano je obnaSanje rémih spletnih iskalnih algoritmov.

1 Introduction

Web Usage Mining is the extraction of information
from web log files generated when a user visits the
website [1]. Web mining tasks include mining web
search engine data, analysing web’s link structures
classifying web documents automatically, mining web
page semantic structures and page contents, mining
web dynamics (mining log files), building a
multilayered and multidimensional web. Web log data
is usually mined to study the user behaviour at
websites. It also contains immense information &bou
the search engine traffic. The user traffic is reew

by pre processing tasks, otherwise it may bias the
search engine behaviour. The crawler is an impbrtan
module of a web search engine. The quality of a
crawler directly affects the searching quality ofhw
search engines.

The process of identifying the web crawlers is
important because they can generate 90% of thigctraf
on websites [2]. Commercial search engines play a
vital role in accessing web sites and wider infaiora
dissemination [3, 4]. Search engines use automated
programs called web crawlers to collect information
from the web. These web crawlers are also known as
spiders, bots, robots etc. These crawlers are yighl
automated and seldom regulated manually [5, 6, 7].
The crawlers periodically visit the websites to afed
the content. Certain web sites like stock markegssi
or online news may need frequent crawling to update

the search engine repositories. Web crawlers access
the websites for diverse purpose which includes
security violations also. Hence they may lead to
ethical issues like privacy, security and blockioig
server access. Crawling activities are regulatednfr
server side with the help of Robots Exclusion
Protocol. This protocol is present in a file called
robots.txt. Usually ethical crawlers first accdss file
which will be present at the root directory of the
website and follow the rules specified by robotd#x

9]. But it is also possible to crawl the pages at a
website without accessing the robots.txt. Certain
crawlers seems to disobey the rules in robotsftet a
its modification because crawlers like “Googlebot”,
“Yahoo! Slurp” , “MSNbot” cache the robots.txt file
for a website [8]. The web site monitoring softevar
Google Analytics does not track crawlers or botssT

is because Google Analytics tracking is activatgadb
JavaScript that is placed on every page of the ieebs
A crawler hardly recognizes these scripts and hence
the visits from search engines are not recognied.
this work we intend to see whether all the search
engines are behaving in the same way when it
accesses a website.

The most widely used log file formats are
Common Log File Format and Extended Log File
Format. The Common Log File format contains the
following information: a) user’s IP address b) User
authentication name c) the date-time stamp of the
access d) the HTTP request e) the URL requested f)
the response status g) the size of the requedied fi
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The Extended Log File format contains additional
fields like a) the referrer URL b) the browser dtxl
version and c) the operating system [11, 12]. Ugual
there are three ways of HTTP requests namely GET,
POST and HEAD. Most HTML files are served via
GET method while most CGI functionality is served
via POST or HEAD. The status code 200 is the
successful status code. Like the user access the
website using a browser, the search engines also
deploy user agents to access the web.

2 Background literature

Most of the works in Web Usage Mining is related
user behaviour. This is because websites like e-
commerce websites will be interested in studyingr us
behaviour for marketing, online sales and
personalization. Several data mining tasks like
clustering, classification, association rule minietg.
has been done for web log data of user behavidhe. T
web crawler ethics are measured to discover the
ethicality of commercial search engine crawlers 9]
survey of the use of the Robots Exclusion Protacol
the web through statistical analysis of a largegam

of robots.txt files is done [10]. An empirical pilo
study on the relationship between JavaScript usage
and web site visibility was carried out to identify
whether JavaScript based hyperlinks attract orlrepe
crawlers resulting in an increase or decrease b we
site visibility [6]. Another study is done with
commercial search engines to find whether ther@ is
significant difference in their coverage of comniglrc
web sites [4]. A report on search engine ratings i
United States is also available [3].

2.1 Preprocessing

The two data sets were extracted and it was folat t
the dataset 1 consists of 5,29,175 records for éksve
and dataset 2 consists of 2,60,775 records. Thieent
with unsuccessful status code 400 were eliminated.
The HTTP requests with POST and HEAD was also
removed. In addition all the user requests were
removed to get the search engine requests. This is
required as a user request in the input file mag the
results of search engine behaviour. After pre
processing the resultant file contained only the
successful search engine requests. Various search
engine crawlers were identified. Some crawlers were
identified from the IP address field. It contained
substrings like “googlebot”, “baiduspider”, “msnbot
etc. The user agents were also helpful in idemtgyi
the bots or crawlers like Ezooms, discobot etctaber
search engine crawlers with number of visits lésst

5 per week was removed as it was considered
irrelevant.The bots Ahrefbot, Seexie.com_bot,
Turnitinbot, Yrspider were some of the bots inadat
set 1 whose number of visits were less than 5 in a
week. For data set 2 the Alexabot was considered
irrelevant. The crawlers in dataset 1 like Baiddepi
Discobot, Exabot, Feedtetcher-Google, Feedseeker,

J. Jose et al.

Gosospider, Ichiro, Magpie, MJ12bot, MSNbot,
Seexie.com_bot, Slurp, Sogou, Sosospider, SpBot,
Turnitinbot, Yahoo, Yeti, Yodao, Youdao and
YrSpider were not present in dataset 2. After pre
processing there were 22 crawlers for data setd15an
crawlers for data set 2. The results for the nundfer
visits made by various search engines of data $&t 1
given in Table 1 and for data set 2 is given inl&ab

We also intend to see the number of pages
crawled by various search engines to see the dynami
behaviour of different search engines. Most of the
search engines initially accessed the robots.tet fi
before crawling other pages except a few. Certain
search engines crawled more pages compared with
other bots or crawlers. For example the crawldm li
Googlebot, Slurp, Bingbot, Feedfetcher-google, MJ12
etc crawled more number of pages and showed
consistency in their behaviour. Table 3 shows the
number of pages crawled by various search engines
for data set 1 and Table 4 shows the result &a d
set 2.

2.2 Kruskal Wallis H test

Kruskal Wallis H Test detects if n data groups hglo
or not to the same population [13, 14]. This statis

a non parametric test suitable to distributiong tre

not normal such as the exponential distributions
observed in web usage mining or web log analysis
[15]. The formula for H static of Kruskal- Walliggt

is given below where K is the number of samples.

12 Rj2
= D T = -3(N+1) 1)

nj
where Rj is the sum of the ranks of the samplgi§ n
the size of the sample j, j=1, 2, 3, ...K and hhis size
of the pooled sample {An+........ rx). The calculated
H value is to be compared against the chi-squdteeva
with (K-1) degrees of freedom at the given
significance levet.

Casel

Ho: There is no significant difference between the
number of visits made by various search engine
crawlers.

H1: There is significant difference between the numbe
of visits made by various search engine crawlers.

From the test statistic in Table 5, both the dats s
show a clear evidence of rejecting the null hypsithe
For data set 1, the p-value shows a strong evidefce
rejecting the null hypothesis and for data set@sha
moderate evidence of rejecting the null hypothesis.
The result of H test shows that there is a sigaiftc
difference in the number of visits made by various
search engines.

Casell

Ho: There is no significant difference between the
number of pages crawled by various search engine
crawlers.

Ha: There is significant difference between the numbe
of pages crawled by various search engine crawlers.
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Table 1: No: of visits by various crawlers for da& 1.

Week
No Crawler 1 2 3 4 5 6 7 8 Total Y c
1 Alexa 1 5 10 1 2 0 2 3 24 3.00 3.207
2 Baiduspider 128 222 65 89 124 67 66 47 808 101.66.87
3 Bingbot 157 166 159 175 126 100 118 96 1097 1B7.B0.94
4 Discobot 113 33 0O 21 24 52 5 69 317 39.63 37.42
5 Exabot 1 1 2 1 5 3 3 3 19 2.38 1.408
6 Ezooms 50 48 40 22 0 23 38 41 262 32.75 16.74
7 Feedfetcher-Google 179 170 167 223 192 191 1878 18497 187.13 17.28
8 Googlebot 211 226 238 273 212 207 200 207 17741.732 23.99
9 Gosospider 26 10 1 0 0 0 0 0 37 463 9.303
10 Ichiro 117 81 122 146 0O 42 21 33 562 70.25 53.8
11  Magpie 20 17 13 15 13 15 14 18 125 15.63 2.504
12 MJ12bot 38 36 37 50 37 37 37 41 313 39.13 4.643
13  MSNbot 24 17 11 19 15 12 18 15 131 16.38 4.138
14 Slurp 149 114 144 190 144 145 160 145 1191 848.21.07
15 Sogou 48 34 37 54 40 44 43 60 360 45.00 8.701
16  Sosospider 28 31 42 38 31 32 30 28 260 32.50574.9
17  SpBot 3 3 3 4 2 2 1 1 19 2.38 1.061
18  Yandex 51 71 57 72 102 44 51 74 522 65.25 18.64
19 Yahoo 22 0 0 0 0 1 1 0 24 3.00 7.69
20  VYeti 3 4 1 4 3 2 4 4 25 3.13 1.126
21 Yodao 16 59 26 100 72 42 10 32 357 44.63 30.6
22  Youdao 2 4 1 1 18 1 3 0 30 3.75 5.898
Table 2: No: of visits by various crawlers for da& 2.
Week

No Crawlers 1 2 3 4 5 6 7 8 Total H c

1  Ahrefsbhot 79 0 1 19 37 66 31 48 281 35.13 28.6

2  Bingbot 31 41 27 43 23 30 28 17 240 30 8.64

3 Ezooms 3 20 26 38 26 24 9 28 174 21.75 11.1

4  Googlebot 42 49 42 44 42 49 35 60 363 4538 7.41

5 Yandex 35 10 67 8 6 7 3 12 228 285 323
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Figure 1: Time series sequence plot for data set 1.
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Table 3. No: of pages crawled by various crawlerdfta set 1
Week
No Crawler 1 2 3 4 5 6 7 8 Total M c
1 Alexa 2 13 27 2 4 0 4 4 56 7.00 8.96
2 Baiduspider 219 674 102 124 260 98 94 90 1661 .6307 199.03
3 Bingbot 368 559 519 526 404 232 287 647 3542 2. 143.30
4 Discobot 889 161 0 119 92 289 6 178 1734 216.78B7.42
5 Exabot 2 11 4 2 1 6 5 6 47 5.88 3.52
6 Ezooms 235 160 77 57 65 59 83 67 803 100.38 63.79
7 Feedfetcher-Google 386 343 340 493 442 447 443F 43311 413.88 53.81
8 Googlebot 841 895 682 847 655 525 540 556 55412.689 150.42
9 Gosospider 34 11 1 0 0 0 0 0 46 5.75 12.03
10 Ichiro 230 277 387 414 320 234 45 291 2198 %/4.7113.86
11 Magpie 23 21 18 23 16 16 18 22 157 19.63 2.97
12 MJ12bot 174 304 224 392 255 285 294 316 2244 .5P80 65.06
13 MSNbot 31 24 13 28 17 15 18 18 164 20.50 6.44
14 Slurp 367 253 297 410 310 264 308 331 2540 817.551.79
15 Sogou 72 42 47 61 52 54 51 80 459 57.38 12.89
16 Sosospider 32 38 57 42 36 36 35 33 309 38.63 3 8.0
17 SpBot 6 6 6 8 4 4 2 2 38 4.75 2.12
18 Yandex 140 250 99 171 216 102 212 276 1466 583.266.20
19 Yahoo 22 0 0 0 0 0 0 0 22 2.75 7.78
20 Yeti 6 9 2 7 7 4 7 7 49 6.13 2.17
21 Yodao 16 59 27 102 75 43 10 34 366 45.75 31.29
22 Youdao 4 8 2 2 25 2 7 2 52 6.50 7.86
Table 4: No: of pages crawled by various crawlersdfita set 2.
Week
No Crawler 1 2 3 4 5 6 7 8 Total 3 c

1 Ahrefsbot 282 0 1 19 108 119 46 74 649 81.13 3.0

2 Bingbot 66 172 158 251 102 90 78 48 965 120.63 .0%8

3 Ezooms 3 23 3 51 32 36 9 40 229 28.63 16.08

4 Googlebot 74 92 83 99 90 95 65 83 681 85.13 11.33

5 Yandex 39 18 123 199 6 7 4 13 409 51.13 71.65

The test statistic in Table 6 also shows that there
significant difference in the number of pages ceavl
by various search engines. The p-value for both the
datasets is a strong evidence of rejecting the null
hypothesis. A time series sequence plot was done fo
both data sets with total number of visits and Itota
number of pages crawled. The result for data sst 1
shown in Figure 1 and for data set 2 is shown in
Figure 2. We also intend to see whether there ®xist
any correlation between the number of visits and
number of pages crawled. The Karl Pearson’'s
Correlation Coefficient [14] was calculated for ot
data sets. The data set 1 showed a strong positive
correlation of 0.932 whereas the data set 2 shaaved
moderate positive correlation of 0.505.

3 Conclusion

The obtained results point to the differences ia th
behaviour of web crawlers by various search engines

The more the number of search engines accessing a
website, the more will be its visibility when selairg

for a particular web site. The observed resultsasho
that all search engine crawlers are not visitirigthed
websites. In our experiment the data set 1 was
accessed by more number of search engines compared
to data set 2. Certain search engines were consiate

the number of visits and number of pages crawled
while a few were not consistent or irregular inithe
visits and pages crawled. It is found that datalsist
more visible to search engine crawlers as it isvierd

by more number of search engines compared to data
set 2. The results also showed a positive corozlati
between the number of visits and number of pages
crawled. A better search engine optimization golic
can be followed to make the websites visible to
different search engines so that the websites lvll
listed top in the search engine rankings.
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Figure 2: Time series sequence plot for data set 2.

Table 5: Test Statistic for Case I.

Kruskall Wallis Test

Data Set 1 Data Set 2
o 0.01 0.01
p-value 0.0001 0.044
Chi-square 148.734 9.799
df 21 4

Acknowledgement

This research work is supported by Kerala State
Council for Science Technology and Environment,
Kerala State, India as per Order
No0.009/SRSPS/2011/CSTE .

References

[1] Kosala, R. And Blockeel, H., Web Mining
Research: A  Survey. ACM SIGKDD
Explorations 2(1), pp. 1-15, 2000.

Mican, D. And Sitar-Taut, D., Preprocessing and
Content/Navigational Pages Identification as
Premises for an Extended Web Usage Mining
Model Development.Informatica Economica,
13(4), pp. 168-179, 2009.

Sullivan, D.2003, Webspin : Newsletter [online].
Available from:
http://contentmarketingpedia.com/Marketing-
Library/Search/industryNewsSeptAl.pdf. Accessed
December 4, 2012.

Vaughan, L. And Thelwall, M., Search Engine
Coverage Bias: Evidence and Possible Causes,
Information Processing and Managemetid(4),
pp. 693-707, 2004.

Bhagwani, J. And Hande, K., Context
Disambiguation in Web Search Results Using
Clustering Algorithm. International Journal of
Computer Science and Communicatig(i), pp.
119-123, 2011.

(2]

(3]

(4]

(5]

Table 6: Test Statistic for Case II.

Kruskall Wallis Test

Data Set 1 Data Set 2
a 0.01 0.01
p-value 0.0001 0.013
Chi-square 154.85 12.714
df 21 4
[6] Schwenke, F. And Weideman, M., The

[7]

[8]

[9]

[10]

[11]

[12]

[13]

influence that JavaScript has on the visibilityaof
website to search engines — a pilot study.
Informatics & Design Papers and Reports, 11(4),
pp. 1-10, 2006.

Thelwall, M., A Web Crawler Design for Data
Mining, Journal of Information Scienc@7(5),
pp. 319-325, 2001.

Drott, M, Indexing aids at corporate websites:
The use of robots.txt and meta tags. Information
Processing and ManagemgeB8(2), pp. 209-219,
2002.

Lee Giles, C., Sun, Y and Council, G., I,
Measuring the Web Crawler Ethics. In:
Proceedings of WWW 2010, ACM, pp. 1101-
1102, 2010.

Sun, Y. Zhuang, Z. .and Lee Giles, C., A Large-
Scale Study of Robots.txt. In: Proceedings of
WWW2007, ACM, pp. 1123-1124, 2007.

Wahab, M.H,A, Mohd, M.N.H, Hanafi, H. F.
Mohsin, M. F.M., Data Pre-processing on Web
Server Logs for Generalized Association Rules
Mining Algorithm. In; Proceedings of World
Academy of Science Engineering and
Technologypp.190-196, 2008.

Spiliopoulou, M., Web Usage Mining for Web
Site EvaluationCommunications of the ACM
43(8), pp. 127-134, 2000.

Kruskal,W. H. And Wallis, W. A., Use of Ranks
in one-criterion Variance analysis. Journal of the
American Statistical Association, 47(260), pp.
583-621, 1952.



386 Informatica37 (2013) 381-386

[14] Paneerselvam, R., Research Methodology. New
Delhi, Prentice Hall of India Private Limited,
2005.

[15] Ortega, J., L. And Aguillo, 1., Differences
between web sessions according to the origin of
their visits, Journal of Infometrics, 4, pp. 331-
337, 2010.

J. Jose et al.



Informatica37 (2013) 389-397 389

An Ultra-fast Approach to Align Longer Short Reads onto Human
Genome

Arup Ghosh and Gi-Nam Wang

Unified Digital Manufacturing Lab

Department of Industrial Engineering, Ajou Univéysi

San 5, Woncheon-dong, Yeongtong-gu, Suwon 443-3ddth Korea
E-mail: {arupghosh, gnwang}@ajou.ac.kr

Satchidananda Dehuri,

Department of Systems Engineering,

Ajou University, San 5, Woncheon-dong, Yeongtong-$uwon 443-749, South Korea
E-mail: satchi@ajou.ac.kr

Keywords. DNA, sequence alignment, second-generation sequ@(8GS), substring matching, BWT

Received: April 13, 2013

With the advent of second-generation sequencings)S€chnologies, deoxyribonucleic acid (DNA)
sequencing machines have started to produce resdsed as “longer short reads”, which are much
longer than previous generation reads, the so dalkhort reads”. Unfortunately, most of the exigfin
read aligners do not scale well for those secondegation longer short reads. Moreover, many of the
existing aligners are limited only to the short dsaof previous generation. In this paper, we have
proposed a new approach to solve this essential ednment problem for current generation longer
short reads. Our ultra-fast approach uses a hasbeldaindexing and searching scheme to find exact
matching for second-generation longer short readthiw reference genome. The experimental study
shows that the proposed ultra-fast approach carueately find matching of millions of reads against
human genome within few seconds and it is an omlemagnitude faster than Burrows-Wheeler
Transform (BWT) based methods such as Bowmi: Burrows-Wheeler Aligner (BWA) for a wide
range of read length.

Povzetek: Metoda omogmizredno pohitritev iskanja daljSih vzorcevloveSkem genomu.

regarded as a set of equal-length small strings of
1 Introduction characters/bases. Now,. read alignment task is tp ma
) , : those reads (small string of characters) onto genom
The rapid advances in DNA sequencing technologyehayiong string of characters). Simply, we can thifikkas a
dramatically ~ accelerated  the  biomedical  andommon substring matching problem [25]. The main
biotechnology research [2, 6, 28]. Thereby oppaiies chajlenge of this read alignment problem is tocifitly
have been created for data mining researchersalgzen 4 the reference genome index thus reads (ysuall
a gamut of data. With the advent of second-gemerati yillions) can be mapped rapidly. This read aligntnen
sequencing (SGS) technologies, there is an ina@asiask has many potential applications in biomedanad
pressing need of an approach that can align largg,informatics fields, for example: ‘to detect géoe
collections of reads (possibly millions) onto tleéerence \4riations’ [4, 21] which will indeed help to idéfyt
genome rapidly. The main motivation behind thisdrea:jisease genome’ [21], ‘to map DNA-protein

alignment is to discover commonalities and conoesti jnteractions’ [18], ‘to profile DNA methylation pians’
between newly sequenced molecules with respect {91 13] etc.
existing reference genomes [16]. _ To deal with this read alignment problem, several
Currently, DNA sequencing machines are capable pfaq alignment tools or approaches have been pedpos
generating m_|II|0ns of reao_ls in a single run wheDNA 5 ever, they are primarily focused on previous
sample is given as an input [9, 16, 27]. The DNAyeneration short reads which are usually of 25-Z€eb
sequencing machines take the DNA sample as inglit afyng [26, 27]. Unfortunately, with the advent of SG
break it into a number of short pieces, which te@@ technologies DNA sequencing machines have staded t
again broken into equal-length fragments calleddsea ,qqyuce reads (named as longer short reads) whieh a
[25]. The ‘read alignment problem’ is to find maitapof  1y,chy Jonger than the previous short reads. Reagtien
those reads onto a reference genome. From the tcempy, e just increased to more than 100 bases witféma

science point of view, a genome can be consideseal ayears [27]. This trend of increment in read lengtikes
long string of characters/bases (human genome iosntaihe existing aligners computationally infeasibleeride,

nearly 6 billion characters/bases), and reads can fere is an increasing need of an approach that can
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handle this current generation reads efficientlg aiso

can handle future generation more long reads (by

observing the trend). Here the particular imporgaoé
the longer short read alignment problem can bezexhl

It is theoretically and also practically difficuld avoid
the overhead of processing the increased readhengt
However, it is needed to bind the growth rate & th
processing cost efficiently. Currently, most of ttead
aligners are unable to achieve this scalability clvhi
makes them limited to the short reads. To this ¢inid,
paper proposes an ultra-fast method for alignimpéo

A. Ghosh et al.

Q-Pick [16] uses hash table for both read and
reference genome indexing. Hash table based
approaches are in general significantly faster.
However, those hash table based approaches or their
software implementation have some significant
drawbacks. WHAM and Q-Pick create reference
genome index for a specific length of the read civhi
cannot be used for the different length reads (isiean
if WHAM and Q-Pick create index to align X bases
length reads then that index cannot be used for
alignment of N bases length reads wherg X). This

short reads onto human genome by combining the best is a significant issue because we have to credexin
attributes of hash based indexing and searching. Ou for each of the read length. This will cause a

approach is not bounded to a particular range afise
and can scale well for more long reads.
The remainder of this paper is organized as follows

Section 2 discusses the related work. Our proposed

approach is described in Section 3. Experimentllte

are presented in Section 4. Section 5 contains our

conclusive remarks of the work followed by a lidt o
relevant and state-of-the-art references.

2 Related work

The approaches proposed so far by the severalrchsea

groups for read alignment problem can be broadly

classified into four categories.

1) Traditional sequence mapping tools, such as Basic

Local Alignment Search Tool (BLAST) [1] and
BLAST-Like Alignment Tool (BLAT) [19], are
unable to cope efficiently with the massive amaaft

reads generated by the current generation DNA
sequencing machines, which make it computationally

infeasible for solving the current generation read
alignment problem [9, 16, 24].

iterative prefix matching technique to find an

alignment. A BWT-based index takes small memory

footprint for example, BowTie takes less than 2 GB
[30] and BWA takes less than 6 GB [29] memory to
work with complete human genome. BWT base’
approaches have another significant feature hey t
can handle a wide range of read lengths. For examp
BowTie can handle up to 1024 bases read length [3(
So, it can easily handle current generation reads a
also able to handle future generation more longgea
However, its performance degrades rapidly as tF
read length increases [25].

3) Hash table based approaches have got more and m
popularity nowadays. Some of them create hash tat
based index for reads e.g., Efficient Large-Scal
Alignment of Nucleotide Databases (ELAND) [10],
Mapping and Assembly with Quality (MAQ) [23],
Short Read Mapping Package (SHRIMP) [26] etc
Other approaches use hash table for the referer
genome indexing e.g., Wisconsin’s High- throughpu
Alignment Method (WHAM) [25], Periodic Seed
Mapping (PerM) [9], Short Oligonucleotide
Alignment Program (SOAP) [24], etc. However, only

4)
2) BWT [7] based approaches, such as BowTie [20] and
BWA [22], create a BWT based index and use an

significant overhead with respect to the index
building time and disk space consumption because,
nowadays most of the genome sequence mining
companies have large number of databases of varied
read lengths. The most significant problem with the
above approaches is that, they are primarily fatuse
on short reads. Thus, these approaches or their
software implementations are limited to a specific
read length which does not cover the read length of
the current generation (for example, currently
Illumina can produce read length up to 250 basg lon
[31]) and there is no straight forward way to extén

to handle current generation longer short reads (or
future generation more long reads). For example,
ELAND can handle up to 32 bases [24, 33], MAQ
can handle up to 127 bases [20], Shrimp can handle
up to 70 bases [26], WHAM can handle up to 128
bases [36], PerM can handle up to 64 bases [34],
SOAP can handle up to 60 bases [35] which are
significantly lower length than the current genenat
read length.

Sorted Index File based approach such as fetchGWI
and tagger [17] index either the reference genome o
the query set and perform an efficient mapping of
those two set of sorted entries (one for reference
genome and another for query set) to find matches.
However, this approach is also limited to 30 bases
read length [17].

Merger
+ Reference B’_’*‘ — | QueryEncoder |
' f inary. ) " ! \. :
. Genome : | .
* Datshasg . “onwerer o Query
' P - = Ly ! _ Database .
S L T * e e ™ Processor |

/ e ’Qu Aligner |
(widexBoitgar) - NG o)
B i e e S e e

File System
Figure 1: System Architecture.
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Taking into account the limitations presented abovéndex of the reference genome thus a fast and stivau
it can be summarized that, there is a significanklof mapping of a large collection of equal length queds
approaches or tools that can handle longer shadsre is possible while maintaining the accuracy in afigmt.
efficiently. We propose to use BowTie and BWAQuery read database usually contains millions afise
approaches to solve this problem. From the trend ahd while mapping, read aligner has to report the
increment in read lengths, it does not seem thatilit matching position/s in the chromosomal sequencanif
become infeasible in near future (because of itdewi matching occurs).
range of read length acceptance). So, we take BowTi
and BWA as our base methods to experiment withdong3,2  System Ar chitectur e of Proposed
short reads. As memory became cheap nowadays, we Approach

have no need to keep such unnecessary tight memory ) o

restriction in our approach as maintained by Bowdiid ~SYySteém architecture of our proposed approach sngin

BWA. Figure 1. It has two main components: i) reference
genome database processor and ii) query database
processor. We will discuss them separately to |ptesar

3 Proposed approaCh approach in greater detail.

This section is divided into two Subsections. In
subsection 3.1, the statement of the problem imeldf 321 Reference Genome Database Processor

The system architecture and working procedure 6f theference genome database processor takes theetempl
proposed approach are described in subsection 3.2. genome sequence database as an input and creates an
index for that genome into the file system (Figle

3.1 Problem Statement Complete genome sequence contains full set of
A complete genome sequence is a set of all ighromosomal sequences. Note that though we are
chromosomal sequences. A chromosomal sequence iftgrested in mapping the query reads on both the
series of characters. Each character (nucleic aisid) forward and reverse strands of each chromosome, we
represented by the symbols A, G, C, or T (stands fawill build index only for forward strand of each
adenine, guanine, cytosine and thymine respecjivaly chromosome. We will compensate this while proceggsin
an unknown/ambiguous character, named N. THbe query database (detail in subsection 3.2.2) hale
unknown character, N, represents that there is &elected this technique to reduce the index sirause
uncertainty about the nucleotide in that positiortteere  with this technique, we have to process only thié dfa
is a repetitive junk region in the genome and ttalls, the original genome sequence which will indeed glev
nucleotides in that region are converted into \S][ In  us with speed gain while query read is searching.
the genome sequencing task, it has no biologicalesto Main idea behind our approach is to store in inaléx
match reads onto those repetitive junk regions.[E6f possible substrings of length L of every chromodoma
simplicity, we can think N indicates error while trlaing  sequence (only forward strand) with its position
[30]. information. We set the length L value to 32. Nibiat as

The read alignment task is to efficiently build arwe are going to index each possible substring rash

Chromosome 1 forward strand: NN.. ACT. NN
Chromosome 2 forward strand: NN..CCG. NN

Chromosome N forward strand: NN..GAT. NN

Concatenated Sequence: NN.ACT. NNNN..CCG..N........NN..GAT. NN

Figure 2: Concatenated Chromosomal Sequence.

P ~]
$$$$$$000001110110..000101$$$5$$011011010001..1111008$ S Eors s Bl ing Winddow

Extraxted Sequence (length

| 2l
$$$$$$000001110110..000701$$$$$$011011010001..111100$$ 84 whes A5:53 5 posars

(e ol
$$$5$5000001110110..000101$$$$$$011011010001..111100$$

K
$$$$$5000001110110..0001015$%%$5011011010001 ..‘ﬁ1 100%%

Figure 3: Sliding Window Extraction Protocol.



392 Informatica37 (2013) 389-397 A. Ghosh et al.

table, there are®3possible values (recall that, sequence subsequences which do not belong to the original
can contain four bases i.e. A, C, G, or T), whicitl w chromosomal sequences. This can happen while
dramatically mitigate the possibility of hash csiltin. extracting subsequences from the position of
Reference genome database processor starts working concatenation of chromosomal sequence n and
by concatenating (or merging) the forward stranfls o chromosomal sequence (n + 1) [here,n=1, 2... up to

each chromosome (Figure 2). This is done by merggr (maximum chromosome number — 1)] (depicted in
of reference genome database processor (Figuidotg. Figure 4). This can be easily avoided by keepingpiind
that with this concatenation we will lose infornaati the length of chromosomal sequences.

about “in which chromosome (or in which position of  All extracted subsequences, which are basically 64
that chromosome) the subsequence of the concatenalét integer numbers, are hashed and their hashevalu
sequence originally belongs to?” This informatioifi he  provides the hash table bucket number. We havd use
required when we find a match on a specific pasita Thomas Wang's hash function [14] to uniformly
the concatenated sequence. Note that chromosouistribute values over the hash table. Thomas Wang’
number (or position value in that chromosome) can thash function has been widely used by many appsasach
easily calculated by noting down the length of eacfor various purposes [8, 12, 15]. This is well sditfor
chromosome. Motivation behind concatenation is tour purpose because it is fast to compute and bas v
reduce the index space because with this technigae, high avalanche effect [3, 14]. Hash table valuesthe
have no need to store the chromosome number asewe position values of the corresponding subsequences
going to calculate it during query read procesghgse (represented by 32 hbit integer numbers) in the
(detail in subsection 3.2.2). concatenated chromosomal sequence. All those key-

Binary converter takes the concatenated sequencalue pairs are inserted into the hash table, whose
from merger (Figure 1) and converts each A/C/G/Btructures are depicted in Figure 5. Our hash table
character into two bit binary representation. A,&, T

will be binary represented by 00, 01, 10, 11 retpely. l P [ 2 l p l o l 1 [ 3 l 1 [ 0 l p ]
Note that, as we are going to index each possi
substring of L = 32, this representation will allas to Additional Array: stores the number of values associated with a key
pack each of them into one computer word in thebib4
computer architecture. Actually, we have set thealue o NuLL Hash Tﬂb;e Kelyiorozgay .
to 32 thus our method can take advantage of curt , positions): values obtaine
day’s 64 bit computer architecture. Also note tha,are : 1 R _ R e
not going to index the subsequences in which N mcc s 2| 3 o
(because N indicates ‘error in matching’). So, ibdturs sl wow E:fr::s::a};aglﬁb::z::’:c:‘:?nb” o
in the concatenated sequence, we will simply replac 4 7 concatenated chromosomal sequence
by any two special characters (say with ‘$$’). Byird) ¥
SO, we can identify if N has occurred in the_se@aeﬁor '? 5| Pointer |- ““
example, if the concatenated sequence is ‘NGACTI u 8 5
Binary Converter will encode it as ‘$$10000111$$'. o I
Index builder takes the binary converter outputted §

sequence and creates an index which can be used | 8 9

query database processor (Figure 1). Index buitderes s Tabils

a sliding window of length 64 over the input sequen
and extracts the subsequence within it, and theremo
two positions (Figure 3). Recall that, by doing is@s structure is basically a long array, initially &l with
originally extracting all possible subsequenceen§th  NULL values and when we have to insert a key-value
L = 32 from the concatenated chromosomal sequencepair, we just insert that value in the correspogdinray
Sliding window will extract the subsequences oflyd  position (array position is found by hashing they)ke
$$ ($$ refers to N which means error in matching) Note that if corresponding array position is filleden it
appears in that window (Figure 3). Here, we havieep  will be replaced by a pointer to an array and tdevalue
in mind that sliding window should not extract any  (or values) and the new value will be inserted ithtat

Figure 5: Hash Table Structure.

Chromosome 1 forwardstrand: NA.. ACT.. TG <————% Befers extracted

FI. =32
Chromosome 2 forwardstrand: AC..CCG..CC SEpEmaeRLl

Chromosomel Chromosome2

Figure 4: Error in Subsequence Extraction.
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array. We have used this type of hash table streigtu example, suppose the hash value of a key is i whzae
place of traditional hash table structure (whiclugsially be any value ranging from 1 to (hnumber of hash btk
two dimensional linked lists or an array of linkésts) to 1). Now, from Figure 6, we can easily find that,
reduce the hash table space requirement. This é&dnd (mapping array [i] - mapping array [i-1]) providéise
hash table structure efficiently reduces the regqment of number of value/s associated with that key (fomapie,
pointers with the cost of an additional array whitbres if i = 1, then the key has two values associatetth vtj
the number of values associated with the correspgnd also see Figure 5). To find that value/s, we havgust
key (easily represented by 8 bit integer numbezcali  run a loop, collecting value/s from position arsdgrting
that we have used subsequence of length L = 32 firem position number mapping array [i-1] (for exdmp
mitigate the possibility of collision). By doingith we if i = 1, we have to collect two values from pasitiarray
can dramatically reduce the hash table space esgaint starting from position number 0). The mapping psscie
(realized through experiments also) because tledia presented in Figures 5 and 6.

pointer in current day's system architecture is Imuc

longer than the 8 bit integer and many subsequemegs 3.2.2 Query Database Processor

appear only one time in the concatenated chromdsonai\uery database processor takes a query read databas

sequence. (possibly contains millions of equal length reaalsyl the
saved index (index saved into file system by refeee
0 2 3 3 4 7 8 8 9 genome database processor (Figure 1)) as inputs and
outputs ‘query read matching information’ into file
system for each such matched reads. The ‘query read
matching information’ contains information aboutegy
2 | 8| 3| 1[4 6] 7] 5|89 read alignment region (at what position in which
chromosome the matching occurs), number of other
alignments etc.
Our query database processor starts working by bulk
However, though we have reduced the spadeading the index (index refers to mapping arrayl an
requirement with that hash table structure (asgmtesl position array as in Figure 6). This bulk loadinghich
in Figure 5), there are some issues with that dawdll save significant amount of time) is possiblelo
structure also. In such data structure, index lugaill because we have converted our index into two seiglien
be quite time consuming as we are not able to lmal Structures. After loading the index into memory,r ou
that data structure after saving it into the fiystem. For query database processor takes each query readtfeom
a significant number of hash table keys (as marguery database and searches into the index forhingtc
subsequences can appear more than once), everwiimein the following manner.
have to access the values (a key can have many Query database processor will process each query
corresponding values) associated with it through &ad following the same procedure as done in sectio
pointer access. This will make it relatively slow i 3.2.1, except, it will not process the query readshich
comparison with the data structure where we caesscc N (or error in matching) occurs. Query read encgdin
the values directly. Thus, we convert our hashetab(dividing the read into subsequence of L = 32 and
structure (Figure 5) into two sequential structtseewn converting them into binary) is performed by thee@u
in Figure 6. This will make bulk loading possiblada Encoder and Query Aligner is responsible for matghi
with that data structure we can directly accessvttiee/s task (Figure 1). Please remember that we have @wlex
through its corresponding key. In Figure 6, we havall possible subsequence of length L = 32 of theogec
depicted the conversion of the hash table structbosvn  Sequence. Hence, Query Encoder will first dividehea
in Figure 5 to the sequential structures. The cmsie query read into the subsequence of length L = 82. F
algorithm is simple. The position array (as in Fg6) example, if the query read is of 100 bases, Query
contains all the hash table values (or position mens - Encoder will divide it into four subsequence ofdémL
as in Figure 5) inserted into it, one by one acigydo = 32. The first subsequence will be from base 32othe
hash bucket number, started from n = 0 to (numiber 6econd subsequence will be from base 33 to 64htte
hash bucket -1). To calculate the mapping arrayevat subsequence will be from base 65 to 96, and thehfou
position i, we have to just add Additional Arraylwaof subsequence will be from base 69 to 100. Note that,
position i and mapping array value at positionli (see last subsequence will be taken from the end ofrétael
Figure 5 and 6). Please note that, for i = 0, ithisot true and overlapping in subsequence may happen. Query
(as array position can't be negative). So, we have Aligner searches the index for each such subsequenc
check every time whether i = 0 or not. We just reeo (after binary converted by Query Encoder) of thergu
this checking requirement by making hash function tread by hashing and mapping them into the hasle tabl
produce hash values greater than 0 and setffnigdiex (following the same procedure as stated in se@iart).
of mapping array to 0 (see Figure 5 and 6). Thishelp  Returned matching position/s is stored into arréyany
us to avoid checking (thus speed gain) while perfog of the subsequence of that read is failed to aligen we
query read mapping. Now, from mapping array, we ca@fn easily conclude that the read is failed tonalibhe
easily map keys to its corresponding value/s. FgKorst case time complexity to find it @(2n) wheren =

Mapping Array: array used to map key to its corresponding value/s

Position Array : array containing position values of hash table
Figure 6: Converted Sequential Structure Hash Table



394  Informatica37 (2013) 389-397 A. Ghosh et al.

number of subsequence of that read. However, revsrs for each query read in the query read databaseryQue
not true because, if searching of all query reapimemts Database Processor will not only search for tharyju

is successful, it only means that all the querydreaead but also search for the reverse complement fedr
segments appear in the concatenated chromosomabmple, suppose, a query read is ‘ACCTGGA'. Query
sequence and not necessarily mean that the whate réatabase Processor will first reverse it i.e., ‘AGIECA’
appeared in the concatenated chromosomal sequence. and then will take complement of it i.e., ' TCCAGGT’

To check if the read is aligned or not, Query Aign and then search into the index for matching foltayvihe
has to perform some additional task i.e., it hasheck same procedure as stated above.
whether the returned positions are the consecutive From the above, it is easy to see that our approach
segment positions or not. Take example of 100 baskas no upper limit restriction on the read lengie |
read length. Suppose, all the four subsequencatdedo many other approaches. In the next section, we will
align and returned position value/s are stored hia t provide empirical evaluation of our approach fowide
arrays named Al = {200, 415}, A2 = {232, 327, 1215} length of reads.

A3 = {264, 416, 917, 971} and A4 = {268}

consecutively (values inside the curly brackets the 4 Experimental S[Udy results. and

returned position value/s). Now, to check whethes t ! . ’ ’

read is aligned or not (or in which position/s), ey discussion

Aligner has to search for (A1[i] + 32) in A[2], (Al+ We ran our experiments on a desktop computer with 3
64) in A[3], (A1[i] + 68) in A[4] means for everyalue GHz Intel Xeon dual-cores CPU and 32 GB of DDR3
of i i.e., from O to (size of A1l — 1). By doing seg are main memory, running 64 bit Ubuntu (kernel 3.5.8) a
only checking whether the segments are consecutigperating system. All our algorithms were impleneent
segments in the concatenated chromosomal sequencénoC++, and compiled using g++ 4.7.2. We had foddw
not. If searching in all the arrays is successhén only the similar comparison strategy as performed if.[2f

we can conclude that the read is aligned at posAi{i]  have taken repeat-masked NCBI build 36 human genome
in the concatenated chromosomal sequence (for abaye our reference genome and all the approachegedbli
example, the query read matches only in positiod).20 to report all the valid matches (as done in [28ur
Here, we should mention that all arrays that stiwe
returned matching positions are the sorted arragy(¢o
see). Thus, Query Encoder will perform an efficie
linear search in the sorted array to find a maitcstead
of other searching procedures (for example bine
searching). This will help us to gain speed ovérent
searching procedures because the length of thyg e
typically very small due to very high indexed suiost
length i.e., 32 [5, 32]. With this linear search gan find
all the matches by only one pass through the ar
(means with worst case time complexiyn) wheren =
very small array length). Another point to notettiveith
the above procedure we can only identify in whic
position of the concatenated chromosomal sequédree
match occurs. Now, Query Aligner finds the origin:
matching position (means chromosome number and
position value in that chromosome) by using tt Figure 7: Comparison of Index Building Time.
following procedure. First it finds the previou:

chromosome ending position in the concatenal 300
chromosomal sequence (so, chromosome number
found) and then deducts that position value from t
matched position value (except that matched posiso
not within the first chromosome ending position)fitad
real position in that chromosome. The previol
chromosome ending position is found by performing .
efficient binary search on a sorted array whichtams
the ending position of each chromosome in concétene
chromosomal sequence (reported by Reference Geni
Database Processor).

As mentioned above, only the forward strand of ea
chromosome is processed by the Reference Genc
Database F_’rocesspr (subs_ection _3.2.1). This will BowTie BWA Our Approach
addressed in details in this section. Two stranfls ) _ o
chromosome are of complementary nature i.e., Aysw: Figure 8: Comparison of Query Read Database Algnin
pairs with T, and C always pairs with G (vice vérs8o, Time for Read Length of 100 bases.
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approach followed the same default output format déngth which Illumina can produce [31]). We selécte
BowTie and all the approaches ran on single thread.  four sets of query read database for experimentiitig

We have performed experiments with various lengtbach of the read lengths. Our experimental resihitsv
reads i.e. with 100, 150, 200, 250 bases readHgimgtte comparison of our approach with BowTie [20, 30] and
that 250 bases read length is the currently maximead BWA [22, 29] by averaging results over those foetss
of query read database. Each of our read databases

400 contains 10 million of query reads. We have sethtash
350 table bucket number to 1.5 billion throughout our
n experiments. We have also created four synthetaryqu
S 3004 read databases, one for each 100, 150, 200, 2% bas
@ read lengths (each contains 10 million query reaitls
¥ 2504 :
£ randomly inserted errors) to measure accuracy of ou
2 -p0- approach.
= Comparison of index building time of our approach
£ 1504 with BowTie and BWA is given in Figure 7. Our
E experimental result show that our approach is
g 1004 significantly faster than BowTie (3X faster) and BW
& 504 (3.8X faster) as presented in Figure 7. Please nate
have to build our index just only one time for angme
0 and we can use it repeatedly for searching vailiength

BowTie BwWaA  Our Approach reads (easy to see from section 3) unlike manyrothe
Figure 9: Comparison of Query Read Database  approaches. Experimental results for comparisonunf

Aligning Time for Read Length of 150 bases approach with BowTie and BWA for various length
reads i.e. of 100, 150, 200, 250 bases read lemgth

500 given in Figures 8-11 respectively. From those

450 - experimental results it can be easily seen that, ou
approach is significantly faster for query readjmthent

4004 than BowTie (3.7X, 3.9X, 3.7X, 4X faster for 100,
350+ 200, 250 bases read length respectively) and BWA
300 (4.6X, 5.2X, 5.1X, 5.6X faster for 100, 150, 2002
250 bases read length respectively). By significargigucing

the index building and query read searching timerov
200 BowTie and BWA, our approach is able to fulfill its
primary motivation. To measure how much accurate ou

Processing Time in Seconds

150 approach is, we ran it on four synthetic databasesfor
1004 each 100, 150, 200, 250 bases read length, whevasit
504 previously known a number of query reads that glevi

q an alignment. Our approach is able to align exatttéy
BowTie BWA Our Approach same number of query reads within these databases.

addition, during the previous experiments with BaevT
for various length read databases (i.e. four sdts o
databases for each of 100, 150, 200, 250 bases read

Figure 10: Comparison of Query Read Database
Aligning Time for Read Length of 200 bases

700 length, as stated early of this section), we haved that
for all the databases of all the read length, quor@ach
5004 is able to align exactly the same number of quends
§ as aligned by BowTie (which is one of the most aatau
2 5004 read aligner as can be found from the experimental
- results of [16]). Actually, the accuracy of our apgch
E 4004 can be outlined as follows:
E o We have indexed subsequence of length L = 32
=, 300+ and used Thomas Wang’s hash function (which
= uniformly distributes the key values) to mitigate
© 200 the possibility of collision.
nE_ 0o We have used large number of hash table
1004 buckets i.e. 1.5 billion during our experiments
g which will also dramatically mitigate the

BWA Our Approach possibility of collision. During index building
time, we have found that our approach has
extracted around 1.25 billion subsequences of

BowTie
Figure 11: Comparison of Query Read Database
Aligning Time for Read Length of 250 bases
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From the above discussion, we can conclude that,

Informatica37 (2013) 389-397

length L = 32 from NCBI human genome (build[3]
36) which is quite lower value than 1.5 billion.

O Our approach is primarily targeted for current

generation reads (or future generation more long
reads) which is > 100 bases. So, query rea?i
will be divided into >= 4 fragments and our ]
approach will provide false positive match only
if all the fragments gives collision (easy to see)
which is quite unlikely to occur.

2]

our approach is significantly faster than other hods
presented and discussed above for comparison iheil
aspects without compromising the accuracy. MoreoveE
from Figures 8 and 11, we can see that our approa(ﬂ
becomes 1.91X slower (for BowTie, it is 2.09X awd f
BWA, it is 2.32X) by increasing the read lengthnfro

100 bases to 250 bases (note that the read lesgth i

increased 2.5X). This performance degradationisatet

completely accurate because of the difference eryqu

reads in the databases (thus will give differentpssing
execution). However, we can use this to get a rodgh
about the growth rate of the performance degradgts

[7]

the database contains same number of reads anddwav[e8]
perform same kind of task). As we have argued

previously, it is practically impossible to avoidhet

processing cost of the increased read length. Hexyev
we can summarise that our approach is able to bind[g]

efficiently. By observing this bounded growth raié

performance degradation over BowTie and BWA, we

can draw a conclusion that our approach will sead
for more long reads of future generation as well.

5 Conclusion

(10]

With the advent of second-generation sequencir[é;l]
technology, there is an increasing need of a fast a

accurate read alignment method that can deal withdr
short reads. In this paper, we address that need.
experimental section shows that, for the longertstead

0]

of the current generation, our approach is an oaofer [12]
magnitude faster than BowTie and BWA in all aspects

and this is done by keeping the accuracy intactatft
also be seen from the results that our approach
handle current generation’s longer short read ieffity
and also scale well for future generation’s monegkr

can
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Vagueness in the scientific studies presents desfgihg dimension. Intuitionistic fuzzy set thebas
emerged as a tool for its characterization. Theseneed to associate measures which can measure
vagueness and differences in the underlying chareing IFSs. In the present paper we introduce an
information theoretic divergence measure, calletlitionistic fuzzy Jensen-Rényi divergence. It is a
difference measure in the setting of intuitionidtizzy set theory, involving parameters that previd
flexibility and choice. The strength of the new suga lies in its properties and applications. An
approach to multiple-attribute decision making bdsm intuitionistic fuzzy Jensen-Rényi divergersce i
proposed. A numerical example illustrates the aggion of the new measure and the role of various
parameters therein to multipleattribute decisionking problem formulated in terms of intuitionistic
fuzzy sets.

Povzetek: Razvita je nova verzija intuitivne mdblgéke za uporabo v procesu odémja.

is a single value lying between zero and one, wiiege

1 Introduction degree of non-membership is just automatically etpa
- o ] one minus the degree of membership.
In probability theory and statistics, divergenceaswes As a generalization of Zadeh’s fuzzy sets, Atamasso

are commonly used for measuring the differenceg 2] introduced intuitionistic fuzzy sets. Ireihgeneral
between two probability distributions [13 and 22]geting, these involve three non-negative functions
Kullback-Leibler [13] divergence is the well knowgach expressing the degree of membership, the degraerof
?nformat@on theore_tic _divergence. Anothe_r importanFnembership, and hesitancy, their sum being ones&he
information theoretic divergence measure is thesden considerations imbue IFSs with inbuilt structure to

Shannon divergence (JSD) [22] which has attractg® q consider varieties of factors responsible of vagssrin
some attention. It has been shpwn that tlhe .sqtm!teof the phenomena. IFSs have been applied in many
JSD turns out to be a metric [9], satisfying ()NRO practically uncertain/vague situations, such asisitet
negativity (i) (minimal) zero value only for ideoal making [3, 4, 8, 14, 16-18, 20, 25, 27-30 and 38jiial
distributions (iii) symmetric and (iv) satisfyingangular diagnosis [5, 24] and pattern recognition [6, 12, 19
inequality, i.e. it is bounded from below and frafmove 5.4 24] etc. Atanassov [2] and Szmidt and Kacpf2ek

in terms of the norms of the distributions. Howewer suggested some methods for measuring
may be mentioned that JSD itself is not a metrc. |yistance/difference between two intuitionistic fyzets.
satisfies the first three axioms, and not the gWar Thejr measures are generalizations of the well know
inequality. These divergence measures have beéledlppHamming and Euclidean distances. Dengfeng and
in sev_e_ral o_IiscipIines like _signal processing, @att chutian [6] and Dengfeng [7] proposed some other
recognition, finance, economics etc. _ similarity and dissimilarity measures for measuring

Some generalizations of Jensen-Shannon divergenggierences between pairs of intuitionistic fuzztss In
measure have been studied in the last couple ofyEar addition, Yanhong et al. [31] undertook a compaeati
instance, He et al. [10] proposed a one parametriga|ysis of these similarity measures. Recentlyymée
generalization of JSD based on Reényi's entropyfanc  5ng "Sharma [25] proposed a generalized intuitianist
[21], called Jensen-Renyi divergence and usediiage 77y divergence and studied its applications toltimu
registration. o criteria decision making.

Other than probabilistic, there are va_gue/fuzzy In this paper, we extend the idea of Jensen-Rényi
phenomena. These are best characterized in terms (Rjergence to intuitionistic fuzzy sets and propaseew
fuzzy sets’, and their generalizations. The theofy giyergence measure, callddtuitionistic fuzzy Jensen-
fuzzy sets proposed by Zadeh [32] in 1965 addressggnyi divergence(IFJRD) to measure the difference

these situations and has found applications inouari petween two IFSs. After studying its properties, giee
fields. In fuzzy set theory, the membership of Ement
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an example of its applications in multiple-attributaccording to their importance. This is particulanseful

decision making based on intuitionistic fuzzy imf@tion.

in the study of decision problems.

The paper is organized as follows: In Section 2esom A generalization of the above concept is Jeasen-

basic definitions related to probability theoryzZ#y set
theory and intuitionistic fuzzy set theory are Hyie
given. In Section 3, the intuitionistic fuzzy Jendeényi
divergence (IFJRD) between two intuitionistic fuzasts

is proposed. Some of its basic properties are aedly

Rényi divergencproposed by He [10], given by

JR/],H (P’ Q) = Ha(Alp +/]2Q)

“AH.(P)-AH @) an(0n) @

there, along with the limiting case. In Sectioname Where H,(P) is Rényi's entropy, andl =(4,,4,) is the
more properties of the proposed measure are stutfied weight vector, withA, A, >0, +A, =1, as before.

Section 5 application of proposedtuitionistic fuzzy

Jensen-Rényi divergenameasure to multiple-attribute Properties of Jensen-Rényi DivergencBriefly we note

decision making are illustrated and our conclusiares
also presented here.

2 Preliminaries

We start with probabilistic background. We dentte
set ofn-complete(n > 2) probability distributions by

r ={P=(p1, D,0eennD,): P 20,2 p =1}- (1)

For a probability distribution

P= (pl, pz,...,pn)D r.,
the well known Shannon'’s entropy [23], is defined a

H (P) = _Z;: P log U (2)

some simple properties:

i. JR’Ava(P,Q) is nonnegative and is equal to zero
whenP =Q.

i. ForaD(O,l), JRM(P,Q) is a convex function
of PandQ.

i. JRA‘G(P,Q), achieves its maximum value when

P andQ are degenerate distributions

The Jensen-Shannon divergence (5) is a limiting cdis
JR_(P,Q)whena - 1.

Various generalized entropies have been introdined Definition 1. Fuzzy Se{32]: A fuzzy setA in a finite

the literature taking the Shannon entropy as basit
have found applications in various disciplines sach
economics, statistics, information
computing etc.

processing and

universe of discours& ={xl,x2,...,xn} is defined as

{<X' /’/:(X»‘XD X},

A= (7)

A generalizations of Shannon’s entropy introducewhere ,uz\(x): X - [O,l] is measure of belongingness or

by Rényi’s [21], Rényi’s entropy of ordét, is given by
Hg(P)=1ilog(Zn] p’), a#la>0. ©)
iy -

ForaD(O,l), it is easy to see that-la(P) is a concave
function of P, and in the limiting case - 1, it tends to
Shannon’s entropy. It can also be easily verifibdt t
Ha(P) is a non-increasing function af O (0,1) and thus
H,(P)2H((P) Da0(0) (4)
In sequel, we will restriczer(O,l), unless otherwise
specified and will use base 2 for the logarithm.
Next, we mentionJensen-Shannon divergendé5].
LetA,,4,20,4, +A, =1 be the weights of two
probability distributiond®,Q 0T, respectively. Then the
Jensen-Shannon divergence, is defined as

JS,(P.Q) =H(AP+1,Q)-AH(P)-ALH[Q). (5)

degree of membership of an elemetif X to A.

Thus, automatically the measure of non-belongingjioés
xOX to A is(l—,u;(x)).

Atanassov [1, 2] introduced following generalizatiof
fuzzy sets, called intuitionistic fuzzy sets.

Definition 2. Intuitionistic Fuzzy Set [1, 2]: An
intuitionistic fuzzy set A in a finite universe of
discourseX :{xl,xz,...,xn} is defined as

Az{(x, ,uA(x),vA(x)>|xD X}, (8)
wherey,: X - [01] and v, X - [0,1] with  the
condition0 < ,uA(x)+|/A(x)s1. For eackxOX, the

numbers pA(x) and VA(X) denote the degree of
membership and degree of non-membershipxofo A

Since H (P) is a concave function, according to Jensen'sespectively.

inequality, Jg(P,Q) is nonnegative and vanishes,:urther’ we caIInA(x):l—,uA(x)—vA(x), the degree of
whenP =Q. One of the major features of the Jensemsggjtancar the intuitionistic index ok X to A .

Shannon divergence ithat we can assign different
involved

weights to the probability distributions
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Obviously, when nA(x):O, ie., VA(x):l—,uA(x) for

everyX[] X , then the IFS\ becomes a fuzzy set. Thus,

FSs are the special cases of IFSs.

Definition 3: LetIFS(X)denote the family of all IFSs
defined in the univers¥, and let A,BDIFS(X) be

given by
A= {0
B :{<x,,uB(x),vB(x)>|xD x}.

These being sets,
operations oriFS(X) as follows:

() ADBIff 4,(x)<u,(x)
andvA(x)sz(x) O xOX;

(i) A=Biff ADBandBOA;

(i) A° ={(x v,(x). () [xO X}
) AUB= {<Xmm?xff3(, e »’>'XD"};
wane= (T e

Extending the idea from probabilistic to intuitistic
phenomena, in the next section, we propose a tivery

Infatica37 (2013) 399-409401

H,(A,A+A,B)
-AH,(A)-AH,(B)

where Ha(-) is Rényi’'s entropy for intuitionistic fuzzy

set(-),aD(O,l) A +A,=1, A,4,20, and

At (X)+ Aty (),
AA+AB=| Ay ( )+ Ay, (x),

70+ Am) )

IR, (AB)= @

That is

Atanassov further defined s%tR ( )

(A2 () + A, 1, (X))
logi + (A, (x)+ A,v4 (x)”
+ (4,77, (x)+ 2,77, (x))"

_ 1 o] e ) + 0, ()" (10)
w2 ! |
1 ogl We () + s ()
L Y
wherea O (61) . _

Next, in theorem below we study properties
of JR', (A B) defined in (10).

measure called ‘Intuitionistic Fuzzy Jensen-Reényi Theoreml: For A, B |FS(X) , JREH(A, B)

Divergence’ (IFJRD) on intuitionistic fuzzy sets to
guantify the difference between two intuitionisfizzy
sets and discuss its limiting case.

3 Intuitionistic Fuzzy Jensen-Rényi

Divergence (IFJRD)

Single element universe: First, letAandB be two
intuitionistic fuzzy sets defined on a single eleme
universal seX ={x}.

Precisely speaking, we have:

A=} (x). (%)),
and B =(u, (x)va (x). 7, (x)
where
10+, (x)+ (%) =1,
and He(X)+ v, (x)+77,(x) = 1,
with
044, (x)v,(%).72,(x), 41, (x)v, (). 7, (x) <1.

Regarding ( A 7TA) and(,uB,vB,@) as two
probability distributions, in analogy of (6), wefohe the

satisfies the following properties:
i. JR',(AB)=0, with equality if and only iA=B .
i. 0< IR, (AB)<1.
For thredFSs AB,C inX andAOBOC,
JR,(AB)<JR,(AC),
IR, (B.C)<IR,(AC).

and
Proof: (i) The result directly follows from Jensen’s
inequality.
(i) SinceJR',(AB) is convex forr((03),
Proposition 1 of He et al. [10], therefore, ol (0,1),
JR’.(AB) increases af A- B || increases,
where

Il A=B 1=, (x) = 445 () + v () = v (x)
+|7,(x)- 7, (x) - (11)

Thus, JRja(A B) O aD(O,l), attains its maximum for
following degenerate cases:

refer

A=(10,0),B=(010)or A=(00),B=(10,0)
or A=(0,01),B=(0210).
This gives
<JR,(AB)<1

intuitionistic fuzzy Jensen-Rényi divergence measur

between IFSsA andB, as
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(iiiy For AB,COIFS(X), (%) 2 145 (x ) andv,(x ) < vy (x).
IA-BJ, < [|A-C]|
and |B-C| < ||A-C||, if AOBOC. 4 Properties of intuitionistic fuzzy
Thus, Jensen- Rényi divergence measure
JR',(AB)< IR, (AC) The measure JR,(AB) defined in (10) has the

followi ties:
and JR,(B.C)<JR,(AC) 0 a0(01). ollowing properties
(12) Theorem 2:For ABOIFS(X),

This proves the theorem. () JIrR,(AUB,ANB)=JR,(AB),
Limiting case: Whena -1 and/ =4, :% , then (i) ‘]R)I,a(Am B,AU B)= JF\’A,H(By A)-
measure (10) reduces tbdivergence on intuitionistic Proof: We prove (i) only, (ii) can be proved analogously.

fuzzy sets proposed by Hung and Yang [11] as (i) From definition in (10), we have:

i) JR.(AUB,ANB)
(09 0+ () )] TS
[0 ol D) (ubtan (X)*+ At (X
s v, (x)+v,(x) v, (x)+v,(x) (AW e (%) + A e (%))
( 2 j'°g( 2 j g {Al(l-um(x)—vw(x)) ]
+ ( Un (X) L (X)j Iog( Un (X) L (X) (13) + Az(l_ Hes (Xi )_ Vs (X ))
= 2 2 . _ 1 <
. iog () ) ()00, () =R Iog{(ﬂm(x))”(vms(x))” }
+v,(x)logv,(x) | +] +v,(x)logv, (x) C - e () v (X))
#| L mJogm () [+ 7 (g (1) e {@W(x»wum i }
2 j T s (%) Ve (X)Y
IIgef}rTition 4: JRM?(A B) _on Finite Uniyerse: - (st (% )+ 12, (x ))
reviously, we considered single element univereste s a
The idea can be extended to any finite universe Iéet +(/]V ( )M Va )‘
AandBare two IFSs defined in finite universe of log [/1 (- a2 (% ]
discours@(={x1,xz,...,xn}, then, we define, the +4,(1- ﬂA Al
associated intuitionistic fuzzy Jensen-Rényi diesice _ 1 Z
by n@-a)| & _Al.og{( (6 }
R.(AB)=ZT R, (AX)BK) ) o oy *g . )X)
where  Ax)={(,4,(x). v, (x) 7 (6) )} o e
and  B(x)={(x, 4 (x) va(x) 7 (x) )} - a
In the next section, we study several properties (g, 1) At )
ofJF\;va(AB). While proving these properties, we | +(Av, () A, () .,
consider separation of into two partsX, andX, , such %9 (/‘ L=, (x)-v(x) J
that + A, 4 () -va(x))
={x 1x0X, Alx)0 B(x)}, (15) 2 y Iog{( wF + ) }
={x |x 0%, Alx)0B(x)}. (16) (L= (%)= v (x )y
Further it may be noted that for a{l 0 X, -4 '09{3 1( 21) (x ngVx()i ) }
#,(%) < 4 (x) andv, (x) 2 v, (x), R

as also ford x O X,, =JR (A B)
- Aa "
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This proves the theorem.

Theorem 3:For ABOIFS(X),

() JR.(AAUB)+IR (A ANB)=
(i) JR,(B,AUB)+JIR,(B,ANB)=

Proof: In the following, we prove only (i), (ii) can be

proved analogously.

(i) Using definition in (10), we first have

JR.,(AAUB)

log +(Av

m#“%gﬂ}
-A Iog{('u

log (/1(1 (%) -v

(A, (x)” fo (X))
)+ A0 (%)f

+[A( 1#4,(x)-v,(x)) ]
A, 5 () Vs (X))

(x)-v.(x)f
(X)) + e (0)F }
oo )

(-t (x)-v

(At (%) + Aty (%))
(A, (6)+ A ()

+2,(1- us(x)

(1, () +(v,
“4amm
-A Iog{(

() +§vs )

JR/],U/(A B) 1
JR/],LI (B’ A) :

1

n@—a

Mt (% )+ Aoty (X))
(A () + Ay (x)F
log) [/h(l- #,(%)=vi(x)) ]
+ 4,00 g4 (%) v, (x))
)| & )
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Y

Next, again from definition in (10), we have

JR.(AANB)

At (%) + Aty (%)
+(Av (x)+/lv J(x)f

log +[/1 (-,

+/]2(1_,um3()§)_VAUB()§ ))

|- ol

-
s (%

- A,lo g{(

(1= f000 (%) -V (%)

(At (%) + A2, (%))

(x)-v.(x)) J

ALY }
(x)-v.(x)y
)+ (%)f }
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At (%) + 2,14 (% )Y
+ (A, (x)+ A (X)) (Ao (%) + At (%))
log {/‘(1 #(x)=v,(x)) j log{ + (A s (x )+ A (X )f
+ 2,1 44, (%)=, (x) { M-, (%) -V, (x))]
. W@ Al ()
) gl )] T B P NP
nbidonley e g{ = 6) -0 »}
[l )
(s bt
Adding (17) and (18), we get the result. by (X)J,/‘z'u (K ))
Theorem 4:For A, B,C O IFS(X), +(As (% )+ Ave (x)f
(i) JR,(AUB,C)<JR,(AC)+JIR,(B,C); log +[/11(1-u5(x)-v5(x)) ]
(i) 9R,(ANB,C)< IR, (AC)+IR,(B,C); # A ) -ve )
1
Proof: We prove (i) only, (ii) can be proved analogously.:m “ZX: . Iog{('u (%) + v (x)F }
(i) Let us consider the expression + _”BQ(X)_VB ("3)“
JR,(AC)+JIR,(B,C)-JIR,(AUB,.C) (19) -A |og{£“(°1(_"21) (;g"_clf’*()i» }

At (%) + Aot (X))
0w (6)+ A ()F o
o (M s)ute) | auld )
+ 4, (L= 4 (%) -ve () log] (40 p,(x)-v,(x))
- (11 )j L .6 [Mz(l-u(x)-vc(x))]
n(-a)&| X))+ 1
S oWy "a) & of D 0 |
I (AL R A YA } + (1= %) -v. (3
o o il
(L e (%) =ve (x)y
Mt (%) + 2,1 (X))
+ (A () + A (%)) 20
log {Al(l—us(x)—vg(x)) J” This proves the theorem.
(L= e (%) - ve () o 5:For AB.COIFS(X)
1 a eorem o: For y )
A .og{mx»” )y } R.(AUBC)IR,(ANBC)
C - () -ve (k) =JR,(AC)+JR,(B,C)
_) Iog{(ﬂc () +e () } Proof: Using definition in (10), we first have:
(- ()= ()Y
JR,(AUB,C)
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(At (%) + At (%))
(Ao (%) + A (%)Y

+ A, (- . (x ) = ve (x)

(Lo (%) + (Ve
Al g{ (L= 1 (%) -v

) IOg{((( bl }

(A (% )+ A (%))
+ (A, () + A (x)
log +(/h(1-ﬂA(>§) va(

+/]2(1_/'1C(Xi)_v

) )
e g{ o))
o

) log{( e

1 (%)=

log {Al(l—u% (%) =V, (% ))J”

ity

. (20)

Next, again using definition in (10), we have

R, (ANE,C)

(Ao (X)+ At (% )f

+(Av,, (x )+ Ay (x)f
log +[/11(1—um5(x1)-vm(x Y
+ 2,01 14 (%) -ve (%)

miatica37 (2013) 399-409405

(21)

Adding (20) and (21), we get the result.
Theorem 6: For ABOIFS(X),
() JR,(AB)=IR,(A°B°)
(b) IR, (AB)=3R,(A°B);
(© JR,(AB)+IR,(A°B)
= IR, (A°,B°)+ IR, (AB°).

whereA® andB® represents  the  complement  of
intuitionistic fuzzy set# andB respectively.

Proof: (a) The proof simply followsrom the relation of
membership and non-membership functions of an
element in a set and its complement.

(b) Let us consider the expression
IR, (AB°)-IR,(A°,B) (22)
IRCVAC T ACY) |
(A (x )+ Aty (%))
log J{A (- (x)-v (x)) J

+/]2(1—,U (X)
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A (x )+ A, (%)) ] indicates the degree with which the alternafiveoes
+ (A (% )+ A, (%)) not satisfies the attribu@, and 7 indicates the
log +(A1(1—VA(xi)—yA(>g ) J" indeterminacy degree of alternatifeto the attributes,,
+A2(1_ILIB (’9 )_VB (’ﬂ )) such that:
1 H; D[O,l], Vi D[O’I]’ H, +I/”- S T, =1,
n-0) o6 + (e () 7 =1-g -v, i=12..nandj=12..,m.
S v () - (%)) To harmonize the data, first step is to look at the
a a attributes. These, in general, can be of diffetgpées. If
(ke () + (v () . N
A, log -1 (% )-v, (%)) all the attributesG ={G,,G, ....,G,} are of the same type,
alalRG s then the attribute values do not need harmonization
L 4 However if these involve different scales and/oityn
=0. there is need to convert them all to the same suadéor
_ _ unit. Just to make this point clear, let us consiaeo
(c) Itimmediately follows(a) and(b). types of attributes, namely, (i) cost type and (g

benefit type. Considering their natures, a berafiibute
(the bigger the values better is it) and costlaitg (the
smaller the values the better) are of rather oppdgpe.
In such cases, we need to first transform the baitkei
values of cost type into the attribute values ofdji
type. So, we transform the intuitionistic fuzzy ban
matrix D =(dij )mm into the normalized intuitionistic

This completes proof the theorem.

In the next section, we suggest an applicatiorhef t
measure proposed to multiple-attribute decision ingak
problem and give an illustrative example.

5 Applications of intuitionistic fuzzy
Jensen-Rényi divergence to
multiple-attribute decision making

Vagueness is a fact of life and needs attentiomatters  r, = (/4j WV T )={
of management. It can have several forms, for ed@amp
imperfectly defined facts, indirect data, or impsec
knowledge. For mathematical study, vague phenomena i=12..,n j=12..m
have got to be first suitably represented. IFSsfawnad
to be suitable tools for this purpose. In this isegtwe
present a method based on our proposeditionistic (dij)C :(Vij #;17711)-
fuzzy Jensen-Rényi divergendefined over IFSs, to
solve multiple-aifribute decision ”.‘"".""?9 probl'erm;. defined in (10), we now stipulate following stepssblve
may be remarked that for a determlr!lgtlc or proliis our multiple-attribute intuitionistic fuzzy decisio
phenomenon where patterns shetability of the form, ; )
L . making problem:
parameters have perhaps limited rule, but in vague
phenomena, parameters provide a class of measundes 8tep 1: Based on the matrR:(rij )m, specify the
choice for making appropriate selection by testin
further. Intuitionistic fuzzy Jensen-Rényi divergen
defined has parameters of two categories- the gwega A ={<G Y7 ,7T”.>|Gi DG},
parameters)'s, and an extraneous parameter each . . :
. . j=212..mandi=122..,n
serving a different purpose. In the example below,
bring out their role in multiple-attribute decisiomaking. ~ Step 2:Find the ideal solutioA’, given by:
Multiple-attribute decision making problems are RV, ARGTERVEN, Y
defined on a set of alternatives, from which theisien A= {Wﬂ o o) bV ) } (24)
maker has to select the best alternative accotdisgme “"<'“n:"/nw 7Tnm>
attributes. Suppose that there exists an altemativ  where, for each = 1,2....,n,

fuzzy decision matrbIR:(rij )m by the method given by
Xu and Hu [30], where
d;,

(d,), for costattributeG,

for benefitattributeG,
23)

where (dij)C is the complement ofd,, such that

With attributes harmonized, using the measure

%ptionsA (j = 12,...,m) by the characteristic sets:

setA:{Al,Az,...,An} which consists of malternatives, max g ,minv,
the decision maker will choose the best alternaftioen (uwom)=| B _ _ (25)
the set A accordng to a set of n 1‘mj5‘X/Uij —minv,

attributesG = {Gl,G2 G } Further let D= (dij )Wm be
. ul . .
the intuitionistic ~~ fuzzy  decision matrix, Step 3: Calculate JR»ua(Ai’A) using the following

whered, =(,L{J Y, 7TJ) is an attribute value provided by expression for it:

n

the decision maker, such thgtindicates the degree with

which the alternativé\ satisfies the attribu®, v,
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(/]IﬂA (X)H]IZIUA( ))a | and thenD =(d”. )&5 is transformed intcR:(rij )&5, we
get the following table:
log +(J ( )+ A, (x ))a Table Il: Normalized intuitionistic fuzzy decision

( ( )+/], ( ))a matrix R
RN o, G5+ ()Y (26)
h-a) % {+ (n () }

gy

A A A A A

(0.5,0.4, (0.4,0.3, (0.5,0.2, (0.4,0.2, (0.6,0.4,
0.1) 0.3) 0.3) 0.4) 0.0)
(0.7,0.2, (0.8,0.2, (0.9,0.1, (0.8,0.0, (0.5,0.2,
0.1) 0.0) 0.0) 0.2) 0.3)
(0.3,0.4, (0.2,05, (0.1,0.6, (0.3,0.7, (0.1,0.8,
0.3) 0.3) 0.3) 0.0) 0.1)
(0.6,0.2, (0.6,0.3, (0.8,0.1, (0.9,0.1, (0.4,0.2,
0.2) 0.1) 0.1) 0.0) 0.4)
(0.4,0.5, (0.6,0.4, (0.3,0.5, (0.5,0.3, (0.9,0.0,
0.1) 0.0) 0.2) 0.2) 0.1)
(0.3,0.1, (0.7,0.1, (0.6,0.2, (0.6,0.1, (0.4,0.3,
© 0.6) 0.2) 0.2) 0.3) 0.3)

®

O 0 O

I\

o O

where A, A 0[01], and A +A =1 0 j = 1.2,...m.

Step 4: Rank the alternatived , j=12...m, in
accordance with the valueﬁ?ﬂ,va(Aﬁ ,A]), j=12..m,
and select the best one alternative, denotedAbywith
smallestJRM(A ,AD). Then A is the best choice.

The step-wise procedure now goes as follows.

Step 1:Based ok = (r”. )&5, we have characteristic sets
of the alternativesA (j = 12,...,5) by

05,0404, 07,020)1( 03,0403),
06,0208, 04,050)1( 0.30.106)
04,0308, 08,020p( 02,05023)
06,030, 06,0400( 0.7,0102)
05,0208, 09,01,0p( 01,0603
(

i
}
)}
08,010, 030502( 06,0202)
1
i

In order to demonstrate the application of the abov
proposed method to a real multiple attribute deaisi
making, we consider below a numerical example.

>
1
—
—_

>
I

Example: Consider a customer who wants to buy a car.
Let five types of cars (alternatived), (j = 1,2,34,5) be

available. The customer takes into account siibaities
to decide which car to buy: (§: fuel economy, (2, :

aerodynamic degree, (33,: price, (4)G,: comfort, (5)
G, : design and (6)G, : safety. We note tha®, is a cost {

P
I

04,0204, 08,0002( 030.7,00),
09,0104, 05,0302( 06,0103)

>
I

NN NN S S~

: _ . o 06,0400, 05,0208( 0.1,080.1),
attribute while other five are benefit attributéext let A=
us assume that the characteristics of the 040204 09000)1 040303
alternativesA (j = 12,34,5)are represented by the Step 2:Using (24) and (25), we obtai’:

intuitionistic fuzzy decision matrixD = (dij )&5 shown in A= {( 06,0204, 09,000} 0-310-4:0-3)}
the following table: (090100, 09,000} 07,0102)

. ]
Table I: Intuitionistic fuzzy decision matrixD Step3: We useformula (26) to measur‘lﬂ,va(Aﬁ 'A)’

A A A A, A, choosing the various values of parameter. First we
0.1) 0.3) 0.3) 0.4) 0.0) and a = 0.7 respectively, we get the following table:
G, (067,8.2, (obsbc;.z, (obgbc;.l, (obs,zc;.o, (ob5éc;.2,
. B B . . . u} —_
o (0403 (0582 (0601 ©r03 ©6aL Table lll: Values of JR, (A, A”) for @ = 030507
03 03 03 00 0 a=03 a=05 a=07
G (06,02, (0603, (0.80.1, (0.90.1, (04,02, -
4 0.2) 0.1) 0.1) 0.0) 0.4) JR, G(A, A ) 0.1453 0.1409 0.1345
G (04,05, (0604, (0.305 (0503, (0.9,0.0, ' .
s 0.1) 0.0) 0.2) 0.2) 0.1) JR/,,VG(AZ,A) 0.1908 0.1584 0.1299
G. (0301, (07,01, (0.60.2, (0.60.1, (0.4,0.3, B
6 0.6) 0.2) 0.2) 0.3) 0.3) JR/,,va(Ag,A) 0.1617 0.1400 0.1214
u)
First, we transform the attribute values of cogtety ‘R‘v”(A‘“A) 0.0946 0.0905 0.0849
(G,)into the attribute values of benefit ty{g&) by IR, (AA) 01483 0.1467 0.1424

using Eqg. (23):
« [( 030408, 020508(010603) Based on the calculated values JRM(AX ,A]) in table
(G3) :{( 0_3’0_7'0@( 0.10.8,0.1) } Ill, we get the following orderings of ranks of the

alternativesA, (j = 12,34,5):

Fora =03, A-A-A>A>-A.

G, =

3
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Fora =05,
Fora =07,

A-A-A-A-A.
A-A-A-A-A.

R. Verma et al.

Resulting inA as the most preferable option. Thus for a
given value of parameter, averaging parameterg's

Since JRM(AMA]) is smallest among the values of“"

{i=12..58 fora=03,0=05

R, (A.A)

Thus here we find that variation in values @f brings
about change in ranking,
unchanged.

effect the choice.
The numerical example shows that change in order

of the rankings results by change in paramete& a

anda =07, so A is the most preferable alternative.&Stablishing the significance of these parametersuilti-
attribute sensitive decision making problems.

but leaves the best choi%e Conclusions

Change in Consideration:ln the above consideration, The paper provides a measure and application in

same values ofl’ were taken. But in a realistic situationmultiple-attribute decision

these can also be different for different altenedi The

experience or pressures) on the decision maker.

Let us next consider intuitionistic fuzzy Jensemiré

divergence measuréﬁg,ya(Ai ,AD), taking different
values ofd :

We taket =05 4 =05;4 =04 4 =06;4 =08
A=02;4=051=05;, X£=03 AX=07 and

a =05.
Calculating]R/I,ya(Aj ,Aj), we get the following table:

Table IV: Values ofJRM(A,AD) for a =05

JR,, (A, Aj) 0.0965
JR,, (Az, Aj) 0.1644
JR,, (Ag, Aj) 0.0856
JR,, (AA, Aj) 0.1178
JR,, (AS, AD) 0.1479

The resulting order of rankings then is
A-A-A-A-A.

ThusA, is the most preferable alternative.

If we take

A =051 =05;#=07,4=03;4=03 ¥=07;

A'=041=06, XF=08 XF=02 and a=05,

caIcuIatingJR],va(Aﬁ ,A]), we get the following table:

Table V: Values of JR, | (A,A]) for a =05

JR,, (A, A]) 0.1409
JR,, (AZ, AD) 0.1296
JR,, (Ag, AD) 0.1493
JR,, (AA, AD) 0.1268
JR,, (A,,, A]) 0.0965

The resulting order of rankings then is

A-A-A-A-A.

making problem under

intuitionistic fuzzy environment. This study caradeto

value of &' may then depend on an un-explicit (like pas§ymmetr|c measure and resulting other insight into

studying IFSs.
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Complex systems are characterized not only by lersity of their components, but also by the
interconnections and interactions between them. fadeling such systems, we often need several
formalisms and we must concern ourselves with degistence of heterogeneous models. This objective
can be achieved by using multi-modeling. The tamnsation of such models in a pivot model is a
technique in this context. This paper introduces EHEVS 'Discrete Event System Specification' which
model coupling approach is supported by a propdsatransformation of Petri nets in DEVS models.
Petri Nets are universal formalisms which offer haahatical and graphical concepts for modeling the
structure and the behavior of systems. We presenhamisms which can systematically transform the
places and transitions in Petri nets to DEVS mad€le coupling of these models generates a DEVS
coupled model capable of running on platforms base®EVS formalism.

Povzetek: Opisana je transformacija Petri mreZnmfalizem DEVS.

1 Introduction 2 Multi-modédlling

The diversity and the complexity of increasinglpwmg Currently, systems can achieve large degrees of
systems has forced the scientific community teomplexities and heterogeneities by combining rpldti
implement tools for modeling and simulation [1] [3] aspects which requires the use of several formaliem
more and more efficient and meet the expressdlbeir representation. Multi-modeling is used toresgnt
requirements and constraints and support thbese systems by using different formalisms. Is taise,
heterogeneity and especially coupling systems fioua many models based on different formalisms can sbexi
disciplines. Now, it appears essential to use fattler in a single model. According to Hans Vangheluwe [2]
tools which offer extensive possibilities of abstran the paradigm of multi modeling focuses on threesaxe
and formalization. The multi-modeling consists sfng - Different formalisms describe the coupling and the
several formalisms when one wants to model complex transformation of models.

systems whose components are heterogeneous [4]. Bhe The relationship between the models at each leivel o
idea developed in this paper is to determine a pioive abstraction is clearly defined.

formalism and abstraction that is as universalassible « The meta-model focuses on the description of the
to federate a set of concepts for the expression of classes of models (models of models).

different models. Once the formal model deSCfibeqn [11] there is a representation of various pdss|b

verified and validated it comes to transformingntb an  transformations by using formalism transformaticap
executable form. In this article, we opted for Pagts «“FTG”.

[5] [6] as tools for formal and abstract modelin§ o
complex systems and DEVS "Discrete Event Syste : :
Specification" [7] [8] [9] as universal formalisnorfthe p‘ﬁ’ Related works and motivations
coupling of several transformation models. We detai In multi-modeling, several researches have focused
what follows mechanisms for transforming Petri netthe study of the relationship between PN or other
(PN) in DEVS models [10].lt consists of an algamith dynamic formalism and DEVS formalisms, since DEVS
permitting to systematically transform places ands considered as one of the basic modeling formalis
transitions to atomic DEVS models. based on the unifying framework of general dynamic
This paper begins by introducing the concept omodeling formalism. Juan de Lara and al. proposed i
multi-modeling. Then, we formally define DEVS and P [12] a modeling based multi-paradigm to generate PN
specifications. The following section shows theestith and State-Charts. It consists of modeling at mialtip
of DEVS as a universal system of multi-modelingevels of abstraction implemented in ATéNA Tool for
followed by a formal approach to transform PN in\l3E  Multi-formalism and Meta-Modeling) [13] [14] [15],
models. We end this paper with a conclusion and#here is presented a graphical abstraction of meta-
perspectives. models of Sate charts and PNs. The use of CD++ to
develop PN [16][17] is close to our work. However it
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only provides tools for generating PN by usingdityrof connect the outputs of the components to thosenef t
predefining models for PN places and transitionsoupled. IC defines internal coupling. It connette
Therefore, one may be not finding the appropriateleh outputs of components with entries from other
for a given transition especially when it contamdig components in the same coupled model.
number of ports. Furthermore, in [17] we don't fiad In DEVS, both of atomic and coupled models can be
vital parallelism because firing transitions is egtled. represented graphically as illustrated in Fig. 1.
That means one never finds more than one transition
firing state, while the parallelism is one of the
fundamental PN characteristics. Thus the conflic
characteristic of PNs is silently absent, sincehauit L P@éé-.
parallelism the problematic of conflict is not camesed. b %t;,
So the value of our work is that is characterizgdthe i L
development of algorithms that can automaticall
transform the existing PN in DEVS models [10].
Moreover, the most important characteristics of Bish (a) Atomi¢ model (b) Coupled model
as parallelism, concurrency and conflict are weh
preserved in our approach. Figure I Representation of DEVS (a) atomic and (b)
coupled models.

b System )y il

4 DEVSformalism

DEVS was initially introduced by B. P. Zeigler [} 5 Petri nets (PN)
1976 for discrete event systems modeling. In DEVRetri Nets are a modeling formalism originally deped
there are two kinds of models: atomic and couplebdy C. A. Petri [5] [6]. They are very suitable for
models. Atomic model is based on a continuous tim@odeling dynamic systems.
inputs, outputs, states and functions. Coupled tscate Several types of nets can be used (timed Petrj nets
constructed by connecting several atomic models. colored Petri nets ...) [19] [20]. We use classicatrP

A DEVS atomic model is described by the followingnets defined by the following 5-tuple:

equation:
PN = (P, T, PRE, POST, Mo) 2

AtomicDEVS = (X,Y,Sgint,6extdcon), ta) 1) . ) "
P: is the set of places. T: is the set of trans#tidPRE:

Where: the matrix generated by applying P xI N. PRE [j, j] =

X is the set of external inputs. Y is the set addel n/ n = 0 if the place is not upstream of the titéors tj
outputs. S is the set of statémt: S— S: represents the else n =t / 1 is the weight of the arc from pi to tj. POST:
internal transition function that changes the stt¢he the matrix generated by applying T x»N. POST [j, j]
system autonomously. It depends on the time elajpsed= n / n = 0 if the place pi is not downstream oé th
the current state. transition tj else n = / t is the weight of the arc from fj
dext: SxX—S: is the external transition function occurgo pi. MO: is the vector of initial marking. M[i] ¥ / k is
when model receives an external event. It retutasiew the number of tokens in place pi. Fig. 2, shows\airP
state of the system based on the current staten: the left (a) which consists of three places and one
X—SxS: is the transition function of conflict. It ags if transition modeling action (T1) having two condiiso

an external event happens when an internal systmss (P1, P2) to be run. The result is put in place (P3)
changes. This feature is only present in a var@nt

DEVS: Parallel DEVS [8] [18].: S— Y:is the output § PN to DEVS Transfor mation

function of the model. It is activated when thepsied
time in a given state is equal to its life (ta (gpresents

the life of a state "s" of the system if no extéreeent 6.1 Why DEVS?

occurs). DEVS provides a modular and hierarchical
Coupled DEVS formalism describes a system as rapresentation of dynamic models. Events geneitajexl
network of components. model can take values in different areas and camsbd

as stimuli for other models. Also, according to B.P
CoupledDevs=(X%i,Yser,D,{M o/d€D}EIC,EOC,IC) (1) Zeigler [7] [8], we can show that there is a DEVSdal

Where Self: is the model itself.. is the set of corresponding to each discrete event systems. Wgaa

inputs of the coupled model.sf is the set of outputs of further, in fact, DEVS can be ‘universal’ [21] aatlows
P P . self put the coupling of models and formalisms describech wit
the coupled model. D is the set of names associait&d .
. : heterogeneous paradigms [11].
the components of the model, self is not in D.gfMl € L . :
. The main idea is that the models are considerduaak
D} is the set of components of the coupled modéC,E . . .
) ) ; boxes that have links with the outside world otigotigh
EOC and IC define the coupling structure in thepted ) : . .
model. EIC is the set of external input couplingbey ports of inputs and outputsUsing this abstraction
connect the model inputs coupled to those of it: OV\}‘eature, several models can be coupled while engoyi

components. EOC is the external output couplingeyT the reuse of existing models. It is also possilde t
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perform the formal verification of DEVS models, whi transition. (c) and (d) represents the minimum Gf |
is a valuable aid in the design of systems [22].[23 between a place and a transition. (e) Corresponds t
Several DEVS-based platforms are available such gsaphical representation of IC in case of conflietween
VLE (Virtual Laboratory Environment)[24][25], two transitions. Finally (f) represents the IC gpital
DEVSJAVA [26] developed in Java, Cell-DEVS transformation with parallelism.

(Cellular DEVS) which is based on the formalism of Formally, the transformation is presented as follow
cellular automata [27].

The coupling of models based on DEVS is a typiaskt PN = (P,T,PRE,POST,Mo0)—

However, non-DEVS models require an extra effottéo  CDEVS=(X,Y,D,EIC,EOC,IC)

coupled. Two methods exist to incorporate a non-BEVWhere:

model into a DEVS environment: co-simulation and® ={P U T}

transformation [28]. The transformation of non-DEVSX = {InitP, InitT}

models (PN in our case) in DEVS models requires % = {OutDi / Di is atomic model representing PiDi}
specifying models in a uniform language. In theecasa EIC = {(CDEVS.InitP, PDEVS.IntPiy (CDEVS.initT ,
co-simulation, the communications between simu&i®r TDEVS.IntTj)/ i € N* & i < Number of places,§ N* &
considered. Several works such as HLA (High Levgl< Number of transitions }

Architecture) [29] take in account this way. EOC = {(Pi.OutPi, CM.OutPi) , (Tj.OutTj, CM.OutTj)/
_ € N+ & i<Number of placesgN* & j<Number of
6.2 Mechanismsof PN to DEVS transitions }
transfor mation c={ N
The idea of our approach is to have as result a ®EV {(F?"AP_'TJ’ TJ'AR'TJ) / PRE["!]?O}
coupled model (CDEVS) faithful to the input PN. U {(Tj.AT|Pi, PLAT|Pi) / POSTIi,j]>0 }
U {{Tj.CTj} X {Pi.CTjPi} / PRE[i,j]>0 }
621 Structureof Resulting DEVS Model U { (PL.C PiTj , Tj.CPiTj} / PRE[i,j]>0 }

The transformation of Petri provides a DEVS couple
model where places and transitions are replaced
atomic DEVS models. Fig.3, illustrates the CDEV
model corresponding to the PN example. The DEV
model corresponding to the "transition" of PN (TD&EV - -
for "Transition DEVS") is characterized by an outpuAlgorithm 1: Transformation PN To DEVS
port "control' (CT1) able to send events to places .
upstream and verify the number of tokens or infgnem ~ Main_PN_DEVS
about its firing. However, TDEVS receives eventsnir
the models corresponding to places upstream (PDEV&PUt PN= (P, T,PRE,POST,MO)
"Place DEVS") with control ports as much as numtifer Output CDEVS //coupled model
places (CPiT1). Begin :

TDEVS is not linked by its downstream CDEVSCreate CDEVS as coupled DEVS model //void model
except by output port for each AT1Pi (in blackjitorm  For all transition ido
them about its crossing. All TDEVS and PDEVS are create TDEVSi as atomic DEVS model
provided with an output port OutTi and OutPi (ilnd). end for
These ports are coupled directly with the outputpfor  for all places jdo
eventual CDEVS output. All PDEVS have an input port create PDEVSj as atomic DEVS model
(InitPi) by which they are coupled with CDEVS via a end for
input port InitP (in green) to initialize the mangi of  for all PDEVSjdo
places. The arcs from place Pi to the transitiorafg add ‘InitPj’ as intput port and join it to
translated into output ports APIT] (PDEVS) andufip  cpgVS.IN.InitP //starting tokens
ports APIT] (TDEVS) corresponding to T (black). eTh add ‘OutPj as output port and join it to
creation of _the structure of DEVS_ model C(_)rrespngdl CDEVS.OUT.OutPj //output stream
to the PN is performed by algorithml which takes aSd for
input a PN= (P, T, PRE, POST, MO0). The result is for all TDEVSido
DEVS model. Algorithml creates links corresponding
the arcs that link places by upstream transitibasks to
PRE matrix. The POST matrix is used for the couplin
between TDEVS (transitions) and PDEVS (places) ) o
downstream of the transition. add ‘OutTi’ as output port and join it to

Fig. 2 illustrates the elementary transformatiofis 0 CPEVS.OUT.OutTi //joutput stream
PN components to their equivalent objects in DEVS. add ‘CTi" as output port // control: check, eeg,
Where (a) represents a single place with the minirodi decrement, cancel
ports it has to possess. (b) lllustrates a sindgleerg

/i € N* & | < Number of places,§ N* & j < Number of
gr)r;msitions

add ‘InitTi’ as input port //initialize, stop, pagis
release
join ‘InitTi" port to CDEVS.IN. InitT port //capling
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Figure2: Graphical representation of elementary transforonatand IC between generated DEVS models

for all PDEVSjdo

if (PRE[i,j] > 0) /lupstream place

add to PDEVSj ‘CTiPj’ as input port //check, reserv

decrement, cancel

join TDEVSI.OUT.CTi to PDEVS].IN.CTiPj //
coupling

add to PDEVS;j ‘CPjTi’ as output port //ok, busy
,number_of free tokens

add to TDEVS:i ‘CPjTi’ as input port //ok, busy
,number_of free tokens

join PDEVS).OUT.CPjTi to TDEVSI.IN. CPjTi //
coupling

add to PDEVSj ‘APjTi’ as output port //aralue
= PRE[i,j]

add to TDEVSI ‘APjTi’ as intput port //arealue

= PRE[i,j]

join PDEVS).OUT. APjTi to TDEVSIi.IN.APjTi //

coupling

end if

if (POST]Ii,j] >0) //downstream places

add to TDEVSIi ‘ATiPj" as output port //ancalue
= POSTIi,j]

add to PDEVS] ‘ATiPj’ as input port //analue
= POSTIi,j]

join TDEVSIi.OUT.ATIPj to PDEVS).IN.ATIPj //
coupling

end if

end for
end for
end Main_PN_DEVS
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§,0utP1 OutP:
P1 CT1P1 f
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4 nitP3
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\ - P aTip3| ATIP3 P3 pp0utP2
P2 f (ceam el P |
InitT1 OutTl OutT1
o crrdl P2 .
L OutP2 Outp

Initializing places — Increment or

Initializing transitions decrement tokens

Control stream —— Output stream

(a)Petri Net example

Figure 3 PN to coupled DEVS transformation.

(b) corresponding DEVS coupled model

events and foBex;, dint anddcon that the function does not

6.2.2  Dynamic of Resulting DEVSModel produce an output state. The "&" symbol indicatest t

The dynamic of generated DEVS model is controllgd bthe events are simultaneous.

the functions of DEVS formalism which agént, dext

and L. After initialization of places (PDEVS) by theleyvent Current o St Seon b. (current state)
initial marking and after launching the evolutiofitbe state

model by the event "initialize" received by allrtsitions |initialize checking Out
(TDEVS), the latter are in state "checking" (Bgxt) to |pause all states |_F2used Out

see if the number of tokens in places upstream |8&op Stopped Out
sufficient to achieve a crossing. Event "check8ast by |release checking Out

L. After receiving the event, PDEVS transmit the bem [ ccokenk Reserving

of their free tokens (which are not reserved byeoth  Ivalidated _ Ivalidated

transition) withd as well. If the number of tokens is{®¥ Reseving |\ oserving |"€%™"Yreserving |€S™ve
sufficient to validate the transition (TDEVS), thi&tus is |fail canceling Canceling

changing from "checking" to "reserving” and the mve _ _ decrement &
"reserve” is sent withk. The firing does not occur |2!€vents | Validated checking increment & ou
directly. It must go through a reservation statusvoid [all events | Canceling| [ checkifig [cancel

conflicts (if places are upstream of several ti@mss), as

long as the transitions are in continuous comjpetitin

this way the properties of PN in terms of dynanacsl )

competition is faithfully preserved in our transfation 6.2.3 Example of Transformation

approach. Fig. 4 and 5 present an example of transformatfaone
When PDEVS receives the event "reserve" it returnsf famous case study in PN training field: Producer

"ok" if there is still enough free tokens, othergjist Consumer (Prod_Cons_PN).

returns "fail". If TDEVS receives at least onailf, it The formal definition of this PN is:

returns immediately the signal "cancel" to reledise Prod_Cons_PN = (P, T, PRE, POST, MO0)

reserved tokens. It puts its state "Validated" othee. P ={P1, P2, P3, P4, P5, P6}

At this point, the transition can pass the crossamgl T={T1,7T2, T3, T4}

therefore returns "decrement" to PDEVS which will

destroy the tokens reserved by TDEVS in question.

sends simultaneously "increment" to PDEVS locate

downstream in order to increment the number of iske

with the value received by the input port (weightie).

After firing a TDEVS, it rehabilitates "checking'hd so

on.

Functionsdex, dint, dcon aNd A, characterizing the models

TDEVS, are summarized in Table2. The first two

columns represent the inputs, which are the evants

the current state. The other columns show the @sitpll  roduction), P3 (plug containing products, inifalplug
each function. The table rows are grouped sepgriiel s empty), P4 (Consumer is ready to consume), T3
each current state and models PDEVS. Functions &igagin of consummation), P5 (Consummation is riid),

shown in Table 2. By convention, if all events hae (g of consummation) and P6 (Number of free puts,
same impact, we write "all events”. Empty cellsigate  initially: all puts in plug are free).

the absence of values, farthat means the absence of

Table 1: The outputs of the TDEVS model functions.

PRE = POST= M, =

—_o oS o -
cooco —o
= ==
c—cocoo
cooo —o
coo—o —
co—~oc oo
—_—o —oc oo
R =

P1 (Producer is ready to produce), T1 (Begin of
production), P2 (Production is run), T2 (End of
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|Event |Current state |6ext |6im |600n |x (current state)|
linitialize lall states | Checking | | Checking | out |
check Checking Checking

reserve Reserving Reserving

- . - . - free_ tokens
increment checking Incrementing Checking Incrementing

decrement Decrementing Decrementing

cancel Checking Checking

check Reserving Reserving

reserve Reserving Reserving

- reserving - Checking - ok, fail

increment Incrementing Incrementing

decrement Decrementing Decrementing

cancel Checking Checking

check Checking Checking

reserve Reserving Reserving

increment incrementing| Incrementing Checking Incrementing Out

decrement Decrementing Decrementing

cancel Incrementing Incrementing

[check | decrementin§ Checking | Checking |  Checking |  out |

Table 2: The outputs of the PDEVS model functions

Fig.4 represents the coupled model faithful toRihe if it fails to be validated in order to not paradypther
modeling Producer-Consumer. Fig.5 illustrates the&ansitions which are in conflict with it.
corresponding coupled DEVS model. We conserve the In this paper we presented the generalized PNhfor t
same color signification as shown in Fig. 3: Caloeen reader to understand the mechanism of transformatio
to initialize places’ tokens number. Color orange tHowever, other extensions such as coloured PN lsan a
initialize transitions. Color red: to illustrate mtool be processed. In this case, tokens will no longer b
stream. Color black: to illustrate tokens incrermanior trivialized. We will need to extend the type of
decrementing and color blue for outputs. representation to comprise a list with differentoces.

Thus, during the broadcast of the event "checkh vait

6.2.4 Discussion transition. Places of upstream should check the por

Petri nets are formal tools modeling dynamic systen{:Onnecung to the transition in order to send o_tMg_
dealing perfectly with the aspect of Competitionnumber of free tokens with the same colour as fipdci

concurrency and parallelism. Therefore, they regu™~
gentle handling during mapping in order to not ltsar
specifications. In our approach, competition isspreed

by the creation of temporary state transitions Whécthe L )
reserving state. Thus, a token cannot participatthe = m 72 o
same time, in the firing of two transitions in cloctf :I L8

However, the transition must immediately releasens

NP4

~ ~ P3 P1 A~

Consismnes Produces

Figure 4: PN Producer-Consumer.

Figure 5: DEVS coupled models corresponding to
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at this port.

In addition, the DEVS formalism provides flexibjlit
in the internal structure of the models [30]. Madglay
disappear, others can take over. This aspect cdrdiyn
structure related to DEVS will simplify the compitgxof
PN related to the representation of structural gharn

systems. Therefore one DEVS model can represetl]

several PNs at a time.

v

In this paper we have presented a transformatiq@z]
approach of Petri nets to DEVS models, where places
and transitions are transformed to atomic models.
Coupling these models generates a coupled DEVS. Thi
work falls within the framework of multi-modelingnd

Conclusion and per spectives

Informatica37 (2013) 411-418417

Conference (SpringSim11), DEVS Symposjege
103--110 - April 2011

Boukelkoul, S. and Redjimi, M. (2013). Mapping
Between Petri Nets and DEVS Moddioceeding

of the & International Conference on Information
Technology & e-Servic&ousse, Tunisia
Vangheluwe, H. (2000). DEVS as a common
denominator for multi-formalism hybrid systems
modeling. Conference IEEE International
Symposium on Computer-Aided Control System
Design Alaska, pp.129-134.

De Lara, J. and Vangheluwe, H. (2002). Computer
Aided Multi-Paradigm Modeling to Process Petri-
Nets and StatechartsLecture Notes in Computer
ScienceSpringerVolume 2505, pp 239-253.

[13] Home page: http://atom3.cs.mcgill.ca/ De Lara, J

transformation models based on multi-formalismsr O 14] De Lara, J and Vangheluwe H. (2004). Meta-

choice of DEVS as focal formalism was based on its

power in unifying and coupling models. Charactetibyg

its abstraction, implementations independence dsd i
ability to model complex systems in the form of a
hierarchical model, DEVS is a formalism that canthee
unifier of models.

can enjoy the simulation on multiple DEVS base

By the transformation presented in this paperPNe

platforms.

Our perspectives focus on the implementation of

[15]

Modelling and Graph Grammars for Multi-
Paradigm Modelling in AToM3. Manuel Alfonseca.
Software and Systems Modeling, Vol 3(3), pp.:
194-209. Springer-Verlag. Special Section on
Graph Transformations and Visual Modeling
Techniques.

De Lara, J., Vangheluwe, H. (2005): Model-Based
Development: Meta- Modelling, Transformation
and Verification, The Idea Group Inc pp. 17
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Holonomic brain theory provides an understandingnefural system behaviour. It is argued that
recognition of objects in mammalian brain followssparse representation of responses to bar-like
structures. We considered different scales andntaitons of Gabor wavelets to form a dictionary.
While previous works in the literature used greedysuit based methods for sparse coding, this work
takes advantage of a locally competitive algoritfhCA) which calculates more regular sparse
coefficients by combining the interactions of &i#l neurons. Moreover the proposed learning
algorithm can be implemented in parallel processivgch makes it efficient for real-time application

A complex-valued synergetic neural network is tdimsing a quantum particle swarm optimization to
perform a classification test. Finally, we provida experimental real application for biological
implementation of sparse dictionary learning toagoize emotion using body expression. Classifinatio
results are promising and quite comparable to theognition rate by human response.

Povzetek: Z zgledovanjem po bioloSkih sistemilngdgtavijena je metoda‘anja vizualnih vzorcev.

1 Introduction

Neural structure has been one of the inspiratiohs cepresentation is generated in which selected fesitu
machine learning. However, the concept of axonaatisfy the orthogonality assumption.

discharge is misunderstood. Pribram’s holonomidnbra  This paper applies a locally competitive algorithm
theory, proposes the term neuromodulator rathen th@LCA) [2] to extract the sparse coded definitionvigual
neurotransmitter to refer to the electrical gafuimctions patterns. A synergetic neural network (SNN) is used
(axodendritic and dendo-dendritic) caused by chalmiclearn the visual features of a class of objectdNNS
synapses. Accordingly arrival patterns of a nempulse parameters are optimized with a quantum particlersw
are described as sinusoidal fluctuating hyperpoddions approach.

(-) and depolarizations (+) which are inadequataige

to make a nerve impulse discharge instantly [1]pMaf 1.1 Holonomic brain theory

these hyper and polarizations are called recefiiigs.
These receptive fields of visual cortex contain tipld
bands of excitatory and inhibitory areas whichactine
detectors. Thus neurons are tuned to a limited il

The fact that for a harmonic oscillation we carheit
specify frequency or time (i.e. Heisenberg’s priteiof
indeterminacy) has linked psychophysics and quantum

. : . . mechanics. Gabor function is described as the
of frequencies to provide harmonic features; Ineoth : _— ) :
modulation product of an oscillation with a given

words neurons behave like active filters sensitige ; .
: . frequency (carrier) and an envelope in the form of
oriented lines, movements and colours rather than LN ; . . X
. . o normal distribution function. A biologically-plaude
Euclidean-based geometric features. A specific asha

e : Phodel for the visual pathway (retina, LGN, striate
could be represented as a combination of filtepaases cortex) is described as a triple of convolutionkede
(2-D convolution integrals). A set of filters islieal a P X

- . - ttriple convolutional preprocessing provides maximal
dictionary, since elements of a dictionary are not' . : . ) . -
C(%dmg of information. Biological Infomax visual

orthogonal to each other, there are many redundaft .~ )
. ognition models such as independent component
features to represent an image (overcomplef:e

I L analysis (ICA) [3] and sparseness-maximization [Agt
approximation). A more sparse representation iaiobtl . e
; . .have better performance than classical Principal
by selecting the best features among those witth hi

: . omponent Analysis (PCA) or Hebbian models[5].
correlation with each other. And remove other - o

. . : elations between sparseness-maximization net and
Following an iterative strategy, the sparse code

endritic fields describes a dendritic implememtatof
sparseness-maximization net [6]; Though the ddndrit
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implementation is limited by infomax process whichyhere a. and GW. are Gabor coefficient and
could be originated from top down lateral inhibitio : J

Olshausen and Field formulate the reconstruction
stimuli in receptive fields of simple cell usingaspe

&lementary Gabor function corresponding to the J
element in the dictionary. The superposition of @ab

coding [4, 7]. Advantages of combining Gabor re fields is in analogy to dictionary learning thapresent

: O . the equation in similar form [4, 7, 9]. Thereforthe
asin [4, 7] over ICA-like shapes af?-Q??95'??‘?®y selection of Gabor coefficients can be performedaby

sparse coding algorithm such as LCA so that an énisig
represented with minimum subset of Gabor elementary
functions.

Output of V1 is projected to peri-striate cortex2jVv
where probably retinal images are reconstructeiphléFr
stage convolution in visual pathway has inspired
convolutional neural networks acting as a coursén
process; though the research has focused mostly on
magnitude data [11]. Some of the works includedspha
information to form an associative memory netwdrR][
Table 1 compares some of basic approaches of
holonomic phase-magnitude encoding approaches.

Here we proposed a recognition algorithm based on
_ ) _ ) ~the holonomic brain theory. Experimental resultg ar
Figure 1: Microstructure of synaptic domains incompared to the state of the art algorithms. Funtoee,
cortex[1]. Overlapping line detectors (vertical andye applied the algorithm to recognize emotions tase
horizontal circles ) combined to represent a shisifA)  phody expression data which is inspired by the actio
and interacting polarizations producing the defwrit hased behavior in psychology. Classification resatte
fields (B). compared to those of human recognitions.

Since then sparse coding is improved by many
researchers. Though, most of them used gree Sparse Coding
approaches to compute a sparse representation].[8-
Accordingly, Biological realization of sparsificati was
unknown. However, in the recent work [2] a locall
competitive algorithm (LCA) is proposed which isskd
on biological inhibition in neural circuits.
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llgepresenting an image with a few elementary funstio
is widely used in image processing and computeowis
yDetermining image component is useful to remove the
noise. Also decomposition is used for compressign b
simplifying image representation.

Table 1: Comparison of basic holonomic approaches[1 In computer vision decomposition is a tool for

Quantum o feature extraction. An elementary function is chltesis
o ie ; ; i~
HNeT | Associative ICA computing and set of bases functions is a dictionary. Inyeaddels

Net choice of dictionary elements was subject to

A general . o .
model with orthogonality condition. A complete representatioh
Effectiveness | €Y  |Effective | Very Effective| POl | image is a linear combination of bases in the oy,
Effective very effective| . . . . .
“Sub- derived by projection of image into bases. Howegenr

_ __| branches” quality of representation in complete solutionsutesl in
biological | FundamentalFundaments bg’u't”;f’;igfgf’;e fundamental  relaxation of orthogonality condition and applying
plausibilty | levelonly | levelonly | ™ o5 | 'evelonly | gyercomplete dictionaries. Due to useful matherahtic

indirect . artially characteristics obtained by orthogonality (e.g. potimg
similar core | direct | notyetknown Tt decomposition coefficients with projection),

as QAN overcomplete dictionaries are still meant to betigly
_ limited to orthogonal. A common approach is to use an orthalgon
a mixture of . L. . .
natural and|  @ssoc. | unknownbio | Jo subset of a large dictionary containing all possibl
artificial mepn;(t)t;y"?n Implen;/em‘r’lb'"tsstiII missing elements.
features | recognition Early works applied gradient descent to train the
dictionary. Bayesian approaches also have been tosed
The striate cortex (V1) is the area of consciousuai represent an image based on the MAP estimatioheof t
perception in brain. Experimental results from fimwal dictionary components[13].

magnetic resonance imaging (fMRI) supported thiztoef Textons are developed as a mathematical
of the visual cortex in V1 in response to a stinmalh be representation of basic image objects[14]. Firsages
estimated by a 2D Gabor function. A Gabor field the are coded by a dictionary of Gabor and Laplacian of
superposition of different Gabor functions’ respesis Gaussian elements; Responses to the dictionaryeatsm

WM is Combined by transformed component analysis.
| = ijlajGNj @) Furthermore, sparse approximation helps to findoaem
general object models in terms of scale and pd4tbfe

Possible quantum
implementation

Main weakness
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Active basis model [16] provides a deformable teatepl
using Gabor wavelets as dictionary elements. They a . . . . . . . .
proposed a shared sketch algorithm (SSA) inspined b

AdaBoost. - - -

2.1 Gabor wavelets

Biological models in object recognition are basedtie = Il

findings of functional magnetic resonance imaging

(fMRI) of mammalian brain. process of images in N

receptive fields (V1) is more sensitive on bar-like = . II
structures [17]. Responses of V1 are combined heget

by extrastriate visual areas and passed to infenmbeal = n

cortex (IT) for recognition tasks. Research in Fi 2 A dicti f Gab let
computational neuroscience argued that recognitibn lgure 2. Ictionary of abor wavelets.

objects in mammalian brain follows a sparse

representation of responses to bar-like structj#e&8]. . . "
Gabor wavelets are widely used as biologically iresp 2-2 Sparse coding using locally competitive

basis to model information encoding in receptivads. algorithm
2D Gabor function cantered ab{xo) is: Response to a dictionary of Gabor wavelets is an
| 0e%)?, (y-¥0)? overcomplete representation. Sparse coding is the
G(x, y) = 1 e o. o, ei[éoxwoy] (2) method of selecting a proper subset of responses to
24 250 .0 represent the image (signal). In addition to bialab

Xy . . . . .
motivations, sparse codlng IS necessary to avoid

. . . . redundant information. Having a fixed number of
where((,t,)is optimal spatial frequency. Using Waveletfeatures redundancy may cause loss of essential

translated. General form of Gabor wavelet funcigon levels (Fig.4).
o
W~ @kcoPrysigP+(Cxsingrycod)?) _—— < =
GWX Y, wl) =——e & o= AP A
v 27K o ‘1::‘ ! r i '_: a

2
wvtcosrysig) _e—% Figure 3: Edge detection using Gabor wavelets, A.

Original image[1], B. edge detected image with @da

number of features without sparsity, C. edge detkct

image with a small number of features where spaisit
where o is the radial frequency an@ is the wavelet enforced.

orientation. ¥ is a constant representing bandwidth A : . . N :
ssuming an image Jjl its sparse approximation | is

frequency [19]. Approximation o= 77and K = 25 derived according to (1). Optimal sparse codingsttio
are common for 1 and 1.5 octave bandwidfg) minimize the number of nonzero coefficieats which

respectively. Generally is: is an NP-hard optimization problem.
27 +1 We applied a locally competitive algorithm (LCA)
K=+2In2 T (4) [2] to enforce local sparsity. Unlike classical mgEa
-1 coding algorithms, LCA uses a parallel neural stres

A dictionary of Gabor wavelets (as shown in Fig.2)inspired by biological model. LCA is applied to
including n orientations and m scales is in thanf@f: minimize the mean square error combined with a cost

GW,(8,w), j=1,...mxn, where function in the local neighbourhood:
krr _1 —1I?
9:{—,k:l...,n—1}, (5) E(t) = 2|||(t) 'o” +)IZC(aj (t))- (6)
n i
NG Thresholds are useful to generate coefficients eithct
and w:i,i =1..m. zero value.
I For a threshold function, ,,,(.) , cost function C is:
_(-a)°/
Clay(@) =7+ alay], (M
u —al
Ty (U)) = — ®)

1+ e—V(U,- -A)
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f L-|m|t of T as %/_>hoo d|s CaILe(:Id!dealfthre.sholdmg(;j C, :<GV\/J., |j> (9)

unctlon.. Town()is -ar tres. olding function an (Sett=0and,(0)=0, forj=1,..,n).

Tiww () Is sOft tresholding function. 2. Determine the active nodes by activity
In previous works, there is no real applicatibat has thresholding.

been applied using LCA, although some simulation 3. For each pixel calculate internal state of
results are shown. Here an empirical experimenedas element j

real application of body expression recognition, is
proposed to provide an evidence for the practititityu . :1 CH-um-So  alt
of Holonomic Brain Model as dictionary learning imed % T 000 ; iy () (10)
by LCA.
N >, = <vaj .ka> (11)
= uy(t) [ aill) g
i 4. Compute sparse coefficients (t) foru, (1) .
— uz(t) e a2(t) aj(t+1):Tﬂ(uj(t)) (12)
\
I -l G . \ u, —ai
r . - T U)=——a=n 13)
. "‘, 2(E) P2, (a,y,/l)( ]) 1+e y(u;=4)
> un(t) ! o an(t) 5. If a(t-1)-a (t)y>dthent — t+land go to

step 2, otherwise finish.

Figure 4: LCA structure [4]. . . )

Original SNN used pixel-wised features to represamt
LCA structure acts as a set of integrate and f@erons. object which is not robust in case objects arevariable
response to a dictionary of filter charges therimaéstate shapes (e.g. different body emotions of human)his
of the neurons and leads to the activity of theroeu case, we construct a template model as a collectfon
Neurons with higher charge (internal state) becomgabor wavelet features included in the dictionahjclv
active and fire signals to inhibit other neuronsfirig represents the general characteristics of all hmxbture
signal keeps other neurons that are highly corelaiéh  classes. Test images are convolved with the conmisne
the coresponding active neuron from being active hyf the template model. Sparsity is then enforcedatich
defusing their charge in an unidirectional inhitpiti the best fit over the specific posture. LCA thrddhmy
strategy enables us to remove redundancies efégtiv

WW +)J; . (producing sparse coefficients with exactly zertuga).
Vin(t) um (t / am(t) =Ta(um(t))  Number of output Gabor wavelets are fixed in oraer

—/I\ | - make the comparison with trained prototype of each
2Y0) class. Features are selected based on their highest
Figure 5: integration (charge up) and fire in arago response to the training images; furthermore, each
circuit [2]. feature is allowed to perturb slightly in termsla¢ation

and orientation. In this aspect our template cowcstn
is a modification of shared sketch algorithm [1Bpr

3 LOC&“Y _ Competitive active basis each imagei feature value; corresponded to the
recognition selected Gabor wavelet j, is determined as theviafig:

We applled_ a SL_Jpe:\rwsed algorlthm.to recognize two v :in”_ —Iog(Z(yi)) (14)
types of objects in images; First a pixel-wise apgh
for aligned objects which combines the learned sasnp
of objects in each class to form a prototype ambse a
feature based approach for non-aligned objectshictw
Gabor wavelets are localized to represent a patent
match between specific scale and orientation arge®d §¥
of objects. Both approaches are fed into a synierge
neural network to perform a classification task.

Images are scaled to have the exact same size. E
image is convolved with all the elements in thg
dictionary. Then sparse coding is enforced to mizgm
the representing elements for each pixel. Finall
remaining parts are reconstructed to generate ghses
superposition of the image. For pixel values inlteal Figure 6: Gabor wavelet features detecting the edge
area LCA has the following steps: pattern of different body postures.

1. Compute the response (convolution) fofwith
all the elements in the dictionary.

where y; is derived by maximum likelihood estimation
and Z is the partition function. Therefore, bounesrof
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object are segmented out before the result is gteen space into the partitions, several generatorstsaineost
SNN. precisely the same point in the space. CVT oversome
the poor and non-uniform distribution of some Vaybn

3.1 Complex-valued synergetic neural cells by choosing the generators at cenf2é-27]

networ k Assuming/, . as the maximum potential attention
Synergetic neural network (SNN) developed by HakeRarameter search spgce is defined as:
[20] describes the pattern recognition processha t 0<A <Aoi=L..m (21)
human brain which tries to achieve the learned modgiven a set of Voronoi regios(¢ =1,....Z)in the
with fast learning and no false state rather thaditional m I . . .
neural networks [21, 22] [20]. spaceR [0 R™, each initial positionp, is the Centroid of

A common approach to combine learned samples ifs region.
averaging the feature values. One way to deal with ={XDQ x= nl=| x= foF=1.. = &# }
inflexibility is to use learning object in the sam@w ¢ | F%| ‘ Q‘ c=l.=e#e (22)
which will restrict the classification task. A mely
algorithm is proposed by [23] to combine objects in

deferent poses. Suppose a learned sample oﬂAject

consists of n pixel valuesl is reshaped to a column
vector vand normalized so that:
n (15)

ZVu =0 Figure 7: Centroidal Voronoi tessellation dividiray
j=1 square into 10 regions[28].
: 2

v.| =1 . .. .
;| ”| (16) 33 Quantum particle swarm optimization

(QPSO )

A prototypeV'is the Hermitian conjugate &f nitial attentl . wned Usi ORSO
b ATy -1y . nitial attention parameters are tuned using a
ViE(VIV)VE Ay '§ y _(17) order to minimizpe the overall classificationgerliurthe
A test samples g corresponding to a test image {gst set. Each particle position X, is updated dasethe
normalized and compared to the prototype of eaabscl moyement framework in the quantum mechanics.[29]
using the order parameters. For each prototypedkror giate of the particle is described by a wave famcti
parameterse, is initialized as: M

1o
& =vl.q, k=1..m (18) ¥(Y) N - (23)
where v is the k row in the Hermitian conjugat¥”. Y=X-p (24)
Order parameters are updated derived iterativetly thie h?
synergetic dynamics: L= m_y (25)
.1
& =B(Ak —D+Begg)E+E, (19)  wherey is called intensity of the potential well at pomt
B ) m is the particle mass and h is a constant. FKinér
D= (B+C)Z€k (20) particle i, jr» element of the positiow/ can be updated
k LA
whered; is the attention parameter for class k; B, C ar@®:
constants [24]. Attention parameters could be dmrsid , _ Li 1
balance (equal and mostly unit) or unbalance. X oz pJ + ="l =, (26)
Attention parameters in the model are trained using Lt n 2 uijn
guantum particle swarm optimization in order to '
minimize the overall classification error in thstiset. i
uiJ,n+1 =U (0,1), (27)
3.2 Centroidal Voronoi Tessdllation (CVT)
As mentioned in section 3.1 unbalance attention |_.j = 2a‘x.j —Cj , (28)
parameters should be tuned. We applied a CVT ierord b o n
to cover the whole feasible space in the initiatesof the i_ 1 M i 29
random search. A set of generators are consideses a nT M D pi,n' (29)

group of points in the space forming a Tessellation i _ o
Generators are associated with subsets and poiats where C  is the average of all particle positiomss a
nearer to its corresponding generators rather #mynof  positive real number which could be constant omgea

other generators according to the distance funq®om, gynamically in total N iteration as:
thelpnorm). Note that the generators are not quite gvenl

distributed throughout the space. Dividing the ilglas
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* -
a:0'5 (,\l|\| n)+0_5

To improve the accuracy an

function [30] is added to the overall error:

Z= f(/\)+ijvj
i=1

k= f)
ARG
A=)

Figure 8 shows an overview of the recognition mdtho
tune

QPSO is used to iteratively

parameterd, ,i =1,...k where k is the number of classes.

A. Memariani et al.

Facial expression has been combined with upper body
gestures to recognize emotions [34]. Movements of
hands are detected using color segmentation and
Yepresented by centroid of the area; face compensnt
also detected using skin detection techniques. aFaci
features (eyebrows, mouth, chin, etc.) are thenbooed

(30)

adaptive penalt

(31) with hand movements to set up the features. similar
works has consider body feature along with facial
features for fear detection [35] and anger detac8s,

CONEY

Body gestures are also merged with speech based

(33) features derived by acoustic analysis. Togetheth wit

facial expressions [38] developed a framework iriciwh
face and body data was recorded with different
resolutions and synchronized with subjects’ speech
fhteraction. They applied a Bayesian classifier to
recognize the emotions.

Kleinsmith et al [39] argued that emotions can be

the attentio

Filter with
dictionary of
GWs

Learn the sparse
coded features

[ ]

QPSO (tune the attention
parameters)

Synergetic neural
network

J

I}

recognized by humans from body postures when their
face is removed. They also developed a recognition
model to recognize the affection of faceless agatar
computer games.

Generated
neural model

[ test images H H

Classification
result

]

Figure 8: Scheme of proposed visual recognitionehod Figure 9: Extracted features for four classes obtions top

4 Emotion recognition using body

expression and results

down as, anger, fear, happiness, sadness.

Human actions caused by emotions could be
detected using point-light animations [40]. Rossakt

Even though most of the works in the area of emotigperform a test to compare recognition ability afdgnts
recognition has been focused on facial express&mmse in primary and secondary schools and adults [4ageB
of psychological theories considered emotionadf the test subjects were covered and recognitask t
appraisals that are not facially expressive [31-88that performed on both full-light display and a poirgHt
sense, emotions are described based on the stattiari display where only main parts of the body postuaes
readiness that they cause in the whole body (eithéhown in a black and white format. Their result\sbo
impulsive or intentional)[31]. Intentional actiomsight that adults have a better ability of bodily emotion
differ person to person though impulsive actiongy on recognition and display full-light is more expregsthan
depend of the nature of their action readiness. in point-light for the task.

Accordingly, impulsive actions can be used to
recognize emotions considering the body expressions
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Table 2: Classification Accuracies for different §Ps.

_ Anger (%) Fear (%) | Happiness (%) Sadness (%) &@error (%)
QPSO1 92.31 68.97 72.0 93.10 18.35
QPSO2 36.54 93.10 62.0 93.10 27.52
QPS03 92.31 72.41 74.0 93.10 16.97
QPSO4 36.54 93.1 64.0 93.10 27.06
QPSO5 92.31 86.21 60.0 93.10 16.51
QPSO6 92.31 68.97 72.0 93.10 18.35
QPSO7 36.54 94.83 64.0 93.10 26.61
QPSO8 82.69 89.66 66.0 93.10 16.51

(Hum;EQggmtion) 93.6 93.9 85.4 97.8 _

In order to validate the perception of body expiass 8. Dynamic QPSO as (29), initialized with CVT
tests have been developed and validated by human and penalized with (30).
recognition. Atkinson et al developed a datasetbfmth Classification accuracies of different trained SNafe
static and dynamic body expressions; The datasevmpared with results of human recognition (tablé®)
contains 10 subjects (5 female) and covers fivetiem® some cases happiness and anger are misclassiffedras
(anger, disgust, fear, happiness and sadness)[4#. this happened more frequently in static learning.
bodily expressive action stimulus test (BEAST) [43However regardless of the learning scenario, hagsin
provides a dataset for recognizing four types ob#mms turns to be the most difficult one to detect arel rsason
(anger, fear, happiness, sadness) which is comsttucis not clear for the authors.
using non-professional actors (15 male, 31fem&elly Figures 10 and 11 show the learning rate for each
expressions are validated with a human recognigen scenarios during the learning iterations. CVT has
We applied a supervised approach to recognize twmproved the accuracy with Dynamic learning scemari
types of objects in images; First a pixel-wise aagh
for aligned objects which combines the learned dasnp o4 ‘ ‘ i ——
of objects in each class to form a prototype armbisé a ~—~ Dynamic

feature based approach for non-aligned objectshiciw 4%:3;3:;0@0
Gabor wavelets are localized to represent a patent ©°3% o CVT+Dynamic+Mel ]
Static+Melt

match between specific scale and orientation amggesd
of objects (figure 9). Both approaches are fed iato
synergetic neural network to perform a classifaati
task.

We applied the BEAST data $eib classify four
classes of basic emotions. Gabor wavelets are geuker
in a (20, 20) matrix and images are resized to @
pixels in row and relatively scaled pixels in colum
Images are divided into train and test sets fohedass
10 images are selected randomly to form the traita d
and the rest are included for test. Different scesaare

Overall Error

Considered tO train the model- 0 50 160 15;0 260# fIZéO 360 SéO 460 4%0 500
- of lterations
1. Static QPSO witlw=0.75and randomly Figure 10: Average learning rates for different QRS
initialized.
2. Static QPSO with synergetic melting prototype
[44].

3. Dynamic QPSO wherer changes according to
(29) and randomly initialized.

4. Static QPSO witlw =0.75and initialized with
CVT.

5. Dynamic QPSO as (29) and initialized with
CVT.

6. Dynamic QPSO as (29), initialized with CVT
and a synergetic melt prototype.

7. Static QPSO witlw =0.75, initialized with
CVT and penalized with (30).

! http:/imww.beatricedegelder.com/beast.html
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T ; ; neural information processing systems, 1996: p.
145-151.

[4] Olshausen, B.A. and D.J. Fiel&Emergence of

7 simple-cell receptive field properties by learniag
sparse code for natural imagedNature, 1996.
381(6583): p. 607-609.

[5] Perus, M. and C.K. LodBiological and Quantum
Computing for Human Vision: Holonomic Models
and Application2010: Medical Information
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[6] Perus, M., Image processing and becoming
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5 Conclusion 33-61.

. . . #9] Olshausen, B.A. and D.J. Fiel@parse coding of
We proposed a biologically-plausible approach for ™ gengory inputsCurrent Opinion in Neurobiology,
recognition of aligned and non-aligned objects. Our 2004.14(4): p. 481-487.

dictionary learning algorithm is inspired by the[lo] Mallat, S.G. and Z.F. Zhang,MATCHING

holonomic brain theory. LCA is applied to enforce PURSUITS WITH TIME-FREQUENCY
sparsity on a dictionary of Gabor wavelets. Regaydhe DICTIONARIES. leee Transactions on Signal
parallel structure of the learning method, impletatan Processing, 19931(12): p. 3397-3415.

could be optimized via parallel processing which i§11] Haykin, S.S. Neural networks: a comprehensive
essential for real-time applications. foundatiori994: Macmillan.

Furthermore, synergetic neural network is combineﬁ_z] Hopfield, J.J., Neural networks and physical
with Gabor wavelet features which make it applieafor systems with emergent collective computational

recognition of non-aligned objects. Gabor featuaeso abilities. Proceedings of the National Academy of
enhance the SNN to use images with different siwe f Sciences, 19879(8): p. 2554-2558.

both construction of the Hermitian conjugate anst te[l3] Kreutz-Delgado, K., et al.Dictionary learing
images. Effect of background is also removed bexafis algorithms  for sparse representationNeural
recognition is based on the pattern of edges; Thoug Comput., 200315(2): p. 349-396.

sparse coding is robust in presence of classic&deno [14] Zhu, S.C., et al.What are textonsnternational
since dot noise does not follow any meaningful shap Journal of Computer Vision, 20062(1-2): p. 121-
pattern intrinsically. 143. ’

Experimental'results suppprt.ed the real. applicatio[’j_S] Figueiredo, M.A.T., Adaptive sparseness for
of Holonomic Brain Model as dictionary learning imed supervised learningPattern Analysis and Machine
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This paper introduces a novel similarity measuremelich derives the likelihood ratio between two
eyes. The proposed method takes into considerdkienindividual and system error rates of eye
features. It handles two kinds of individual proliiies: (consistent Probability (CP), the Incontint
Probability (IP),) to achieve the best matching eggzh between two feature sets. While calculatimg t
probabilities, we assume that a reasonable aligrtina@proach should be obtained before the matching
approach introduced. The proposed matching algaritts theoretically proved to be optimal, and
experimental results show that the proposed metiasl more efficient performance on separating
genuine and impostor pairs

Povzetek: Predstavljena je nova metoda za prepe@nj@iwdentitete des.

1 Introduction

The iris is the color part of the eye behind theliglg, the score of an impostor pair is larger than thestold.
and in front of the lens. It is the only internatjan of the FNMR denotes the probability that the score of mugee
body which is normally externally visible. Whoseique  pair is less than the threshold. The overall FMRI an
pattern is stable after age one. Compared withrothENMR for a set of eyes are the integration or ayerof
biometric features such as the face and the fimggrp the FMR and FNMR for all individual eyes in the aat
iris patterns are more stable and reliable. Irc®gaition set. Conventional methods construct the similarity
systems are non-invasive to their users, but reqair measurement with simple decisions [3] or multi-
cooperative subject. For this reason, iris recagmiis decisions based on fusing the similarity scores of
usually used for verification or identification pases, different features [5], which use one unified tiad for
rather than for a watch list that is, a large dasgbwith all eyes to make the final decision. Their simthari
which individuals are compared to determine if theyhresholds are experimentally determined to asthae
belong to a selected group, such as terrorists Ithe average error rates are lower than a requireel,|
recognition is gaining acceptance as a robust bigene while the individual error rates of some eyes aghér

for high security and large-scale applications ][ than this required level although the average emtes
Most classical algorithms verify a person’s claimedor all eyes are sufficient. The difficulty of cdnscting
identity by measuring the features between two[R]s the similarity measurement is that the thresholdcivh
which consist of two stages: alignment and matchingpalances the tradeoff between the overall FMR and
The alignment stage employs a special pattern nmgfch FNMR may not be optimal for each individual eye and
approach to achieve the best alignment between twlous not optimal for the overall FMR and FNMR of al
feature sets. The matching stage compares therdeatayes.The rest of this paper is organized as folldws
sets under the estimated transformation parametsis section I, iris alignment algorithm regard transhation
returns a similarity score using a constructed lanity parameters have been presented. In section IH, iri
measurement. If the similarity score is larger tlean matching algorithm presents the estimation of iast
acceptance threshold, the two irises are recograszed Probability (CP) and Inconsistent Probability (khder
genuine pairs, otherwise the claimed identity jeated. the assumption of No/High correlation. Section IV
Associating with the similarity threshold, thereedwo conducts several experiments to evaluate the peapos
error rates: False Match Rate (FMR) and False Nomethod. Conclusion has been presented in section V.
match Rate (FNMR). FMR denotes the probability that
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Figurel: Examples of iris images.

()

. Figure 2: The iris distances representation betviee
2 Alignment approach iris features vectors.

Most previous matching methods, suffer from memon OverLap Exea §

requirement, time consuming and computationally <

exhaustive processes. This is because that thédigin

of matching scores is evaluated in every possibl

transformation. This paper, assume that a reasenal

alignment approach should be obtained before tr

Matching, to overcome such problems and provides

fast and memory-efficient matching process. Figure 3: The distribution of features positioftea
The proposed method, defines vector representatiggasonable alignment.

of Template iris features (T), Input iris featur@s and

Transformed iris features (S’) as following: 2.1 Proposed alignment approach

and-rs_,izé'.jtzé}j";m)l' =Lmy =S % s ] =Lk The proposed alignment approach with multi-resohuti
x1=yr=el accumulator array could greatly reduce the amotint o
Let, Faxayae that formulated in Eq. 1., be therequired memory units. For each value\d, there is an
geometrical transformation function that mapginput exactly one shift vectori,, Ayg) of each pairt(, §)

Tolerance Erea

iris features) intay' (transformed iris features). such as given by Eq. 2. Therefore, 2-D accumulatay
B with entryB(p, q) is enough to evaluate accumulation
S')"( cosAd -sinAd 0 Ssj( AX of aIignment_ at rotatio_@&. For all possible rotation that
’ ] - could done in a specific tolerance areatSe proposed
Sy |=|sinA8 cospd Of Sy [+ Ay | @) | :
y sin co y )\ approach accumulate evidence value into the @rayd
S'é 0 0 1 S(,j, AG the maximum alignment score will represent the best

geometrical transformation alignment betwele& T.
Applying this computation method reduces memory

Hough transform alignment approach [9] uses afequirement to 4,096 memory units.
accumulator arrayA(p, g, r) to counts and collect

alignment scores of each transformation paramet¢rAx, t)ﬁ cosAfd  -sinAg S)'(

. . = |- . 2
MxDy A8 respectively- In practice, each transformation Ay, t)J/ sinAg  cosAd, S; )
parameter is discredited into a finite set of valuAx =

{8, oo Bxeh, By = (s, oo, By and AG= {04, Memory optimization result is not only giving

..., AG}. A direct implementation of a 3-D Hough .

. L . advantages for smaller memory requirement of the
transform alignment approach [8] is infeasible for roposed approach but also offering a faster al@mim
embedded devices with limited memory budget. Suppog FI)< d PP . gl et
that P=256, Q=256 andR=128, then 8,388,608 memory PE2K detection process. Detecting alignment pealeva

: LT o S : in a smaller Hough space is faster than one in the
units are required for such implementation. Obvigu® .
. conventional method [4].
overcome such problems and provides a memory-
efficient process, a new alignment technique shdugd

proposed.
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3.1 lIris consistent probability

2.2 Two vector similarity measure Assume that template and input irises are origihétem
Although several kinds of features can be extrafteah  different eyes and have no correlation between each
Iris image [3][6][8][9], the proposed approach oduces other. If the consistent probability result is lkargnough,

a novel measurement of iris contour features. Eagufe the two eyes are represented as an impostor pair.
representation in this proposal offers alternativ&herefore, if there aré — 1 arbitrarily features from T
matching criteria between two vectors called théocated inO, and all of which are mated with features
similarity measurgsM). The proposed matching criteriafrom S, the rest overlapped area can be represeurited
are derived by accumulating spatial differencesvben O - (/- 1) So, and the unmated randomly distributed
the corresponding trace points of two vectors. Bewsr  features number of S 1@ is represented wit/ —(/~1).

in Figure. 2(a), the proposed Iris features is apijpnated In additional, the probability that the —z4 randomly
represent by piece-wise linear segments extradma distributed features from T i@ corresponds to one of the
the iris contour [4]. The vector representationlo$ 4 - (/- 1) features from S in the overlapped afeean

contour featurés can be given as: be denoted with:
S=(Px,Py, 80,91, 92, 3) (3) N-(i-1) . _o
Where, (R, R) represent as feature positicia, as - E-(i-1) ( 1K) & (E 50) (6)
the contour orientation andss , S,z , Ses ) as the Since the corresponding pairs K between T & S

orientation differences of two adjacent linear segta. under the estimated transformation parametersyehe
As shown in Figure .3, T (P , Py , 810, @1, @2, @r), consistent probability_ can be considered as unmated
andS (Psx, Psy ,8s0, @s1, @2, @53 represent the template fgatgres. The probability that th& ¢+ 1) — 24 randomly
and input irises vectors in the tolerance overldpaeea disStributed features from T does not correspondriy
O. A pair vector K) from T are considered to be mated€aturesfrom S in the overlapped are@ and can be
with corresponding features from S if and onlyligir  represented by:
accumulating spatial differencesl) is equal or smaller EZN

than the tolerance threshol®, and the direction TheE;;rIf)babiIity that theA + /) — % feature from T
difference(dD) between them is smaller than an angulairs randomly distributed in the rest overlapped area

tolerancef. O- (A )5
These tolerance threshold,(andé ) are necessary  anq goes not correspond to any feature from 8 in

to compensate the unavoidable errors from image, pe calculated with:
processing and features extraction algorithm. Fthen

(7)

accumulated distancesaD=2x V(k), we derive the E-(N+)) (=1...... M-K) 8)
similarity sM as follows: E-(k+j) . N
' Therefore, thelris Consistent Probabilitybetween
aD(t,,s;) = f(Dist,Ag,A@,A@,) template and input irises under the assumptionTreid
f (aD) D( ) ) <D @ S have no correlation can be given as:
. a aD(t,sj) < _
SM(t“Sj)z{ 0 olthers O P (5¢T)—CKﬁN_(i_1)ﬁE_(N+j) 9
v IR Y R N S A
where, = =
ﬁglffl';ﬂ 3.2 Inconsistent probability
2—@s2 - P2
Ags= (553_ P Assume that template and input irises are origthate

Dist(s, t) = A1 | + | D1 +A@2 | + | D1 +2Ap2+Ag1| (B from the same eye and have high correlation between
The sM function returns value from 0 (different) to a€ach other. If the inconsistent probability ressitarge

constant positive valu@axSim(same). enough, the two irises are represented as a gepaine
Considering that the poor quality irises detectednd

" . iris acquisition and feature extraction may causmes
3 PrObablllty matChmg approaCh truth fgatures to be missing or spurious ¥eatu035bet
While calculating the probabilities, we assume le t detected, we assume the truth features from ied S
overlapped ared, there are#/ features from template in the overlapped are@are m and n, respectively. Thus,
iris, and / features from input iris. A tolerance area ofthe spurious features counts in iris T and S &re
features spatial distancés assigned ass0. The andA - 7. For the truth features between T and S, there
probabilities that a randomly distributétl features from should be someone to one correspondence betwekn eac
template iris corresponds with one of thideatures from other. But due to the existence of eye deformation,
input iris in the overlapped arga can be estimated by features position change and features missinge the
two aspects: Iris consistent probability and Irigosition gaps between the corresponding featuréwamf
inconsistent probability. irises even for genuine pairs. The position gapshef
missing truth features are treatedoasWe assume that
the truth features, which located inside the toleea
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thresholdso are Z and the truth features, which locatedare un-mated betweew - 7z and &/ — 7 spurious
outsideo are g. then conditionsy + /2 < min(z, 7) are features from T and | is calculated agP

satisfied. cin = Wem—(-1) M’ﬁ"‘E +(h=(m+mn)—((N=n)+))
Where/ €[0, min(4,7, 7)), andg € [0, min(zz, 7) - /] Fr B am) =@ g Fr ) = (G
. (10) (16)

The IP between T and | under the assumption that T

For the spurious features from T and SOnthere éﬂd | are highly correlated is given by:

may happen that some spurious features of T locat
inside the tolerance area of some of those in 18:eSihe ] o N b aeh
number of corresponding features pair between T@nd PP =T) = Xm0 Xn=0 Xh=0 Lg=0 P(M, 1, h, g)

is @, the mated spurious features can be represented by 17)
Q - /< min(# —mN -7r) Could be satisfied . WQZZ?M)

. . . (12) p= {Ca_max(m,'nnzmax(M—m,N—n) I ey PTEXCES oy PoF

Consider all the features count in the overlapped @, 0 else

the identical truth features max@z, ) and can be .
calculated asz+ 7 — (4 + g). The identical spurious 4 EXperimental results

features > max(# -2/ —7) and can be calculated asThe proposed technique has been tested over 4320
(M = m) + (V- 7n) + (A= /). In practice, the total jmages. The iris data are captured from 60 people b
features count i@ is thus calculated with/+#/ -4 —g.  ysing three different kinds of iris sensors (BER®SIA

V1.0, and CASIA-Iris V3). 24 iris image samplesr pe
3.3 Probability distribution person for each sensor are captured. That meatottle

Since the Probability Distribution of the positibna fi€ld test data were 60person x 8lris x 3sample8 x
differences in corresponding features extractednfroSensor = 4320 iris Image.  The size of lIris is
mated irises is similar to Gaussian distributioj[g3. 128x128pixels. In the feature extraction proceds g4
The probability that the position difference Withpatte_rn. is extracte.d from each iris image usm_ghﬂrmr
respect to the corresponding features exceeds thEedictive analysis of an 8-pole filter. Firstly, ew

tolerance thresholebto be represented with: compare the proposed approach with two existing
1— methods [8] and [9]. The three methods are impldeten

0 into a same lIris-based verification system. We tosal
Jo Gryar _ N _(_12) _ field test data to construct the evaluation, inalhihere
where £{7) is the probability of position difference gre number of genuine and impostor matches. The
for mated features. Therefore, the probability ttrath performances of different methods are shown in a
features £ ) thatare located insideo andtruth features representation of the ROC curves, which are ploéted
(¢ )that are located outsideis calculated by: FAR against FRR, as shown in Figure .4. From th€RO
PTF=C,f}+g Pep(sdk r0) Pep(sd> r0) (13) curves, it can be observed that the proposed &hgori
causes the most improvement. With a given FAR, the
roposed approach can help the system to obtain the
west FRR. Statistically, compared with the othso
systems, the proposed algorithm can reduce themyst
FRR when FAR=0.01%. Secondly, we investigate
evaluating iris image quality. , and the measureobes
larger in clear iris image, and smaller in fadedage.
Figure 5 shows ROC curves correspond to applicatfon
image-quality parameter. Under the terms of (ajhuit

For the spurious features, since there is no ooa¢o

correspondence between each other, the probabil
calculation can be accomplished by replaggly 47—,
NV is replaced by/ -7 and S is replaced bys +
[ /= (+ )] S0. Therefore, the probability that the- #
randomly distributed spurious features &4t 72z from T
in .8 +[ /42— (72+7)] 50 corresponds to one of thé&/(~ 7) -
(¢- 1) spurious features from | is denoted with:

N-n)—-(—-1) G examination in image-quality), which means we don’t
E+(h—-(m+n)-(3G-1) : reject faded images. (b)Examining both registerad a
=1 .K—h) (14) verification data (all Iris images). (c)Examinindpet

For the un-mated spurious featurgsis replaced by images_, which should be registered only?. Recagniti

M~m, Vis replaced byV — 7, Sis replaced bys+ [z— Tateis improved from 95.6% to 99.3%.

(772 + 7)]o, and A" is replaced bys” — /4. The probability

that the & - /4+/)— ¢/ spurious features ot/ —z from T

is randomly distributed in the rest overlapped asea

+[ /= (772+72)] So— (A= /2+/).$0 and does not correspond to

any spurious features df — zfrom I in S+ [42— (2 +

n)]Sois derived by:
E+(h—(m+n))—((N-n)+j)
E+(h—-(m+n))—((K—h)+J)

G=1......(M-m)-(K-h)))

(15)
Therefore, the probability thatA” —/ spurious
features are mated and/{ 72— (A= /) spurious features



A Novel Similarity Measurement for Iris Authenticat

Informatica37 (2013 429433 433

& FingerStudio - [Scorebook_040923.sbk:3]

/50-100 50050 100 150 200 250 300 350 400 450 500 550 600 650 700 750 800 650 500 9501000

Accumulated Score Distribution

6
° === Test All Iris Images
=
a°
[
g B eele=Testlmagesshouldbe
g Rejestered
[¥]
x3 |7
s Without Image Quality Test
52
2,

o

False Re
o V

0,5 1
False Acceptance Rate (FAR)%

1,5

Figure 5: ROC curve vs. application of Image Quali

D Image Dpessiion | g3 Operabon __ Scorsbook.

Figure 4: FAR & FRR evaluation result of the prepd ~ Parameters.

approach. e L

P Verification”," IEEE Trans. on Circuits and

5 Conclusion

The proposed alignment approach which using festurfp]
vector representation generates a higher peak imghlo
space than a conventional vector representationcéje

an accumulator array with lower resolution could be
employed without suffering difficulty of alignmerithe [6]
proposed approach evaluation result FAR & FRR as
shown in Figure .4, work as better as some prelyous
presented approaches. We have been Applied the
proposed discriminate algorithm to iris verificatio [7]
device which operates in real world. This evaluatio
makes it possible that the proposed approach can be
implemented into an embedded system, such as DIB}
based iris identification module. As shown at figus,
Comparing with other methods, the proposed metlaod ¢
obtain the best performance for separating the igenu
and impostor, which benefits from the utilizatioh @P
and IP to construct the likelihood ratio. This pajpeent

a method to utilize parameters groups that hadatioe
with iris image quality and iris image informatiém got

a perfect enrollment procedure results in the capti
the highest quality iris image(s). Another merittog [10]
proposed approach is that it does not depend on the
sensor type. Therefore, the proposed approach i® mo
robust and implemental in practice.

9]

[11]
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Software design and development following a usateted approach can benefit from the adoption of
adequate usability testing tools. However, the chaif a suitable tool for a particular purpose dam a
difficult task, due to the multiplicity of such tepoeach one offering a variety of different featirThis
paper surveys usability testing tools for web giaphinterfaces, selects a set of appropriate tcaisl
evaluates them. A set of relevant evaluation featis identified and aggregated into criteria. Altiau
criteria additive utility function and the Analydt Hierarchy Process are proposed as evaluation
methods and for establishing a ranking of a sebbatet of usability testing tools. Results of both
methods are presented and compared.

Povzetek: Prispevek predstavlja pregled orodijzi@tee graféne vmesnike.

1 Introduction

The user-centered design process relies on the There are many usability testing tools (UTTSs)
involvement of users in every dimension that cobéd available nowadays, with different features and
related to the success of the product. As humaressare capacities. This paper is an attempt to organiz th
always a main source of complexity for engineerihg, concerned information and choose a suitable usabili
size and heterogeneity of designers’ team is ofien testing tool for web interfaces (Nielsen, 1999; btxal.,
requirement and another source of problems infiteel 2003), with particular emphasis on graphical int&om.
order to overcome this small additional source of The evaluated UTT issues and features and the
complexity, designers should cooperate according tmrresponding preferences were established by a
some common guidelines built on their experienad @n restricted number of experts with the aim of coringy
vast literature of recommendations, in a productiy the usability tests of interfaces designed for qxgies
that should provide convergence of results towdna t developed by the World Search Project (World Search
final product (Norman, 2002). Project, 2010). This is a Portuguese project ofoain?

Long lasting design teams have their own stabilizeghillion euros investment which is responsible fbe t
strategies, tactics and tools, partly establishedtlte design of search interfaces for dedicated aregmiblic
acquired experience with previous projects. Newntea concern, namely in the health area. The goal of the
or teams with several new collaborators can takeaex World Search Project is the research and developofen
benefits from commercial off-the-shelf, well docunted  innovative web search technologies in Portugal elt as
frameworks of integrated computer tools. When ithe research and development of generic and bsines
concerns user-centered design of web interfacdgsformation with semantic relevance and with thepgar
advanced prototypes, the final product and thesysan knowledge of the Portuguese language, culture and
be directly accessed by robust common frameworkmarket.
These frameworks are repeatedly used, project after The second section presents the issues and features
project, by the same teams. Even if teams are oftennsidered for evaluation and comparison of UTTee T
remixed in their composition, a reliable framewonlell  third section surveys usability testing tools amdspnts
understood by all the personal, will decrease thiadce the selected set of UTTs. The evaluation methods
in the gulf that separates the evaluation protoantsthe adopted are described in Section 4. The fifth eacti
corresponding collected data from the team intoitiopresents and discusses the results obtained in$oifea
about the problems and the innovations for thesection presents conclusions and some directions of
solutions. future work.

Evaluation of a product relying on users tests
(usability testing) is an irreplaceable techniqoneuser-
centered design (Shneiderman, 1998; Nielsen, 1993),
since it gives direct input on how real users imtemwith
the system (Nielsen, 1993).
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2 Mainissuesand featuresfor UTT with the possibilities of sharing results (“Sharelith the
developers and designers teams (project partn€hs.

evaluation survey of Vraa (Vraa, 2009) identifies importardtiges
Many issues and features are relevant for building and functionalities relevant for UTT evaluation.aivy of
comprehensive usability testing tool. Figure 1 is #&hese were also considered in present contribution.
tentative graphical representation of the main dssu To summarize, the following lines enumerate main
considered. These were represented as a flow as ak issues (criteria) considered and the features ¢sittria)
possible from the temporal order where designddas within each of them:

must be implemented. 1. OS Compatibility: Windows; Linux; Mac OS.
2. Supported types of prototypes: Applications;
Compatibllity Prototypes;  Screenshots of the interface;
G ot —>—> Wireframes; Mock-up’s.
3. Interface integration with the UTT: Offline program
l (off-line test generation and managing); Website
post (the URL to be tested is submitted to the UTT
website); Uploaded images (screenshots
l submission); JavaScript code (that forwards
information to an on-line account of the UTT
Results website); Online wizard (all details of the intexfa
associated tasks are submitted to the UTT welbsite i
<—<— a pre-specified order).
4. User access (to the usability tests): Local; Remote
On-line.
5. Creation and submission of surveys and tasks #or th
Figure 1: Usability testing tools issues. users: Complete survey; Screen aligned questions

(kind of pop-up with questions during specific

passages of the usability test); Screen alignetl tex
(kind of pop-up with questions during specific

passages of the usability test);

Collecting audio: Record (both user and wizard-of-
Oz /prototypes/ etc.); Annotations.

Collecting video: Display; Facial Expressions; Eye
Tracking; Annotations.

Usability maps: Clicks; Mouse move; Scroll reach;

When adopting any new software, anyone first
concern will go into compatibility issues such a$ O
compatibility. Specifically for the design process,is
important to integrate several types of possiblg
prototypes, giving a wide space of freedom to the
designers, while facilitating several options degration
with all kind of surveys, questionnaires and aleAs
flexible integration can promote high quality testi For g

instance, integrating the tests within the appiia(ex: Attractive zones; Interest zones; Attention zones;
using Javascript) can increase the dynamics of the g inputs.

usability tests as well as 'ghe quality of possitdsts g Export: XLS/CSV/TSV; XML; Database; Share
when compared to suk_)m|tt|ng screenshots to the UTT. (online access management to results for the
Another relevant issue is the type of surveys pcediby development team).

the UTT, the extent and the kind of questions afidwn

the surveys that will be used to produce results. &m

is to perform usability tests, having access torsuse3 Selected UTT

located across the country or even abroad. Thus, uShis section describes the process of selectindJfi€
access is also a main issue to be considered. @onge candidates for the present study, which was indping
collecting results, three types of input are reftva several interesting web articles starting with V(saaa,
usability maps, which contribute to the analysisisérs’ 2009), Fadeyev (Fadeyev, 2009) and Tomlin (Tomlin,
interaction with the application; video recordiigat is  2009). In the following years related articles weiso
fundamental for tracing users’ actions in the digphnd published on-line by Walker (Walker, 2010), Gube
simultaneously recording facial expressions whil¢Gube, 2011), Jules (Jules, 2011) and LeMerle (Lidvie
interacting; and, audio recording, for collectingioe 2012).

information produced by the user along with the Table 1 displays in the first row our list of 23
interaction and consequently producing annotatiorsandidates and the considered UTT reviews in tfs fi
(essential for the think-aloud protocol). As oubis to  column. Each UTT discussed by a given review is
evaluate interfaces with graphical interaction,ightér highlighted with an ‘x’ mark in the correspondinglic
importance is given to features concerning coliegti The list of candidates elected for evaluation was
video from display, as well as generating usabititgps mainly based on the review of Tomlin (Tomlin, 2009)
including clicks and mouse movements. Finally, st ithat extensively describes UTT in terms of features
aimed that the format used to export the results fgesenting several plans of prices. Some of thelifiom
adequate for the subsequent analysis. Featurg3Ts are not included in our candidates. THixpy and
concerning results’ formats are aggregated by sheel Simple Mouse Trackwebsites were not found. The
“Export results”, which also includes features tethh Google Website Optimizand theUserVuewere merged
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(Tomlin, 2009) | x | X | x| x| x| x| x| x | x| x| x| x [ x| x| x| x| x| x
(Vraa, 200¢ X X
(Fadeyev, 200! x| X X | X X | x| X
(Walker, 2010) | x X[ x| x| x| x| x X | x| x| x| x X
(Gube, 2011 X X | X X
(Jules, 201! X | x| x| x| x X| X | x| x X X | x| x| x X| x| x| x
(LeMerle, 2012 X | x| x X | X X X | X

Table 1: Usability testing tools reviews and caatkd selected for evaluation.

into Google Analyticsaand theMorae respectively. The aspects and not to support a significant coverdgallo
Website Graderwas conceived in order to enhanceequired usability issues.
online marketing websites, which is not within gmpe Jules (Jules, 2011) presents the “best websiteililgab
defined in this paper introductioRivesecondtess now testing tools and services”, reviewing four UTT air
available with two complementary applicatiddavFlow list that hadn’'t been previously discussed. The ten
and ClickTest which can be seen as a single UTT (théessential website usability tools” discussed byeele
UsabilityHubfrom Angry Monkeys (LeMerle, 2012) were also analysed during thisgtud

Vraa (Vraa, 2009) presents and discusses the b&ssides the preliminary analysis of the descrigtiam
“Do’s and Don'ts for Web Design and Usability” nargi  web pages articles, the official websites for eatlthe
“16 crucial web design and usability best practiceelected candidates were also analysed. In ordesstare
compilations and tools”. the presence (or absence) of the features under

Though Vraa only reviews two UTT, the extendedissessment, all the content available was analysed,
discussion on crucial UTT features inspired us he t namely the videos demonstrating the UTT features.
identification of evaluation criteria and relevé@atures.

In the same year, Fadeyev (Fadeyev, 2009) surveys Evaluation method
ten affordable UTT, claiming that “testing for ugap is ) - B ) o
the only reliable way to find out how well a welsit A simple additive utility function was used for piding
works”. Walker (Walker. 2010) also describes sorfie ¢t Score on each UTT.
the already reviewed UTT and added a few more, &hos UFQUTT) = i
main goals were to improve the visibility of welesitfor ,
marketing purposes and thus were not included iristu
of candidates. Gube (Gube, 2011) reviews the “2Phis function linearly weights binary attributes
essential tools for testing your website’s usafiiliby s, (uTT) corresponding to the presence of elementary
classifying them into six categories. _ UTT features (O for inexistent / 1 for implementes)ng
1. User Task Analysidntuition HQ, Usabilla, Loopl1 a two level hierarchy of weights. The second lewe}

andFivesecondtest . - NI
2. Readability: ‘Juicy Studio: Readability Tést Véﬁ:?sr;(tjse:?ne pr;a;aetnc?sgzégatl{:wfglr;ttgse mal?elztsijur,eas
WordsCountindCheck My Colours 9 ] aggreg 1y

3. Site Navigability: Websortnet OptimalSort ..., Wix = 1. The first level aggregates the evaluation
Chalkmark WriteMaps NavFlowandPlainFrame of m main issues when; is the weight determining the

4. Accessibility: “Juicy Studio: Local Tools impact of thej-th main issue on the evaluation of the
VisCheck W3C Markup Validation Service given UTT, where}' " w; = 1.
WebAnywherandBrowsershots j=1 "

5. Website SpeedPingdom Toolsand Page Speed
Online

6. User Experiencezeedback ArmandUserVoice

nj

w; Z Wi Sjx (UTT)

j=1 k=1

The highest values found for this function should
indicate the most suitable UTTs for our usability
evaluations.

OptimalSort was already considered as part of the 1  Utility model
Chalkmarkpackage. Other UTT referred were discardedr

mainly because they were designed to evaluate fgpeci he preferences (scores) for _the main ISSues dsagel
for the features were set using an integer quaingta
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scale. Table 2 displays the correspondence bettveen strongly”, “moderately”, “equally to moderately” dn
quantitative values used and their qualitative ingoce.  “equally” preferred.
A rating scale was used to score sub-criteria: rthi

Quantitative | Qualitative value was assigned whenever a feature is absent;
S5 Crucial otherwise the score was set to 1. Though the AHBeino
4 Important has been criticized due to inconsistencies thatazime
3 Significant from weighting and scoring, we found easy to overeo
2 Minor them through a careful analysis and comparisorngett
1 Irrelevant Again the preferences were set up in a collabarativ
meeting.

Table 2: Quantitative versus qualitative scalesftting
preferences.

5 Reaults

Weights were obtained by normalizing preferences in

the interval [0;1]. Considering the preference fimture -

k within an issug, represented by; ., the corresponding 5.1 Utility model

Table 3 presents the most significant results abthiby

th L ; using the UM. The first column displays the maisuiss

e number of features aggregated in isgu€eThis 4 .
L nj N considered and the features aggregated under ssuod i

normalization  ensures  the equa|@k=1wjrk =1 The second column presents the preferences spkfifie

Similarly, the weight for a main issue was computsd jssues and features, on a 1-5 scale accordingltte Pa

its relative contribution for the sum of all issues The UTTs under evaluation are presented in thelfits

preferences, thus ensurirﬁ}n=1 w; = 1. and have been ranked according to their final s;ore

Preferences were obtained in two rounds by a teaffftich were computed using the utility function and
of three experts working for the project and havingormalized to a 1-10 scale (last line). The colufon
responsibilities in the task of interface desigril ¢ €ach UTT also displays information about the presen
them have a large experience in the development 8f absence of each feature, represented by a Inafl a
software (ten or more years). In the first rounthea Value in the corresponding cell, respectively; @hd
expert set up his/her own preferences in a prifteat,  V@lues of relative scores for issues. o
The resulting printed forms were shared amongehent 1 h€ best scored UTMorae, although providing limited
In a second round all the experts together discubgsr USEr access was not excluded from our analysisubeca
scores until they agreed in a final number accgrdin it Presents good scores in almost all the otheueiss
the quantitative scale of Table 2. In the remairigng we However, this limitation may restraint remote odioa

will refer to the above described scoring systenthes usability tests, which is a major requirement insth
Utility Model (UM). project. Final decision about the election of thETUo

adopt should be based on testing the UTT sincéheat
4.2 Analytical hierarchy process present stage, our evgluation was mainly suppdrted

industrial advertising information. Analogously,oop
UM assumes criteria to be preferentially indepemden 1 ranked in second place presents high prefereinces
The Analytical Hierarchy Process (AHP) (Saaty, 2003he majority of issues. It was not excluded frone th
also uses a linear additive mOdel, but InSteadI‘ﬂﬁg eva'uation’ despite not Offering features for Gﬂlhg
absolute weights, the experts are questioned fowise  audio — another important feature. The best ramed
comparisons of criteria and alternatives. This setmbe three UTTs,User Testing Userfly and Usabilla, also
a much reasonable approach, namely because absopf€sent good scores, offering all the required
values given in a single evaluation have very fewnctionalities, even in a limited waysabilla is an
references for providing the desired overall bad@hc exception as it does not provide audio collectingideo
result. Our AHP results were Computed USing a firied recording, which can be too Conﬁning_
version of commercial software Expert Choice Collecting additional information and testing the
Comparison 2012). This software considers all score$)TTs would be advantageous to support a final d@tjs
and makes all weights computations using a pereéntiys this study was mainly supported by industrial
scale. The pairwise comparison scale uses a judgofien advertising information. Even considering the latibns
preferences including nine categories: “extremelyapove, Table 3 still provides a fair ranking sugjgesfor
preferred, “very strongly to extremely “, “verystgly”,  UTT selection, but then we present a new model base
“strongly to very strongly”, “strongly”, “moderatelto  on the results of comparison.

weight is obtained bw; , = pj, / Z:Llpj,k, wheren; is
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Criteria and features

OS compatibility

- windows

- mac 0s

- linux

Types of interfaces supported

- applications
- prototypes

- screenshots of website

- wireframes

- mockups
Interface integration

- offline program

- online post /URL submission

- upload images
- Javascript code
- online wizard

Usability test access

- local

- remote

- online
Surveys

- complete survey

- screen aligned questions
- screen aligned text

Collecting audio

- audio record

- annotations

Collecting video

- display

- facial expressions recording

- eye tracking
- annotations

Usability map types supported | 4|6 |5(0]5|2]0|5|2]0|7]0|0|6|2]2|0|0jJ0|5]|5|0]1]2

- clicks

- mouse move

- scroll reach

- attractive zones

- interest zones

- attention zones
- form inputs

Export results

- XLS/CSV/TSV

- XML

- database

- online mng. results access

UM

Table 3: Main issues and features preferenced b acale. Relative and final scores in a 0-10escal



440 Informatica37 (2013) 435-441 C. Teixeira et al.

scalability can

ifferences.

produce very significant pricing

5.2 Analytical hierarchy process
Table 4 presents the results obtained from AHPystudd
All numbers are displayed as percentages. The first
column ranks the UTTs according to AHP results.hHEac|
of the columns 1-9 displays a criterion (main igsuts
weight (second row) and the importance of each WAI'T
this criterion. Column “AHP” displays the relative
importance of the UTT obtained by AHP, while “AHP
(%)” displays the corresponding normalization
considering 100% for the best alternative scordwirT
counterparts “UM” and “UM (%)” display the same
numbers obtained by the UM.

The best scored UTTLoop 11 presents high
preferences for criteria considered crucial (4nd 8). In
addition, it reached satisfactory scores for thaeot
criteria. It does not offer the features of criberi6,
however, this will not exclude it from our choicéhe
second UTT, Morae, provides limited user accessgtwh
may restraint remote usability tests. However, thisT
presents good scores in almost all the other @itnd,
consequently, was not excluded. Considering thet th
evaluation was mainly supported by industria
advertising information, additional information is

3. Interface integration w/ the UTT|
5. Creation & submission of surveys

6. Collecting audio
8. Usability maps

9. Export

KHp

Criteria

UM
. |AHP (%)

-

~
=l

!
o

UTT /Weights I 1
Loop 11

Morae

Usabilla

Click density
Userfly

User Testing
Mouse Flow
Intuition HQ

4Q Survey
ClickTale
Google Analyticy
Open Hallway

=
w
+100

0
00

=
w

=
1Y

needed.

Silverback

The next four UTT Usabilla, Click Density Userfly

Fivesecondtest

Slololalala|lalo|~~N N[N o
O

and User Testingpresent good scores, offering all the

Ethnio

required functionalities, even in a limited way ttwihe

Crazyegg

exception ofUsabilla that does not provide audio and

Mechanical Turk

Chalkmark

Win|™ID

video recording.

ClickHeat

Sensitivity analysis allowed us to conclude tha th

Concept Feedba

“User Access” weight strongly influences the relati

Feng-GUI

importance oMorae

Feedback Army

AHP produced results finer tuned than the previpusl

Attention Wizzar

alo|o|a|alo|a|a|a|oa|k|a|oa|a|a|o|a|afo|oa|as]|o], |1 OS compatibility

slnfolo|s|v|a|s|slo|ss|o|s|s|a|s|s]|s]|s|o|s || ]2 Supported types of prototypes
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obtained by the UM, highlighting the relative diéaces

Std deviatiol

=

3

Plolwlwlwlwlslslowlslslmlalalslmloninlalalolon

0
P
1
8
B
i
o
i
B
7\
3
D
D
P
6
D
B
B
0]
0]
D
6

between UTTs. This is also disclosed by the stahdar Taple 4: AHP results — compared with previous UM

deviation values displayed in the last line. Théviae
comparison of criteria is also more comprehenshant
the normative assignment of marks, either in
quantitative or qualitative scale. Though smal
differences were found in the relative positiohg most
significant difference concerns the first two UTWajich

results.

can be explained by the tuned comparison of caitercentered design approach

preferences. These results should be
carefully. Besides the limited type of sampling, sthof
the features were reduced to binary evaluation.

usability tests, seems often just a question ofimyi

in a set
interpretgformation search demonstrators for specific dosiai
This kind of approach can benefit from using insted
usability testing tools (UTTs) for new applicatiothssign
Scalability, for instance in the number of surveys and development. Experience teams working regularly
with a suitable UTT can better concentrate on sglvi

B Conclusionsand futurework

Our team main concern in the World Search Project
(World Search Project, 2010) is to enforce a user-
of advanced

However, some of the features, even when presemy, nusability issues and proposing innovative produsisw

have some limitations when compared to a simild#eam members can also find a good reference for

implementation in another UTT. Ultimately, some yer integration by sharing such UTT capabilities witlore
teams.

specific features which can be highly valuable anéy
provided by few UTT. It should also be noted tHatte

experienced member
knowledge, our study is the first quantitative enion
preferences were defined by a small number of éxpeand comparison of a significant number of UTTs with

To the best of our

and considering the requirements of a specific gmtoj the context of Web graphical interfaces designpécsal
(World Search Project). Pricing can obviously be amffort was given to include in our list all UTTsexguate
important restriction for any product, which inghiase to this context. A simple linear utility functiomed AHP

was decided to be considered separately. It i stihodel was used to score and rank 23 UTTs. Weighting

interesting to find some correlation between thiegpand and scoring was performed by a small team of egpert

the number of features or their specificity. Again,

The presented results should be considered with

caution, due to the limited type of evaluation, edm
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almost exclusively based on the vendor’s descrigtio
Future work is expected in three different direcsioThe
first direction will investigate and test other tsible
multiple criteria decision analysis methods (Celohét
al., 2003; Figueira et al., 2004). A second dimctwill
increase the number of experts for getting moralvkd
preferences and perhaps including new featuresird t
direction will verify features in lab for the prefed set
of candidates. There will be an extra concern ability
tests/ UTTs features for applications running inbiteo
devices.

v
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In order to discover multi-dimensional spatiotemporal association patterns, and improve the efficiency
of traditional mining algorithms for spatiotemporal association patterns, this paper firstly constructs a
star association model based on event, which can show more spatiotemporal information on the basis of
the present star association model. Besides traditional attributes association with point, line and plane,
the model also can fully and flexibly express temporal association, orientation association, and topology
association, namely, it can quickly and smply form multi-dimensional spatiotemporal association
patterns. And then for the star association model based on event, an algorithm of discovering frequent
spatiotemporal association patterns based on granular computing is proposed, which is different from
traditional association patterns mining algorithms. One is that the algorithm breaks traditional thinking
of generating candidate frequent itemsets, namely, it generates candidate frequent itemsets by updating
the mixed radix numeral. The method is quick and simple to avoid redundant complicated calculations
for adopting complex FP-tree data structure or generating candidate by joining frequent itemsets. The
other is that the algorithm for discovering frequent spatiotemporal association patterns only needs to
read database once via granular computing, in other words, it discovers each frequent spatiotemporal
association pattern via constructing a spatiotemporal information granule, where the intension can be
mapped to the mixed radix numeral from the mixed radix notation system based on spatiotemporal
information system. Finally, this paper further discusses the characteristics and the optimal application
environments of the algorithm. Experimental results indicate that the algorithm is simpler and faster
than these traditional frequent patterns mining algorithms on the optimal application environments.

Povzetek: Opisana je nova metoda za rudarjenje prostorsko-¢asovnih vzorcev.

discover different types of spatial and spatioterapo

1 Introduction patterns in s_C|ent|f|§: data.sets, which can .be uwed

, ) ) . _capture a variety of interactions among objectsit@frest
Discovering spatial association patterns from spatiang the evolutionary behaviour of such interactions
database is one of important tasks for spatial 0tiNg  Based on the feature of geographic elements, teareh
and knowledge and d_|scovery. Spatial associatiQfork can be divided into the following two groups.
patterns have been applied to some valuable domains one group is discovering frequent region assogiatio
such as Urban Traffic [1], Bioscience [2], Sociak8rity  patterns for numeric geographic elements with pdime
[3], Climate forecasting [4], and Demographic SYrve gnq plane, i.e. firstly, these numeric attributes tarned
[5] In recent decade, there is some research M@k j,i5 Boolean attributes with geographic elementsi a
mining spatial association patterns. Referencéd@lses gpatial association patterns are discovered bgaiion
on this specificity of spatial data mining by shogithe  frequent patterns mining methods. The group isablet
_su_nabﬂny of join indices to this context. It dedoes the o, mining spatial association patterns based atiaip
join index structure and _Sh(_’WS how it could be uB&@ |ocation. Reference [7] uses association rulesigooster
tool for spatial data mining; Reference [7] dis@ssthe  gpatiotemporal relationships among a set of vag@tiat
multiple level association rules mining, and furthe characterize socioeconomic and land cover charimgs,
|nd|cates_ spaﬂotemporaj association rules m[n!nngkj it only refers to the region. Reference [9] promose
address issues of data integration, data classificahe opyst geospatial multivariate association rulesimg
representation and calculation of spatial relatps  framework, where the attributes for geographic elets
and strategies for finding ‘|_nterest|ng’ rules; Etm‘ncg with point, line and plane can be turned into tagion.
[8] has proposed a generalized framework to effeti Reference [10] proposes a novel framework to mine
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regional association rules based on a given clags Regated research work

structure. , _ ,
The other is discovering frequent spatial assamiati 25€d on the notions of granularity [17] and altiva

patterns for discrete geographic elements with iapat[18]; the ideas of granular computing have beereiyid
objects and layout relationships, i.e. firstly,saaliscrete Investigated in artificial intelligence [19]. Ini¢hpaper,
geographic elements are turned into the categaryasd W€ @dopt a partition model of granular computing to
transaction frequent patterns mining methods aed g5 CONStruct information granule [19], which depends o
extract spatial association patterns. Referenceafg] rough set theory [20] and quotient space theory.[21
[11] discuss star association patterns, sequenE@rev we introduce the following related definiton

association patterns and clique association patteased Definition 2.1 An information table is a quintuple
on spatial distance for these spatial objectsiceiships s=(u, A {Vv.|a0A, L {I_|a0dA) , where
’ 1 a ] a ’

and layout relationships. . . . .

. U , called universe of discourse, is a finite nongmpt
However, these research have the following some, objects:

shortcoming, firstly, these mining objectives araimby Co . .

from spatial database, where these algorithms do nfo ﬁzb"i”ef" attributes set, is also a finite nonerrgey

fully regard temporal relationship with spatial @siation or attributes; _ ) .

patterns: Secondly, their geographic elements atiaip V,, called domain set, is a finite set of values for

association patterns are most one-dimensional, lyamead A, whereV, is defined as a discrete category set;

the form of spatial association patterns is quitegls. L, called descriptive language, a language is define
Finally, for these traditional frequent patternsnimg by attributes imA ;

algorithms, such as Apriori, FP-growth, and their  For describing an object bf via the language, it can
improved algorithms have some disadvantages a8l o genoted ds={/|V, XV, x.xV,, a OA OA ;

One is the mining framework based on Apriori, i.e. a o &
these mining algorithms discover frequent patterias I, called information function, is a total function
the thinking of the algorithm Apriori, called thepAori  that maps an object &f to exactly one value i
Framework. The mining framework needs to repeatedh/amel U oV
read database for discovering frequent itemsets. o ¥ = Va-

The other is the mining framework based on FPpefinition 2.2 Information granule is a two-tuple
growth, i.e. these mining algorithms discover fremofu IG = (&, #(£)), where
patterns via data structure FP-tree, called theyierth

Framework. The mining framework uses complex data E called the intension of |.nformat|on gr-anule,
structure to save reading database, but it need®gb consists of all attributes that are valid for athse ObjeCtS

a !

much memory for discovering frequent patterns. to which information granule applies; in other warthe
These mining frameworks have some disadvantagb¥€ension is an abstract description of commonuliest

for more details seeing references [12-16]. or properties shared by elements in the extensibich
The main contributions in our research work can big expressed &&= (&, &, ..., §q ), Where

summarized as follows: qu Ov,,aOA& OAk=1,2,..|¢& £OL;
One is constructing a star association model based &

on event, which not only expresses traditionaitattes #($) , called the extension of information granule, is

association with point, line and plane; the modeb @an the set of objects which information granule apmplie
fully flexibly express multi-dimensional spatioteorpl  other words, the extension consists of concretenples
association patterns including the orientation eission, of information granule, which is expressed as fefio
the temporal association and the topology assoaoiati (&) ={xOU 1, =&, 1.0 =&, | g )=} 5

The other is proposing an algorithm of discovering
frequent spatiotemporal association patterns based Definition 2.3 Atomic information granule is a two-
granular computing. For discovering frequent spatiquple AIG = (&, ¢(£)), where

temporal association patterns, it only needs ta rba . : _ ,
database once; and then it generates candidateefreq ¢, called the intension oRIG =(c, 4(<)) , is

itemsets via updating the mixed radix numeral, wheeXpressed as=(<,) ({, 0V,,al0A, {OL);
granular computing is introduced to save reading th #(&), called the extension &IG = (¢, ¢(£)), is
spatiotemporal database. = -

The remainder parts are organized as follows: expressed af(c) ={xDU 1.9 =3 -

In Section 2, we introduce the related researctkworDefinition 2.4 Intersection operation of information
In Section 3, we construct a star association mbdséd granule is denoted ly, which is described as follows:
on event; In Section 4, we propose an algorithm of | et two information granules be, = (&,, #(&,))
discovering frequent spatiotemporal associatioepas ) , i :
based on granular computing; In Section 5, we osees 2Nd1G; = (&, #(8,)), respectively; {4, D¢, D¢, U
experiments to verify the algorithm, and then déscits V) I](D{/‘; D{E D{/J’g 0OV,) then g; :{/ig . and then the
the optimal application environments. In Sectiorwe,

. intersection operation can be expressed as follows:
summary research results and discuss future work.

1G=(¢, §())=1G, TG, = (5, Uy, #(Sa )N P(S4))-
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Definition 2.5 Star association model is expressed as P, . (e,e )={east(e), south(e ), southeast(e,),

M =<e,{e, e,.... &} <>, where west(e, ), southwest (€, ), northwest (g, ), northeast @, ),

e., called the core element of star association mOd%rth(ec)} , Wheres, is an orientation element;
is a sole core element;

e(i=1 2,..m;, called the non-core element of star
association model, at least there is a kind of cigon
between each non-core element and the core element; Overlap(e,, &)}, wheree, is a spatial entity objects;

<, called time series relationship of star assamiati For example, there are three spatiotemporal events
model, this model only has two types of time seriedrom a spatiotemporal database, and then we usstdhe
namely,{e <e Ue, <e,0..0e <e} or{e <e e, <  association model based on event to describe them a
follows:

(1)e: a taxi (No.t2) with passenger eastward fast left
Definition 2.6 Star association pattern is denoted byhe school (No.s1) along the riverside (No.r1) &\.
P={r, r,....1.} , where the association between the core €.:taxi(2), is a subject object in this event;

Pooiogy (€5 &) ={disioint(e, €,), coveredby(e,, €,),
cover(e,, e,),contain(e, , e, ),touch €, ,e, ),inside &, &, )

tr1s

e 0..0e,<e}.

elemeng, and the non-core elemamn(i O[1, 2,...,k ])can A:{load, ratg = true fag ;
be denoted by =R<e,g > (0[1, 2,...k ]), which E,: {school(1), river(1)};
consists of the temporal association, the oriemati time {at 5 PM} ;
association and the topology association. And tlséar, orientation: {eas} ;

association patterns mining is defined as discogeri
frequent star association patterns from spatioteaipo
database for the given minimal support. school} .

We can use traditional attributes and these preatica

3 A star association modé based on to describe the star association pattern for thengv
event which can be expressed as follows:

P(1) ={load =true rate= fast, before(night), equal

In this paper, on the basis of definition 2.5, wepgwse a ; i ;
star association model based on event. The model %fternoon),east(tam (2)), digjoint ¢ax (2),school (1))

applied to transform spatiotemporal events andogisc ~ touch(tax(2), river (1))};
frequent spatiotemporal association patterns ini@ed. (2)e: a taxi (No.t5) with passenger southward slow

Definition 3.1 Star association model based on event %:OVGd into the school (No.s2), and parked at dte gf

denoted aEM =<e¢, e, ,A,E, ,F ,P>, where © ba.nk (.No.b.3) at 11.AM' T )
: s i ) e.: taxi(5), is a subject object in this event;

e, called a spatiotemporal event, is from a spatio- A: {load, ratg ={ true siow :
temporal database, which consists of orientatiatofa : ' ’
time factor and topology factor, besides theseittcahl E,: {school(2), bank(3)} ;
attributes with point, line and plane; time {at 11AM} ;

e, called the core element of star association model
based on event, is a subject object in the event;

A, called attributes set of the core elem&nis also
a finite nonempty set for the attribute, which dam
traditional attribute with point, line and plane;

E,. called non-core elements set of star associati
model based on event, is a set of spatial entijgatd
denoted byE.={e, e,...,e,} . Here is only a kind of

spatial location association between the core ategpe
and each non-core elemente UE,) ;

topolog y: {a taxi touch the river, a taxi digoint the

orientation: {south} ;
topolog y: {a taxi is inside the school, a taxi touch

the bank} ;

Via traditional attributes and these predicateg th

ar association pattern for the event can be sgptkas

ollows:

P(2) ={load =true rate = slow, before(afternoon),
equal (morning), south(taxi (5)), touch ¢axi (5),bank ),
inside(taxi (5), school (1))} ;
. - 3)e: taxi (No.t6 ithout th t
F, called spatiotemporal factors set for descrlbmglov\f I()e;et thae bz(r:k((l\cl)o b)Af)W;\ncéudrgszzeig?: rthzci)tl:as\g ©s

this event, is expressed as follows: street (No.b3) at 8 night
F ={time orientation, topolog y} ; e.: taxi(6), is a subject object in this event;
P, called predicates set fér, is a finite set of
' ~ ' A: {load, ratg ={ false doy ;
values forf OF , denoted bY ={R, ., Pyicaion' Popology) - E - {business street(3), bank(4)}

In this paper,P, (f O F)is defined as follows:

Rire (€, &) = {before(e), after(g), equal (§)} , where
e is a temporal element;

time {at 8 night} ;
orientation: { southwest} ;
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topolog y: {a taxi is covered by the business street,
ataxi digoint the bank}.

Via traditional attributes and these predicateg th

star association pattern for the event can be egptkas
follows:

P(3) ={load =true rate = slow, after (afternoon),
equal (night), south(taxi (6)), touch taxi (6),bank (4)).
inside(taxi(6), business street )} ;
Definition 3.2 Spatiotemporal

mining is defined as discovering frequent spatiqteral
association patterns from spatiotemporal databased

on event, namely, frequent star association pattern

whose support is the same as traditional assoniaties.
In the course of mining spatiotemporal associatio
patterns, there are two key problems as follows:

One is turning an event into a spatiotemporal

association patterns, namely, star associatiorenpatt
We have solved the problem via definition 3.1;

The other is discovering frequent spatiotempor
association patterns. We use the algorithm as ithestcr
in Section 4.2 to solve the problem.

4 Frequent spatiotemporal
association patternsmining

In this section, firstly, we introduce granular qmuiing
based on the star association model, and then pecgo
algorithm of discovering frequent spatiotempora
association patterns based on granular computimajjyf,
we compare the algorithm with these traditional imgn
algorithms, particularly, the Apriori Framework atite
FP-growth Framework

4.1 Granular computing based on the star
association model

Definition 4.1 A spatiotemporal information system
based on the star association model is a six-Bipe =
(U,F, A {V,|alAL L, {I,|adA) , where

U , called universe of discourse, is a finite nongmpt
set of events, where each event has a sole coreele

F , called spatiotemporal factor set for describin
the eveneinU , is expressed as follows:

F ={time orientation, topolog V} ;

A, called joined attributes set of an event, is dedo
by A= A UE, U{orientatior} UE,,

Where

A, called traditional attributes with point, linedan
plane;

E, . is a given group of time division; suchBBs=
{morning, afternoon, night} or E, ={Monday, Tuesday,
Wensday, Thursday, Friday, Saturday ,Sunday };

E,, called non-core generalization set Ubr, is a

finite nonempty set of non-core element categoryttie
star association model based on event;

association patterns

G. Fang et al.

For example, there are three spatiotemporal ewents
Section 3; and we can get these spatial entitieshfEm
as follows:

{'school(1), river(1), schoal (2), bank (3),business
street(3), bank (4)};

And then, we have the followirtg, :

E, ={school, river, bank, street} ;

There are more details abouin table 1.

V_, called domain set, is a nonempty finite set of

a’?

values for attributa (a A), which can be expressed as
follows:
V*_, alA
P..(e,a), all
n V,= i (8- 2) E‘. ., where
P, ienation (€., @), @ = orientation
Ptopology(ec' a)' aD Es
V* | called domain of traditional attribute with

oint, line and plane, is defined as a discretegmaty set;
e others are the predicate sets as describegfimtabn
3.1.

L, called a kind of logical descriptive language, is
defined to describe a spatiotemporal event thrahgke
traditional attributes and predicatdsran be expressed
asL ={/|V, xV, x.xV ,, a OK OA;

I, called information function, is a total function
}hat maps an event &f to exactly one value X, ,
namelyl,: U - V,.

Based on definitions 3.1 and 4.1, for the three
spatiotemporal events in Section 3, and we letnze ti
division beE, ={morning, afternoon, night} , then we
can construct a spatiotemporal information systeset
on the star association model as follows:

STIS=(U,F,A{V,|alA, L {I,|adA) , where

A ={load, ratg¢ , is an attribute set of the taxi
(called a point entity);

E, ={school, river, bank, street} ;

So we can create the following mining database as
described in table 1.

A _ID | Taxi(2) | Taxi(5)| Taxi(6)
Load True True False
Rate Fast Slow Slow
Morning -- Equal --
Afternoon Equal Before| After
Night Before -- Equal
Orientation East South Southwest
School Disjoint | Inside | --
River Touch -- --
Bank -- Touch | Touch
Street -- -- Inside

Table 1: Mining database.

Definition 4.2 Spatiotemporal information granule is a

two-tupleSTIG = (¢, ¢ ({)), where
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¢, called the intension of spatiotemporal informa- |U |, is the number of spatiotemporal events in the

tion granule, is an abstract description of commalues spatiotemporal database, which is mapped to théospa
of joined attributes shared by events in the extens temporal information syste®T1S;

which is expressed &s=({,, {5, {;) € OV, ,a [ M |, is a combinatorial number for attribute values

AOAKk=1,2..|| ¢OL; in the spatiotemporal database, which is mappethe¢o

W({) , called the extension of spatiotemporc';lﬁp"motemporal information systeilS .

information granule, is a set of events which gpati

temporal information granule applies, which is egsed 4.2 Discovering frequent spatiotemporal

as follows: association patterns
Y()={uluU1,(W =4, | ,(U) =5, |y )= In this section, we propose an algorithm of discimge
frequent spatiotemporal association patterns based
St - granular computing, which is denoted by DFSTAP, and

— - . - . then we use the following pseudo code to desctiige t
Definition 4.3 Atomic spatiotemporal information algorithm DFSTAP.

granule is a two—tupl.e\SI'IGT =€y ! where_ STD, is a spatiotemporal database based on event;
¢, called the intension of atomic spatiotemporal g g the given minimal support;

information granule, is denoted Ky=({,) ({,OV,, F : saving these maximal frequent spatiotemporal

alA ¢OL); association patterns;

W({), called the extension of atomic spatiotemporal N.F - saving these non frequent  spatiotemporal
association patterns;

information granule, is denoted by the following: Input: STD ands;
w()={ubu [l (v =47} . Output:F ;

(LF =&,

(2)NF =

(3) ReadsTD ; //reading once database

Definition 4.4 Intersection operation of spatio- tempora
information granule is denoted 1 . Suppose two

spatiotemporal information granules ar8TIG, =
(. 0(Z.)) andSTIG, = (¢.. w((.)) . respectively: if (4) Create STIS,, =.(U, F.A {V,|adA}, L {I,|a0l
ar wali B\E B _ A}) ; /ldef. 4.1, creating &TIS by theSTD
(0420, 04, OV) OO 04,0 0V) thendl = 5y compute eachSTIG = (¢, /(7)) : /] def. 4.3
¢, and so the intersection operat®can be expressed (6) CreateVl ={STIS m <W, W,,...,w, >}; // def. 4.5
asSTIG = (¢, ¢/({)) = STIG,OSTIG, (7) Fori O[1, |M |]do {
=({, 045wl )nw,). 8) M()=(w,w,,.-), ; /la decimal integef is

Definition 4.5 A mixed radix notation system based on éurned into a mixed radix numexah, @, , ...c4),,
spatiotemporal information system is a trigie= (9 {ui =¢n 0004511, is a set of items,
{STIS m <w, W,,...,w,, >}, where each?, is mapped to they,
_ STIS, called a spatiotemporal information system¢10) If(DwONF, @ O ¢)then {
ST (U FA M a0 A, L (1, Ja0g) (L) COnSIUESTI= Gy, 4G )i det. 44

m, called the number of bit for the mixed radix(lz) Iﬂg[/(ZM(i))lzsthen{
notation system, is denoted imy=| A ; (13) Deletec (o UF, 0 0{,,) ; //deleting all

<wW, W,,...,w,, >, called the weight set of bit for the subsets of(,;, in F
mixed radix notation system, each elemenis defined (14) Write], ¢, to F ;} //saving frequent itemset

asw 9V, [+1(=1,2,.m, and V; - k (k=1,2,.. (15) Else
IV, 1), and M |= M w -1, (16) Writef, ;, to NF ; //saving non frequent itemset

17
For example, for the spatiotemporal informatior{ng i++:)
system of table 1, we can get the following mixadix (19) OutpljF .
notation system based on a spatiotemporal infoonati '

systemM ={STIS 10,<3, 3, 4,4, 4,9, 8, 8, 8, 8. The interval[l, | M |]in the algorithm is the search

range of candidate frequent patterns. In other wtre
Definition 4.6 Combinatorial number ratio based on algorithm updates the mixed radix numeral to geeera
spatiotemporal information system is defined @s candidate frequent itemsets.
The algorithm discovers frequent spatiotemporal
association patterns through constructing spatipteai
information granule.

=log,"' >0, where
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4.3 Performance comparison In conclusion, this algorithm is better than tremtial

Based on the introduction in Section 4.2, we knbw t mining algorithm in theory.

algorithm DFSTAP is different from traditional fregnt
patterns mining algorithms, particularly, the Apiio 5 Experimental result
Framework and the FP-growth Framework.

For discovering frequent association patterns, t

o . . . . Tollows:
Apriori Framework is a representative algorithm hwit One is evaluating the performances of the pronosed
candidate, and the FP-growth Framework is a typical. 9 P prop

algorithm without candidate, and then we compaee g ning a]gonthmfor dlscqverlng frequent spatioforal
. . L association patterns on different datasets.
algorithm DFSTAP with the Apriori Framework and the S . o .
The other is discussing the application environment

FP-growth Framework. The comparative results can tfgr the proposed mining algorithm

expressed as the following table 2. : . .
Based on the comparison as described in table 2, we Tfhe f;:St data setis 1|‘r0m_ the_(;PS da_ta of taxain

can draw the following conclusions: City, for the GPS |nt.erva. point with a taxi, aneew is

The Apriori Framework needs to read the databamade of spee_d, loading, time, and space IayquineTm
repeatedly, and it joins two frequent itemsetsdoayate 3080 spatiotemporal events aft_er data flIt_erlﬁgs :
dataset can be mapped to a spatiotemporal infasmati

candidate; and so there are lots of calculated atrfoun STl d th ived radi
discovering frequent patterns. However, the albarit systemSTIS , and then we can create a mixed radix

DFSTAP updates the mixed radix numeral to generafiotation system based on the spatiotemporal infooma
candidates; the speed of which for the latter $¢efathan SystenSTIS, which can be expressed as follows:

the former; additionally, the DFSTAP only needsead M, ={STIS, m <w, W,,...,w, >}, where

the database once. Hence, the computational coityplex
of the algorithm DFSTAP is lower than the Apriori )
Framework. In other words, the algorithm avoidssthe the taxi;

In this section, we design two types of experimeags

STIS,, is mapped to the spatiotemporal database for

disadvantages of the Apriori Framework. m=7, there are seven attributes in the database;
In addition, the algorithm DFSTAP uses simple data  <W, W,, W,, W, ,W; W W,>=< 4, 4,4, 4,3,53>%.
structure as array to express single format of iciabel, And we havep = 10g, " =100,,,0:2**° = 0.824.

and traverses an interval to discover frequentcason

patterns; so it uses less memory: and it is eapydgram The second data set is from the GPS data of bas in

and maintain the algorithm. Namely, the DFSTAP ha%ity’ for the GPS. interval point With a bus, an elves
these advantages of the Apriori Framework. made of sp_eed, time, grade of service, and quomtla
However, for mining frequent association patternsWe deal with the dataset to form 40600 spatioteipor

the FP-growth Framework only needs to read databaSLeMts; the dataset can be mapped to a spatiotampor

twice, its advantage is saving reading database, ilpformation systen$TIS,, and then we also can create a
DFSTAP also has the advantage. But the FP-growthixed radix notation system based on $fS,, which
Framework needs to traverse a complex FP-treetsso ¢an be expressed as follows:

computational complexity is higher than the DFSTAP, ={STIS, M <W, W,,...,w, >}, where

meanwhile, it also needs to cost more memory, &isl i 2 vz
no picnic to program and maintain it. Obviouslyg th STIS, , is mapped to the spatiotemporal database for
algorithm DFSTAP avoids these disadvantages of tige bus;

FP-growth Framework. m =6, there are six attributes in the database;

<W, W, Wy, W, W, W, W,>=< 3,5,4,6,7,3.

Comparative Apriori FP-growth
items DFSTAP | £ amework| Framework And we also have =log,, "' =10g,464, " = 0.934.
Reading Once Many Twice Experimental environment is Microsoft Window XP
Database times Professional with Intel (R) Core (TM)2 Duo CPU
Data structure Simple Simple Complex (T6570 @) 2.10 GHz 1.19GHz) and 1.99 GB memory.
Programming Simple Simple Complex The software development environment is based on C#
Computational . . with Microsoft Visual Studio 2008.
. Low High High
complexity
Memory usage,  Less Less More| 5.1 Theexperimentsof performance
Generating Yes Yes No comparison
candidate . . . -y
Here, for discovering frequent spatiotemporal aission
Format of - _
candidate Digit ltemset -- patterns on the two qlat_asets, we compare the digori
Speed of DFSTAP with the Apriori Framework and the FP-growth
peed o Framework. Based on the performance comparison in
t Fast S| D P

gens_rda Itng as ow - Section 4.3, we respectively design three groups of
candidate experiments on the two datasets.

Table 2: Performance comparison.
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1. Testing on thefirst dataset
For the first dataset, we compare the performasche
number of frequent association pattern increasesttze
test results are expressed as figure 1; as thenmhxi
length of frequent association pattern increased, the
test results are expressed as figure 2; as themaini
support of frequent association pattern increaamed,the
test results are expressed as figure 3.
5000
4000
3000
2000
1000
0w
1

—+— Apriori Framework
—=— FP-growth Framework
—&— DFSTAP

Runtime(Second;

7 11 33 17% 274

The number of patterns

Figure 1: Performance comparison as the number of
frequent association pattern increases.

2000
1500
1000
500
o
1

—e— Aprion Framework

—8— FP-growth Framework
—&—DESTAP

2

Runtime(3econd)

3 4 5 6 7

Mazmal length

Figure 2: Performance comparison as the maximgtten
of frequent association pattern increases.

8000

—e— Aprion Framework
—8—FP-growth Frameworlk
—&—DFSTAP

6000

4000

2000
0 o
05

Runtime(Second;

2 10 30 50
Minimal support(%a)

Figure 3: Performance comparison as the minimal
support of frequent association pattern increases.

2. Testing on the second dataset

For the second dataset, we compare the performar

from three aspects also; in other words, with thmiper
of frequent association pattern, the maximal lepgtid
the minimal support; and their experimental resaits
expressed as figures 4, 5, and 6, respectively.

250
200
150
100
50
[

1

—4+— A prort Framework

—a— FP-growth Framework
—a— DFSTAP

4

Runtime(Second)

5 12 26 33 39

The number of pattems

Figure 4: Performance comparison as the number of
frequent association pattern increases.
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Pl
1

—¢— Aption Framework
—m— FP-growth Framework
—&— DFSTAP

Runtime(Second)

M eaximal length

Figure 5: Performance comparison as the maximgtten
of frequent association pattern increases.
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250
200
150
100

50

—+— Aprion Framework
—=— FP-growth Framework
—a— DFSTAP

Runtime(Second;

08 2 10 30 50 T0

IMinimal supp ert(¥a)
Figure 6: Performance comparison as the minimal
support of frequent association pattern increases.

Based on these comparison results from figure@l, to
we can draw two conclusions as follows:

One is that the algorithm DFSTAP is better than the
Apriori Framework and the FP-growth Framework o th
type of mining datasép <1).

The other is that the performance of the algorithm
DFSTAP does not depend on the number of frequent
association pattern, the maximal length, and thamal
support parameter.

5.2 Theexperimentsof discussingthe
optimal application environments

In this part, we mainly discuss the relationshipsaeen
the performance and the following parameters:

|U |, is the number of spatiotemporal events;

M|, is the combinatorial number for attribute
values;

£, is the combinatorial number ratio.

1. Testing on thefirst dataset
For the first dataset, we change database events or
database structure to create eight new dataséiblas3.

Name Weight set P
Data_T 1| <4,4,4,5,9> 109,65850 - = 0.617
Rata_T 2| <4,4459> 10G3p5060 " = 0.628
Data_T 3| <4,4,4,4,3,5,9> 109,65850 > = 0.810
The first
dataset | <4%44.3,59> | 100y, = 0.824
Data_T 4| <4,4,4,4,3,5,9,3> | 10g,5550">""° = 0.895
Data_T 5| <4,4,4,4,3,5,9,3> | 10053050 "°"°=0.910
Data_T 6| <4,4,4,5,9> 109,45 = 0.986
Data_T 7| <4,4,4,4,3,5,9> 10g,,5.*° =1.293
Data_T 8| <4,4,4,4,3,5,9,3> 100,42 =1.429
Table 3: Changing description of the first dataset.

As we all know, the performance of the FP-growth
Framework is better than the Apriori Framework,vem
do not directly compare them in these experiments.
Here, if the minimal support is less than 1%, then
regard it as the lower support; if the minimal sopps
greater than 30%, then we regard it as the highygct.
(1) The relationship between the performance and
P (the combinatorial number ratio)

As the minimal support increases, we compare the
algorithm DFSTAP with the Apriori Framework and the
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FP-growth Framework on the eight datasets. Thsilte

are respectively expressed as figures 7-14.

1200
1000 —8— FP-growth Framework

200 —&— DFST AT
600
430
200
0

0.5 1 2 10 30 50 0

Runtime(Second)

Minimal support(¥a)

Figure 7: Performance comparison on Data_T 1
(p=0.617)

=)
&
=1

—m— FFP-growth Framework
—&— DFSTAT

=
&
=3

¥
&
=1

Runtime(Second]
T
=
o

=1

0.5 1 2 10 30 50 70
Minimal support(®o)

Figure 8: Performance comparison on Data_T 2
(p=0.628)
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—g 5000 —8— FP-growth Framework

& 4000 —&— DFSTAP

‘g 3000

£ 2000

£ 1000
o 4 . . . - "
0.5 1 2 10 30 50 70

Minmmal support(%4)

Figure 9: Performance comparison on Data_T 3
(p=0.810)

15000
—a&— FP-growth Frameweork

—4&— DESTAP
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Runtime(Second)

0 a
0.5 1 2 10 30 50 70

Minimal support(¥t)

Figure 10: Performance comparison on Data_T 4
(p=0.895)
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Funtime(3econd)
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Figure 11: Performance comparison on Data_T 5
(p=0.910)

—m— FP-growth Framewotk

—&— DFSTAP

Runtime(Second)

0.5 1 2 10 30 50 70
Minimal support(®h)

Figure 12: Performance comparison on Data_T 6
(0 =0.986)
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Based on figures 7-12, whern< 1, we can know that

the performance of the algorithm DFSTAP is betitemt
the Apriori Framework and the FP-growth Framework.
Based on figures 13 and 14, wher-1, we can

know that the performance of the algorithm DFSTAP i
better than the Apriori Framework and the FP-growth
Framework for the lower support; but for the higher
support, it is not better than them.

50

—&— DESTAP

—+— Apriori Framework
—=— FP-growth Framework

—4— DFSTAP

Runtime(Second)
Runtime(Second)

10 30 50 70

Lower suppost(%) Higher support(®%)

Figure 13: Performance comparison on Data_T 7
(p=1.293)

——DFSTAP 25

—+— Apriori Framework

—+—DFSTAP

—#— FP-growth Framework

Runtime(Second)
Runtime(Second)

05 1 2 0

10 30 30 70

Lower support(%6) Higher suppost(%)

Figure 14: Performance comparison on Data_T 8
(p=1.429

(2) The relationship between the performance and
| M | (the combinatorial number for attribute values)

Here, we discuss the variation trend of runtiméhas
combinatorial numbgM |increases when the number of
eventgU |is invariant. These experimental results can be
expressed as figure 15.

40

g —— |M|=2070 —m— |M|=24550 —k— |M|=103679
2 30 4
5 L e
E + ¢ - —e
ERRU)
=

o

0s 1 2 10 30 50 70

|UF403850, Minimal support()

e |M|=2070 —m |M|=34550 —k— |M|=105670

RuntimeSecond)

05 1 2 10 20 50 70
|T7E323080. Minimal support(%)

—— |M|=2079 —m— |M|=34559 —a— |M|=103670

——u

Runtime(Second)

05 1 2 10 30 50 70
|T7E3231 Minimal support(%6)

Figure 15: Performance comparison With| varying

Based on these results from figure 15, we can know
that the runtime of the algorithm DFSTAP is ascagdi
as| M |increases whet |is invariant.

(3) The relationship between the performance and
|U | (the number of events)
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When| M | is invariant, we discuss the variation trend

of runtime agU |increases. These experimental results
are expressed as figure 16.

a0
&0
40
20

—m— FP-growth Framework
—a— DFSTAP

Funtime(Second)

20 —— |U|=403350 —=m— |U|=323080 —&— |U|=3231
15 ]
1

04 0.8 2 10 30 50 0
Minimal support(%)

5

Euntime(Second)

o w

Figure 18: Performance comparison on Data_B 2
05 1 2 10 30 50 70 (,0 = 0803)

|M=2579. Minimal support(¥)
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200 —8— FP-growth Framework

300 —&— DFSTAP
200
100
0 A
0.4 0.8 2 10 30 50 i

—— |]=403550 —m—|U|=325060 —a— |L]=323)

—
— =

[ ]
ocwo S U

———a

Runtime(Second)
Runtime(Second)

05 1 2 10 30 50 70
|M1=34552. Minimal supp ort(*e)
Minimal support(®6)

—+— |I=403850 —m—|U|=325080 —k— |U]=3231

Figure 19: Performance comparison on Data_B 3
(p=0.846)

Based on figures 17-19, wh@x1, we can know
0.5 1 2 10 30 50 70

BI103575. Miniznal supp o) the performance of the algorithm DFSTAP is betitemt
Figure 16: Performance comparison With varying the Apriori Framework and the FP-growth Framework.
Based on figures 20-24, whar>1, we can know
Based on these results from figure 16, whérjis the performance of the algorithm DFSTAP is bettemt
invariant, we can know that the runtime of the aithon  the Apriori Framework and the FP-growth Framework
DFSTAP is ascending 4& |increases. for the lower support; but for the higher suppiiris not

better than them.
2. Testing on the second dataset

2000 —8— FP-growth Framework
For the second dataset, we also use the same mithod : ., Nl @22 oot Fomerotc
create eight new datasets as table 4, and compare t % £ wo Semmmar
performance on these datasets. FEL E
Name Weight set 14 "ud o 2 10 " » » 7
Lower support(%h) Higher support®)
Data_ B1 | <3,56,7,8> 10G, 1500 = 0.728
Data_ B2 | <356,78> 0G50 = 0.803 I(:igurf ggsz)Performance comparison on Data_B 4
Data B3 | <354,6,7,8> 10051502 = 0.846 P
The second 20159 _ o A LIAE e 5 —a— Aprin Framesror
dataset | <3/5.4.6,7,8> 10,0600 =0.934 25 i e S o
Data_ B4 | <3,5,4,6,7,8,3,6> 100,005 =1.093 i i
Data_B5 | <35,6,7,8> 10005°° =1.119 A0
362879 04 08 2 10 10 30 50 70
Data_ B6 | <3,54,6,7,8,3,6> 1090600 =1.206 Lower suppori(%) Higher support(’%)
20159 _
Data_B7 | <35,4,6,7,8> 100,00~ =1.301 | Figure 21: Performance comparison on Data_B 5
Data_B8 | <3,54,6,7,8,3,6> 100,,,.7%°=1954 | (p=1.119)

Table 4: Changing description of the second dataset

500 —= FP-growth Framework

— o300 —e— Aprion Framework
. . B —&— DFSTAP H
(1) The relationship between the performance and § ™ £l g Ranewok
. . . \L.-:* 400 g —&—DESTAP
p© (the combinatorial number ratio) . & 10 '\\
We use the same method to test on the eight dataset * . Ay %
Their results are respectively expressed as figlirez4. o bs : 0 1 % * "
Lower support(¥a) Higher support(%)

200
150
100 Figure 22: Performance comparison on Data_B 6
53 ‘ . X (0 =1.206)

04 0.8 2 10 30 50 70

—8—FP-growth Framewotlk
—&— DFSTAP

Runtime(Second)

Mmimal supp ort{¥)

Figure 17: Performance comparison on Data_ B 1
(p=0.728)
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O o 4 o

@3 g wor —&—DFSTAP £ 5

ER —4— DFSTAP g s L g2
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= 0 L L Il =] 0 1 L 0

04 0s 2 " 10 30 50 70 04 0g H 10 30 50 70
Lower support®) Higher support () |4 [F5035, Minimal support(%6)
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" s - .

ombhow SR

Figure 23: Performance comparison on Data_B 7

Runtime(Second)

04 0.8 2 10 30 50 70
—=—FP-growth Framework | 20152, Minimal support(¥h)
§ o —&—DFSTAP 'Té\ 40 —— Apriori Framewotl
g g DETAD g« e |U|=220800 —m— |L=40600 —a— |U|=2030
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Lower support(¥ Higher support(%
ppen() gher suppon(th) ¥ 362879, Minimal support®s)

I(:Ilglirf 9254;‘)Performance comparison on Data_B 8 Figure 26: Performance comparison With varying

According to all these experimental results, we can
w the following conclusions:

(1) When the number of evefts|is invariant, the
runtime of the algorithm DFSTAP is ascending as the
trend of runtime a$M |increases. These experimentakombinatorial number for attribute valupldl | increases.

(2) The relationship between the performance anéi
) ; : ra
| M | (the combinatorial number for attribute values)

Here, whefU |is invariant, we discuss the variation

results are expressed as figure 25. Namely, the performance is inversely proportiomathe
En e M|=5030 —m— |M|=20150 —k— |M|=362879 combinatorial number for attribute valyés | .
a2t . * (2) When the combinatorial number for attribute
g . . . . .
ER s 3 : — valued M |is invariant, the runtime of the DFSTAP is
o

04 08 2 10 30 30 o ascending as the number of evébts$increases. Namely,
|UE121200 Minimal support(¥h) . . .

_ the performance is inversely proportional to thenher
E €0 - —e— |M|=5030 —=— |M|=20150 —a— |M|=362870
|y S R, of events$U |.
HE (3) For mining frequent spatiotemporal association
g0 * * * * * * patterns, the performance of the DFSTAP is bettant

04 08 2 10 30 50 70
|7 [=40600. Minimal support(¥a)

the Apriori Framework and the FP-growth Framewank o
the type of datasefp <1).

—— |M|=5039 —m— |M]=201590 —k— |M|=362879

% k. . T —" On the type of datasets>1, the algorithm DFSTAP
% b . = . - . is suitable for mining frequent spatiotemporal agstion
il . — patterns with the lower support; but it is unsuiafor
04 08 2 10 30 50 70 mining frequent spatiotemporal association pattevitis
|E7E=2030. Minimal support(¥6) the hlgher Support.

(4) Since the computing environments generally has
the performance bottleneck, whHévi |> zand p<1(u

Based on figure 25, we can know that the runtime @ a parameter with the computing environmentsg, th
the algorithm DFSTAP is ascending |&8 | increases performance of the DFSTAP also become much worse
whenU |is invariant, than the other. For our computing environmentshis t

. . . .
(3) The relationship between the performance arfgfPer it |>,u-2. , the interval[1| M []is too large,
|U| (the number of events) the performance will become much worse.

Hence, the optimal application environments for the

When| M | is invariant, we discuss the variation trendalgorithm DFSTAP ig M |< i1, p<1( 4 is a parameter
of runtime agU | increases. These experimental resultS;i, the computing environments).

are expressed as figure 26.
Based on figure 26, we can know that the runtime :
algorithm DFSTAP is ascending Hd |increases when (é Conclusion

| M |is invariant.

Figure 25: Performance comparison With| varying

In order to simply fast discovering multi-dimensabn
frequent spatiotemporal association patterns,igghper,
firstly, we construct a star association model Hase
event, the method of forming association patteondHe
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model is very flexible, which can show more spatio-
temporal information; and then propose an algorithfm
discovering frequent spatiotemporal associatiotepas [8]
based on granular computing, which has two advastag
one is updating the mixed radix numeral to generate
candidate; the method improves the speed of gengrat
candidate. The other is adopting granular computing
discover frequent spatiotemporal association patéo [9]
avoid repeatedly reading database. These expedment

results indicate that the two key technologies maprthe
efficiency of algorithm. WhegM [< ¢ ( i is a parameter

with the computing environments), the algorithm is
suitable for mining frequent patterns on the tyge o
datasefp <1), and mining frequent association pattern&lo]

with the lower support on the type of datgget 1), but
it is unsuitable for mining frequent associatiorttg@ans
with the higher support on the type of datdgetl).

Hence, we need to study the disadvantage in toeefut ~ [11]
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This paper is and extended abstract of the doctoral thesis [1]. It presents an overview of the systems
and methods for the natural language machine translation. It focuses primarily on systems and methods
for shallow transfer rule based machine translation which are better suited for the translation of related
languages. The major problem of the rule-based translation systems is costly manual production of dictio-
naries and translation rules in the case of a classical approach to building such systems. The work provides
an overview over the collection of selected and new methods designed for automatic production of materi-
als for the installation of systems based on translation rules.

Povzetek: Pricujoce delo je razsirjen povzetek doktorske disertacije [1]. Predstavlja pregled strojnega
prevajanja naravnih jezikov, osredotoca se predvsem na sisteme in metode za prevajanje na osnovi pravil
plitkega prenosa, ki so najprimernejse za sorodne naravne jezike. Najvecja teZava sistemov, ki temeljijo
na pravilih, je dolgotrajna in draga rocna izdelava slovarjev ter prevajalnih pravil v primeru klasicnega
pristopa h gradnji prevajalnih sistemov na osnovi pravil. Delo ponuja pregled zbirke izbranih in na novo

zasnovanih metod samodejne izdelave gradiv za postavitev prevajalnih sistemov na osnovi pravil.

1 Introduction and problem
statement

The paper presents an attempt to automate all data creation
processes of a rule-based shallow-transfer machine transla-
tion system and its background. Several methods that au-
tomate some parts of the shallow transfer Rule Based Ma-
chine Translation (RBMT) system construction have been
presented and are even used as part of the construction
toolkits like Apertium [2], which is a widely used open
source toolkit for creating machine translation systems be-
tween related languages.

Parts of the creation process have been addressed by sev-
eral authors, some of these technologies have been used in
our experiments along with newly developed methods. All
methods and materials discussed in this paper were tested
on a fully functional machine translation system based on
Apertium. The system uses an architecture similar to the
one presented in Figure 1.

Although it seems that Statistical Machine Translation
(SMT) would be a perfect choice as some of the best per-
forming machine translation systems are based on the SMT
technologies, the stochastic approach has a couple of draw-
backs that cannot be ignored; the SMT systems, to be suc-
cessful, require huge amounts of parallel texts.

Another reason for choosing the RBMT approach is the
nature of the languages involved in our experiments (Slove-
nian paired with Serbian, Czech, English and Estonian lan-
guage). These are languages with rich inflectional mor-
phology and as such they present a big problem for SMT.

Last but not least reason for using an RBMT machine
translation system is the chance for the linguistic experts to
further refine the results of the automatically produced data
and thus to be able to improve the system in a controlled
way.

2 Methodology

The modules presented in Figure 1 and numbered with
numbers 1 through 5 require linguistic data (monolingual
dictionaries, bilingual dictionaries, translation rules, etc.).
Each module was examined and a method for linguistic
data creation was designed.

The following types of data are needed for all modules
of the system: the monolingual source dictionary with mor-
phological information for source language parsing, mono-
lingual target dictionary with morphological information
for target language generation, bilingual translation dictio-
nary, finite-state rules for shallow transfer and local agree-
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Source text L T I
Morphological Morphological®

analyzer generator Re-formatter

De-formatter 2
POS tagger

3

5
Local agreement

Target text

Structural
transfer

| I

Post-generator“

Figure 1: The modules of a typical shallow transfer transla-
tion system. The system [2] follows this design. An addition
of the original architecture is the local agreement module tagged
as number 6.

ment, statistical target language model, modeled source
language tags.

3 Evaluation methodology and
results

The evaluation focused only on the translation quality;
the translation speed and responsiveness of the system,
user-friendliness and other features of the translation sys-
tems are not presented. Were used the following methods:
the automatic objective evaluation using the METEOR [3]
metric, the non-automatic evaluation using weighted Lev-
enshtein edit-distance [4] on a human corrected output of
the translation system, the non-automatic subjective eval-
uation following [5] guidelines. The translation system
was constructed according to the methodology presented
in Section 2 using the selected training set. The evaluated
values in each fold and the average final values are pre-
sented.

4 Discussion and further work

The agreement among all three evaluation methods is quite
high, which shows that the results of the evaluation process
are valid. The translation quality of the Slovenian-Serbian
translation system is higher than the systems for distant lan-
guage pairs. This can be attributed to the fact that the sim-
ilarity of the first language pair is bigger.

The automatically generated linguistic data is far from
perfect and additional manual labor will have to be exe-
cuted in order to obtain better translation quality.
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