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Model checking is a formal method used for the verification of finite-state systems. Given a system model
and such specification, which is a set of formal properties, the model checker verifies whether or not
the model meets the specification. One of the major advantages of model checking over other formal
methods its ability to generate a counterexample when the model falsifies the specification. Although the
main purpose of the counterexample is to help the designer to find the source of the error in complex
systems design, the counterexample has been also used for many other purposes, either in the context of
model checking itself or in other domains in which model checking is used. In this paper, we will survey
algorithms for counterexample generation, from classical algorithms in graph theory to novel algorithms
for producing small and indicative counterexamples. We will also show how counterexamples are useful
for debugging, and how we can benefit from delivering counterexamples for other purposes.

Povzetek: Pregledni članek se ukvarja s protiprimeri v formalni metodi za preverjanje končnih avtomatov,
tj. sistemov manjše računske moči kot Turingovi stroji. Protiprimeri koristijo snovalcem na več načinom,
predvsem kot način preverjanja pravilnosti delovanja.

1 Introduction

Model checking is a formal method used for the verification
of finite-state systems. Given a system model and such spe-
cification, which is a set of formal properties in temporal
logics like LTL [109] and CTL [28, 52], the model checker
verifies whether or not the model meets the specification.
One of the major advantages of model checking over ot-
her formal methods its ability to generate a counterexample
when the model falsifies such specification. The counterex-
ample is an error trace, by analysing it, the user can locate
the source of the error. The original algorithm for counte-
rexample generation was proposed by [31], and was imple-
mented in most symbolic model checkers. This algorithm
of generating linear counterexamples for ACTL, which is
a fragment of CTL, was later extended to handle arbitrary
ACTL properties using the notion of tree-like counterex-
amples [36]. Since then, many works have addressed this
issue in model checking. Counterexample generation has
its origins in graph theory through the problem of fair cy-
cle and Strongly Connected Component (SCC) detection,
because model checking algorithms of temporal logics em-
ploy cycle detection and technically a finite system model
is determining a transition graph [32]. The original algo-
rithm for fair cycle detection in LTL and CTL model was
proposed by [53]. Since then, many variants of this algo-
rithm and new alternatives were proposed for LTL and CTL
model checking. In section 3 we will investigate briefly the
problem of fair cycles and SCCs detection.

While the early works introduced by [28, 52] have inves-
tigated the problem of generating counterexample so wi-
dely, which led to practical implementation within well-
known model checkers, the open problem that emerged
was the quality of the counterexample generated and how
it really serves the purpose. Therefore, in the last decade
many papers have considered this issue, earlier in terms of
structure[36], by proposing the notion of tree-like counte-
rexamples to handle ACTL properties, and followed later
by the works investigating the quality of the counterexam-
ple mostly in terms of length to be useful later for debug-
ging. In section 3, we will investigate the methods propo-
sed for generating minimal, small and indicative counterex-
amples in conventional model checking. Model checking
algorithms are classified in two main categories, explicit
and symbolic. While explicit algorithms are applied di-
rectly on the transition system, symbolic algorithms em-
ploy specific data structures. Generally, the explicit algo-
rithms are adopted for LTL model checking, whereas sym-
bolic algorithms are adopted for CTL model checking. In
this section, the algorithms for generating small counte-
rexamples are presented with respect to each type of al-
gorithms.

However, generating small and indicative counterexam-
ples only is not enough for understanding the error. There-
fore, counterexamples analysis is inevitable. Many works
in model checking have addressed the analysis of counte-
rexamples to better understand the error. In section 4, we
will investigate the approaches that aim to help the designer
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to localize the source of the error given counterexamples.
In this section, we consider that most of these methods
range into two main categories: those that are applied on
the counterexample itself without any need to other infor-
mation, and those that require successful runs or witnesses
to be compared with the counterexamples.

Probabilistic model checking has appeared as an exten-
sion of model checking for analyzing systems that exhi-
bit stochastic behavior. Several case studies in several
domains have been addressed from randomized distribu-
ted algorithms and network protocols to biological sys-
tems and cloud computing environments. These systems
are described usually using Discrete-Time Markov Chains
(DTMC), Continuous Time Markov Chains (CTMC) or
Markov Decision Processes (MDP), and verified against
properties specified in Probabilistic Computation Tree Lo-
gic (PCTL)[78] or Continuous Stochastic Logic (CSL)
[9, 10]. In probabilistic model checking (PMC) counterex-
ample generation has a quantitative aspect. The counterex-
ample is a set of paths in which a path formula holds, and
their accumulative probability mass violates the probabi-
lity bound. Due to its specific nature, we specify section
5 for counterexample generation in probabilistic model
checking. As it was done in conventional model checking,
addressing the error explanation in the probabilistic mo-
del checking is highly required, especially that probabilis-
tic counterexample consists of multiple paths instead of a
single path, and it is probabilistic. So, in this section we
will also investigate the counterexample analysis in PMC.

The most important thing about counterexample is that
it does not just serve as a debugging tool, but it is also used
to refine the model checking process itself, through Coun-
terexample Guided Abstraction Refinement(CEGAR)[37].
CEGAR is an automatic verification method mainly propo-
sed to tackle the problem of state-explosion problem, and
it is based on the information obtained from the counterex-
amples generated. In section 6, we will show how counte-
rexample contributes to this famous method of verification.

Testing is an automated method used to verify the qua-
lity of software. When we use model checking to generate
test cases, this is called model-based testing. This met-
hod has known a great success in the industry through the
use of famous model checkers such as SPIN, NuSMV and
Java Pathfinder. Model checking is used for testing for two
main reasons: first, because model checking is fully auto-
mated, and secondly and more importantly because it de-
livers counterexamples when the property is not satisfied.
In section 7, we will show how counterexample serves as a
good tool for generating test cases.

Although counterexample generation is in the heart of
model checking, not all model checkers deliver counte-
rexamples to the user. In the last section, we will review
the famous tools that generate counterexamples. Section 9
concludes the paper, where some brief open problems and
future directions are presented.

2 Preliminaries and definitions

Kripke Structure. A Kripke structure is a tuple M =
(AP, S, s0, R, L) that consists of a set AP of atomic pro-
positions, a set S of states, s0 ∈ S an initial state, a to-
tal transition relation R ⊆ S × S and a labelling function
L : W → 2AP that labels each state with a set of atomic
propositions.

Büchi Automaton. A Büchi automaton is a tuple B =
(S, s0, E,

∑
, F ) where S is a finite set of states, s0 ∈ S is

the initial state, E ⊆ S × S is the transition relation,
∑

is
a finite alphabet, and F ⊆ S is the set of accepting or final
states.

We use Büchi automaton to define a set of infinite words
of an alphabet. A path is a sequence of states (s0s1...sk),
k ≥ 1 such that (si, si+1) ∈ E for all 1 ≤ i < k. A path
(s0s1...sk) is a cycle if sk = s1, the cycle is accepting if it
contains a state in F . A path (s0s1...sk....sl) where l > k
is accepting if sk...sl forms an accepting cycle. We call
a path that starts at the initial state and reaches an accep-
ting cycle an accepting path or counterexample (see Figure
1). A minimal counterexample is an accepting path with a
minimal number of transitions.

Strongly Connected Component. A graph is a pair G =
(V,E), where V is a set of states and E ⊆ V × V is the
set of edges. A path is a sequence of states (v1, ..., vk),
k ≥ 1 such that (vi, vi+1) ∈ E for all 1 < i ≤ k. Let
π be a path, the length of π is defined by the number of
transitions and is denoted by [π]. We say that we can reach
a vertex u from a vertex v if there exists a path from v to
u. We define a Strongly Connected Component (SCC) as
a maximal set of states C ⊆ V such that for every pair of
vertices u, v ∈ C, u and v are mutually reachable. A SCC
C is trivial if C = {v}, or otherwise C is non-trivial if for
every u, v ∈ C there is a non-trivial path from u to v.

Discrete-Time Markov Chain (DTMC) A Discrete-Time
Markov Chain (DTMC) is a tuple D = (S, sinit, P, L),
such that S is a finite set of states, sinit ∈ S the initial
state,P : S × S → [0, 1] represents the transition proba-
bility matrix, L : S → 2AP is a labelling function that
assigns to each state s ∈ S the set L(s) of atomic propo-
sitions. An infinite path σ is a sequence of states s0s1s2...
, where P (si, si+1) > 0 for all i ≥ 0. A finite path is the
finite prefix of an infinite path. We define a set of paths
starting from a state s0 by Paths(s0). The probability of a
finite path is calculated as follows:

P (σ ∈ Paths(s0)|s0s1...snis a prefix of σ) =∏
i≤0<n P (si, si+1)

Linear Temporal Logic (LTL) The syntax of LTL state
formula over the set AP is given as follows :

ϕ ::= true|a|¬ϕ|ϕ1 ∧ ϕ2| © ϕ|ϕ1Uϕ2

where a ∈ AP is an atomic proposition. The Other
Boolean connectives can be simply derived using the Bool-
ean connectives ¬ and ∧. The eventual operator F and the
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Figure 1: Accepting path (Counterexample).

always operatorG can be easily derived using the temporal
operator U .

Given a path π = s0s1... and an integer j ≥ 0, where
π[j] = sj , such that Words(ϕ) = {π ∈ (2AP )w)σ |= ϕ},
the semantics of LTL formulas for infinite words over 2AP

is given as follows:

π |= true⇔ true
π |= a⇔ a ∈ L(s0)
π |= ¬ϕ⇔ π 6|= ϕ
π |= ϕ1 ∧ ϕ2 ⇔ s |= ϕ1 ∧ s |= ϕ2

π |=©ϕ⇔ π [1..] |= ϕ
π |= ϕ1Uϕ2 ⇔ ∃j ≥ 0.π [j..] |= ϕ2 ∧ (∀0 ≤ k <
j.π [k..] |= ϕ1)

The semantics for the derived operators F andG is given
as follows :

π |= Fϕ⇔ ∃j ≥ 0.π [j..] |= ϕ
π |= Gϕ⇔ ∀j ≥ 0.π [j..] |= ϕ

Verifying whether a finite state system described in
Kripke structure AM satisfies an LTL property ϕ reduces
to the verification that A = AM ∩ A¬ϕ has no accepting
path, where A¬ϕ refers to the Büchi automaton that viola-
tes ϕ, Lω(A) =Words(¬ϕ). We call this procedure a test
of emptiness. So, in case AM ∩A¬ϕ 6= ∅, a counterexample
is generated.

Computation Tree Logic (CTL). We use the Computation
Tree Logic (CTL) to specify properties of systems descri-
bed using Kripke Structures. The CTL formulas are evalu-
ated over infinite computations produced by Kripke struc-
ture K. A computation of a Kripke structure is an infinite
sequence of states s0s1, ... such that si, si+1 ∈ R for all
i ∈ N. We denote by Paths(s) the set of all paths starting
at s. The syntax of CTL state formula over the set AP is
given as follows:

φ ::= true|a|¬φ|φ1 ∧ φ2|∃ϕ|∀ϕ

where a ∈ AP is an atomic proposition and ϕ is a path
formula. The path formulas are formed according to the
following grammar:

ϕ ::=©φ|φ1Uφ2

We denote by K, s |= φ the satisfaction of CTL formula at
a state s of K. The semantics defined by the satisfaction
relation for a state formula is given as follows

K, s |= true⇔ true
K, s |= a⇔ a ∈ L(s)

K, s |= ¬φ⇔ s 6|= φ
K, s |= φ1 ∧ φ2 ⇔ s |= φ1 ∧ s |= φ2
K, s |= ∃ϕ⇔ for some π ∈ Paths(s), π |= ϕ
K, s |= ∀ϕ⇔ for all π ∈ Paths(s), π |= ϕ

Given a path π = s0s1... and an integer i ≥ 0, where
π[i] = si, the semantics of path formulas is given as fol-
lows:

K,π |=©φ⇔ π [1] |= φ
K, π |= φ1Uφ2 ⇔ ∃j ≥ 0.π [j] |= φ2 ∧ (∀0 ≤ k <
j.π [k] |= φ1)

In case the Kripke structure violates the specification
K 6|= φ, a counterexample will be generated.

Both LTL and CTL are considered as sub-logics or frag-
ments of the logic CTL∗ [28, 52]. CTL is the subset of
CTL∗ where each path operator © and U must be imme-
diately preceded by path quantifiers ∀ or ∃, whereas LTL
is the subset of CTL∗ that consists of formulas that have
the form ∀f , where f is a path formula in which the only
state formulas are just atomic propositions [32]. ACTL is
the analogue fragment of CTL and thus of CTL∗, where
the only quantifier allowed is ∀. Using CTL∗ we can ex-
press formulas of the form ∀(FGp) ∨ ∀G(∃Fp), which is
a disjunction of LTL and CTL formula.

Probabilistic Computation Tree Logic (PCTL). Probabi-
listic Computation Tree Logic (PCTL) [78] has appeared
as an extension of CTL for the specification of systems that
exhibit stochastic behavior. We use the PCTL to define
quantitative properties of DTMCs. PCTL state formulas
are formed according to the following grammar:

φ ::= true|a|¬φ|φ1 ∧ φ2|P∼p(ϕ)

Where a ∈ AP is an atomic proposition, ϕ is a path for-
mula, P is a probability threshold operator, ∼∈ {<,≤, >
,≥} is a comparison operator, and p is a probability thres-
hold. The path formulas ϕ are formed according to the
following grammar:

ϕ ::= φ1Uφ2|φ1Wφ2|φ1U≤nφ2|φ1W≤nφ2

Where φ1 and φ2 are state formulas and n ∈ N. As
in CTL, the temporal operators (U for strong until, W for
weak (unless) until and their bounded variants) are requi-
red to be immediately preceded by the operator P. The
PCTL formula is a state formula, where path formulas only
occur inside the operator P. The operator P can be seen as
a quantification operator for both the operators ∀ (universal
quantification) and ∃ (existential quantification), since the
properties are representing quantitative requirements.

The semantics of a PCTL formula over a state s (or a
path σ) in a DTMC model D = (S, sinit, P, L) can be
defined by a satisfaction relation denoted by |=. The sa-
tisfaction of P∼p(ϕ) on DTMC depends on the probability
mass of a set of paths satisfying ϕ. This set is considered as
a countable union of cylinder sets, so that, its measurability
is ensured.

The semantics of PCTL state formulas for DTMC is de-
fined as follows:
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s |= true⇔ true
s |= a⇔ a ∈ L(s)
s |= ¬φ⇔ s 6|= φ
s |= φ1 ∧ φ2 ⇔ s |= φ1 ∧ s |= φ2
s |= P∼p(ϕ)⇔ P (s |= ϕ) ∼ p

Given a path σ = s0s1... in D and an integer j ≥ 0, where
σ[j] = sj , the semantics of PCTL path formulas for DTMC
is defined as for CTL as follows:

σ |= φ1Uφ2 ⇔ ∃j ≥ 0.σ [j] |= φ2 ∧ (∀0 ≤ k < j.σ [k] |=
φ1)
σ |= φ1Wφ2 ⇔ σ |= φ1Uφ2 ∨ (∀k ≥ 0.σ [k] |= φ1)
σ |= φ1U≤nφ2 ⇔ ∃0 ≤ j ≤ n.σ [j] |= φ2 ∧ (∀0 ≤ k <
j.σ [k] |= φ1)
σ |= φ1W≤nφ2 ⇔ σ |= φ1U≤nφ2 ∨ (∀0 ≤ k ≤
n.σ [k] |= φ1)

For specifying properties of CTMC, we use the Conti-
nuous Stochastic Logic (CSL). CSL has the same syntax
and semantics as PCTL, except that in CSL the time bound
in bounded until formula can be presented as an interval of
non-negative reals. Before verifying CSL properties over
CTMC, the CTMC has to be transformed to its embed-
ded DTMC. Therefore, further description of CTMC mo-
del checking is beyond the scope of this paper. We refer to
[9, 10] for further details.

Generally, two types of properties can be expressed
using temporal logics: Safety and Liveness. Safety pro-
prieties state that something bad never happens, a simple
example of that is the LTL formula G¬error that means
that error never occurs. Liveness properties state that so-
mething good eventually happens, a simple example of that
is the CTL formula (∀Greq → ∀Fgrant) that means that
every request is eventually granted.

3 Counterexamples generation

Counterexample generation has its origins in graph theory
through the problem of cycle detection. Cycle detection is
an important issue in the heart of model checking, either
explicit or symbolic model checking. To deal with this is-
sue, various algorithms were proposed for both LTL and
CTL model checking. Explicit state model checking is ba-
sed on Büchi automaton, which is a type of ω-automata.
The fairness condition relies on several sets of accepting
states, where the acceptance condition is visiting the accep-
tance set infinitely often. So, a run is accepting if only if it
contains a state in every accepting set infinitely often. As a
result, the emptiness of the language is based on checking
the non-existence of the fair cycle or equivalently the fair
non-trivial strongly connected component (SCC) that inter-
sects each accepting set. In the case of non-emptiness, the
accepting run is a sign of property failure, and as a result
it is rendered as an error trace. We call this error trace a
counterexample. So, the counterexample is typically pre-
sented by a finite stem followed by a finite cycle. Several

algorithms were proposed to find counterexamples in re-
asonable time, where finding the shortest counterexample
has been proved to be a NP-Complete problem [31, 82].

To find fair SCCs, Depth First Search (DFS) and Breadth
First Search (BFS) algorithms are used. The main algo-
rithm employing DFS is the Tarjan’s algorithm [126] that
is based on manipulating the states of the graph explicitly.
This algorithm is used to generate linear counterexamples
in LTL verification and showed promising results [43, 129].
It is also adopted in probabilistic model checking to gene-
rate probabilistic counterexamples for lower-bounded pro-
perties, through finding bottom strongly connected com-
ponents (BSCCs)[5]. BSCC is defined as an SCC B from
which no state outside B is reachable from B. Finding the
set of BSCCs over the probabilistic models is an important
issue for the verification of PCTL and CSL properties. Tar-
jan’s algorithm runs in linear time, but as the number of
states grows, it simply becomes infeasible. As a result, the
symbolic-based algorithms are proposed as a solution.

In contrast to explicit algorithms, symbolic algorithms
[17, 19] employ BFS and can describe large sets in a com-
pact manner using characteristic functions. Several symbo-
lic algorithms were proposed for computing the set of states
that contains all the fair SCCs, without enumerating them
[32, 84, 128]. We refer to these algorithms as SCC-hull al-
gorithms. Currently, most of the symbolic model checkers
are employing Emerson’s algorithm due to its high perfor-
mance, and it was proven by [58] that both of the algo-
rithms [52] and [31] can work in a complementary way.
Other works [83, 136] proposed algorithms based on enu-
merating the SCCs, we refer to these algorithms as symbo-
lic SCC-enumeration algorithms.

Different approaches for generating counterexamples are
proposed regarding the two types presented before. Clarke
et al. [31] proposed a hull-based approach based on Emer-
son’s algorithm by searching a cycle in a fair SCC close
to the initial state. Another approach by Hojati [84] was
also employed by other works for generating counterexam-
ples that use isolations techniques of the SCCs [95]. Using
Emerson’s algorithm in a combinatory way with SCC-
Enumeration algorithm is possible, but is still not guaran-
teed to get a counterexample of short length. Ravi et al.
[111] introduced a careful analysis of each type of these al-
gorithms. Since there is no guarantee to find terminal SCCs
close to the initial state, finding short counterexamples was
still a trade-off and an open problem, and thus it was in-
vestigated later by many researchers in both explicit and
symbolic model checking.

3.1 Short counterexamples in explicit-state
model checking

A counterexample in the Büchi automaton is a path σ = βγ
where β is a path without loop from the initial state to an
accepting state, and γ is a loop around this accepting state.
So that, a minimal counterexample is simply a counterex-
ample with a minimal number of transitions. More for-
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1: procedure DFS(s)
2: Mark(〈s, 0〉)
3: for each successor t of s do
4: if 〈t, 0〉 not marked then
5: DFS(t)
6: end if
7: end for
8: if accepting(s) then seed := s; NDFS(s)
9: end if

10: end procedure
11: procedure NDFS(s)
12: Mark(〈s, 1〉)
13: for each successor t of s do
14: if 〈t, 1〉 not marked then
15: NDFS(t)
16: else
17: if (t==seed) then report cycle
18: end if
19: end if
20: end for
21: end procedure

Figure 2: Nested Depth First Search Algorithm[130].

mally, a counterexample σ = βγ is minimal if (|β|+|γ|) ≤
(|β′|+ |γ′|) for any path σ′ = β′γ′. With respect to this de-
finition, a counterexample has at least one transition. Many
algorithms consider the issue of generating counterexam-
ples given Büchi automaton [130, 85, 112]. All these works
employ Nested-Depth First Search (NDFS), but they are
not capable of finding a minimal counterexample. A basic
NDFS algorithm proposed by [130] is depicted in Figure
2. The algorithm is based on computing the accepting sta-
tes by performing a simple search, once an accepting state
is found, another search is performed to find an accepting
cycle through it.

Although minimal counterexamples can be computed in
polynomial time using minimal paths algorithms, the main
drawback, in fact, is the memory, where the resulting Bü-
chi automaton to be checked for emptiness is usually very
huge, the thing that makes storing all the minimal paths to
be compared so difficult.

Recently, new methods were proposed to compute mi-
nimal counterexample in Büchi automaton [77, 64, 63].
Hansen and Kervinen [77] proposed a DFS algorithm that
runs in O(n2) and they showed that O(n log n) is suffi-
cient, although DFS algorithms are memory consuming in
general. This is due to the optimizations added using in-
terleaving. Since the algorithms are based on exploring
transitions backwards, adapting this method in practice is
very difficult, especially by considering some restrictions.
While this method requires more memory than the model
checker SPIN does, [64, 63] proposed a method that does
not use more memory than SPIN does. While the first one
uses DFS and its time complexity is exponential [64], Gas-
tin and Moro proposed a BFS algorithm with some optimi-
zations able of computing the minimal counterexample in

polynomial time [63]. Hansen et al. [76] also proposed a
method for computing minimal counterexamples based on
Dijkstra algorithm for detecting strongly connected com-
ponents. A novel approach was proposed by [93] for gene-
rating short counterexamples based on analyzing the entire
model and defining which events have more contribution
to the error, these events are called crucial. In addition to
generating short counterexamples, the technique helps with
reducing the state space. The main drawback of this met-
hod is how to determine if such set of events are crucial and
really led to the error.

3.2 Short counterexamples in symbolic
model checking

The original algorithm for counterexample generation in
symbolic model checking was proposed by [31] and was
implemented in most symbolic model checkers. This al-
gorithm of generating linear counterexamples for the linear
fragment of ACTL was later extended to handle arbitrary
ACTL properties using the notion of tree-like counterex-
amples [36]. The authors realized that linear counterexam-
ples are very weak for ACTL, and thus they proposed to
generate tree-like Kripke structure instead, which is proven
to be a viable counterexample[36, 38]. Formally, a tree-
like counterexample is a a directed tree whose SCCs are
either cycles or simple nodes. Figure 3 shows an exam-
ple of a tree-like counterexample for the ACTL property
∀G¬a ∨ ∀F¬b. As we see in the figure, the counterexam-
ple consists of two paths refuting both subformulas. The
first path leads to a state that satisfies a, whereas the se-
cond path, which is expected to be an infinite one, along
which b always holds. The generic algorithm for generating
tree-like counterexamples as proposed in [36] is depicted in
Figure 4.

Figure 3: A tree-like counterexample for ∀G¬a ∨ ∀F¬b.

The counterexample is constructed from an indexed
Kripke structure Kω that is obtained by creating isomor-
phic copy for each state in the original Kriple structure K,
whereby no repeated state can be found. This process is
called path unraveling. The algorithm traverses the speci-
fication formula in depth manner, where each subformula
is evaluated recursively. The symbol O refers to temporal
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operator, and C is a global variable that is used in unrave-
ling through denoting index of states.

The algorithm outputs a sequence of descriptors of the
form < s0, .., sn >(path descriptor) and < s0, .., sn, s0 >
(loop descriptor), where

⋃
{desc1, desc2} describes a fi-

nite path leading to a cycle. The tree-like counterexample
will be then

⋃∏
, where

∏
refers to the set of descriptors

generated by CEX algorithm. The set of descriptors for the
example in Figure 3 would be: < s0, s1, s2 >, < s0, s3 >
and < s3, s4, s5 >

ω .

1: procedure CEX(K, si0, ϕ)
2: case ϕ of
3: ϕ1 ∨ ϕ2:
4: CEX(K, si0, ϕ1)
5: CEX(K, si0, ϕ2)
6: ∧i≥1ϕi:
7: ϕ1 ∧ ϕ2:
8: Select j such that K, s0 6|= ϕj
9: CEX(K, si0, ϕj)

10: ∀O(ψ1, ..., ψk):
11: Determine σ = s0, ..., sN , ..., sN+M such that

K,σ 6|= O(ψ1, ..., ψk)
12: desc1:= 〈si0, unravel(C, s1, ..., sN )〉
13: desc2:= 〈unravel(C +N, sN , ..., sN+M )〉ω
14: return desc1 and desc2
15: C := C +N +M + 1
16: for all states p ∈

⋃
{desc1, desc2} do

17: for j ∈ {1, ..., k} do
18: if K, p 6|= ψj then
19: CEX(K, p, ψj)
20: end if
21: end for
22: end for
23: end case
24: end procedure

Figure 4: The generic counterexample algorithm for
ACTL[36].

After these works of Clarke et al., many works have ad-
dressed the issue of computing short counterexamples in
symbolic model checking [117, 29, 108]. Schuppan et al.
[117] proposed some criteria that should be met for the Bü-
chi automaton to accept shortest counterexamples. They
proved that these criteria are satisfied in the approach pro-
posed by [29] just for future time LTL specification, and
thus they proposed an approach that meets the criteria pro-
posed for LTL specifications with past. The algorithm pro-
posed employs breadth-first reachability check with Binary
Decision Diagrams(BDD)-based symbolic model checker.

The authors in [108] proposed a black-box based techni-
que that masks some parts of the system in order to give
an understandable counterexample to the designer. So the
work does not just tend to produce minimal counterexam-
ples, but also, it delivers small indicative counterexample
of good quality to be analyzed in order to get the source

of the error. The major drawback of this method is that
the generalization of counterexample generation from sym-
bolic model checking to black box model checking, could
lead to non-uniform counterexamples that do not meet the
behavior of the system intended. While all of these works
are applied to unbounded model checking [117, 108], the
works [122, 120, 113] consider bounded model checking,
through lifting assignments produced by a SAT solver,
where the quality of the counterexample generated depends
on the SAT solver in use. Other works have investigated the
use of heuristics algorithms for generating counterexam-
ples [124, 50]. Although heuristics were not widely used,
they gave pretty good results and were also used later for
generating probabilistic counterexamples.

4 Counterexamples analysis and
debugging

One of the major advantages of model checking over ot-
her formal methods is its ability to generate a counterex-
ample when the model falsifies such specification. The
counterexample represents an error trace; by analyzing it
the user can locate the source of the error, and as Clarke
wrote:“The counterexamples are invaluable in debugging
complex systems. Some people use model checking just
for this feature” [27].

However, generating small and indicative counterexam-
ples only is not enough for understanding the error. There-
fore, counterexamples explanation is inevitable. Error ex-
planation is the task of discovering why the system exhibits
this error trace. Many works have addressed the automatic
analysis of counterexamples to better understand the fai-
lure. Error explanation ranges in two main categories. The
first is based on the error trace itself, through considering
the small number of changes that have to be made in order
to ensure that the given counterexample is no longer exhi-
bited, and thus, these changes represent the sources of the
error. The second is based on comparing successful execu-
tions with the erroneous one in order to find the differen-
ces, and thus those differences are considered as candidate
causes for the error. Kumar et al. [97] have introduced a
careful analysis of the complexity of each type. For the
first type, they showed using three models (Mealy machi-
nes, extended finite state machines, and pushdown automa-
ton) that this problem is NP-complete. For the second type,
they provided a polynomial algorithm using Mealy machi-
nes and pushdown automaton, but solving the problem was
difficult with extended finite state machines.

Error explanation methods are successfully integrated
into model checkers such as SLAM [12] and Java PathFin-
der JP [16]. SLAM takes less execution time than JP, and
can achieve completeness in finding the causes, but accor-
ding to Groce [67], this also could be harmful. The error
explanation process has many drawbacks; the main one is
that the counterexample consists usually of a huge number
of states and transitions and involves many variables. The
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second is that model checker usually floods the designer
with multiple counterexamples, without any kind of clas-
sification. This makes challenging the task of choosing a
helpful counterexample for debugging purposes. Besides,
a single counterexample it might not be enough to under-
stand the behavior of the system. Analyzing a set of coun-
terexamples together is an option but the problem is that
it requires much effort, and even though, the set of counte-
rexamples to be analyzed could contain the same diagnostic
information, which may make analyzing this set of counte-
rexamples a waste of time. The last and the most important
problem in error explanation is that not all the events that
occur on the error trace are of importance for the designer,
so locating critical events is the goal behind error explana-
tion. In this section, we survey some works with respect to
the two categories.

4.1 Computing the minimal number of
changes

Jin et al. [92] proposed an algorithm for analyzing the
counterexamples based on the local information, by seg-
menting the events of the counterexamples in two main
segments, fated and free. The fated segments refer to the
events that obviously have to occur in the executions, and
the free segments refer to the events that should be avoided
for the error not to occur, and thus they are candidate to be
causes. Fated and free segments are computed with respect
to input variables in the system, where they are classified
into controlling and non-controlling. While controlling va-
riables are considered to be critical, and have more control
on the environment, the non-controlling variables have less
importance. So that, fated segments are determined with
respect to controlling variables, whereas free segments are
determined with respect to non-controlling ones.

Wang et al. [132] also proposed a method that works just
on the failed execution path without considering successful
ones. The idea is about looking at the predicates candidate
for causing the failure in the error trace. To do so, they
use weakest pre-condition computation, the technique that
is widely used in predicate abstraction. This computation
aims to find the minimal number of conditions that should
be met in order to not let the program violate the asser-
tion. This results in a set of predicates that contradict with
each other. By comparing how these predicates contradict
to each other, we can find the cause for the assertion fai-
led and map it back to the real code. Many similar works
also provided error explanation methods in the context of
C programs [137, 127, 138].

Using the notion of causality by Halpern and Pearl [74],
Beer et al. [88] introduced a polynomial-time algorithm
for explaining LTL counterexamples that was implemented
as a feature in the IBM formal verification platform Rule-
Base PE. Given the error trace, the causes for the violation
are highlighted visually as red dots on the error trace it-
self. The question asked was: what values of signals on
the trace cause it to falsify the specification? Following the

definition of Halpern and Pearl, they refer to such a set of
pairs of state-variable as bottom-valued pairs whose values
should be switched to make such state-variable pair criti-
cal. The pair is said to be critical if changing the value of
the variable in this state no longer produces a counterexam-
ple. This pair represents the cause for the first failure of the
LTL formula given the error trace, where they argue that
the first failure is the most relevant to the user. Neverthe-
less, the algorithm computes an over-approximation of the
set of causes not just the first cause that occurred.

Let ϕ be an LTL formula in Negation Normal Form
(NNF) and π = s0, s1, ..., sk a counterexample for it. The
algorithm for computing the approximate set of causes gi-
ven ϕ and π is depicted in Figure 5. The procedure invokes
each time a function val for evaluating sub-formulas of ϕ
on the path. The procedure is executed recursively given
the formula ϕ until it reaches the proposition level, where
the cause is finally rendered as a pair 〈si, p〉/〈si,¬p〉, where
si refers to the current state.

Let us consider the formula : G((¬START ∧
¬STATUS_V ALID ∧ END) →
[¬STARTUSTATUS_V ALID]). The result of
executing the RuleBase PE implementation of the algo-
rithm on this formula is shown in Figure 6. The red dots
refer to the relevant causes for the error. Where some
variables are not critical for the failure, others can be cri-
tical, which means that switching their values alone could
result in mitigating the violation. For instance, in state 9,
START precedes STATUS_V ALID, by switching the
value of START from 1 to 0 in state 9, the formula would
not fail anymore given this counterexample.

4.2 Comparing counterexamples with
successful runs

This is the most adopted method for error explanation that
is successfully featured in many model checkers such as
SLAM and Java PathFinder. Groce et al. [70] have propo-
sed an approach for counterexamples explanation based on
computing a set of faulty runs called negatives, in which
the counterexample is included, and comparing it to a set
of correct runs called positives. Analyzing the common
features and differences could lead to getting a useful di-
agnostic information. Their algorithms were implemented
in JAVA pathfinder. Based on Lewis counterfactual the-
ory of causality [105] and distance metrics, Groce [68] has
proposed a semi-automated approach for isolating errors in
ANSI C programs, by considering the alternative worlds as
programs executions and the events as propositions about
those executions. The approach relies on finding causal de-
pendencies between predicates of a program. A predicate
a is causally dependent on b given the faulty execution, if
only if the executions in which the removal of a cause a
also removes the effect b are more likely than the executi-
ons where a and b do not appear together. For finding these
traces, which are as close as possible to the faulty one, the
authors employed distance metric. A description of their
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1: procedure CAUSES(ϕ, πi)
2: Case ϕ of
3: p:
4: if p 6∈ si then
5: return 〈si, p〉
6: end if
7: ¬p:
8: if p ∈ si then
9: return 〈si, p〉

10: end if
11: Xϕ:
12: if i < k then return Causes(ϕ, πi+1)
13: end if
14: ϕ ∧ ψ:
15: return Causes(ϕ, πi) ∪ Causes(ψ, πi)
16: ϕ ∨ ψ:
17: if val(ϕ, πi) = 0 and val(ϕ,ψi) = 0 then
18: return Causes(ϕ, πi) ∪ Causes(ψ, πi)
19: end if
20: Gϕ:
21: if val(ϕ, πi) = 0 then
22: return Causes(ϕ, πi)
23: else
24: if val(ϕ, πi) = 1 and i < k and

val(XGϕ, πi) = 1 then
25: return Causes(Gϕ, πi+1)
26: end if
27: end if
28: φUψ:
29: if val(ϕ, πi) = 0 and val(ψ, πi) = 0 then
30: return Causes(ϕ, πi) ∪ Causes(ψ, πi)
31: if val(ϕ, πi) = 1 and val(ψ, πi) = 0 and i = k

then
32: return Causes(ψ, πi)
33: end if
34: if val(ϕ, πi) = 1 and val(ψ, πi) = 0 and i < k

and val(X[ϕUψ], πi) = 0 then
35: return Causes(ψ, πi) ∪ Cau-

ses(πi+1, [ϕUψ])
36: end if
37: end if
38: end procedure

Figure 5: Causes generation algorithm given a
counterexample[88].

Figure 6: Explanations on counterexample as red dots[88].

approach is depicted in Figure 7.

Figure 7: Explanation using distance metric[68].

Given a program P and its specification, the model chec-
ker CBMC is used to generate a counterexample through
using SAT solver, where the counterexample represents a
finite execution of P . The explain tool[69] gets the coun-
terexample generated from CBMC together with the P and
its specification. It generates first a set of executions that do
not violate the specification, and then using PBS solver [7],
it tries to find the closest execution to the counterexample.
Finally, the distance metric is computed, and a dynamic sli-
cing technique is applied in order to point out to the most
relevant assignments in the program that had contributed
the most to the error.

Figure 8: An example of C program.

We introduce here a brief explanation of this approach
through a running example on a C code as indicated in
[68]. The C program is depicted in Figure 8. For in-
put values (1,0,1), a counterexample is rendered in a set of
assignments form named Static Single Assignment(SSA),
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Figure 9: Counterexample values.

Figure 10: Successful execution values.

which is a representation used by CBMC (See Figure 9).
A successful execution so close to the counterexample can
be found for the input values (1,1,1) (See Figure 10).
The change in the value of input2 results in the assertion
least <= most being true. The differences between the
two executions are presented in Figure 11. The first change
is in the value of input2, which results in the change of
most#1 from 0 to 1. These two changes have of course
lower importance to the following change, which concerns
the non execution of guard#3 that was executed in the
counterexample, since least#0 is no longer greater than
input2#0, and thus the value of #most6 has changed to
1, which is considered the last change. The explanation
that can be given for this counterexample, is that not exe-
cuting the instruction at line 10 leads to the satisfaction of
the assertion (no error occurring). This shows clearly the
causal dependency of the satisfaction/violation of the as-
sertion on executing this line of code. As a result, line 10
will be highlighted by Explain tool as an indication for the
source of the error. The user will then understand that the
this line of code should be corrected as least = input2.

In [22], Chaki and Groce extended the original approach
for comparing a counterexample with the closest success-
ful run through combining distance metric with predicate
abstraction in order to generate explanations for abstract
counterexamples. They argue that even for abstract counte-
rexample, abstract state-space makes the explanation more
informative. Renieris and Reiss [114] also introduced a
method based on distance metric to select the closest cor-
rect runs to the faulty one and they provided a quantitative
method for evaluating their methods.

Figure 11: Differences between the counterexample and
the successful execution.

Ball et al. [11] proposed an effective approach that is
currently featured in SLAM model checker. Their met-
hod is based on the same principle of finding successful
runs to be compared with the counterexample. The inte-
resting difference here is that it generates error trace per
error cause, which makes the diagnostic easier, since there
will not be causal dependencies in the traces generated. It
is clear that this method will require the invocation of the
model checker each time a cause for the error is found.
Finally, the causes are reported as erroneous transitions
that do not occur in any correct trace. Copty et al. [41]
proposed a framework for debugging counterexamples as
they refer to it as counterexample Wizard in the context of
symbolic LTL. The technique employs three main capabi-
lities: multi-value counterexample annotation, constraint-
based debugging and multiple counterexample generation.
But in contrast to the work by Ball et all, the model chec-
ker is not invoked each time an error cause is found, but
instead, it gets all the data needed together to start the ana-
lysis.

Leue and Tabaei Befrouei [104, 103] proposed a novel
approach based on computing two datasets, the bad da-
taset that represents the set of counterexamples, and the
good dataset that represents the successful runs. Both da-
tasets are produced using SPIN model checker. The idea
is always about computing the differences between good
and bad traces, but this time with the help of data mining
technique called sequential pattern mining [49]. The aim
behind using this technique is to extract a set of sequences
of actions that are mostly to appear in the bad dataset. In
concurrent systems, which are usually modeled using in-
terleaving semantics, the unforeseen interleavings resulted
from such a set of actions stand as a good indicator for the
source of the error.

While all of the previous works addressed safety pro-
perties, Kumazawa and Tamai [98] attended to explain er-
rors for liveness properties that involve more computati-
onal complexity. For that reason, the counterexample is
represented as an infinite trace and not a finite one, and
the witnesses to be compared with this counterexample are
infinite as well. The method also employs shortest paths
algorithms. Many similar works for counterexamples ana-
lysis have been done [121, 73, 40, 110, 119, 118, 56, 45].

5 Probabilistic counterexamples

Unlike the previous methods proposed for conventional
model checking that generate the counterexample as a sin-
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gle path ending with a bad state representing the failure,
the task in PMC is quite different. The counterexample
in PMC is a set of evidences or diagnostic paths that sa-
tisfy path formula and their probability mass violates the
probability threshold. The probabilistic counterexample is
generated when a PCTL/CSL property is not satisfied. The
probabilistic property φ = P≤p(ϕ) is refuted when the pro-
bability mass of the paths satisfying ϕ exceeds the bound
p. Therefore, a probabilistic counterexample for the pro-
perty φ is formed by a set of paths starting at a state s and
satisfying the path formula ϕ. We denote these paths by
Paths(s0 |= φ). The counterexample can be formed of a
set of finite paths where each path σ = s0s1...sn is a prefix
of an infinite path from Paths(s0 |= φ) satisfying the for-
mula ϕ. We denote these paths by FinitePaths(s0 |= φ).

We can get a set of probabilistic counterexamples, noted
PCX(s0 |= φ), which is a set of any combination from
FinitePaths(s0 |= φ) that their probability mass exceeds
the bound p. Among all these probabilistic counterexam-
ples, we are interested by the most indicative one. The most
indicative counterexample is minimal counterexample (has
the least number of paths fromFinitePaths(s0 |= φ)) and
its probability mass is the highest among all other minimal
counterexamples. We denote the most indicative probabi-
listic counterexample by MIPCX(s0 |= φ). We should
note that the most indicative probabilistic counterexample
may not be unique.

For the counterexample to have a high probability, it
should consist of paths that carry high probabilities from
FinitePaths(s0 |= φ). The path σ having the hig-
hest probability over all these paths is called strongest
path and is defined as follows: for every path σ′ ∈
FinitePaths(s0 |= φ) : P (σ) ≥ P (σ′). The strongest
path also may not be unique.

Example Let us consider the example of DTMC shown
in Figure 12 and the property P≤0.5(ϕ), where ϕ =
(a∨b)∪(c∧d). The property above is violated in this model
(s0 6|= P≤0.5(ϕ)), since there exists a set of paths satisfying
ϕ whose probability mass is higher than the probability
bound (0.5). Any combination from FinitePaths(s0 |=
φ) having probability mass higher than 0.5, is a valid coun-
terexample including the whole set. For instance, we can
find three counterexamples:

P (CX1) =
P ({s0s1, s0s2s3, s0s2s4s3, s0s2s4s5, s0s4s5})

= 0.25 + 0.2 + 0.09 + 0.15 + 0.12 = 0.81

P (CX2) = P ({s0s1, s0s2s4s5, s0s4s5})

= 0.25 + 0.15 + 0.12 = 0.52

P (CX3) = P ({s0s1, s0s2s3, s0s2s4s5})

= 0.25 + 0.2 + 0.15 = 0.6

The last probabilistic counterexample is the most indi-
cative since it is minimal and its probability is higher than

Figure 12: A DTMC.

the other minimal counterexample CX2,P (CX3) = 0.6 >
P (CX2). The strongest path is s0s1, which is included in
the most indicative probabilistic counterexample.

5.1 Probabilistic counterexample generation
Various approaches for probabilistic counterexamples ge-
neration have been proposed. Aljazzar et al. [1, 3] introdu-
ced an approach for counterexample generation for DTMC
and CTMC against timed reachability proprieties using
heuristics and directed explicit state space search. Since
resolving nondeterminism in an MDP results in a DTMC,
in complementary work [4], Aljazzar and Leue proposed
an approach for counterexample generation for MDPs ba-
sed on existing methods for DTMC. Aljazzar and Leue in-
troduced a complete work in [5] for generating counterex-
amples for DTMCs and CTMSs as what they refer to as
diagnostic sub-graphs. All these works on generating in-
dicative counterexamples have led to the development of
the K* algorithm [6], an on-the-fly heuristics guided al-
gorithm for the K shortest path problem. Comparing to
classical k-shortest-paths algorithms, K* has two main ad-
vantages, it woks on-the- fly in way it avoids exploring the
entire graph, and it can be guided using heuristic functions.
Based on all the previous works, they built a tool DiPro
[2] for generating indicative counterexamples for DTMCs,
CTMCs and MDPs. This tool can be jointly used with the
model checkers PRISM [81] and MRMC [94], and can ren-
der the counterexamples in text format as well as in graphi-
cal mode. These heuristic-based algorithms showed a great
efficiency in terms of counterexample quality. Neverthe-
less, with large models, DiPro tool that implements these
algorithms takes usually a long time to produce a counte-
rexample. By running DiPro on a PIRSM model of the
DTMC presented in Figure 12 against the same property,
we obtain the most indicative counterexample CX3. The
graphical representation of CX3 as rendered by DiPro is
depicted in Figure 13. The diamonds refer to the final or
end states (s1,s3,s5), whereas the circles represent simple
nodes s2 and s4. The user can navigate through the coun-
terexample and inspect all values.

Similar to the previous works, [75] has proposed the no-
tion of smallest most indicative counterexample that redu-



Counterexamples in Model Checking – A Survey Informatica 42 (2018) 145–166 155

Figure 13: A counterexample generated by DiPro.

ces to the problem of finding K shortest paths. In a weigh-
ted digraph transformed from the DTMC model, and given
initial state and the target states, the strongest evidences
that form the counterexample are selected using extensi-
ons of K-shortest paths algorithms for an arbitrary number
k. Instead of generating path-based counterexamples, [134]
have proposed a novel approach for DTMCs and MDPs ba-
sed on critical subsystems using SMT solvers and mixed
integer linear programming. Critical subsystem is simply
a part of the model (states and transitions) that are con-
sidered relevant because of its contribution to exceeding
the probability bound. The problem has been shown that
is NP-Complete. Another work always based on the no-
tion of critical subsystem is proposed to deliver abstract
counterexamples with less number of states and transiti-
ons using hierarchical refinement method. Based on all of
these works, Jansen et al. proposed the COMICS tool for
generating the critical subsystems that induce the counte-
rexamples [90].

There are also many other works that addressed special
cases for generating counterexamples in PMC. the authors
of [8], proposed an approach for finding sets of evidences
for bounded probabilistic LTL properties on MDP that be-
have differently from each other giving significant diagnos-
tic information. While their method is also based on K-
shortest path, the main contribution is about selecting the
evidences or the witnesses with respect to main five cri-
teria in addition to the high probability. While all of the
previous works for counterexample generation are explicit-
based, the authors in [133] proposed a symbolic method
using bounded model checking. In contrast to the previ-
ous methods, this method lacks the selection of the stron-
gest evidences first, since the selection is performed in ar-
bitrary order. Another approach for counterexample gene-
ration that uses bounded model checking has been propo-

sed [15]. Unlike the previous work that uses conventional
SAT solvers, the authors used a SMT-solving approach in
order to put some constraints on the paths selected, in order
to get more abstract counterexample that consists of stron-
gest paths. Counterexample generation for probabilistic
LTL model checking has been addressed in [116] and pro-
babilistic CEGAR has been also addressed [80]. A com-
prehensive representation of the counterexamples using re-
gular expressions has been addressed in [44]. Since regu-
lar expressions deliver compact representations, they can
help to deliver short counterexamples. Besides, they are
widely known and easily understandable, so that they will
give more benefits as a tool for error explanation.

5.2 Probabilistic counterexample analysis

Instead of relying on the state space search resulted from
the parallel composition of the modules, [135] suggests to
rely directly on the guarded command language used by
the model checker, which is more likely and helpful for de-
bugging purpose. To do so, the authors employ the critical
subsystem technique [134] to identify the smallest set of
guarded commands contributing to the error.

To analyze probabilistic counterexamples, Debbi and
Bourahla [48, 47] proposed a diagnostic method based on
the definition of causality by Halpern and Pearl [74] and
responsibility [25]. The method proposed takes the pro-
babilistic counterexample generated by DiPro tool and the
probabilistic formula as input, and returns a set of pairs
(state-variable) as candidate causes for the violation orde-
red with respect to their contribution to the error. So, in
contrast to the previous methods, this method does not tend
to generate indicative counterexamples, but it acts directly
on indicative counterexamples already generated. Another
similar approach for debugging probabilistic counterexam-
ples has been introduced by [46]. It adopts the same defi-
nition of causality by Halpern and Pearl to reason formally
about the causes, and then transforms the causality model
into regression model using Structural Equation Modeling
(SEM). SEM is a comprehensive analytical method used
for testing and estimating causal relationships between va-
riables embedded in theoretical causal model. This met-
hod helps to understand the behavior of the model through
quantifying the causal effect of the variables on the viola-
tion, and the causal dependencies between them.

The same definition of causality has also been adopted
to event orders for generating fault trees from probabilis-
tic counterexamples, where the selection of traces forming
the fault tree are restricted to some minimality condition
[102]. To do so, Leitner-Fischer and Leue proposed the
event order logic to reason about Boolean conditions on
the occurrence of events, where the cause of the hazard in
their context is presented as an Event Order Logic (EOL)
formula, which is a conjunction of events. In [57], they ex-
tended their approach by integrating causality in explicit-
state model checking algorithm to give a causal interpreta-
tion for sub- and super-sets of execution traces, the thing
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that could help the designer to get a better insight on the
behavior of the system. They proved the applicability of
their approach to many industrial size PROMELA models.
They extended the causality checking approach to proba-
bilistic counterexamples by computing the probabilities of
events combination [101], but they still consider the use of
causality checking of qualitative PROMELA models.

6 Counterexample guided
abstraction refinement (CEGAR)

The main challenge in model checking is the state explo-
sion problem. Dealing with this issue is in the heart of
model checking, it was addressed at the beginning of mo-
del checking and not finished. Many methods were pro-
posed to tackle this issue, the most famous are: symbolic
algorithms, Partial Order Reduction (POR), Bounded Mo-
del Checking (BMC) and abstraction. Among these techni-
ques, abstraction is considered as the most general and flex-
ible for handling the state explosion problem [30]. Ab-
straction is about hiding or simplifying some details about
the system to be verified, even removing some parts from
it that are considered irrelevant for the property under con-
sideration. The central idea is that verifying a simplified or
an abstract model is more efficient than the entire model.
Evidently, this abstraction has a price, which is losing some
information, and the best abstraction methods are those that
control this loss of information. Over-approximation and
under-approximation are two main key concepts for this
problem. Many abstraction methods have been proposed
[42, 65, 106], the last one had the most attention and was
adopted in the symbolic model checker NuSMV.

Abstraction can be defined by a set of abstract states Ŝ,
an abstraction mapping function h that maps the states in
the concrete model to Ŝ, and the set of atomic propositi-
ons AP labeling these states. Regarding the choice on Ŝ,
h and AP , we distinguish three main types of abstraction :
predicate abstraction [66, 115], localization reduction [99]
and data abstraction [39]. Predicate abstraction is based
on eliminating some variables from the program to be re-
placed by predicates that still serve the information about
these variables. Each predicate has a Boolean variable cor-
responding to it, where the abstract states Ŝ resulted are
valuations of these variables. Both the abstraction map-
ping h between the concrete and abstract states, and the set
of atomic propositions AP , are determined with respect to
the truth values of these predicates. The entire abstract mo-
del can then be defined through existential abstraction. To
this end, we can use BDDs, SAT solvers or theorem pro-
vers depending on the size of the program. Localization
reduction and data abstraction are actually just extensions
of predicate abstraction. Localization reduction aims to de-
fine a small set of variables that are considered relevant to
the property in hand to be verified, these variables are cal-
led visible, the rest of variables that have no importance
with respect to the property to be verified are called invisi-

ble. We should mention that this technique does not apply
any abstraction on the domain of visible variables. Data ab-
straction deals mainly with the domains of variables by ma-
king an abstract domain for each variable. So the abstract
model will be built with respect to the abstract values. For
more detail on abstraction techniques, we refer to [71].

Given the possible loss of information caused by the
abstraction, inventing some refinement methods of the
abstract model is necessary. The most known method
for abstraction refinement is Counterexample-Guided Ab-
straction Refinement (CEGAR) that has been proposed by
[30] as a generalization of the localization reduction ap-
proach. A prototype implementation of this method in
NuSMV has also been presented. In this approach, the
counterexample plays the crucial role for finding the right
abstract model. The process of CEGAR consists of three
main steps: the first is to generate an abstract model using
one of the abstractions techniques [30, 23, 33] given a for-
mula ϕ. The second step is about checking the satisfaction
of ϕ, if it is satisfied then the model checker stops and re-
turns that the concrete or the original model satisfies the
formula, if it is not satisfied, a counterexample will be ge-
nerated. The counterexample generated is in the abstract
model, so we have to check if it is also a valid counterex-
ample in the concrete model, because the abstract model
has different behavior comparing to the concrete one. Ot-
herwise, the counterexample is called spurious and the ab-
straction must be carried out based on this counterexample.
So, a spurious counterexample is an erroneous counterex-
ample that exists only in the abstract model, not the con-
crete model. The final step is to refine the model until no
spurious counterexample is found (see Figure 14). This is
how the technique gets its name, refining the abstract mo-
del using the spurious counterexample. Refinement is an
important task of CEGAR that can make the process faster
and gives the appropriate results. To refine the abstract mo-
del, different partitioning algorithms are applied to abstract
states. Like abstraction, partitioning the abstract states in
order to eliminate the spurious counterexample can be car-
ried out in many other ways than BDDs [30]. SAT solvers
[24] or linear programming and machine learning [34] can
be used to define the most relevant variables to be conside-
red for the next abstraction.

In the literature, we find many extensions for CEGAR
depending on the type of predicates and application dom-
ains: large program executions [96], non-Disjunctive ab-
stractions [107] and propositional circumscription [89].
The CEGAR technique itself has been used to find bugs in
complex and large systems [14]. The idea is based on gat-
hering and saving information during the abstract model
checking process in order to generate short counterexam-
ples in the case of failure. This could be helpful for large
models that make generating counterexamples using stan-
dard BMS intractable. CEGAR currently is implemented in
many tools such as NuSMV[26], SLAM and BLAST[13].
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Figure 14: Counterexample Guided Abstraction Refinement Process.

7 Counterexamples for test cases
generation

Counterexample generation gives the opportunity for mo-
del checking to be adopted and used in different domains,
one of the domains in which the model checking has been
adopted is test cases generation. Roughly speaking, tes-
ting is an automated method used to verify the quality of
software. When we use model checking to generate test
cases, this is called model-based testing. The use of mo-
del checking for testing is mainly subjected to the size of
the software to be tested, because a suitable model must be
guaranteed. The central idea of using model checking for
testing [20, 55] is about interpreting counterexamples ge-
nerated by the model checkers as test cases, and then test
data and some expected results are extracted from these
tests using such execution framework. Counterexamples
are mainly used to help the designer to find the source of
the error. However, they are very useful as test cases. [60].

A test describes the behavior of the test case intended:
the final state, the states that should be traversed to reach
the final state and so forth. In practice, it might not be
possible to execute all test cases, since the software to be
tested has usually a large number of behaviors. Neverthe-
less, there exist some techniques to help us to measure the
reliability of testing. These techniques range in two main
categories: first, deterministic methods (given initial state
and some input, we will be certainty aware about the out-
put), most famous methods for this category are coverage
analysis and mutation analysis. Second, statistical analysis,
where the reliability of the test is measured with respect to
some probability distribution.

In coverage-based testing, the test purpose is specified
in temporal logic and then converted to what is called a
never-claim by negation; to assert that the test purpose ne-
ver becomes true. So, the counterexample generated after

the verification process will describe how the never-claim
is violated, which is a description of how test purpose is
fulfilled. Many approaches for creating never-claims ba-
sed on coverage criterion (called “trap properties”) [61] are
proposed. Coverage criteria aim to find how such a system
is exercised given a specification in order to get the sta-
tes that were not traversed during the test; in this context,
we call this specification a test suit. So, a full coverage
is achieved if all the states of the system are covered. To
create a test suite that covers all states, we need a trap pro-
perty for each possible state. For example, claiming that
the value of a variable is never 0: G¬(a = 0). A counte-
rexample to such a trap property is any trace that reaches a
state where (a = 0).

With regard to trap properties, we find many variations.
Gargantini and Heitmeyer addressed the coverage of soft-
ware cost reduction (SCR) specifications [61]. SCR spe-
cifications are defined by tables over the events that repre-
sent the change of a value in state and lead to a new state,
and conditions defined on the states. Formally, a SCR mo-
del is defined as quadruple (S, S0, E

m, T ) where S is the
set of states, S0 is the initial state set, Em is the set of
input events, and T is the transform function that maps
an input event and the current state to a new one. SCR
requirement properties can be used as never-claims, first
by converting SCR into model checkers languages such as
SPIN language (PROMELA), or SMV language, and then
transform SCR tables into if-else construct in the case of
using SPIN, or a case statement in the case of SMV. Anot-
her approach by Heimdahl et al. addressed the coverage of
transition systems globally [79], where they consider the
use of RSML−e as the specification language. A sim-
ple example of transition coverage criteria is of the form
G(A ∧ C → ¬B), where A represents a system’s state
s, B represents the next state, and C is the condition that
guards the transition A to B. So a counterexample for this
property could be a trace that reaches a state B when C
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Figure 15: Coverage based test case generation [60].

evaluates to true, or a trace that reaches another state than
B when C evaluates to false. Hong and Lee [87] proposed
an approach based on control and data flow, where they use
SMV model checker to generate counterexamples during
the model checking of state-charts. The counterexample
generated can be mapped into test sequence that induces
information about which initial and stable states are consi-
dered. Another approach based on abstract state machines
has been introduced [62]. The trap properties here will be
defined over a set of rules for guarded function updates.
We can see that all coverage-based approaches deal with
the same thing, which is trap properties, and defer from
each other in the formalism adopted.

Another approach for using requirement properties as
test cases has been introduced by [54]. In this approach,
each requirement has a set of tests. Trap properties can be
easily derived from requirement properties under property-
coverage criteria [125]. Another method that is completely
different from coverage-based analysis is mutation-based
analysis [18]. Mutation analysis consists of creating a set
of mutants, which can be obtained by making small modi-
fications on the original program in way these mutants lead
to realistic faults. We differ between each mutant by its
score, the mutant with the high score indicates high fault
sensitivity. It is evident that deriving such mutant that is
equivalent to the original program will have a high com-
putational cost [91], because we have to apply all the test
cases to each mutant, and all mutants should be considered.
And for each mutant the model checker must be invoked.
Fraser et al. [59] reviewed in detail most of these techni-
ques and proposed several effective techniques to improve
the quality of the test cases generated in model checking-
based testing, especially requirements based testing, and
apply them on different types of properties in many indus-
trial case studies.

8 Counterexamples generation tools

Practically, all successful model checkers are able to output
counterexamples in varying formats [38]. In this section,
we will try to survey the tools supporting counterexample
generation and study their effectiveness. A set of model
checkers with their features are presented in Table 1.

Berkeley Lazy Abstraction Software Verification Tool
(BLAST) [13] is a software model checking tool for C pro-
grams. BLAST has the ability to generate counterexam-
ples, and furthermore, it employs CEGAR. BLAST is not
just a CEGAR-based model checker, but it can be also used
for generating test cases. BLAST shows promising results
with safety properties of programs with a medium size.

CBMC [35] is a well-known Bounded Model Checker
for AINCI C and C++ programs. CBMC performs symbo-
lic execution on the programs and employs a SAT solver in
the verification procedure, when the specification is falsi-
fied, a counterexample in the form of states with variables
valuation leading to these states is rendered to the user.

JavaPathfinder(JPF) [131] is a famous software model
checking tool for Java programs. JavaPathfinder is an ef-
fective virtual machine-based tool that verifies the program
along all the possible executions. Due to its ability to deal
with most of JAVA language features, because it runs on
byte-code level, JavaPathfinder can generate a detailed re-
port on the error in case that the property is violated. Besi-
des, the tool gives the ability to generate test cases.

SPIN [86] is a model checker mostly known for the veri-
fication of systems that exhibit a high interaction between
processes. The systems are described using Process Meta
Language (PROMELA) language, and verified against pro-
perties specified in LTL. By applying a Depth-First Search
algorithm on the intersection product of the model and the
Büchi automaton representing the LTL formula, a counte-
rexample is generated in case an accepted cycle is detected.
SPIN offers an interactive simulator that helps to under-
stand the cause of the failure by showing the processes and
their interactions in order.



Counterexamples in Model Checking – A Survey Informatica 42 (2018) 145–166 159

Table 1: Model checkers with their features.

Name Model Checking Counterexample generation
Programs,
systems

Algorithms,
methods

Modeling
language

Specification
language Visualization Form

BLAST C programs
Predicate lazy
abstraction,

CEGAR

C BLAST No
Set of

predicates

CBMC C programs BMC, SAT
solving

C/C++ Assertions No
Variables and

valuations

JPF Java
programs

Explicit state,
POR

Java No No Error report

SPIN
Concurrent,
distributed,

asynchronous

Nested Depth
First Search,

POR

PROMELA LTL Yes
Execution

path

NuSMV Synchronous,
asynchronous

BDD-based,
SAT-based

BMC

SMV LTL, CTL No
States and
valuations

UPPAAL Ral-time On-the-fly,
Symbolic

Timed
automata TCTL Yes

Sequence of
states

PRISM Probabilistic,
real-time

Graph-based,
numerical

PRISM PCTL,CSL,
PTCTL No-By DiPro Graph

MRMC Probabilistic Numerical
PRISM,
PEPA

PCTL,CSL,
PRCTL,CSRL

No-By DiPro
or COMIC Graph

NuSMV [26] is a symbolic model checker that appeared
as an extension of the Binary Decision Diagrams(BDD)-
based model checker SMV. NuSMV includes both LTL
and CTL for specification analysis, and combines SAT and
BDD techniques for the verification. NuSMV can deliver a
counterexample in XML format by indicating the states of
the trace and the variables with their new values that cause
the transitions.

UPPAAL [100] is a verification framework for real-time
systems. The systems can be modeled as networks of ti-
med automata extended with data types and synchroniza-
tion channels, and the properties are specified using a Ti-
med CTL(TCTL). UPPAAL can find and generate counte-
rexamples in graphical mode as message sequence charts
that indicate the events with respect to their order.

PRISM [81] is a probabilistic model checker used for the
analysis of systems that exhibit stochastic behavior. The
systems are described as DTMCs, CTMCs or MDPs, using
guarded command language, and verified against probabi-
listic properties expressed in PCTL and CSL, and can be
extended with rewards. Another successful probabilistic
model checker extended with rewards is the Markov Re-
ward Model Checker (MRMC) [94]. MRMC is mainly
used for performance and dependability analysis. It takes
the models as input files in two formats, in PRISM lan-
guage or Performance Evaluation Process Algebra (PEPA).
Although both model checkers have shown high effective-
ness, they lack a mechanism for generating probabilistic
counterexamples. Nevertheless, they have been used by re-
cent tools (DiPro [2] and COMICS [90]) for generating and
visualizing probabilistic counterexamples.

9 Conclusions and future directions
In this paper we surveyed counterexamples in model
checking from different aspects. At the beginning of using
model checking, counterexamples have not been treated as
a particular subject, but they have been treated as a rela-
ted problem to fair cycle detection algorithms, as presented
in section 3. But recently, the quality of the counterex-
amples generated has been treated as a standalone and a
fundamental problem. Many works tried to deliver short
and indicative counterexamples to be used for debugging
purpose. Concerning their structure, tree-like counterex-
amples have been proposed for the fragment of ACTL as
an alternative for linear counterexamples, however, we see
that this approach has not been adopted in model checkers,
but instead model checkers are still based on generating
simple non-branching counterexamples .

For debugging, we can conclude that approaches that re-
quire other successful runs might have some advantages
over other methods based on single trace, in way that they
compare many good traces to restrict the set of candidate
causes. However, these methods take usually much execu-
tion time in order to select the appropriate set of traces, and
besides, such traces could contain the same diagnostic in-
formation. Regardless of the debugging method in use, the
challenge of visualizing the error traces and the quality of
diagnoses generated to facilitate debugging is still an open
issue.

For the case of counterexample generation in PMC, we
have seen that the principle of counterexample generation
is completely different than conventional model checking,
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where the presentation of counterexample is different from
a work to another, from smallest and indicative set of paths
to most critical sub-systems. Despite the notable advance-
ment in generating probabilistic counterexamples that led
to inventing important tools like DiPro and COMICS, un-
fortunately this advancement is still insufficient for debug-
ging. Actually, it is more than important to see the techni-
ques for counterexample generation and counterexample
analysis integrated in probabilistic model checkers to get
their benefit. All these techniques act on verification results
of probabilistic model checkers like PRISM, so making the
approaches of counterexample generation and counterex-
amples analysis to be performed during the model checking
process itself is still an open problem. This could really
have a great impact on probabilistic model checking.

We have also seen the usefulness of counterexamples for
other purposes than debugging, like CEGAR and test cases
generation. For CEGAR, we have seen different approa-
ches for both abstraction and refinement. We have seen
that we can benefit from using SAT solvers and theorem
provers on the both sides, abstraction and refinement, thus
they are very useful for CEGAR. Fast elimination of spu-
rious counterexamples is still an active research topic. We
also expect to see more works on CEGAR in PMC.

For testing, we have seen that the most useful approaches
using model checking are those based on coverage and trap
properties. Other approaches for testing like requirement-
based analysis and mutation-based analysis have received
smaller attention due to the limitations presented. Cur-
rently, coverage-based techniques are widely used in the
industry. In the future, we expect to see the proposition
of new approaches to enable us to test new emerging sy-
stems, which require new transformation mechanisms for
enabling trap properties to be verified by model checkers
to generate the counterexamples.

We should mention that such techniques can benefit
from other techniques. For instance, new efficient CEGAR
techniques will not only have an impact on conventional
model checking, but on probabilistic model checking as
well. We can also see in the future the use of probabilis-
tic model checkers like PRISM for testing probabilistic sy-
stems. Since PRISM does not generate counterexamples,
any advancement in generating indicative counterexamples
could be of benefit for testing probabilistic systems. We
can also see that techniques based on counterexamples like
CEGAR can directly benefit from any advancement in ge-
nerating small and indicative counterexamples in a consi-
derable time.

In addition to all of this, we expect to see more works in
other domains that adapt model checking techniques just
for the seek of getting counterexamples. In previous works
we have seen for instance that counterexamples can be
mapped to UML sequence diagrams, describing states and
events in the original model [51], they can be used to gene-
rate attack graphs in networks security [123], in fragmen-
tation of services in Service-Based Applications (SBAs)
[21], and they have been also used to enforce synchroni-

zability and realizability in distributed services integration
[72].
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Introduction: In recent time medical image processing and analysis became an essential component 

inclinical practice. Medical images contain huge data to process due to increased image resolution. 

Thesetasks are inherently parallel in nature, so they naturally fit to parallel processors like Graphics 

Processing Unit (GPU). In this work several commonly used image processing algorithms for 2-D and 3-

D were evaluated regarding the computation performance increase using the GPUs and CPUs on a 

personal computer. For tested algorithms, GPU outperforms CPU from 1.1 to 422 times. 

Povzetek: V zadnjem času je obdelava in analiza medicinskih slik postala bistvena sestavina v klinični 

praksi. Medicinske slike vsebujejo ogromne količine podatkov, vendar je procesiranje slik vzporedne 

narave, posebej primerno za obdelavo z grafično procesno enoto (GPU). V tem delu smo ocenili več 

pogosto uporabljenih algoritmov za obdelavo slik za 2-D in 3-D glede povečanja zmogljivosti računanja 

z grafičnimi procesorji na osebnem računalniku. Za testirane algoritme je grafični procesor omogočil 

zmanjšanje časa računanja od 1,1 do 422-krat. 

 

1 Introduction 
In the last decade parallel processing has become the most 

dominant for high-performance computing. Increasing the 

processor clock rate in single-core processors has slowed 

down due to the problems with heat dissipation. 

Application developers cannot count on Moore's law to 

make complex algorithms computationally feasible. 

Consequences are that they are increasingly shifting the 

algorithms to parallel computing architectures [1][2]. 

These architectures are multicore Central Processing 

Units (CPU), Graphical Processing Units (GPU) and 

Field-Programmable Gate Array (FPGA). 

The amount of data processed in clinical practice is 

also increasing. Increased resolution of medical images 

and a huge amount of data for processing is exploding. 

Trends like 3-D and 4-D imaging technologies used in 

treatment planning need a lot of computer power. Due to 

its nature, these tasks are inherently data-parallel, i.e. data 

from such dataset can be processed in parallel using 

multiple threads. GPUs originally designed for 

acceleration of computer graphics, become a versatile 

platform for running massively parallel computation. This 

is due to its nature, like high memory bandwidth, high 

computation throughput etc. [2]. In the year, 2004 

programmable GPUs were introduced. Firstly, they could 

run in parallel custom programs called shaders. This is the 

first time to accelerate the non-graphical applications with 

GPUs. 

Today GPU become a viable alternative to CPUs in 

time-consuming tasks. When same computations can be 

performed on many image elements in parallel, so it can 

easily fit on GPUs. Two dominant parallel computing 

platforms are NVidia CUDA and OpenCL. 

OpenCL [3] is a software framework for writing 

programs that run across heterogeneous platforms like 

CPUs, GPUs, digital signal processors (DSPs) and 

FPGAs. Heterogeneous refers to systems with more the 

one kind of processors or cores. Both CUDA and OpenCL 

support heterogeneous computing. OpenCL is based on a 

C programming language, and it is an open standard. 

NVIDIA CUDA [4] is a parallel computing platform and 

Application Programming Interface (API), which supports 

programming framework OpenCL. 

In [5] authors gave the introduction to the GPU 

architecture, and its applications in image processing, 

software development, and numerical applications.  

In [2] authors review the principles of GPU 

computing in the area of medical physics. Segmentation 

of anatomical structures from image modalities like 

Computed Tomography (CT) and Magnetic Resonance 

Imaging (MRI) were given in [6]. Due to its computational 

complexity most segmentation procedures require vast 

processing power like GPU. A brief literature review of 

several segmentation methods is given here. 
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In [7] authors give a review of applications for GPU 

in medicine, which covers the past and current trend in this 

field, like commonly used method and algorithm which 

are specific to individual image modalities. Also, in the 

field of medical visualization GPU can be effectively 

used. 

Algorithm Marching Cubes that extract surfaces from 

volumetric data was presented [8]. Fast extraction in 

medical applications is necessary, so near real-time 

applications are very desirable. Their algorithm 

implementation is completely data-parallel, which is ideal 

for application on a GPU.  

In [10] authors implement widely known Demons 

algorithm for medical image registration [16] on a GPU, 

for registering 3-D CT lung images. Speedups of 55 times 

were reported over non-optimized CPU version.  

In [20] authors were using OpenCL to evaluate 

reconstruction of 3-D volumetric data from C-arm CT 

projections on a variety of high-performance computing 

platforms, like FPGAs, graphic cards and multi-core 

CPUs. 

Three-dimensional reconstruction task in cone-beam 

CT, a computation complex algorithm was implemented 

using CUDA [21]. 

Book [9] covers developing data-parallel version of 

registration algorithms suitable for execution on GPU.  

Our main objective was to compare algorithms using 

CPU and GPU, and their assessment on a different 

processor architecture. Some of the most used image 

processing algorithms, which are suitable for algorithm 

parallelization, were evaluated and speedups were 

compared to a single core of the CPU. CPU results were 

used as a base for comparison of the results from the GPU. 

2 Methods  
In this work, time-consuming algorithms were evaluated 

on a CPU and GPU. Algorithms for 2D and 3D were 

tested, and running times were evaluated. 

 

Figure 1: OpenCL platform model [3]. 

There are several software packages for image 

processing and analysis of medical images. For the 

purpose of this research, the different software packages 

were used, as described as follows. 

Plastimatch [11] is an open source software for image 

computation. The main focus is high-performance 

volumetric registration of medical images, such as X-ray 

CT, MRI, and positron emission tomography (PET). 

Software features include methods for medical image 

registration, segmentation etc. 

 OpenMP (Open Multi-Processing) [12] is an 

application programming interface (API) that supports 

multi-platform shared memory multiprocessing 

programming in C, C++, and Fortran, on most platforms, 

processor architectures and operating systems, including 

Solaris, AIX, HP-UX, Linux, OS X, and Windows.  

OpenCL and CUDA allow heterogeneous 

programming model, so a typical sequence of operations 

is the same in both of them. In both platforms, host refers 

to the CPU and its memory, while device refers to GPU 

and its memory. Kernels are functions executed on the 

device (GPU) in parallel. A typical program has the 

following steps: declaring and allocating host and device 

memory, initialize host data, transfer data from the host to 

the device, execute one or more kernels, transfer results 

from device to the host. 

OpenCL is portable API, based on the C99 standard 

of the C programming language. OpenCL platform model 

(Figure 1) consists of a host of several computing devices 

which each contain several computing units. Further, a 

computing unit contains several processing units. The 

serial code runs on a Host (which is a CPU) thread, and 

the parallel code executes in many devices (GPUs) threads 

across multiple processing elements.  

Functions executed on OpenCL devices are called 

kernels. Both CUDA and OpenCL support built-in 

functions which can take scalar and vector arguments. 

Native functions are built-in functions with reduced 

precision which is implementation defined, but with 

decreased execution time. Built-in functions conform to 

IEEE 754 compatible rounding for single precision 

floating point calculations.  

OpenCV [13] is a library of functions for computer 

vision. It is cross platform and released under the BSD 

license, written in C++ language, and supports Intel 

Integrated Performance Primitives (IPP) optimized 

routines, support for GPUs for CUDA and OpenCL. 

In this work nine commonly used algorithms were 

evaluated. First, algorithms in 2D which can be used for 

Capabilities Processor 

GPU  

GTX 

560Ti 

CPU 

Intel 

 i5-2500 

OpenCL version 1.1 
not 

available 

Compute capability 2.1 
not 

available 

Double precision Yes Yes 

Number of cores 384 4 

Max clock freq. (GHz) 1.7 3.7 

Global memory (MB) 1023 6 

Power rating (W) 170 95 

Table 1: Processor specifications. 
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filtering medical images were evaluated. Medical image 

datasets usually come as volumes like CT image. They 

have usually 100 or mores slices, so running times are 

exceptionally high, which prevents their clinical usage in 

real time.  

All experiments presented in this work were evaluated 

on a PC computer with Intel CPU and NVidia GPU with 

8GB of RAM memory. For the GPU implementation of 

algorithms NVIDIA CUDA Toolkit version 7.5 was used. 

CPU implementations were implemented using Microsoft 

Visual Studio Express 2013. Specifications of the 

processors for this research are given in Table 1.  

For the purpose of research, we choose nine image 

processing algorithms with frequent usage in medical 

practice. We have split the analysis of algorithms for 2-D 

and 3-D images as described in the following sections.  

2.1 2-D algorithms 

In medical practice 2-D algorithm can be used on a single 

image slice or extracted images from 3-D volumes. For the 

purpose of this research, we choose the rotation, Gaussian 

filter, Sobel filter, Fast Walsh transform, Farneback 

method and Horn-Schunk optical flow.  

Image rotation is a geometric operation which maps 

the image pixel in an input image onto the position in an 

output image by rotating the image around the specified 

angle about an origin. Rotation is a case of an affine 

transformation, and it is widely used in image processing 

(for example image registration).  

  

 

Figure 2: Image used for all 2-D experiments. 

Gaussian filter is the most common used in filtering 

and have significant usage in medical applications (for 

example in image registration which acts as smoother). 

Gaussian filter was evaluated for input image of 

2048x2048 with parameters sigma 10 pixels and kernel 

size 81. For purpose of these experiments, Gaussian kernel 

were implemented on the CPU and the GPU. For CPU, we 

used up to 4 threads with standard CPU optimizations. For 

these experiments the image showed in Figure 2 was used.  

Fast Walsh or Hadamard transform is a special case 

of generalized Fourier transforms, which has the same 

complexity like Fourier transform but without 

multiplications. 

Farneback method for computation of optical flow 

was presented in [14]. Optical flow was used for the 

finding of relative motion between two images. It can be 

used to recover motion for example between two organs. 

The method is based on approximation of each 

neighborhood of two frames by quadratic polynomials, 

using the polynomial expansion transform (images are 

shown in Figure 3 and Figure 4). Obtained deformation 

field is shown in Figure 5 and Figure 6, where colors 

correspond to different values of deformation obtained. 

Two deformations appear similar but a significant value 

difference can be seen in the lower and the right part of 

Figure 5. If we take the CPU implementation as the golden 

truth, the difference between these two results originates 

from a loss of computation precision of the GPU. 

Horn-Schunck is optical flow method is a classical 

method for finding the apparent motion in images [15]. 

The method assumes smoothness in the flow over the 

whole image and tries to minimize global energy 

functional which consists of two parts, intensity and 

regularization. The method employs iterative scheme 

using Jacobi method. For this experiment, image showed 

in Figure 3 and Figure 4 were used. Deformation field 

after registration obtained with this algorithm are showed 

in Figure 7 and Figure 8. Comparing the obtained 

deformation fields from two algorithms we found some 

small differences on the pixels on GPU image (Figure 5 

and Figure 6). 

 

 

Figure 3: Static image used for all 3-D experiments. 

Results for described 2-D algorithms are given in 

Table 2 and corresponding Figure 9. From the results one 

can see that almost all algorithms, with exception of image 

rotation, execute faster on the GPU, and depending on the 

algorithm speedups are from 10x to 84x compared to one 

CPU thread. Significant improvements can be also 

obtained with some loss of the accuracy. Almost all 

algorithms can be run in a real-time on the GPU, and just 

one on the CPU.  
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Figure 4: Moving image used for all 3-D experiments. 

The Sobel operator is a widely used filter in image 

processing for edge detection. In 2-D Sobel operator is 3x3 

for one dimension, whereas in 3-D 3x3x3 for each of 3 

dimensions. The result of Sobel operator is a gradient 

vector. The filter is separable so it can be written as 

product of two simpler filters.  

For this experiment, we used up to four CPU thread 

for evaluation. Speedups are given in Table 3 and Figure 

10. For the best experiment we can expect the speedup of 

38 times for the four CPU cores, or in worst case 141 times 

compared to one CPU core. From these results can be 

clearly seen that Sobel algorithm can benefit significantly 

from implementation on the GPU compared to one CPU 

thread. 

2.2  3-D algorithms 

3-D algorithms in medical practice are very important. 

Most of medical images are 3-D volumes and needs to be 

preprocessed, analyzed or visualized in some way. In the 

next part the five widely used algorithms in 3-D were 

evaluated. 

For the purpose of this evaluation, we implemented 3-

D Gaussian filter in C programming language. Volume 

dimensions for tested images were 482x360x141 with 

kernel size of 5 and sigma 0.5 voxels.  

The Sobel operator in 2D has the dimension of 3x3, 

whereas in 3-D 3x3x3 for each of 3 dimensions. The result 

of Sobel operator is a gradient vector. The filter is 

separable so it can be written as the product of two simpler 

filters, thus reducing the computation time. For this 

experiment, the same volume was used as in the previous 

experiment. 

All 3-D registration was evaluated for the three resolution 

levels, with maximal 30, 50 and 50 iterations respectively. 

Threading in CUDA, OpenMP, and single thread have 

been used. For registration bspline,  

Demons, and affine algorithms from Plastimatch were 

used. Registration using bsplines falls into a category of 

Free-Form Deformations (FFD) in which object to be 

registered is embedded into bspline object [19]. 

Deformation of bspline object represents the 

transformation of the registration [17]. Affine image 

registration falls into a category of linear registration, 

which is a composition of linear transformations with 

translations. In this category falls rigid transformations 

(translating plus rotations), rigid plus scaling and affine. 

Another category of non-linear registration is non-rigid, 

deformable, fluid elastic etc. Affine transformation 

preserves points, straight lines, and planes. After 

transformation set of parallel lines remains parallel. Affine 

transformations define translation, scale, shear, and 

rotation. 

Obtained deformations of Horn-Schunk algorithm are 

shown in Figure 7 and Figure 8, where colors correspond 

to different values of deformation which was obtained 

from algorithms running on the GPU and CPU 

respectively. In contrast to the 2-D Farneback method, 

some small differences can be spotted between the two 

deformation fields, which corresponds to very small error 

for the GPU. 

All results obtained with 3-D registration are showed 

in Table 4 and Figure 11. For these experiments, OpenMP 

were used with four CPU threads, except for filtering 

algorithms Gaussian and Sobel. Obtained speedups are 

from 1x to 422x depending on the algorithm. Lowest 

speedup is for the affine registration where CPU version 

of the algorithm is little faster. Highest speedup is for 

 

Figure 5: Color representation of deformation field 

using Farneback algorithm (GPU). 

 

Figure 6: Color representation of deformation field 

using Farneback algorithm (CPU). 
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filtering, from 127x to 422x compared with single CPU 

thread. Registration algorithm Demons and affine have 

little or no speedup for 4x, whereas bspline have a 

significantly lower performance in this case. Algorithms 

for image registration are highly computing extensive and 

obtained speedup is from about 1x for affine to 15x for 

Demons algorithm. 

It is worth to mention that Demons algorithm uses 

Gaussian filter in each iteration to smooth the deformation 

field. From the running times for Demons, one can see that 

speedup is almost the same for CPU, which indicates the 

single thread implementation for this algorithm. Similar to 

2-D implementations, there is a trade-off between 

precision and running time. 

3 Conclusions 
In this paper was presented an evaluation of speed gain 

using modern GPU cards compared to the standard CPU. 

In total, nine common used algorithms on different 

processors were evaluated using parallel processing for 2-

D and 3-D. For the CPU up to 4 threads were used, 

 
Figure 9: Speedups for 2-D experiments. 

Algorithm  GPU (s)  CPU (s)  speedup (in times) 

Image rotation   0.0090  0.10   0.01 

Fast Walsh transform 0.0399 3.38 84 

Farneback optical flow [14] 0.0116  0.50 43 

Horn-Schunk optical flow [15]  1.4200 13.69  10 

Table 2: Running times and corresponding GPU Speedups for 2-D experiments. 
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Figure 7: Color representation of deformation field using 

Horn-Schunk algorithm (GPU). 

Figure 8: Color representation of deformation field using 

Horn-Schunk algorithm (CPU). 

 



172 Informatica 42 (2018) 167–173 D. Demirović et al. 

depending on the algorithm implementation. For the GPU, 

algorithms were used with simple naïve implementation, 

without optimization and all available cores. 

In almost all cases processing times decrease due to 

highly parallelizable algorithms. Obtained speedups 

varied from 1.1x to 422x depending on the algorithm. 

Some of the tested algorithms was not well suited to 

parallel implementation, i.e. their running times increased 

with larger number of threads. Obtained results on a GPU 

suffers small loss of accuracy, and show near real-time 

performance. 

Future work can evaluate the specific optimizations 

for CPU and GPU, instructions like SSE, AVX for CPU. 

Native instructions, determining the optimal local and 

global block size for CUDA and OpenCL and instructions 

with lower precision can be analyzed for the GPU. 

Another possibility for detecting and reducing the 

bottlenecks in the GPU implementation can be done using 

a GPU profiler. 
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Figure 10: Speedups for Sobel algorithm. 

 

Algorithm GPU (s) Number of CPU threads (s) speedup (in times) 

1 2 3 4 1 2 3 4 

Sobel filter 0.0155 2.2 1.1 0.8 0.6 141 71 51 38 

Table 3: Running times (in seconds) and corresponding GPU speedups for 2-D Sobel filter. 

 

 

1 2 3 4

0

20

40

60

80

100

120

140

160

Num of threads

Sp
ee

d
u

p

GPU CPU

https://www.khronos.org/opencl/
http://www.nvidia.com/%20object/cuda_home_new.html
http://www.nvidia.com/%20object/cuda_home_new.html
http://plastimatch.org/


Evaluation of medical image algorithms on multicore processors Informatica 42 (2018) 167–173 173 

[12] OpenMP. http://openmp.org/wp/. [Online].; 2016 

[cited 2016 04 02]. Available from: 

http://openmp.org/wp/. 

[13] OpenCV. OpenCV. [Online].; 2016 [cited 2016 04 

15. Available from: http://opencv.org/. 

[14] Farneb. Image Analysis: 13th Scandinavian 

Conference, SCIA 2003 Halmstad, Sweden, June 29- 

July 2, 2003 Proceedings. In Bigun J, Gustavsson T, 

editors. Berlin, Heidelberg: Springer Berlin 

Heidelberg; 2003. p. 363-370. 

[15] Horn BKP, Schunck BG. Determining Optical Flow. 

Tech. rep. Cambridge, MA, USA; 1980. 

[16] Maintz JBA, Viergever MA. A Survey of Medical 

Image Registration. Medical Image Analysis, 

Volume 2 , Issue 1 , 1 - 36 1998. 

[17] Pennec X, Cachier P, Ayache N. Understanding the 

demon’s algorithm: 3D non-rigid registration by 

gradient descent. In: Proc. MICCAI’99; 1999. 

[18] Thirion JP. Image matching as a diffusion process: 

an analogy with Maxwell's demons. Medical Image 

Analysis. 1998 sep; 2(3): p. 243-260. 

[19] Tustison NJ, Avants BA, Gee JC. Improved FFD B-

Spline Image Registration. Computer Vision, IEEE 

International Conference on. 2007; 0: p. 1-8. 

[20] Siegl C, Hofmann HG, Keck B, Prümmer M, 

Hornegger J. OpenCL: a viable solution for high-

performance medical image reconstruction? 

Proceedings of SPIE (Medical Imaging 2011: 

Physics of Medical Imaging), Lake Buena Vista, 

Florida, USA, 12 - 17 Feb 2011, vol. 7961, pp. 

79612Q, 2011 

[21] Scherl H, Keck B, Kowarschik M, Hornegger J. Fast 

GPU-Based CT Reconstruction using the Common 

Unified Device Architecture (CUDA). In Nuclear 

Science Symposium Conference Record, 2007. NSS 

'07. IEEE; 2007 Oct. p. 4464-4466. 

 

 

 
Figure 11: Speedups for 3-D algorithms. 

Algorithm  GPU (s) Number of CPU threads (s) speedup (in times) 

1 4 1 4 

Sobel filter  0.0557  23.5 -  422 - 

Gaussian filter  0.7860 100.1 -  127 - 

Bspline registration [17]  41.4000 323.4 99.6  8  2 

Demons registration [18]  6.5100  98.9 99.0  15 15 

Affine registration  74.7100  69.2 81.2  0.92  1.1 

Table 4: Running times (in seconds) and corresponding GPU speedups for 3-D algorithms. 
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A modification of the Lasso method as a powerful machine learning tool applied to a genome-wide associ-
ation study is proposed in the paper. From the machine learning point of view, a feature selection problem
is solved in the paper, where features are single nucleotide polymorphisms or DNA-markers whose asso-
ciation with a quantitative trait is established. The main idea underlying the modification is to take into
account correlations between DNA-markers and peculiarities of phenotype values by using the Bahadur
representation of joint probabilities of binary random variables. Interactions of DNA-markers called the
epistasis are also considered in the framework of the proposed modification. Various numerical experi-
ments with real datasets illustrate the proposed modification.

Povzetek: Predstavljena je modifikacija metode strojnega učenja, imenovana Lasso.

1 Introduction

One of the important area for a successful application of the
artificial intelligence, in particular, machine learning algo-
rithms, is the computational biology which can be regarded
as a basis for many engineering problems in biotechnology.
An interesting task clearly illustrating the application of ar-
tificial intelligence to biotechnology problems is a genome-
wide association study (GWAS). GWAS examines the as-
sociation between phenotypes or quantitative traits and ge-
netic variants or genotypes across the entire genome. In the
machine learning framework, it can be regarded as one of
the methods for a feature selection problem where features
are the so-called single nucleotide polymorphisms (SNPs)
or DNA-markers. As pointed out in [12, 15], there are some
difficulties of solving this feature selection problem. First
of all, the number of SNPs p is typically 10–100 times the
number of individuals n in the training sample. This is the
so called p > n (or large p small n) problem, which leads
to difficulty of an oversaturated model. Another difficulty
is that SNPs may affect phenotype in a complicated and
unknown manner. For example, some DNA-markers may
interact in their effects on phenotype. This interaction is
called the epistatic effect.

A huge amount of the statistical models and methods sol-
ving the SNP selection problem have been developed the
last decades. A part of methods can be referred to as filter
methods [1, 28] which use statistical properties of SNPs to
filter out poorly informative ones. A review of filter met-
hods in GWAS is proposed by Zhang et al. [53]. The t-test,

Fisher criterion (F -statistics), χ2-statistics, ANOVA tests
are the well-known statistical methods for detecting diffe-
rential SNPs between two samples in training data.

Another part of methods called wrapper methods gene-
rally provides more accurate solutions than the filter met-
hods, but it is computationally demanding [24]. One of
the well-known wrapper methods proposed by Guyon et
al. [17] and called the Recursive Feature Elimination has
been applied to the gene selection problem for cancer clas-
sification.

Filter methods and their modifications as well as wrap-
per methods may be efficient tools for solving the problems
of GWAS. At the same time, a lot of methods of the fea-
ture selection use regression models. One of the pioneering
and the most well-known papers devoted to the use of re-
gression models in SNP selection has been written by Lan-
der and Botstein [27]. Methods for constructing the corre-
sponding regression models can be referred as embedded
methods [25]. They performs feature selection in the pro-
cess of model building and cover a lot of well-known ap-
proaches, including the Ridge regression, Least Absolute
Shrinkage and Lasso techniques [41] which are the most
popular and efficient tools in SNP selection problems. The
main advantage of using the Lasso method is that it per-
forms variable selection and classification or regression si-
multaneously. A lot of approaches using the Lasso met-
hod and its modifications have been developed for solving
the SNP selection problem in the framework of the GWAS
[13, 31, 35, 36, 40, 43]. Hayes [18] provided a comprehen-
sive overview of statistical methods for GWAS in animals,
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plants, and humans. Various approaches to SNP selection
with the Lasso algorithm and other methods can be also
found in papers [16, 22, 33, 46].

The main aim of GWAS is to identify SNPs that are di-
rectly associated with a trait, i.e., the standard GWAS ana-
lyzes each SNP separately in order to identify a set of signi-
ficant SNPs showing genetic variations associated with the
trait. However, an important challenge in the analysis of
genome-wide data sets is taking into account the so-called
epistatic effect when different SNPs interact in their asso-
ciation with phenotype.

Campos et al. [12] explain some shortcomings of the
standard GWAS. They write that the currently identified
SNPs might not fully describe genetic diversity. For in-
stance, these SNPs may not capture some forms of genetic
variability that are due to copy number variation. Moreo-
ver, genetic mechanisms might involve complex interacti-
ons among genes and between genes and environmental
conditions, or epigenetic mechanisms which are not fully
captured by additive models. Many statistical approaches
make sense under the assumption that only a few genes af-
fect genetic predisposition. However, GWAS may be unsa-
tisfactory for many important traits which may be affected
by a large number of small-effect, possibly interacting, ge-
nes. Limitations and pitfalls of prediction analysis in the
framework of the GWAS have been discussed in detail by
Wray et al. [47] where it is shown how naive implementati-
ons can lead to severe bias and misinterpretation of results.

In fact, the epistatic effect can be viewed as gene-gene
interaction when the action of one locus depends on the
genotype of another locus. At the same time, there are dif-
ferent interpretations of the epistatic effect. A fundamental
critical review of different definitions and interpretations
of epistasis is provided by Cordell [11] where it is pointed
out that there are many conflicting definitions of epistasis,
which lead to certain problems in interpretations, namely,
the statistical interaction may not correspond to the biolo-
gical models of epistasis. As indicated by Wan et al. [44],
there are mainly three different definitions of gene-gene in-
teractions: functional, compositional and statistical epista-
sis. We consider only the statistical epistasis which can be
regarded as the statistical deviation from the joined effects
of two SNPs on the phenotype. At that, the individual SNPs
may exhibit no marginal effects.

A lot of methods dealing with epistasis effect have been
developed last decades [3, 30, 52, 49, 50, 51, 54]. Compre-
hensive and interesting reviews of methods detecting inte-
racting the epistatic effect were provided by several authors
[7, 45]).

Analyzing various modifications of the Lasso method
applied to the GWAS problems, we can point out that
many efficient modifications are based on applying spe-
cial forms of the penalty function, which take into account
some additional information about SNP markers and the
corresponding phenotype values. Some interesting algo-
rithms [33, 42] devoted to various penalty functions will
be studied in the next section. The use of a specific addi-

tional information allows us to improve the GWAS and is
considered in the paper.

In the present study, we modify the Lasso method by ta-
king into account some peculiarities of the double haploid
(DH) lines of barley which are very important in the plant
biotechnology. According to the DH method, only two ty-
pes of genotypes occur for a pair of alleles. From a sta-
tistical point of view, we solve a linear regression problem
with binary explanatory variables. Our method is based
on the well-known adaptive Lasso [56] and takes into ac-
count additional information about the correlation between
SNPs, frequencies of alleles and expected phenotype va-
lues. We propose to use the Bahadur representation [2] by
partially applying the ideas provided by Lee and Jun [29]
where the authors propose to apply the Bahadur representa-
tion to classification problems. The Bahadur representation
allows us to compute joint probabilities of SNPs by taking
into account the correlation between binary random varia-
bles. That is another reason why we analyze only DH lines
which produce the binary genotypes. In order to modify
the adaptive Lasso, we propose to assign penalty weights
in accordance with expected values of the phenotype with
respect to a probability mass function somehow defined on
the genotype values. In other words, computing the ex-
pected values of the phenotype in a special way is a main
idea of the proposed method. We show that the proposed
modification is directly extended on the case taking into
account the epistatic effect.

2 The Lasso method
We analyze n double haploid (DH) lines of barley or a po-
pulation from n individuals. From a statistical point of
view, marker genotypes can be treated as qualitative expla-
natory variables, i.e., Xj = (x1j , ..., xnj)

T is a predictor
representing the j-th SNP, j = 1, ..., p. Here xij is a binary
variable, i.e., xij ∈ {0, 1}. A quantitative trait of interest
or a set of the phenotype values yi ∈ R, i = 1, ..., n, can be
regarded as the response vector Y = (y1, ..., yn)

T. We also
denote X = [X1, ..., Xp] is a genotype matrix for n lines
or individuals or a predictor matrix in terms of statistics;
xT
i = (xi1, ..., xip) is a vector of alleles corresponding to

the i-th line, i = 1, ..., n.
First, we focus on the standard linear regression model

y =

p∑
i=1

βiXi + β0 + ε = Xβ+β0 + ε. (1)

Here ε is a noise variable with the zero-valued expectation;
βi is the SNP effect, β = (β1, ..., βp).

Without loss of generality, we assume the predictors and
the response are centered, and the predictors are standardi-
zed, that is

n∑
i=1

yi = 0,

n∑
i=1

xij = 0,

n∑
i=1

x2ij = 1, Xi ∈ Rp.
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This implies that the intercept is not included in the regres-
sion function.

The Lasso is a regularization technique for simultaneous
estimation and variable selection [41]. The Lasso estima-
tes are defined from the following quadratic programming
problem:

β = arg min
β∈Rp

‖Y −Xβ‖2 ,

subject to
p∑
j=1

|βj | ≤ s

for some s > 0. The Lagrange formulation is

β = arg min
β∈Rp

‖Y −Xβ‖2 + λ

p∑
j=1

|βj | ,

where λ is a nonnegative regularization parameter. The se-
cond term is the L1 penalty which is crucial for the success
of the Lasso. The Lasso estimator is usually calculated at a
grid of tuning parameters of λ, and a cross-validation pro-
cedure is subsequently used to select an appropriate value
of λ.

The Lasso penalizes the regression coefficients by their
L1 norm. However, in order to improve the performance
of the Lasso, the regression coefficients can be penalized
individually. As a result, we write the weighted Lasso esti-
mates as follows:

β = arg min
β∈Rp

‖Y −Xβ‖2 + λ

p∑
j=1

wj |βj | ,

where wj > 0, j = 1, ..., p, are weights determined a priori
in accordance with some rules. A larger weight wj corre-
sponds to a higher penalty and discourages the j-th predic-
tor from the model. Conversely, a smaller weight wj exerts
less penalty and encourages selection of the corresponding
predictor [55].

The penalized Lasso can be reformulated as the standard
Lasso problem [6]. If we introduce new covariates and re-
gression coefficients as

x̃ij = xij/wj , i = 1, ..., n, β̃j = βjwj ,

then the weighted Lasso problem can be rewritten as fol-
lows:

β = arg min
β∈Rp

∥∥∥Y − X̃β̃
∥∥∥2 + λ

p∑
j=1

∣∣∣β̃j∣∣∣ ,
where β̃ and X̃ are the vector and the matrix with elements
β̃j and x̃ij , respectively.

Zou [56] proposed one of the methods for determining
the weights wj such that wj = 1/ |βinit,j |, where βinit,j is
a prior estimator of βj , for example, the least square esti-
mator. The corresponding Lasso problem is referred as the
adaptive Lasso, and it has many nice properties improving

the performance of the Lasso. Moreover, it can be a basis
for constructing the boosting Lasso [6].

The Lasso has many interesting properties which make
the method to be very popular. At the same time, Zou and
Hastie [57] point out that in spite of success of the Lasso
it has some limitations, in particular, if there is a group of
variables among which the pairwise correlations are very
high, then the lasso tends to select only one variable from
the group and does not care which one is selected. In other
words, the Lasso tends to put all the weight on the selected
variable. On the one hand, this is a shortcoming. Many
methods have been proposed to overcome this obstacle, for
example, the so-called the elastic net [57] where the esti-
mates are defined by

β = arg min
β∈Rp

∥∥∥Y − X̃β̃
∥∥∥2 + λ1

p∑
j=1

∣∣∣β̃j∣∣∣+ λ2

∥∥∥β̃∥∥∥2 .
However, the elastic net requires to assign an additional pa-
rameter λ2 whose value is a priori unknown. On the other
hand, in contrast to the ridge regression which tends to se-
lect all of the correlated variables and make the correspon-
ding coefficients to be equal, the Lasso selects a group of
correlated variables and “isolates” it.

A special choice of the penalty term on the basis of some
prior information about SNPs or about an exploited ge-
nome selection model itself may lead to a series of useful
or important properties of the regression or classification
model corresponding to the Lasso. Liu et al. [33] tried
to apply the observed fact that there exists a natural grou-
ping structure in SNPs and, more importantly, such groups
are correlated. The authors proposed a new penalization
method for group variable selection which can properly ac-
commodate the correlation between adjacent groups. Their
method referred to as smoothed group Lasso is based on
a combination of the group Lasso penalty and a quadratic
penalty on the difference of regression coefficients of adja-
cent groups. Liu et al. [33] assume that SNPs are divided
into J groups, each with size dj , j = 1, ..., J , according
to their physical locations and correlation patterns. As a
results, the vector β = (β1, ..., βJ) is defined for groups
of SNPs, but not for separate SNPs, βj is the vector of pa-
rameters corresponding to SNPs from the j-th group. The
authors consider the quadratic loss function of the form:

l(β) =

∥∥∥∥∥∥Y −
J∑
j=1

Xjβj

∥∥∥∥∥∥
2

.

Here Xj is an n×dj matrix corresponding to the j-th group
[33]. There are two main difficulties of using the above
considered method. First, it is rather hard from the compu-
tation point of view. Second, we have to know a priori the
grouping structure SNPs.

An interesting approach for dealing with correlated co-
variates was proposed by Tutz and Ulbricht [42]. Their
method utilizes the correlation between predictors expli-
citly in the penalty term. Coefficients which correspond to
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pairs of covariates are weighted according to their marginal
correlation. The correlation based penalty is given by

Qλ(β) = λ

p−1∑
i=1

∑
j>i

{
(βi − βj)2

1− ρij
+

(βi + βj)
2

1 + ρij

}
.

Here ρij denotes the empirical correlation between the i-th
and the j-th predictors. If we have the positive correlation,
i.e., ρij → 1, then the first term in the sum becomes domi-
nant. When ρij → −1, then the second term becomes do-
minant. Both these cases lead to the approximate equality
βi ≈ βj . In case of uncorrelated predictors and ρij → 0,
the corresponding model is reduced to the ridge regression.

Another model proposed by Park and Hastie [38] con-
structs sets of indicators representing all the available fac-
tors and all possible two-way interactions in order to fit
gene-interaction models with the data consisting of ge-
notype measurements and a binary response. The obtained
grouped variables are used in the path-following algorithm
for the group-Lasso method.

In order to take into account different probabilities of fe-
ature values, in particular, to take into account the allele
frequency, Zhou et al. [55] proposed a weighted Lasso
penalty in the Lasso method such that the weights are as-
signed in accordance with the following sources of prior
knowledge. First, Zhou et al. [55] considered genotyping
errors such that the unreliable variants should be penali-
zed more. Second, they pointed out that the allele frequen-
cies can be used in accordance with an idea of Madsen and
Browning [34] where it was proposed to take the weight
w = 2

√
π(1− π) for a variant with population frequency

π by arguing that this scheme assigns smaller penalties to
rarer variants as suggested by classical population genetics
theory.

3 The proposed method

3.1 Motivation for a new penalized method

The considered in previous sections modifications of the
Lasso are efficient tools for solving the GWAS and SNP se-
lection problems. Their performance has been experimen-
tally shown by many authors [13, 22, 23, 31, 33]. Howe-
ver, every real application problem has some peculiarities
whose accounting might improve the regression method.
Let us mention these peculiarities.

1. First of all, our aim is not to find the “best” regression
model for the given information, but to select SNPs
which impact on the smallest (largest) values of the
phenotype, for example, on the heading date early flo-
wering of barley in the studied applications. This does
not mean that the whole fitted regression model is not
important for us. We have to combine two above aims.
This can be done by introducing the weighted Lasso
penalties of a special form. This form has to take into

account in the first place the smallest values of phe-
notype. Smaller values of the phenotype produce lar-
ger weights, whereas larger values of the phenotype
should be also considered. It would seem that we can
assign the weights to phenotype values with respect to
their closeness to the minimal phenotype value. Ho-
wever, the phenotype values are random and depend
on environment conditions. Moreover, the smallest
phenotype value does not mean that its value is cau-
sed by the corresponding genotype. This implies that
we cannot assign weights to the available phenotype
values. The main idea underlying the method is to as-
sign weights to expected values of the phenotype with
respect to a probability mass function somehow defi-
ned on the genotype values.

2. The genotype values corresponding to every SNP in
the studied application make up a binary vector. The
dependence of SNPs leads to dependence of the cor-
responding binary vectors which can be estimated.

3. The allele frequencies and correlations indirectly im-
pact on the smallest values of the phenotype.

3.2 A method for computing weights for the
Lasso

By extending the ideas proposed by aforementioned aut-
hors [34, 42, 55], we define the weighted Lasso penalty in
a new way. The main idea is the following. We define
the average contribution of every SNP to the mean phe-
notype value. These contributions or their function are no-
thing else but the weights wk in the adaptive Lasso. They
have to take into account the probabilities of alleles, the
correlations between SNPs and the phenotype values. The
next question is how to determine the average contribution
of every SNP. It can be carried out as follows:

1. For every genotype vector xj (the j-th line), we com-
pute joint probabilities π(xkj , xij) of all pairs (k, i)
of SNPs by taking into account correlations between
pairs of random variables (SNPs).

2. For every pair (k, i), we compute the mean phenotype
value Rki as the expectation of phenotypes with re-
spect to the joint probabilities π(xkj , xij) over all li-
nes or individuals.

3. The average contribution of every, say k-th, SNP into
the phenotype is computed by averaging the mean
phenotype values Rki over all i = 1, ..., p.

4. The weights or their function for the adaptive Lasso
are defined by the average contributions.

Below we consider every step in detail.
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3.3 Bahadur representation
The main idea for using the joint probability π(xjk, xji) is
to take into account the correlation between SNPs with in-
dices k and i. For every pair of SNPs Xk and Xi, we have
to determine the joint probability π(xkj , xij), i = 1, ..., p,
i 6= k, of the j-th individual. It can be computed by using
the so-called Bahadur representation proposed by Bahadur
[2]. The Bahadur representation takes into account the cor-
relation between binary variables, and it can be written in
the case of two binary variables with numbers k and i as

π(xk, xi) = πxk

k (1− πk)1−xk · πxi
i (1− πi)1−xi

× (1 + ρkiukui) . (2)

Here πk is the probability of an allele for the k-th SNP
or its allele frequency, i.e., πk = Pr{xk = 1}; ρki is the
correlation coefficient between the k-th and the i-th SNPs
which is defined as ρki = E [UkUi], where the random
standardized variable Uk takes the values uk such that there
hold

Uk =
Xk − πk√
πk(1− πk)

, uk =
xk − πk√
πk(1− πk)

.

Note that the first term in the right-hand side of the ex-
pression for π(xk, xi) represents the joint probability mass
function under condition that variables Xk and Xi are sta-
tistically independent. The second term includes the inte-
raction from the first order up to the second. Note also that
Uk should be evaluated by estimating πk.

The corresponding estimates of parameters πk, uk, ρki
denoted as π̂k, ûk, ρ̂ki are computed by means of the follo-
wing expressions:

π̂k =

n∑
l=1

xkl/n, ρ̂ki =

n∑
l=1

ûklûil/n,

where n is the number of individuals and

ûkl =
(xkl − π̂k)√
π̂k(1− π̂k)

is the l-th observed value of variable Uk.
It should be noted that the Bahadur representation can

be written also for joint probabilities of three, four, etc.
variables. [32] mention a property of the Bahadur repre-
sentation such that the joint probability distribution of any
subset x1, x2, ..., xt can be written as follows:

π(x1, ..., xt) =

t∏
i=1

πxi
i (1− πi)1−xi

×

1 +
∑

Q⊂{1,...,t}, |Q|≥2

ρQ
∏
k∈Q

uk

 .

Here ρQ represents ρi1,...,ik if Q = {i1, ..., ik} and |Q|
denotes the number of elements in Q. The main disadvan-
tage of the Bahadur representation is the large number of

parameters and hard computations required for getting the
probabilities. Therefore, we restrict our study only by pro-
babilities of two variables.

It should be noted that the Bahadur representation has
been used in some classification models. One of the inte-
resting models for discriminant analysis of binary data was
proposed by Lee and Jun [29]. The main contribution of
[29] is that they proposed to take into account the corre-
lation between variables or, more exactly, estimates of the
correlation by means of the Bahadur representation.

There are pros and cons of using this model when the
number of variables is larger than the number of observati-
ons. For example, Bickel and Levina [4] suppose that clas-
sification rules ignoring the correlation structure often per-
form better in this case. However, Lee and Jun [29] show
by means of various experimental studies that the correla-
tion should be taken into account in all cases.

In spite of arguments of [29] in defense of the correla-
tion analysis for high-dimensional data, there is a risk of
incorrect estimates of interactions of the large order. More-
over, it is practically impossible to compute the correspon-
ding joint probabilities when the number of SNPs is rather
large. Therefore, we propose an approach which partially
uses joint probabilities of variables and partially takes into
account the correlation between the variables.

3.4 Average contributions of SNPs
In order to determine the average contribution of the k-th
SNP into the mean value of the phenotype, we consider
all possible pairs of SNPs such that one of the SNPs in
every pair is the k-th SNP, i.e., we are interesting in consi-
dering p− 1 pairs of SNPs with numbers (k, 1), ..., (k, k−
1), (k, k + 1), ..., (k, p). Every pair, say (k, i), determines
a mean phenotype value Rki corresponding to this pair of
SNPs as follows:

Rki =

∑n
j=1 π(xkj , xij)yj∑n
j=1 π(xkj , xij)

. (3)

In other words, we can compute the expected phenotype
value under condition that every phenotype value yj is pro-
duced by the subset of the genotypes corresponding to the
k-th and the i-th SNPs. The measure Rki can be regarded
as a contribution of the k-th and the i-th SNPs to the mean
phenotype value.

Then the contribution of the k-th SNP denoted by R̃k
into the mean phenotype value can be determined through
averaging the measures Rki, i.e., it is computed as

R̃k =
1

p− 1

p∑
i=1,i6=k

Rki. (4)

It is obvious that the smaller values of the measure R̃k
give us significant or top ranked SNPs and exert less pen-
altywk, i.e., we can introduce an increasing function g such
that

wk = g (1/ |βinit,k|) .
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One of the possible functions which will be used in nu-
merical experiments is

wk =

(
R̃k −mink=1,...,p R̃k

maxk=1,...,p R̃k −mink=1,...,p R̃k

)−q
. (5)

Here q is a positive real which defines how changes of
the difference between R̃k and mink=1,...,p R̃k impact on
changes of weights wk. The number q can be regarded as a
tuning parameter whose optimal value can be obtained by
means of the cross-validation procedure.

In sum, the obtained weights take into account the cor-
relation between SNPs, the allele frequencies, binary data
and the fact that the smallest (largest) values of the phe-
notype are more important in comparison with other va-
lues because we are looking for the SNPs which impact on
the values of some trait with predefined properties, for ex-
ample, the heading date of barley should be as small as
possible. At the same time, we do not need to directly
use the obtained weights and to implement the adaptive
Lasso algorithm. It has been mentioned in the previous
section that the adaptive Lasso can be transformed to the
standard Lasso by means of introducing new covariates
x̃ij = xij/wj .

Finally, we write the following SNP selection algorithm.

Algorithm 1 The SNP selection algorithm.
Require: Y = (y1, ..., yn)

T is the response vector (phe-
notype values), X = [X1, ..., Xp] is the binary predictor
matrix (genotype values).

Ensure: β = (β1, ..., βp) is the vector of the regression
coefficients (degrees of the SNP effect).
repeat
k ← 1
Compute joint probabilities π(xjk, xji), i = 1, ..., p,
i 6= k, for all j = 1, ..., n, by means of the Bahadur
representation (2)
Compute the mean phenotype values Rki, for all i =
1, ..., p, i 6= k, by means of (3)
Compute the average mean phenotype value R̃k by
means of (4)
Compute the weights wk by means of (5)
Compute new variables x̃ik = xik/wk, i = 1, ..., n.

until k > p
Compute β̃opt by using the standard Lasso with β̃ and X̃

instead of β̃ and X.
Compute βk = β̃k/R̃k, k = 1, ..., p.

Let us indicate the main virtues of the proposed met-
hod. First of all, it does not require to develop special algo-
rithms for solving the optimization problem for computing
the vector of regression coefficients β. The obtained pro-
blem is solved as the standard Lasso algorithm after refor-
mulating the penalized Lasso.

Second, the method is rather general because we could
change the weights in (5) in accordance with our goal. For

example, in one of the applications, we have aimed to mi-
nimize the mean heading date of barley as the mean phe-
notype value. However, we could aim to maximize, for ex-
ample, the amount of grain protein. In this case, we change
(5) by taking decreasing function g as follows:

wk =

(
maxk=1,...,p R̃k − R̃k

maxk=1,...,p R̃k −mink=1,...,p R̃k

)−q
.

Here the larger values of the measure R̃k give us more sig-
nificant SNPs and exert less penalty wk.

Third, we consider not only correlations between SNPs,
but also joint probabilities accounting for correlations. The
joint probabilities are more informative in comparison with
the correlation coefficients.

Fourth, we have simplified procedures for computing the
joint probabilities. This substantially reduces the computa-
tion time.

3.5 The proposed method with epistatic
effect

A lot of studies devoted to the epistatic effect (see, for ex-
ample, [5]) consider extension of the so-called main effect
model (1) on the interaction model which can be written as

Y =

p∑
i=1

βiXi+
∑

i<j, i,j=1,...,p

βijXiXj+β0 + ε. (6)

The second term in (6) corresponds to pairwise interacti-
ons whose number is p(1−p)/2. Here βij is the parameter
characterizing the epistatic interaction effect of a pair SNPs
with indices i and j. Now the weighted Lasso estimates can
be written as follows:

(β, β∗) = arg min
β∈Rp

‖Y −Xβ −X∗β∗‖2

+ λ

p∑
j=1

wj |βj |+ λ
∑

i<j, i,j=1,...,p

wij |βij | ,

where β∗ = (β12, ..., βp−1,p) is the additional vector cha-
racterizing the epistatic interaction effect of every pair of
SNPs; X∗ = (X1X2, ..., Xp−1Xp) is the vector of cova-
riates corresponding to pairwise interactions; wij > 0 are
weights penalizing the additional parameters βij , i < j,
i, j = 1, ..., p, in accordance with the rules of the adaptive
Lasso [55].

It can be seen from the previous section that the weight
or contribution of the pair of the k-th and the i-th SNPs
into the phenotype values can be determined by the mean
phenotype value Rki obtained by means of (3). It is inte-
resting to note that, in contrast to the k-th SNP contribu-
tion R̃k obtained in a heuristic way (5), the valueRki is the
expectation of the phenotype with respect to the probabi-
lity mass function π(xkj , xij)/

∑n
j=1 π(xkj , xij). So, the

weight wij can be directly computed as

wij =

(
Rij −minij Rij

maxij Rij −minij Rij

)−q
.
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In order to take into account the interactions and to im-
plement the method for epistasis detection, we apply a two-
stage procedure (see the Screen and Clean method propo-
sed by Wu et al. [48] for example). The first stage is
for constructing the main effect model and searching for
marginal significant SNPs by using the proposed penalized
Lasso method with weights wk determined from (5). Then
only top ranked SNPs and pairs of SNPs composed from
the significant ones are used in the interaction penalized
Lasso model. The main idea here is to again use the Ba-
hadur representation, namely, the mean phenotype values
Rki computed by means of (3). This is a very important
place because we do not need to repeatedly compute the
mean phenotype values. They have been computed during
construction of the main effect model.

We do not provide here an algorithm for computing the
optimal vectors β and β∗ because it is just a simple exten-
sion of the algorithm given above.

4 Numerical experiments
The Lasso method in numerical experiments is regarded as
a special case of a general problem solved by means of the
R-package “glmnet” developed by Friedman et al. [14].
The tuning parameter λ is computed by using the function
cv.glmnet() with 10-fold cross validation.

Below we use indices of SNPs instead of their full titles
for short.

4.1 Data sets
Numerical experiments are carried out on three populations
of double haploid (DH) lines of barley:

1. The first dataset consists of 93 DH lines of barley
described in [8] and [9]. Phenotyping and genoty-
ping data are available at Oregon Wolfe Barley Data
(OWBD) and GrainGenes Tools. The lines are ana-
lyzed with respect to seven phenotypic traits: spike
length (SL) in cm; grain number (GN); floret number
(FS); hundred grain weight (HGW) in g of 100 grains;
plant height (PH) in cm; spike number (SN); heading
date (HD) in days. The linkage map consists of 1328
markers (SNPs).

2. The second dataset consists of 92 DH lines of
barley obtained from the Dicktoo x Morex cross
and described by several authors [20, 19, 37].
Phenotyping and genotyping data are available at
http://wheat.pw.usda.gov/ggpages/DxM/ . We ana-
lyze the lines with respect to two phenotypic traits:
heading date with and without vernalization with an
8-h light/16-h dark photoperiod regime. The linkage
map consists of 117 markers.

3. The third population dataset includes 150 DH lines
of barley obtained from the Steptoe x Morex cross

[10, 21]. Phenotyping and genotyping data are avai-
lable at http://wheat.pw.usda.gov/ggpages/SxM. The
linkage map consists of 223 markers. The lines are
analyzed with respect to the heading date (HD) trait,
which is measured in 16 environments, and grain yield
(GY) trait, which is measured in 6 environments.

4.2 Missing data
Missing marker data in all the datasets are estimated by
means of the following heuristic procedure which can be
regarded as some modification of the well-known method
of K-nearest neighbors. Suppose the vector Xi correspon-
ding to the i-th SNP has a missing value at the k-th position,
i.e., Xik is missing. By using the specific Hamming dis-
tance between the vectorXi and all vectorsXj , j = 1, ...p,
j 6= i, we select K nearest neighbors Xi1 , ..., XiK or K
closest vectors. In order to take into account the missing
values, they are excluded from computing the Hamming
distance. That is why we use the specific Hamming dis-
tance in order to compare vectors with different numbers
of missing elements, i.e., we compute the distance per one
element of Xi. The imputed value is that represents the
maximum of the K values at the k-th position of all the
nearest neighbors Xi1k, ..., XiKk.

4.3 Error measure
From each of the (synthetic or real) data sets we randomly
select two distinct subsets: a training data set of n exam-
ples to learn the model, and a test data set of ntest instances
to evaluate the performance of the algorithms. The perfor-
mance is assessed by means of the mean square residual
(RMSR), which is defined by

RMSR =

∑ntest

i=1 (yi − f̂(xi))2

ntest
,

where f̂ is the function estimated by the proposed method,
and f̂(xi) is the predicted value of the phenotype value yi
for each i ∈ {1, . . . , ntest}. The error measure RMSR
is computed from repeatedly random drawing training and
test data sets and by averaging over the runs. The smal-
ler the values of the average error measure are, the bet-
ter the corresponding method. We use the one-fold-cross-
validation, i.e., ntest = 1. This is because the number of
lines is very small in comparison with the number of SNPs
and we cannot reduce them.

4.4 The first dataset
First, we investigate DH lines of barley from OWBD. Va-
lues of the RMSR for the first dataset are shown in Table
1, where the first column corresponds to seven traits ana-
lyzed, columns 2-5 illustrate the RMSR by using only 40
top ranked SNPs. At that, we study cases when the accu-
racy is determined for all lines (All lines) and for the first
10 lines with the smallest values of phenotypes (First 10
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lines). Abbreviations S.L. and P.L. denote the standard and
new proposed Lasso methods, respectively. One can see
that the proposed method provides better accuracy for the
most traits. It does not mean that it can be successful in
all cases. It is seen from Table 1 that the proposed met-
hod by traits PH and HD does not outperform the standard
Lasso. Perhaps, another function determining the weights
wk fromRk could provide better results, but we did not find
it. In addition, we can observe from Table 1 that use only
of top ranked SNPs gives outperforming results in compa-
rison with taking all SNPs for modelling GWAS. The same
can be said about considering all lines and the first 10 lines.

Table 2 illustrates how the error measures depend on the
reduced number of top ranked SNPs which are used for
constructing the GWAS for the spike length trait. We take
the fixed value of q = 0.25. It can be seen from Table 2
that the optimal number of top ranked SNPs is 40. It is
interesting to observe also that the standard Lasso weakly
depends on the SNP number.

Table 3 is similar to Table 1, but RMSRs in Table 3 are
obtained by taking into account the epistatic effect. By
comparing Tables 1 and 3, we can see that the consideration
of epistasis allows us to construct a more accurate model.
Moreover, the proposed method outperforms the standard
Lasso even for traits PH and HD which distinguished from
other traits and illustrated worse results with the proposed
method (see Table 1). This is a very important fact showing
that joint probabilities of pairs of SNPs as well as correla-
tions between SNPs may improve the GWAS.

Table 4 shows the top ranked SNPs or their pairs with
the largest 10 weights β obtained by means of the standard
Lasso and the proposed method. Moreover, Table 4 shows
the chromosomes where the corresponding SNPs are loca-
ted. One can see that the largest weight has a pair of SNPs
997× 1279. This implies that impact of the epistatic effect
is very significant. It is interesting to note that the both met-
hods select this pair of SNPs as the most significant one.

4.5 The second dataset

Let us study the dataset consisting of 92 DH lines of bar-
ley obtained from the Dicktoo x Morex cross. Tables 5 and
6 contain error measures for the Dicktoo x Morex dataset
by considering two traits mentioned above. At that, Table
5 is obtained without taking into account the epistatic ef-
fect. In Table 6, the results are represented under condition
of epistasis. Comparison of the tables shows that the use
of condition of epistasis allows us to get outperforming re-
sults.

Table 7 shows the top ranked SNPs or their pairs with
the largest 10 weights β obtained by means of the standard
Lasso and the proposed method for the heading date wit-
hout vernalization.

4.6 The third dataset
The third dataset consists of 150 DH lines of barley obtai-
ned from the Steptoe x Morex cross. Values of the RMSR
for the third dataset are shown in Table 8. It can be seen
from the table that the proposed method provides outper-
forming results. Table 9 shows also reduced values of the
RMSR for the case of taking into account the epistatic ef-
fect. Comparing Tables 8 and 9, we can conclude that the
model taking into account the epistatic effect significantly
improves the regressor accuracy when the model is con-
structed by using only 40 top ranked SNPs. Moreover, the
standard Lasso method also shows better results when the
epistatic effect is considered.

It should be noted that the results given in Tables 8 and
9 is obtained for a certain value of q, namely, for q = 0.8.
However, it is interesting to analyze how the value q impact
on numerical results by using the third dataset. Figs. 1-4
depict the difference D between RMSRs of the proposed
and standard Lasso methods for the HD trait. The larger
the values of D are, the better the corresponding proposed
method. The positive values of D say that the proposed
method outperforms the standard Lasso for the correspon-
ding values of q. It can be seen from Figs. 1-4 that there is
an optimal value of q for every condition of the model use
such that D achieves its maximum at this q. For example,
it follows from Fig. 1 that the best results by using only
top ranked SNPs can be obtained by q = 0.8. If we use
all SNPs and analyze the first examples, then the optimal
value of q is 0.5 (see Fig. 2). The same conclusions can be
inferred from pictures illustrating the methods taking into
account the epistatic effect (see Figs. 3-4).

Table 10 shows the top ranked SNPs and their pairs with
the largest 10 weights β obtained by means of the standard
Lasso and the proposed method for the grain yield trait.

It is interesting to note that the use of t-statistics for com-
puting weights β of SNPs by the same parameters for GY
trait gives the following 10 top ranked SNPs:

82 81 83 84 85 79

86 130 129 80 .

One can see that the most top ranked SNPs concentrated
around the SNP with index 82. This is the obvious inte-
raction of genes in a group of SNPs located at the same
chromosome.

5 Conclusion
The results of numerical experiments and the logic under-
lying the proposed method have demonstrated that the pro-
posed method outperforms the standard Lasso for many
real datasets. Moreover, it takes into account the epista-
tic effect or the SNP-SNP interaction. It should be noted
that the proposed method is very simple from a computa-
tion point of view. It does not require to develop a special
software. The standard software (package “glmnet” in R)
can be used for the method.
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Figure 1: Difference between RMSRs of the standard and
proposed Lasso methods for top SNPs.

It can be seen from the Bahadur representation that one
of the crucial elements of the proposed method is a set of
correlation coefficients between SNPs. It should be noted
that they often use in GWAS as additional information. Ho-
wever, the correlation coefficients do not contain all proba-
bilistic information about impacts of SNPs on values of a
phenotype. The joint probabilities taking into account the
correlation between SNPs can be viewed as a way for con-
structing association between SNPs and traits.

We have analyzed DH populations of barley. According
to the DH method, only two types of genotypes occur for a
pair of alleles, i.e., every xij takes only two values. At the
same time, in diploid method, three genotypes occur, i.e.,
every xij takes three values. In this case the Bahadur repre-
sentation cannot be applied, but the Sarmanov-Lancaster
expansion [26, 39] can be used 1. This is a direction for
further research.

Of course, we have used a heuristic procedure by taking
pairs of SNPs for computing Rki by means of (3). We
could consider joint probabilities of three and more SNPs.
However, the increase of SNP numbers for computing the
joint probabilities is impossible when the total number of
SNPs is rather large. In this way, we can propose a multi-
step procedure when the large set of top ranked SNPs is
consequently determined by computing the joint probabi-
lities of SNP pairs at the first step, then by computing the
joint probabilities of SNP triples but from the reduced set
obtained at the previous step. This procedure can be con-
tinued. At that, we could use the ridge regression in order
to avoid a situation when a very small number of SNPs are
obtained at some step. However, this is a direction for furt-
her research. The above modification may be very useful
when the number of lines or individuals is small.

1A rather simple presentation of the Sarmanov-Lancaster expansion
and its usage can be found in the paper I. Goodman and D.H. Johnson,
Multivariate dependence and the Sarmanov-Lancaster expansion, 2005,
http://www-ece.rice.edu/~igoodman/papers/goodman-johnson05.pdf

Figure 2: Difference between RMSRs of the standard and
proposed Lasso methods for all SNPs.

Figure 3: Difference between RMSRs of the standard and
proposed Lasso methods for top ranking SNPs with epista-
sis.

Figure 4: Difference between RMSRs of the standard and
proposed Lasso methods for all SNPs with epistasis.
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Table 1: RMSRs for the standard and proposed Lasso for OWBD.
Top ranked SNPs All SNPs

All lines First 10 lines All lines First 10 lines
Trait S.L. P.L. S.L. P.L. S.L. P.L. S.L. P.L.
SL 1.760 0.583 1.596 0.515 3.280 4.429 2.594 3.845
GN 75.62 71.62 61.16 57.96 140.6 139.3 103.8 110.0
FS 77.86 79.59 50.39 40.78 162.0 158.9 75.68 74.60

HGW 0.134 0.121 0.094 0.085 0.209 0.186 0.147 0.137
PH 24.92 24.92 16.23 16.23 237.5 237.5 147.5 147.5
SN 17.96 16.53 8.847 8.285 27.71 27.92 12.73 12.66
HD 31.08 31.08 29.12 29.12 130.3 130.3 82.50 82.50

Table 2: RMSRs for the standard and proposed Lasso for OWBD by different numbers of top ranked SNPs.
All lines First 10 lines

SNP numbers S.L. P.L. S.L. P.L.
20 1.412 1.116 1.396 1.177
40 1.392 0.550 1.392 0.443
60 1.393 0.680 1.393 0.611
80 1.393 1.548 1.393 1.569

Table 3: RMSRs for the standard and proposed Lasso for OWBD with epistasis.
Top ranked SNPs All SNPs

All lines First 10 lines All lines First 10 lines
Trait S.L. P.L. S.L. P.L. S.L. P.L. S.L. P.L.
SL 0.815 0.724 0.697 0.652 2.866 3.638 2.622 2.630
GN 51.67 52.97 45.25 42.23 85.15 86.13 77.27 77.43
FS 44.99 70.42 33.19 27.53 72.00 102.1 51.17 50.86

HGW 0.077 0.056 0.069 0.052 0.156 0.107 0.118 0.098
PH 46.08 33.69 43.13 39.97 254.2 247.0 219.8 249.1
SN 12.21 10.42 6.842 5.274 24.26 23.84 13.34 10.71
HD 31.08 29.05 29.12 25.79 130.3 133.4 82.50 78.47

Table 4: Top ranked SNPs and their weights for the standard and proposed Lasso for OWBD HD with epistasis.
S.L. P.L.

SNP chromosome β SNP chromosome β
997× 1279 6× 6 3.421 997× 1279 6× 6 3.401

138 1 3.314 903× 325 5× 2 3.193
896 5 3.176 1101 6 −2.764

1101× 1152 6× 6 2.750 138 1 2.661
734 4 −2.683 896 5 2.634

670× 273 4× 2 −2.542 1101× 1152 6× 6 2.583
324× 903 2× 5 2.128 725 4 −2.493
1096× 976 6× 6 −1.877 670× 273 4× 2 −2.012
997× 526 6× 3 1.826 734 4 −1.629
903× 325 5× 2 1.706 1101× 976 6× 6 −1.447

Table 5: RMSRs for the standard and proposed Lasso for Dicktoo-Morex without epistasis.
Top ranked SNPs All SNPs

All lines First 10 lines All lines First 10 lines
Trait S.L. P.L. S.L. P.L. S.L. P.L. S.L. P.L.

unvernalized 43.74 44.68 18.13 17.87 63.57 60.77 26.57 27.43
vernalized 79.56 78.37 27.95 26.49 108.3 106.7 26.46 25.81
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Table 6: RMSRs for the standard and proposed Lasso for Dicktoo-Morex with epistasis.
Top ranked SNPs All SNPs

All lines First 10 lines All lines First 10 lines
Trait S.L. P.L. S.L. P.L. S.L. P.L. S.L. P.L.

unvernalized 34.33 38.85 24.08 17.63 58.63 58.28 30.46 27.81
vernalized 38.41 62.26 17.28 17.11 124.0 119.8 33.32 32.14

Table 7: Top ranked SNPs and their weights for the standard and proposed Lasso for Dicktoo-Morex HD with epistasis.
S.L. P.L.

SNP chromosome β SNP chromosome β
112 7 −7.860 112 7 −7.238
22 2 6.387 110 7 −5.242
110 7 −5.296 20 2 4.426
20 2 4.074 22 2 4.377
113 7 −2.26 113 7 −3.55
51 3 −1.684 21 2 2.645

59× 84 4× 5 −1.394 50 3 −2.398
84 5 −1.261 49× 113 3× 7 1.627
19 2 1.002 84 5 −1.174
49 3 −0.980 33× 50 2× 3 −1.037

Table 8: RMSRs for the standard and proposed Lasso for Steptoe-Morex without epistasis.
Top ranked SNPs All SNPs

All lines First 10 lines All lines First 10 lines
Trait S.L. P.L. S.L. P.L. S.L. P.L. S.L. P.L.
HD 79.05 41.95 78.68 43.73 46.62 51.37 57.49 46.66
GY 104.0 78.99 95.81 74.24 137.3 140.4 151.3 163.9

Table 9: RMSRs for the standard and proposed Lasso for Steptoe-Morex without epistasis.
Top ranked SNPs All SNPs

All lines First 10 lines All lines First 10 lines
Trait S.L. P.L. S.L. P.L. S.L. P.L. S.L. P.L.
HD 77.15 40.31 78.52 39.14 44.12 51.52 50.15 47.26
GY 87.48 23.00 78.63 18.61 156.5 161.8 192.8 171.1

Table 10: Top ranked SNPs and their weights for the standard and proposed Lasso for the Steptoe-Morex GY with
epistasis.

S.L. P.L.
SNP chromosome β SNP chromosome β
82 3 9.562 82 3 13.158
53 2 −7.067 53 2 −6.687
81 3 5.278 222× 114 7× 4 5.355
29 1 −4.62 29 1 −5.089

42× 53 2× 2 4.126 68 2 4.599
20 1 −3.693 20 1 −3.543
111 4 3.510 108 4 3.338
68 2 2.377 154× 19 5× 1 −3.156
72 2 2.348 154× 45 5× 2 3.028
203 7 −1.675 108× 105 4× 3 2.881
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In recent years, there are a large number of features in datasets used in classification, which include 

relevant, irrelevant, and redundant features. However, irrelevant and redundant features decrease the 

computational time and reduce the classification performance. Feature selection is a preprocessing 

technique that which to choose a sub-set of relevant features to achieve a similar or even better 

classification performance than using all features. This paper presents two new hybrid algorithms for a 

feature selection called particle swarm optimization with crossover operator (denoted as PSOCO1 and 

PSOCO2); the algorithms are based on the integration of a particle swarm optimization (PSO) and a 

crossover operator (CO) of the genetic algorithms. A new relevant features vector (RFV) is introduced 

and used by our algorithms for execute a crossover operator between the RFV and other features 

vectors.  To demonstrate the effectiveness of these algorithms, we compared them with standard PSO 

[14], PSO4-2 [8] and HGAPSO [28] on twelve benchmark datasets. The results show that the two 

proposed algorithms significantly reduce the number of selected features and achieve similar or even 

better classification accuracy in almost all cases. 

Povzetek: Predstavljena sta dva nova algoritma za izbiro dobrih atributov v strojnem učenju. 

1 Introduction 
Since the technological advancement, data acquisition 

becomes easy and gigantic databases are collected daily. 

Therefore, the number of features in the current data 

analysis problems can now reach hundreds of thousands 

or more. In this situation, the feature selection is an 

important step in building a model of classification in 

large datasets because it reduces the number of features 

by removing irrelevant, noisy and redundant features. 

Feature selection has now been widely applied in many 

domains, such as bioinformatics [1], astronomy [2] and 

energy consumption [3]. Feature selection is used to 

search a subset of relevant features which can reduce the 

search space, decrease the classification performance and 

increase the computational cost of classification 

algorithms. Feature selection is a difficult task because of 

the exponentially increasing of the search space size (the 

number of available features in the data sets) [4]. 

Therefore, an exhaustive search is almost impossible [5]. 

Greedy algorithms have been used to solve exhaustively 

the feature selection problem, such as sequential forward 

selection (SFS) [6] and sequential backward selection 

(SBS) [7]. However, these approaches suffer from the 

high computational cost and stagnation in local optima 

[8]. Therefore, an efficient and global search feature 

selection algorithm is needed. 

Different evolutionary computation algorithms (ECA) 

are recently proposed for solving the feature selection 

problem such as ant colony optimization (ACO) [9-11], 

genetic algorithm (GA) [12,13], particle swarm 

optimization (PSO) [14-16] and simulated annealing 

(SA) [17]. The particle swarm optimization is one of a 

relatively recent metaheuristics based population. It has 

proven its simplicity, efficiency and fast convergence 

[18, 19], but suffer from the premature convergence of a 

swarm and large number of parameters. Therefore, it is 

needed to develop a feature selection approach using 

PSO to increase simultaneously the feature selected 

number, decrease the classification accuracy and also to 

increase the algorithm’s parameters number. 

1.1 Goals  

This paper aims to propose new improved PSO 

algorithms which can significantly decrease the size of 

selected feature subsets and improve the classification 

accuracy or at least keep it as is in original PSO. For this, 

we will propose two new improved PSO-based feature 

selection algorithms (denoted as PSOCO1 and PSOCO2) 

which uses two different strategies for particle’s position 

updates. In order to achieve this goal, we propose two 

mechanisms for updating particle’s position using a new 

introduced vector called “relevant features vector 

(RFV)”, The RFV is a binary vector that contains 0 and 

1, in which, 1 means that the attribute is selected and 0 is 

the opposite. The RFV is introduced as a perfect position 

in the search space since it contains all the features where 

their deletion decreases the classification accuracy. This 

vector is used for a crossing with the particle’s positions 

which increases the probability of selecting the relevant 

features and removing the irrelevant features at each 

particle’s update positions in the algorithm. 

mailto:Houassi_h@yahoo.fr
mailto:mehdaoui.rafik@yahoo.fr
mailto:toumaarouk@yahoo.fr
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Our algorithms are developed and compared with other 

PSO-based feature selection mechanisms on many 

datasets with different numbers of features and instances.  

1.2 Organization 
The rest of this paper is organized as follows: Section 2 

presents a brief background on standard particle swarm 

optimization (PSO), and reviews recent studies about 

PSO-based feature selection approaches. Section 3 

describes in detail the two proposed modified PSO based 

feature selection approaches with new positions updating 

strategies. Section 4 describes experimental design and 

results on 12 benchmark data sets with discussions. 

Finally, section 5 provides conclusions. 

2 Background and related work  
This section provides a background about standard PSO 

[14] and related work on proposed feature selection using 

modified PSO algorithms in the literature. 

2.1 Particle Swarm Optimization for 

feature selection 
Particle swarm optimization (PSO) [15, 16] is a 

population-based optimization technique, was introduced 

by Eberhart and Kennedy [14] that which inspired from 

the nature social behavior, dynamic movements and 

communications of animals such as birds and fish in the 

search for food. In PSO, each particle in the swarm can 

represent a candidate solution of the problem. Each 

particle has a position, velocity and moving in the search 

space for searching the optimal solution, the positions 

and velocities of particles are represented respectively by 

a vectors xi = (xi1,xi2,...,xid) and vi = ( vi1,vi2,...,vid),  i = 1 

to N, where d is the dimensionality of the search space 

and N is the swarm size. During searching, each particle 

of a swarm updates its position based on its best position 

(the personal best pbest) and the best position obtained 

by its neighborhood (the global best gbest). In the 

standard version of PSO [14] the swarm is initialized 

with a population of random positions and searches for 

the best solution in several iterations. In each iteration, 

the particle’s velocity and position are updates according 

to the following equations: 

𝑥𝑖𝑑
𝑡+1  =  𝑥𝑖𝑑

𝑡 +  𝑣𝑖𝑑
𝑡+1                                                             (1) 

𝑣𝑖𝑑
𝑡+1 = 𝑤 × 𝑣𝑖𝑑

𝑡 + 𝑐1 × 𝑟1𝑖 × (𝑝𝑖𝑑 − 𝑥𝑖𝑑
𝑡 ) + 𝑐2 × 𝑟2𝑖

× (𝑝𝑔𝑑 − 𝑥𝑖𝑑
𝑡 )                                       (2) 

Where t represents the tth iteration in the evolutionary 

algorithm, d represents the dth dimension in the search 

space, w is the inertia weight, c1 and c2 are two positive 

constants called cognitive and social parameters 

respectively. r1i and r2i are independent random values 

uniformly generated from (0, 1), pid is the pbest of ith 

particle and pgd is the gbest of the swarm.  

PSO was originally proposed for solving continuous 

problems. However, many problems, such as feature 

selection are discrete or binary problems. The binary 

PSO (BPSO) is applied for discrete problems. In BPSO, 

the position of each particle is represented in binary 

values which are 0 or 1. The particle’s velocity in BPSO 

indicates that a particle might change its state to 1. A 

sigmoid function s(vid) is introduced to transform vid to 

the range of (0,1). BPSO updates the position of each 

particle according to the following formula: 

𝑥𝑖𝑑 = {
1, 𝑖𝑓 𝑟𝑎𝑛𝑑( ) < 𝑠(𝑣𝑖𝑑)
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                 

                                       (3) 

Where   

s(𝑣𝑖𝑑) = 
1

1+𝑒−𝑣𝑖𝑑
                                                                     (4) 

rand () is a randomly generated number from (0, 1). 

2.2 Recent studies about PSO for feature 

selection 

More recently modified particle swarm optimization 

algorithms are proposed to feature selection problem, we 

classify these algorithms based on modifications of the 

standard PSO as follow: 

(1) Modified initialization mechanisms 

Xue et al. [8] developed three initialization strategies and 

three pbest and gbest updating mechanisms in PSO. 

Their experiments confirm that these new mechanisms 

increase the classification accuracy and reduce both the 

number of features and the computational time. 

 

(2) Modified Gbest and Pbest updating mechanisms 

In standard PSO, gbest is updated only when a better 

solution is found, but this mechanism is easy falling into 

local optimal solutions. Yang et al. [20] develop a new 

Gbest updating strategy in PSO for feature selection 

which that aims to avoid the particles converging at local 

optima. In this proposed strategy, when Gbest is 

unchanged after three iterations, a new Gbest will be 

created from pbests of relevant particles. Experiments 

show that the new algorithm outperforms both standard 

BPSO and GA-based feature selection in terms of 

classification accuracy. Chuang et al. [21] also proposed 

a Gbest updating mechanism, where the Gbest will be 

reset to zero vector if it unchanged after several 

iterations. This algorithm is compared in terms of the 

classification performance with the proposition of Yang 

et al. [20] using the cancer related human gene 

expression datasets. Experimental results show that this 

method could achieve higher classification accuracy in 

most cases. 

 

(3) Multi Swarm 

Liu et al. [22] and Fdhila et al. [23] introduce multi-

swarm PSO (MSPSO) algorithms. In the proposition of 

[22] the algorithm is used for both the feature selection 

problem and the SVM parameters optimization. The 

experimental results show that their proposed method is 

faster and achieves better performance than grid search, 

standard BPSO and GA. However, the multi-swarm PSO 

algorithms are more expensive than the other methods in 

terms of both memory and computational time because 

of the large population size. 
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(4) Other modifications 

Beside the above strategies, some researchers have 

considered other types of modifications to increase the 

PSO performance. Chuang et al. [19] propose a new 

algorithm which is called catfish binary particle swarm 

optimization (catfishBPSO), in which the new particles 

so-called catfish that are introduced for helping PSO to 

avoid premature convergence. The catfish particles 

replace particles with worst fitness in the swarm when 

gbest has not improved for a number of iterations. 

Experimental results show that catfishBPSO achieves 

better classification accuracy than genetic algorithms, 

linear forward selection (LFS) and greedy stepwise 

backward selection (GSBS). Wang et al. [24] proposed a 

triggered memory scheme for the memory-based PSO in 

dynamic environments which aims to use a memory 

scheme to restore useful information about previously 

found positions by the swarm. Experiments show that the 

proposed scheme can achieve better performance than 

standard PSO. Unler & Murat [15] developed a modified 

discrete PSO which use an adaptive feature selection 

procedure, where the features are selected according to 

their contribution to the subset of features already 

selected and also to the likelihood calculated by BPSO. 

This approach is faster and achieves better classification 

performance compared with the tabu search and scatter 

search algorithms using several datasets. Quantum-

inspired PSO (QiPSO) [25] is a newly developed 

probabilistic evolutionary algorithm based on the 

classical particle swarm optimization algorithm and some 

concepts and theories of quantum computing, in order to 

improve the search capability and avoid premature 

convergence. Hamed et al. [26] propose a dynamic 

quantum-inspired PSO algorithm (DQiPSO) for feature 

selection and parameter optimization in neural networks 

for classification. In DQiPSO the particle is divided into 

two parts: In the first part, it uses the quantum 

information embedded in PSO for feature probability 

calculation, and in the second part, it uses the standard 

PSO with a real value to optimize the parameters in the 

neural network. The DQiPSO is compared with two 

methods: quantum-inspired PSO (QiPSO) and standard 

PSO algorithm (PSO). Experiments indicate that the 

DQiPSO is faster and achieves better classification 

performance than QiPSO and PSO in all test cases. 

2.3 Hybridized PSO based feature 

selection approaches 

Several evolutionary algorithms are developed for the  

feature selection problem such as PSO and genetic 

algorithm (GA). However, both PSO and GA suffer from 

shortcomings: The main shortcoming of PSO is the 

premature convergence of a swarm, and generally, GAs 

find the global optimum solution but suffer from a slow 

convergence rate. Mohemmed et al. [27] propose a 

hybrid algorithm (PSOAdaBoost) that incorporates PSO 

with an AdaBoost framework for face detection. The 

PSOAdaBoost is compared with AdaBoost (with 

exhaustive feature selection) and experiments indicate 

that a PSOAdaBoost algorithm has a better performance 

in terms of much less training time and better 

classification accuracy. In [28] a new hybrid approach is 

proposed, which is based on the integration of the GA 

and PSO, this hybridization is obtained through 

integrating the standard velocity and update rules of PSO 

with selection, crossover, and mutation from the GA. In 

this algorithm, each next generation of population; the 

new population is produced through enhancement, 

crossover, and mutation on the half top of the best 

performing particles generated in the current generation. 

3 Proposed approaches 
Given the simplicity andthe effectiveness ofPSO, we 

propose new approaches inspired fromthe principle of the 

standard PSO and we use the crossover operator in the 

genetic algorithmin order to well exploit the search 

space. Ourgoal is to propose two new modified PSO 

algorithms with a minimal number of parameters based 

onparticle swarm and crossover operator. The main idea 

of our algorithms is to integrate the crossover operator of 

GA into the PSO algorithm. The difference between our 

proposed approach and PSO is that the crossover 

operator is used to improve the standard PSO generating 

new solution for each particle using random walk. In this 

way, our algorithm can explore the search space by the 

crossover of the GA algorithm and exploit the population 

information with PSO. Our algorithms named PSOCO1 

and PSOCO2 (Particle Swarm Optimization with 

Crossover Operator). These algorithms are similar, but 

they use two different updating mechanisms. Meanwhile, 

we use a new vector called relevant features vector 

(RFV) that contains relevant features in the dataset, the 

algorithm1 shows how to determine the RFV.  

3.1 Relevant features vector (RFV)  

Definition of relevant feature 

The relevant feature is afeature whereitsdeletion from the 

feature set decreases theclassification rate ofthe data set 

instances.In other words, a relevantfeature"A"is a 

featurewherethe classificationrate ofdata setinstances 

usingall featuresisbetter thanthe classificationrate of the 

same data set instances usingall featuresexceptthe 

attribute "A". 

Definition of relevant feature vector 

The relevant features vector (RFV) is a vector contains 

all relevant features in the data set. The following 

algorithm describes the relevant features vector 

determination. 

Algorithm 1 Pseudo-code of the relevant features 

vector determination 
Input:  

Vector of all features set A = (a1, a2, …, ad)   

Output:  

Relevant features vector RFV = (RFV1, RFV2, …, RVFk)   

begin 

Evaluate the fitness “Fitness_A” using all features in 

A on the Data set;  

for (j=0 to feature number -1)do 
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        V = A- {aj} /* aj is the feature number j */   Evaluate the 

fitness “Fitness_V” using all features  

   In V on the Data set;   

if (Fitness_V < Fitness_A)  

            RFV = RFV + { aj }; 

endif 

end for 

end. 

3.2 New position’s update mechanisms 

In this section, we will propose two new different 

particle’s position update mechanisms in PSO for feature 

selection with the goals of increasing the PSO parameters 

number, increasing the number of selected features and 

also the computational time of the feature selection 

algorithm. The new mechanisms are motivated by using 

of the crossover operator in GA. In our proposition, the 

inertia weight factor and two acceleration coefficients are 

removed and only length of crossover part is needed 

when modifying the particle’s position. 

Position’s update mechanism 1  

In each iteration, particle’s position is updated using the 

crossover operator in GA into three following vectors: 

RFV, Pbest and Gbest. First, the crossover operation is 

performed on particle’s current position withits Pbest. 

Second, crossoverof the particle’s current positionwith 

the Gbest. Third, crossoverof particle’s current 

positionwith the RFV. After creating new solutions 

(position vectors) by crossover, the algorithm proceeds to 

evaluate the new vectors (i.e. calculate the fitness of each 

new vector generated by crossover) to be able to update 

the values of Pbest by the vector with best classification 

accuracy. Algorithm 2 shows this first proposed update 

mechanism. 

The particle’s position updated according to the 

following equations: 

Xi
k =MaxAcc ((Xi

k © Pbesti), (Xi
k © Gbest), (Xi

k © RFV))                              

(5) 

Where Xi
k  is the position of a particle i at iteration k, 

Pbesti is the best position of the particle i up to the 

iteration k, Gbest is the best position of the swarm 

population up to the iteration k, RFV is the relevant 

features vector and © is the crossover operator. 

“MaxAcc” is a function which returns a vector with 

better classification accuracy. 

Position’s update mechanism 2 

In the second proposed update mechanism, The Pbest is 

updated by the new vector which generated by using the 

crossover of the current particle’s position and the RFV. 

Algorithm 3 shows this second proposed update 

mechanism. 

The particle’s position updated according to the 

following equations: 

Xi
k = Xi

k © RFV                    (6) 

Where Xi
k is the position of particle i at iteration k, RFV 

is the relevant features vector and © is the crossover 

operator. 

3.3 Crossover operator   

This operator is inspired from the genetic algorithms that 

combines two vectors (parent vectors) to produce a new 

vectors (new shield vectors) may be better than both of 

the parent’s solutions if it takes the best characteristics 

from each of the parents. However, the original crossover 

operator does not always give good solutions because it 

randomly selects the parents, so we have replaced it by 

one specific crossover where the parents are not 

randomly selected: the first parent is always the current 

position vector and the second parent is the RFV vector 

in our first proposition, the RFV, the Pbest or the Gbest 

vectors are used as a second vector in our second 

proposition. The new crossover operator is inspired from 

the two points crossover. 

Two Points Crossover  

When performing crossover, two crossover points P1 and 

P2 are chosen in both parental vectors and the contents 

between these points are exchanged. In our proposition, 

the first point P1 is randomly chosen in the range [0, (d- 

µ)] as presents the equation (7), and the second point P2 

is calculated using equation (8). Once the crossover is 

performed, new shields (new solutions) are created.  

P1 = rand(0, (d- µ))                                           (7) 

P2 = P1 + µ                  (8) 

Where d is a dimension of a problem (a number of 

features in the dataset) and µ presents the length of 

crossover part (means the bits number of crossover 

operator).  

The following algorithms describe the updates 

mechanisms used in the proposed feature selection 

algorithms present in the sub-section 3.4.  

Algorithm 2 Pseudo-code of the updates mechanism 1 
Inputs: 
Xi=  (x1, x2, …, xd)    /* A current position vector of    

a particle i*/ 

RFV = (r1, r2, …, rd)    /* A relevant features vector */ 

Pbest = (p1, p2, …, pd) /* A Pbest vector of a current  

particle*/ 

Gbest = (g1, g2, …, gd) /* A Gbest vector of a swarm*/ 

      Length of crossover part µ 

Output: 
New position vector Xi = (x1, x2, …, xd)   

begin 

Generate integer random number P1 using the equation (7) 

Generate integer number P2 using the equation (8) 

Vector VR= Xi; VP = Xi; VG = Xi; 

for  j = P1to P2 do 

VR[j]  = RFV[j]  

VP[j]  = Pbest[j] 

VG[j] = Gbest[j] 

end for 

Calculate fitness value of VR, VP and VG 

Update the vector Xi using equation (5). 

end. 

Algorithm 3 Pseudo-code of the updates mechanism 2 

Inputs: 
Xi=  (x1, x2, …, xd)    /* A current position vector of  

particle i */ 

RFV = (r1, r2, …, rd)   /* A relevant features vector */ 

Length of crossover part “µ” 
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Output: 
New position vector Xi=  (x1, x2, …, xd)   

begin 
Generate integer random number P1 using the equation (7) 

Generate integer number P2 using the equation (8) 

for  j = P1 To P2do 

Xi[j] = RFV[j]  

end for 

end. 

3.4 PSOCO algorithm 

Like any algorithm, the first step in our algorithm is to 

set some parameters required for its successful 

implementation. The advantages of our algorithm are its 

simplicity, a few requirement parameters to adjust and 

may guide to search for a small size feature subset with 

low classification performance. The main idea of this 

algorithm is that runs in two stages. In the first stage, the 

algorithm focuses on the determination of a relevant 

features vector (RFV) (new in our algorithms). In the 

second stage, the PSOCO algorithm starts searching for 

the best solution in the search space using a population of 

particles called swarm. The algorithm begins by 

initializing the swarm size and the positions of the 

population. Each particle’s position is randomly 

initialized in the search space with a uniform distribution. 

Then it initializes the best find position by each particle 

(denoted by Pbesti1, Pbesti2,...,Pbestid).Next, based on the 

fitness function, the algorithm calculates the quality of 

each particle to be able to take the best position find by 

the swarm(denotedbyGbest1, Gbest2,...,Gbestd). Next, the 

algorithm begins the iterations for generating new 

solutions in order to improve the quality of the best 

solution found by the swarm. In each iteration, a new 

position is calculated for each particle as presented in 

algorithm 2 or algorithm 3.  

Pseudo-code of PSOCO algorithm 

We used two new particle’s position update mechanisms 

presented in section 3.2 proposed new PSO-based feature 

selection algorithms called PSOCO1 and PSOCO2 by 

using respectively update mechanism1 and update 

mechanism2. The pseudo-code of PSOCO2 is similar to 

PSOCO1, with a small change in particle’s position 

updates; in PSOCO1the particle’s position is updated 

based on the algorithm2, but PSOCO2 uses the 

algorithm3 for updating the position of each particle. The 

pseudo-code of PSOCO1 is shown in Algorithm 4 

Algorithm 4 Pseudo-code of the proposed 

algorithm (PSOCO1) 
Inputs: 

The data set, population size, number of features, number 

of iterations, length of crossover part µ 

Output: 

The selected feature subset (Subset of features that gives 

the maximum accuracy over the data set) and his 

classification accuracy. 

begin 

Generate the relevant feature vector RFV using the 

algorithm 1; 

Initialize all particles of a swarm randomly; 

While Maximum iterations is not met do 

Evaluate the fitness of each particle on the Data set; 

/* the classification accuracy on the training set */ 

for i=1 to population size do 

      Update the Pbest of particle i;  

      Update the Gbest;  

      Update the position of particle i using algorithm 2  

 end for 

end while 

Calculate the classification accuracy of the selected feature 

 subset on the Data set;  

end. 

4 Design of experiments 

4.1 Datasets and parameter settings 

In our experiments, the twelve benchmark datasets 

(Table 1) are chosen from the UCI machine learning 

repositories [29], which have different numbers of 

features (from 10 to 617), classes and instances as the 

representative samples of the feature selection problem. 

For each dataset, all instances are used as training set and 

also as test set. 

K-nearest neighbour (KNN) learning algorithm was used 

in the experiments, we use K=5 (5NN) [8]. Waikato 

environment of knowledge analysis Weka [30] is used to 

run the instances classification. Classification accuracy is 

evaluated by 5NN implemented in Java.  

Dataset # features # classes # instances 

breast-cancer 10 2 699 

bridges_v1 13 4 108 

Zoo 17 7 101 

Lymphographie 18 4 148 

Flags 30 8 194 

dermatology 33 6 366 

Soybean 35 4 683 

Audiology 69 24 226 

LIBRAS 91 15 360 

MUSK1 168 2 476 

Arrhythmia 279 16 452 

Isolet5 617 2 1559 

Table 1: Datasets. 

 

Figure 1: Effect of the crossover part length 

(parameter µ) on the ratio (Average N.F.S / Average 

Acc). 
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In order to examine the performance of the proposed 

algorithms PSOCO1 and PSOCO2 based on algorithm 2 

and algorithm 3 respectively as the position’s update 

mechanisms, the standard PSO [14], and two recent 

wrapper feature selection algorithms PSO4-2 [8] and 

HGAPSO [28], are used as benchmark techniques in the 

experiments. The same conditions were used in all 

experiments: A swarm size of 20 [19], an iteration 

number of 20 and all compared algorithms perform 20 

independent runs on each dataset. 

4.1.1 Determination of the crossover part 

length (µ) 

The aim of this sub-section is to investigate the effect of 

the key parameter µ (length of crossover part) on the 

performance of PSOCO. It is difficult to determine what 

length (number of bits) should be selected to run the 

crossover operator. Selecting a large number of bits may 

complicate the performance in terms of PSOCO2’s time 

running while selecting a small number of bits may 

deteriorate the classification performance. For that, 

various experiments were carried. We take PSOCO2 as 

selection feature algorithm and the 5-nearest neighbor 

(5NN) as learning algorithm to analyze the effects of µ 

on the performance of the PSOCO2. The PSOCO2 is 

analyzed on 20 independent runs. Table. 2 show the 

experimental results with varying values of the parameter 

µ. In table 2, “A.N.F.S” means the average number of 

features selected in the 20 independent runs of PSOCO2. 

“Acc” represents the classification accuracy using the 

selected features. The percentage in the first line in table 

2: for example 10% means that the length of crossover 

part equals to 10% bits from the total number of features. 

Fig. 1 illustrates a graphical representation of the ratio 

between the average number of selected features and the 

average classification accuracies that is found by the 

PSOCO2 for all datasets (average of all Acc in Table.2).  

In the plot of Fig. 1, the horizontal axis shows 

percentage of selected features for applying crossover 

operator  

(Parameter µ), and the vertical axis shows the ratio 

between the average of A.N.F.S and the average of 

accuracies (last line in the Table. 2). From Fig. 1, it can 

be seen that this parameter has a significant effect on the 

number of selected feature and the classification 

accuracy using the selected features, it is clear that the 

value 15 of µ produces a better result. It can be also seen 

that the performance of PSOCO2 is stable once the value 

of µ exceeds 15. 

 

 

Crossover part 

length (%) 5% 10% 15% 20% 25% 30% 

Data sets A.N.F.S Acc A.N.F.S Acc A.N.F.S Acc A.N.F.S Acc A.N.F.S Acc A.N.F.S Acc 

iris 2,7 97,03 2,9 97,06 2,75 97,16 2,65 97,09 2,85 97,23 2,85 97,19 

diabetes 5,75 83,52 5,75 83,52 5,7 83,53 5,4 83,45 5,65 83,5 5,75 83,52 

labor 8,15 96,22 8,6 97,71 9,2 97,19 9,2 97,19 9,2 97,45 9,05 97,54 

lymphographie 10,4 87,12 10,5 89,08 10,15 89,22 10,5 89,05 9,85 89,66 10,85 89,02 

ionosphere 12,8 92,49 9,7 92,56 9,65 92,4 9,45 92,45 9,35 92,3 9,2 92,16 

soybean 20,67 92,38 19,3 93,08 18 92,81 17,85 92,64 17,8 92,29 17,75 92,34 

audiology 23,25 74,6 18,1 75,06 16,75 75,11 16,75 74,8 16,65 75,15 16,05 75,15 

LIBRAS 28,6 88,52 20,7 88,62 19,8 88,66 19,4 88,3 18,9 88,58 18,8 88,08 

MUSK1 40,6 99,05 29,8 99,39 23,7 99,41 22,9 99,3 22,8 99,3 23,7 99,39 

Isolet5 158,5 99,15 119,78 99,09 115,9 98,91 118,4 98,99 119,9 98,99 122,9 98,95 

Average 31,14 91,01 24,51 91,52 23,16 91,44 23,25 91,33 23,29 91,45 23,69 91,33 

Table 2: Effect of the crossover part length on the performance of PSOCO2 using different dataset
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Table 3: Experimental Results. 

Datasets T. N. F C. A. A. F N. R. F C. A. R. F Algorithms A. N. F A. A B. A 

Breast-cancer 9 77,27 4 75,52 

Standard PSO  

PSO4_2 

HGAPSO 

PSOCO1 

PSOCO2 

7,6 

7,4 

6,9 

4,3 

6,55 

79,86 

79,86 

79,56 

78,56 

79,52 

80,06 

80,06 

80,06 

79,72 

80,06 

Bridges_v1 12 71,02 4 75,7 

Standard PSO 

PSO4_2 

HGAPSO 

PSOCO1 

PSOCO2 

5,3 

5,3 

5,55 

4,45 

5,5 

78,13 

78,31 

77,75 

78,31 

78,31 

78,5 

78,5 

78,5 

78,5 

78,5 

Zoo 17 95,04 3 65,34 

Standard PSO 

PSO4_2 

HGAPSO 

PSOCO1 

PSOCO2 

9,6 

9,9 

9,45 

3,65 

9,6 

98,86 

98,76 

98,51 

95,79 

98,56 

99 

99 

99 

99 

99 

Lymphographie 18 87,16 9 85,13 

Standard PSO 

PSO4_2 

HGAPSO 

PSOCO1 

PSOCO2 

12,3 

12,45 

11,6 

9,6 

12,85 

91,72 

91,72 

91,48 

89,69 

92,09 

93,24 

93,24 

93,24 

92,56 

93,24 

Flags 29 64.94 8 62.37 

Standard PSO 

PSO4_2 

HGAPSO 

PSOCO1 

PSOCO2 

14,85 

14,5 

14,4 

9,15 

14,1 

76,46 

76,64 

75,79 

73,96 

77,5 

78,35 

78,35 

77,83 

75,77 

80,41 

Dermatology 34 98,36 16 95.62 

Standard PSO 

PSO4_2 

HGAPSO 

PSOCO1 

PSOCO2 

21,35 

20,3 

19,3 

16,5 

18,2 

99,04 

99,08 

98,85 

98,56 

99,22 

99,45 

99,45 

99,45 

99,18 

99,45 

Soybean 35 92,82 18 91,5 

Standard PSO 

PSO4_2 

HGAPSO 

PSOCO1 

PSOCO2 

22,75 

23,85 

21,95 

18,2 

22,55 

93,55 

93,87 

93,63 

92,55 

94,37 

94,14 

94,72 

94,72 

93,7 

95,02 

Audiology 69 72,12 15 71,68 

Standard PSO 

PSO4_2 

HGAPSO 

PSOCO1 

PSOCO2 

38,1 

37,25 

36,2 

16,5 

29,9 

78,23 

77,83 

77,34 

74,91 

78,4 

79,64 

80,08 

79,64 

76,54 

80,97 

LIBRAS 90 86,38 17 79,72 

Standard PSO 

PSO4_2 

HGAPSO 

PSOCO1 

PSOCO2 

43,15 

43,85 

42,05 

20,7 

32,25 

89,01 

89,08 

89,01 

88,63 

90,13 

89,72 

90 

90,27 

89,72 

90,83 

MUSK1 167 96,21 19 97,89 

Standard PSO 

PSO4_2 

HGAPSO 

PSOCO1 

PSOCO2 

80,55 

62,05 

78,5 

23,25 

49,65 

99,25 

99,25 

99,1 

99,38 

99,63 

99,57 

99,78 

99,78 

99,57 

100 

Arrhythmia  

 
279 91,63 41,05 89,59 

Standard PSO 

PSO4_2 

HGAPSO 

PSOCO1 

PSOCO2 

132,64 

59,64 

56,87 

32,87 

38,85 

94,99 

94,87 

94,78 

94,23 

93,89 

69,89 

96,88 

96,75 

96,42 

96,05 

Isolet5 617 97,44 85,84 84,57 

Standard PSO 

PSO4_2 

HGAPSO 

PSOCO1 

PSOCO2 

301,25 

254,35 

248,63 

92,59 

112,87 

96,38 

98,65 

98,77 

97,98 

98,89 

98,32 

98,98 

98,98 

98,54 

98,64 
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4.2 Experimental Results and Discussions  

This section presents the results obtained from series of 

experiments conducted to evaluate the effectiveness of 

our algorithms. We experiment independently the 

PSOCO1 and PSOCO2 on twelve datasets (Table.1) and 

we compare its performance with the standard PSO [14], 

PSO4-2 [8] and HGAPSO [28]. Table 3 show the 

experimental results, we compare the classification 

performance of the two proposed algorithms with three 

other recent approaches in the literature on the twelve 

datasets. In Table 3, “T.N.F” means the total number of 

features in the dataset. “C.A.A.F” represents the 

classification accuracy using all features. “N.R.F” is the 

number of relevant features selected by algorithm 1. 

“C.A.R.F” shows the accuracy of classification using 

relevant features.” A.N.F” represents the average number 

of selected features by each algorithm in 20 independent 

runs. “B.A” and “A.A” indicate respectively the best and 

the average classification accuracy obtained from the 20 

runs. 

4.2.1 Results of benchmark techniques 

According to the previous results in Table 3, it can be 

seen that in all datasets, PSO4-2 [8] and HGAPSO [28] 

select a small number of features and achieve similar or 

higher classification accuracy than using all features in 

all cases. When comparing HGAPSO with standard 

PSO-based feature selection approach, it is clear in Table 

3 that the HGAPSO approach reduces the number of 

features in 12 bases and decreases the average 

classification accuracy in 3 bases from the total of 12 

cases. HGAPSO outperformed PSO4-2 in terms of 

selected feature number in 11 cases from a total of 12 

cases. However, PSO4-2 finds better classification 

accuracy than HGAPSO in 9 cases, which means the 

reduction of the number of features, might decrease the 

classification performance. 

This section presents the results obtained from series of 

experiments conducted to evaluate the effectiveness of 

our algorithms. We experiment independently the 

PSOCO1 and PSOCO2 on twelve datasets (Table.1) and 

we compare its performance with the standard PSO [14], 

PSO4-2 [8] and HGAPSO [28]. Table. 3 show the 

experimental results, we compare the classification 

performance of the two proposed algorithms with three 

other recent approaches in the literature on the twelve 

datasets. In Table. 3, “T.N.F” means the total number of 

features in the dataset. “C.A.A.F” represents the 

classification accuracy using all features. “N.R.F” is the 

number of relevant features selected by algorithm 1. 

“C.A.R.F” shows the accuracy of classification using 

relevant features.” A.N.F” represents the average number 

of selected features by each algorithm in 20 independent 

runs. “B.A” and “A.A” indicate respectively the best and 

the average classification accuracy obtained from the 20 

runs. 

4.2.2 Results of PSOCO1   

According to Table 3, on 9 of 12 cases, PSOCO1 used 

crossover between the current position and the Pbest, 

Gbest or RFV, achieved better classification performance 

than that of benchmark algorithms, and in all datasets 

tested, the number of selected features by PSOCO1 is 

significantly smaller than that of benchmark algorithms. 

4.2.3 Results of PSOCO2   

According to the results shown in Table 3, in most cases 

(11 of the 12 data sets), the selected feature subsets by 

our algorithm PSOCO2 contain about half of the 

available features. Using the selected feature, the ANN 

classifier can achieve about similar classification 

accuracy than using all features in almost all datasets. 

Moreover, in the cases of datasets with a large number of 

features (the three last datasets), the feature subsets 

evolved by PSOCO2 contains about seven-tenth of the 

available features. Comparing the results obtained by 

PSOCO2 with that of other benchmark algorithms, the 

average size of the feature subsets evolved by PSOCO2 

is always smaller, and the reduction of the average size is 

more than 20% in all datasets (except the bridges_v1 

dataset) and it is 70% in three last bases (datasets with a 

large number of features). The average classification 

accuracy achieved by the feature subsets resulted by 

PSOCO2 is better in almost all datasets.  

4.2.4 Comparison between proposed 

methods and benchmark techniques 

Comparing the two proposed methods with 

benchmark techniques, leads to the following 

observations, the number of features selected by our 

algorithms (PSOCO1 and PSOCO2) was similar or 

slightly inferior compared with the benchmark 

algorithms on the datasets with a relatively small number 

of features, but it was significantly inferior in the datasets 

with a large number of features. However, the 

classification accuracy achieved by our proposed 

algorithms was similar or slightly better than that 

achieved by the benchmark algorithms in almost all 

cases. Seen that the difference between our approaches 

and the benchmark techniques is the RFV, and then this 

demonstrates that RFV leads the swarm to select only the 

relevant features, which significantly decrease the 

selected feature subsets size found by our algorithms. In 

the updates equations of the original PSO equations (1) 

and (2), there are five parameters (w, c1, c2, r1, r2,), but 

in our algorithms there is only one parameter (Length of 

crossover part). Then, the updates mechanisms in our 

approaches motivated by both a new RFV vector and a 

small number of parameters can help PSOCO to take 

their advantages to obtain feature subsets with a smaller 

number of features and better or similar classification 

accuracy. 
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4.2.5 Discussions 

The PSO algorithm is a simple and fast algorithm; 

however, it may lack the diversity of population between 

particles. Therefore, in this work, we add crossover 

operator between particles to the PSO during the process 

of new positions updating for efficiency exploring the 

search space. From the experimental results we can sum 

up the following: 

 Our proposed approaches PSOCO1 and PSOCO2 can 

solve the feature selection problem effectively.  

 The overall performance (the average classification 

accuracy) of our proposed approaches is equal or better 

than the original PSO and other compared optimization 

methods.  

 The average size of the feature subsets selected by 

PSOCO2 is always smaller, and the reduction of the 

average size is more than 20% in all tested datasets and 

it is 70% in datasets with a large number of features. 

 The algorithms PSOCO1 and PSOCO2 used few 

parameters compared with the original PSO.  

The results suggest that the RFV vector guide the 

proposed PSOCO to search the solution around them as a 

perfect solution, which increases the probability of 

selecting the relevant features and removing the 

irrelevant features. 

5 Conclusion and future works  
The goal of this paper is to develop two new feature 

selection approaches based on PSO using a crossover 

operator from genetic algorithm and a proposed relevant 

features vector (RFV) to selecting a smaller number of 

features and achieving same or better classification 

accuracy. In the first algorithm, particle’s position is 

updated using the crossover operator between current 

position on one hand and RFV, Pbest or Gbest on the 

other hand, but the second algorithm use only crossover 

operator between the current position and the RFV for 

updating the particle’s position. The advantage of our 

approach is that it is simple and does not require too 

many parameters to initialize compared with the original 

PSO; the population size and the length of crossover part 

are the only essential parameters to initialize. In this 

study, we have conducted the experiments to compare 

the new algorithms with three other feature selection 

algorithms on 12 datasets of varying numbers of features 

and instances. The goal was successfully achieved by our 

new approaches: the size of selected features subset is 

reduced over the standard PSO scheme about 20% in the 

small datasets and 70% in the large datasets using 

PSOCO2. These results suggest that the proposed 

algorithms have great potential to reduce the 

dimensionality of the search space in order to maintain 

the classification accuracy. 

For future works, Firstly, PSOCO will be applied to 

many other engineering optimization problems like 0–1 

knapsack problem, job scheduling and transport 

engineering. Secondly, our two PSOCO approaches will 

be used with more classifiers like SVM and Artificial 

Neural Network (ANN) to verify and optimize their 

parameters. Finally, The PSOCO will be enhanced by 

changing the random particle’s initial positions by 

employing a various Chaotic Maps techniques to 

diversify the initial population on the search space. 
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This paper presents a Multi-Agent System (MAS) approach for designing an air pollution simulator. The 

aim is to simulate the concentration of air pollutants emitted from sources (e.g. factories) and to 

investigate the emergence of cooperation between the emission source managers and the impact this has 

on air quality. The emission sources are controlled by agents. The agents try to achieve their goals (i.e. 

increase production, which has the side effect of raising air pollution) and also cooperate with others 

agents by altering their emission rate according to the air quality. The agents play an adapted version of 

the evolutionary N-Person Prisoners’ Dilemma game in a non-deterministic environment; they have two 

decisions: decrease or increase the emission. The rewards/penalties are influenced by the pollutant 

concentration which is, in turn, determined using climatic parameters. In order to give predictions 

about the concentration of pollutants: Particulates Matter (PM10), Sulphur Oxide and Dioxide (SOx), 

Nitrogen Oxides (NOx) and Ozone: (O3), a two stage prediction method is used, a GPD (Gaussian 

Plume Dispersion) model and an ANN (Artificial Neural Network) prediction model. The prediction is 

calculated using the dispersal information and real data about climatic parameters (wind speed, 

humidity, temperature and rainfall). Every agent cooperates with its neighbours that emit the same 

pollutant, and it learns how to adapt its strategy to gain more reward. When the pollution level exceeds 

the maximum allowed level, agents are penalised according to their participation. The system has been 

tested using real data from the region of Annaba (North-East Algeria). It helped to investigate how the 

regulations enhance the cooperation and may help controlling the air quality. The designed system 

helps the environmental agencies to assess their air pollution controlling policies. 

Povzetek: V prispevku je predstavljen večagentni sistem za simulacijo onesnaženja zraka. 

 

1 Introduction
The question about how humans should moderate their 

exploitation of environmental resources has occupied 

researchers for decades [1]. Promoting social and 

economic growth without affecting the environmental 

equilibrium is important for maintaining sustainable 

development. This paper addresses the relation between 

human behaviours and their impact on air quality in 

socio-environmental systems. Air pollution is a major 

concern in many cities in the world, especially in 

developing countries. It has a direct influence on our 

health and quality of life [2]. The degradation in air 

quality should be estimated before the establishment or 

the expansion of urban or industrial activities. Air 

pollution simulation and decision support tools can help 

decision-makers to establish policies for environmental 

management and to predict the impact of their decisions 

on the environment and ecosystem. Many modelling 

approaches have been proposed to study air pollution. 

Most of them, ([3], [4], [5]) to cite a few, are mainly 

focused on the physical and chemical aspects of air 

pollution; the concentration and dispersal of pollutant. 

These models do not take into consideration human-

decision factors. Air pollution is by nature distributed 

and includes the interaction of individuals involved in the 

exploitation of a dynamic ecological resource which is 

the air. The anthropogenic activities (road traffic, 

mailto:ghazi@univ-annaba.dz
mailto:khadir@labged.net
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industrial and agricultural activities) are among the major 

sources of air pollution. All of these activities are 

controlled by humans; therefore, including the human 

decision factors in the modelling of air pollution is 

essential. 

MAS (Multi-Agent System) based models are an 

appropriate method for modelling socio-environmental 

issues [6]. They allow us to model the behaviours of 

human actors sharing the exploitation of environmental 

resources. [7] presents a review of recent MAS models 

used to investigate socio-environmental problems. The 

models are classified according to: the decision making 

mechanism, the use or not of real data, the objective of 

the simulation, and the space and time representation. 

[8], [9] used a MAS approach to investigate the air 

pollution emission resulting from road activities; they 

used a traffic flow simulation and linked it to emission 

calculation. [10] used the same approach to study the 

effect of transport regulation on air pollution emission. 

[11] present a MAS designed for monitoring air quality 

in Athens, Greece. The MAS is a set of agents that 

control a network of sensors installed in an urban region. 

They verify and collect the data measured by sensors. 

[12] present a MAS to find the dispersion of air pollution 

in urban region. The pollution sources (polluters) are 

represented by homogeneous agents that emit pollution 

in their respective areas. Each agent pollutes with an 

emission rate. As the simulation runs, clusters are formed 

with different values of pollution concentration. At the 

end, a single cluster is formed, thus, the dispersion of 

pollution is estimated.  

The managers of emission sources share the 

exploitation of the air by emitting pollutants. We aim to 

simulate their different personalities (e.g. eco-friendly, 

selfish) and investigate the relationship between the 

emergence of cooperation and its impact on air quality. 

The main questions addressed in this paper are: How do 

emission source controllers cooperate, are they able to 

achieve their goals while preserving a reasonable air 

quality? What regulatory rules should be adopted to 

enhance the cooperation and sustain the air quality? To 

investigate these questions we have designed a MAS 

simulation tool that helps to investigate the emergence of 

cooperation and its effects on air quality. The proposed 

simulator models the population of emission source 

controllers as a network of agents playing an 

Evolutionary NPPD (N-Person Prisoners’ Dilemma) 

game. Evolutionary NPPD has been widely used for 

studying the emergence of cooperative behaviour among 

a population of selfish agents, how agents exhibit 

altruistic behaviours and under which condition 

cooperation will be sustained. 

NPPD is a mathematical model, which models the 

conflict between players sharing the use of a common 

resource. Initially, it was formulated for two players 

where each one has to take two possible actions (defect 

or cooperate), and then receive a payoff according to 

their joint actions. A version for N-Persons has been 

proposed [13] where the payoff is calculated according to 

the number of agents choosing to cooperate; the payoff 

function is given in (1) 

 

𝑢(𝑛𝑐𝑝) = {

𝑏∗𝑛𝑐𝑝

𝑁
− 𝑐                         𝑖𝑓 𝑠 = 0

𝑏∗𝑛𝑐𝑝

𝑁
                                𝑖𝑓 𝑠 = 1

 (1) 

With 𝑏 > 𝑐 > 0 𝑎𝑛𝑑   𝑐 >
𝑏

𝑁
, s is the action taken by 

the agent s ϵ{0,1} (where 0 means cooperate and 1 

means defect), ncp is the number of players who chose to 

cooperate, N is the size of the player population and b is 

the defection temptation, the constant c is used to ensure 

that the cooperation reward is less than the defection 

reward. 

[14], [15], studied the emergence of cooperation in a 

NPPD. The authors used different agent personalities and 

neighbourhoods in order to investigate their impact on 

the evolution of the game outcome. The experiment used 

different agent types with different initial co-operators 

ratio; this showed that for the case where all agents are 

Pavlovians (repeating actions that give them more 

satisfaction), the aggregate outcome of the game can be 

predicted for any number of agents and any payoff 

function. The choice of the agent’s neighbours also has a 

big influence on the game equilibrium. [16] investigated 

the effect of social welfare preference on the emergence 

of cooperation among agents placed on a BA [17] 

network. The authors proposed a model where some of 

the agents also take into consideration social welfare and 

not only their payoff received from the game. Agents do 

not only care about their own payoff, but also the payoff 

of their neighbours.  

[18] describes the use of a NPPD game to investigate 

the cooperation in a socio geographic community. The 

use of NPDD for environmental modelling has proved to 

be suitable since the exploitation of a shared ecological 

resource can be formulated as a tragedy of the common 

[19]. Each actor tends to maximise its profits by 

exploiting a shared ecological resource. Thus, a tragedy 

of the common arises. [20] uses a PD model to review 

Porters’ hypothesis, which studies the relationship 

between productivity and eco-friendly technologies. The 

work models how strict environmental regulations can 

enhance innovation for a less polluting technology. Firms 

have two actions which are: to invest in a new less 

polluting process or to continue using the old one and be 

penalised according to the governmental regulations. [21] 

used a version of NPPD to investigate the cooperation in 

international environmental negotiation to reduce CO2 

emissions. [22] presents an evolutionary game theory 

approach to study the influence of the ecological 

dynamic and payoff structures over the emergence of 

cooperative behaviour between landowners. The 

landowners are modelled as selfish agents aiming to 

maximize their profit by managing the number of deer on 

their lands. The main novelty of our approach is the 

inclusion of human decisions as a key element for 

simulating the air pollution evolution. We model the 

managers of the emission sources of pollutants as 

autonomous agents. These agents aim to maximise their 

own profit and we investigate this effect on air quality. 

The designed system helps investigating the efficiency of 

the regulatory rules used by air pollution controlling 
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agencies for maintaining the air quality. This is very 

important because it helps the environmental agencies to 

assess their air pollution controlling policies. 

The paper is organised as follows: The methodology 

is presented in section (2) that describes a MAS approach 

for designing an air pollution agent based simulator. 

Subsection (2.1) presents the representation of space and 

time. Subsection (2.2) describes the dispersion model and 

the Artificial Neural Network (ANN) prediction model. 

The agent decision-making mechanism is given in (2.3). 

A test scenario is presented in section (3). Results are 

detailed and discussed in section (4). The paper ends 

with conclusions and the possible further directions of 

our work. 

2 Model approach and architecture 

Many conceptualizations have been proposed to 

represent a socio-environmental system [22]. Generally, 

a socio-environmental simulation system can be 

represented as an interconnection of three components 

(or subsystems); each one is represented by a set of 

variables (attributes) forming its state at time t. The 

ecological component models the biotic (living) and 

abiotic (non-living) parts. The economic component 

represents the economic view point and groups the 

economic variables. The social component represents the 

human social networks such as decision-makers, firms, 

government agencies and consumers. A change in the 

state variable of each component affects other systems’ 

state variables. For example, the increase in demand for a 

certain kind of fish, leads fishermen to intensify their 

exploitation; this in turn results in changes to the 

biodiversity. We present a generic formalization of a 

socio-environmental system. A coupled social and 

environmental system can be expressed as a set of 

economic, social and ecologic state variables. The state 

of the system at time step t can be formulated as (2). 

𝐸𝑆𝑡 =< 𝐸𝑐𝑡 , 𝑆𝑐𝑡 , 𝐸𝑛𝑣𝑐𝑡 > (2) 

Where Ec, Sc and Envc represent, the sets of economic, 

social and environmental state variables, respectively:  
𝐸𝑐𝑡 =< 𝐸𝑐1,𝑡 , … , 𝐸𝑐𝑙,𝑡 >, 𝑆𝑐𝑡 =< 𝑆𝑐1,𝑡, … , 𝑆𝑐𝑚,𝑡 >

𝐸𝑛𝑣𝑐𝑡 =< 𝐸𝑛𝑣𝑐1,𝑡, … , 𝐸𝑛𝑣𝑐𝑛,𝑡 >(3) 

In our case, the environment state variables at time step t 

are: 𝐸𝑛𝑣𝑐𝑡 =< 𝑐0,𝑡 , . . 𝑐𝑛,𝑡 , 𝑊𝑆𝑡 , 𝐻𝑢𝑡 , 𝑇𝑡 , 𝑅𝐹𝑡 > (4) 

ci,t is the concentration of the pollutant i, WS: wind 

speed, T: temperature, Hu: humidity and RF represents 

the rainfall, at time t. Assuming that the source of 

pollution at time t is modelled as: 

𝑆𝑡 =< 𝑒𝑟𝑡 , 𝑡𝑐, 𝑋, 𝑌, 𝑍 >     (5) 

The source produces the pollutant tc with the rate er at 

the geo-position (X,Y,Z). Sources are controlled by 

agents. Every agent has to make a decision on which 

action to choose among all possible actions according to 

the state of the environment ES and its internal state at t. 

Let A be the set of actions 𝐴 = {𝑎1, 𝑎2, … , 𝑎𝑧}, the result 

of an action is the change in the emission rate of the 

pollutant from the controlled source. We can define this 

as a function that takes the agent’s action and as a result 

gives the new emission rate (6). 

𝐹: 𝐴 → ℝ    (6). 

Let 𝜋𝑡 be the action vector done by N agents at time t: 

𝜋𝑡 =< 𝐴0𝑡 , . . 𝐴𝑛𝑡 >   (7) 

Let Q be the set of possible air quality index values: 

𝑄 = {𝑣𝑒𝑟𝑦_𝑏𝑎𝑑, 𝑏𝑎𝑑, 𝑎𝑣𝑒𝑟𝑎𝑔𝑒, 𝑔𝑜𝑜𝑑, 𝑣𝑒𝑟𝑦_𝑔𝑜𝑜𝑑}, 

each of these indexes has its numerical equivalent in 

terms of pollutant concentration, as shown in table 1. 

 

SOx 

µg 

NOx 

µg 

O3 µg PM10 

µg 

Indices Category  

0 – 30 0-45 0-45 0-20 1 Very 

Good 

30-60 45-80 45-80 20-40 2 Good 

60-125 80-200 80-150 40-100 3 Average 

125-

250 

200-

400 

150-

270 

100-200 4 Bad 

>250 >400 >270 >200 5 Very Bad 

Table 1: Air pollution quality. 

The air quality can be modelled as a graph with T as 

transition function: 

𝑇(𝜋𝑡 , 𝐸𝑆𝑡 , 𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝑞) ⟶ 𝑛𝑒𝑤_𝑞,
𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝑞 𝑎𝑛𝑑 𝑛𝑒𝑤_𝑞 ∈ 𝑄 (8) 

T takes as arguments the state of the system ESt and 

the set of actions done by N agents and accordingly it 

moves the system from the current state (current_q) to a 

new state (new_q). Under some conditions current_q 

may be equal to new_q, which means that actions of the 

agents do not change the air quality under some climatic 

conditions. 

Our simulation approach can be schematised as 

shown in figure 1. Agents’ actions affect the emission 

rate of the sources. Then the dispersion algorithm is used 

to compute the dispersion, the aggregated value of 

pollutant concentration is used with climatic parameters 

to forecast the next 2 hours air pollution concentration 

and air quality. According to these forecasts, agents are 

rewarded or penalised. Agents then adapt their strategies 

to earn more reward and reduce penalties. 

 

Figure 1: The simulation process, using the dispersion 

model and the prediction model. 
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2.1 The spatial and temporal scale of the 

simulation model 

The simulation uses a discrete representation of time 

where each simulation step represents by default 6 hours 

of real time. The simulation’s duration is defined in the 

interface and depends on the objective of the simulation 

(short or long term prediction). 

Our model is based on the hypothesis that the action 

of the emission controllers (reducing or increasing 

emissions) has an impact within k time-steps. k is a 

parameter whose value is provided by the user according 

to the scenario and available data. 

Since the simulation step k can be changed, we can 

represent a long term simulation horizon by giving k a 

higher value. So for example we can represent 1 step as 

24 hours meaning that industrial polluters can take 

several days to adjust their production volumes. Setting k 

even higher, such as 2 weeks or 1 month would require 

data, which is not available, to see the evolution of the 

AQ. 

The environment is modelled as a set of 3D boxes, 

each one represents one km3. It can be represented as: 

𝐵𝑋 = {𝑏𝑥0, … , 𝑏𝑥𝑚}, every box is localised in the geo-

position point gp(x,y,z) and has attributes representing 

the concentration of air pollutants (cp0,…,cpv) and air 

quality, These attributes are used when agents are 

penalized according to the pollution level in the box 

where they are situated. In this case the position of the 

emission source in a box is relevant. Sources located in 

the same box are considered to be neighbours. 

2.2 Dispersion and prediction models 

The dispersion model helps to measure how the pollutant 

will spread in the air. It is calculated according to the 

distance from the point source, the wind speed and 

direction. We used a GPD (Gaussian Plum Dispersion 

model), which is frequently used in atmospheric 

dispersion [24]. The dispersion model is run in a steady 

way, which means that no parameter (wind speed, 

emission rate and wind direction) is changed during the 

simulation step. This provides a series of snapshots of the 

situation at each step. These snapshots are then fed into 

the ANN model to obtain a prediction about the 

concentration. Since we cannot combine the two models 

in a continuous way our solution of taking a series of 

snapshots and feeding it to the ANN mimics a continuous 

process. The GPD simulates the dispersal from a point 

source emission according to the emission rate (9). 

𝐶(𝑥, 𝑦, 𝑧, 𝐻) =
𝑒𝑟𝑖,𝑡∗𝐷

2𝜋𝑈𝑡 𝜎𝑦𝜎𝑧
∗ 𝑒

−
𝑦2

2∗𝜎𝑦
2

∗ [(𝑒
−(

(𝑧−𝐻)2

2𝜎𝑧
2 )

) +

(𝑒
−(

(𝑧+𝐻)2

2𝜎𝑧
2 )

)]  (9) 

This means that the concentration of the pollutant at 

point (x,y,z) is calculated according to : 

eri,t: the emission rate in kilograms per hour of the 

source i in time step t. 

Ui: the wind speed in metres per second at time step 

t, σyσz: the standard deviation of the concentration 

distributions in a crosswind in a vertical direction, these 

two parameters are chosen according to the stability class 

‘C’ in the Guifford-Pasquill scale [25], and H is the 

height of the source from the ground. The decay term D 

is given in [26] and computed according to (10).  

𝐷 = {𝑒(1/(𝑅∗
𝑥

𝑈
)), 𝑖𝑓 𝑅 > 0

1, 𝑖𝑓 𝑅 = 0
,   (10) 

Where x is the downwind distance, u is the wind 

speed and R is the decay coefficient. The values for R are 

adopted from [27] for NOx (0.45 h-1) and SOx (0.31 h-1), 

PM10 is not considered (R=0 and D=1). 

For simplification and due to lack of wind direction 

data, we assume that the wind direction does not change 

during the simulation step. The resulting pollution level 

from each source is aggregated and the average of each 

box is computed. Then the dispersion value of the 

pollutant is passed to an ANN prediction model as 

described in [28]. The ANN prediction models are 

designed to give a forecast of the five air pollutants and 

the air quality. This includes an uncertainty aspect caused 

by the weather conditions [29]. The ANN predictor uses 

the aggregated air pollution concentration value given by 

the dispersion model of each source and the four climatic 

parameters: wind speed, humidity, temperature and rain 

fall. These parameters greatly influence the pollutant 

concentration in the air [30]. 

O3 is a secondary pollutant, which means that it is 

not emitted by sources, but results from the 

photochemical interaction between SOx, COx, and 

organic components. Therefore, we used SOx and COx 

dispersion information to predict the O3 concentration. 

For each pollutant a RBF (Radial Basis Function) 

network is designed and trained. The RBF is composed 

of three layers, the first layer is connected to the input of 

the network and its output is connected to the hidden 

layer, the neurones in the hidden layer have the RBF as 

the activation function. The outputs of the hidden layer 

are linearly combined to obtain the output of the 

network. Using a training data set, the objective is to find 

the optimal combination between the number of neurons 

in the hidden layer and the weight of each input. By 

increasing the number of the neurons in the hidden layer 

the algorithm [31] gives the optimal topology of the 

network. This is why many topologies are tested and 

only the best of them are taken. During the training step, 

each network receives as input a vector of the climatic 

condition parameters and the concentration of the 

pollutant at time t. Each network generates the desired 

output that is the value of pollutant concentration at time 

t+PredictionHorizon. The forecast given by each 

network is passed as input to predict the air quality index 

using a MLP (Multi-Layered Perceptron).  The MLP 

network is trained using the local air quality standards as 

shown in table 1. Air quality predictions for the different 

pollutants are obtained on a t+12 hours basis and give 

the most probable air quality category. The MLP model 

receives the predicted values of the five pollutants, COx, 

NOx, O3, PM10, and SOx, and predicts the index values 

for air quality ranging from 1 to 5, with 1 being very 

good and 5 being very bad. To train the MLP network we 

used a Levenberg-Marquardt back-propagation 
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algorithm. The MLP network final topology, obtained 

after several trials, is: 5 neurons in the first hidden layer, 

10 in the second and finally a linear neuron for the output 

layer. 

The accuracy of the ANN models are given in table 

2, and is calculated using one year’s worth of data 

according to RMSE (Rooted Mean Squared Error) 

formulated in (11): 

𝑅𝑀𝑆𝐸 = √
∑ (𝑃𝑖−𝑅𝑖)2𝑙𝑛𝑔

𝑖=1

𝑙𝑛𝑔
             (11). 

Where lng is the length of the vectors, P and R are 

the predicted and measured values, respectively. The 

performances are computed using a validation data set 

that was not used in the training of the ANN models.  

Model 

Topology 

[#  of input neuron 

-# of hidden neuron] 

Validation error  

( RMSE) 

PM10 [10-320] 16.1945 µg/m 3 

SOX [10-90] 3.1618 µg/m3 

NOX [10- 105] 9.7277 µg/m3 

COx [10-45] 0.1220 µg/m3 

O3 [10-180] 39.8238 µg/m3 

Table 2: Validation error of the ANN prediction models 

using the validation data set. 

2.3 Decision-making mechanism  

Based on its internal state and the state of the 

environment, an agent has to choose an action to perform 

among all possible actions in order to reach its goals. 

This process is called decision-making. [32] presents a 

review of methods used for modelling decision-making 

in a coupled environmental and social system. Our 

system supports two cooperation strategies (centralized 

and evolutionary game) each one defines a decision-

making mechanism. The centralized strategy (CS) is 

based on defining a central agent that represents the air 

pollution controlling agency. The central agent takes 

decisions according to the current air pollution level. The 

second strategy is based on an evolutionary game, where 

agents are rewarded and penalized according to the 

pollution levels; they make decisions according to their 

rewards. In our system, the cooperation strategy is 

defined within the simulation parameters. 

2.3.1 Centralized Strategy (CS) 

The task of maintaining the air quality is assigned to an 

agent, which represents the air pollution control agency. 

It uses the GPD and ANN models to predict the air 

quality and pollutant levels, and according to the 

predictions it sends a reduce emission message to the 

emission agents. Then it will check the air quality. It will 

continue doing this until the air quality is improved to 

reach the air quality index goal. The central agent has  

absolute authority and its orders are executed by the 

emission source controllers. Agents communicate their 

emission rate at each simulation step to the central agent. 

This strategy is based on the communication between 

agents. We assume that agents are rational and have an 

environmental-responsible personality; this means they 

favour air quality improvement over their own interests 

and communicate their exact emission rate to the central 

agent. 

2.3.2 Evolutionary Game Cooperating 

Strategy 

In the EG strategy, every agent has its own goals 

(earning more rewards and keeping its emission rate 

high) and shares a global goal of maintaining air quality 

with other agents. The appreciation function defined as: 

𝑎𝑝𝑝: 𝑄 → 𝑅, allows comparing the air quality state at 

each step of the simulation. A global goal GG can be 

defined as (12). This means finding a set of actions 𝜋𝑡 to 

be performed by agents at time t, which allows the 

system to move to a new state of air quality 𝑞𝑡+1 that is 

better than the current state.  

𝐺𝐺𝑡 = {𝑇(𝜋𝑡 , 𝑞𝑡 , 𝑞𝑡+1), 𝑎𝑝𝑝(𝑞𝑡+1) > 𝑎𝑝𝑝(𝑞𝑡)}  (12) 

An agent participates with other agents in the NPPD 

game, its own goal is to maximise its reward earned from 

the game. We adopted the approach of [33], where agents 

keep traces of their L previous steps (actions, rewards 

and its neighbours’ rewards). To update the probabilities 

to increase or decrease the emission, we used [18] 

method. At each time step t the agent computes its 

weighted payoff, according to (13), and tries to maximise 

it (as its utility function) by taking it into consideration 

when computing its probability to increase or decrease its 

emission rate, respectively according to (14) and (15). 

𝑊𝑃𝑖(𝑡) = ∑ 𝑤𝑖 ∗ 𝑀𝑖(𝑡)𝐿
𝑖=1                           (13) 

Where: wi is the weighting parameter where 

∑ 𝑤𝑛𝑏𝑟
𝐿−1
𝑛𝑏𝑟=1 = 1 and ∀ 𝑖, 𝑗 (𝑖 < 𝑗 → 𝑤𝑖 > 𝑤𝑗), Mi(t) is 

the payoff for the agent i for the time step t. 

 

{
𝑃𝑐𝑖(𝑡 + 1) = 𝑃𝑐𝑖(𝑡) + (1 − 𝑃𝑐𝑖(𝑡) ∗ 𝛼𝑖(𝑡) , 𝑖𝑓 𝑆𝑖 = 0 𝑎𝑛𝑑 𝑊𝑃𝑖(𝑡) > 0

𝑃𝑐𝑖(𝑡 + 1) = (1 − 𝛼𝑖(𝑡) ) ∗ 𝑃𝑐𝑖(𝑡),             𝑖𝑓  𝑆𝑖 = 0 𝑎𝑛𝑑 𝑊𝑃𝑖(𝑡) ≤ 0

(14) 

{
𝑃𝑑𝑖(𝑡 + 1) = 𝑃𝑑𝑖(𝑡) + (1 − 𝑃𝑑𝑖(𝑡) ∗ 𝛼𝑖(𝑡) , 𝑖𝑓  𝑆𝑖 = 1 𝑎𝑛𝑑 𝑊𝑃𝑖(𝑡) > 0

𝑃𝑑𝑖(𝑡 + 1) = (1 − 𝛼𝑖(𝑡) ) ∗ 𝑃𝑑𝑖(𝑡),               𝑖𝑓  𝑆𝑖 = 1 𝑎𝑛𝑑 𝑊𝑃𝑖(𝑡) ≤ 0

     (15) 

Where: Pci and Pdi are respectively the probability to 

decrease (s=0) and increase (s=1) emissions for agent i, 

αi(t) is the learning rate of agent i at time step t, s is the 

strategy played at time t. The learning rate is updated 

according to (17): 

𝐷𝑖 = ∑ {
0 𝑖𝑓 𝑋𝑖,𝑗 = 𝑋𝑖,𝑗+1

1 𝑖𝑓 𝑋𝑖,𝑗 ≠ 𝑋𝑖,𝑗+1

𝐿−1
𝑗=1              (16) 

{

𝛼𝑖(𝑡 + 1) = 𝛼𝑖(𝑡) + 0.015          𝑖𝑓 𝐷𝑖 = 0

𝛼𝑖(𝑡 + 1) = 𝛼𝑖(𝑡) + 0.010  𝑖𝑓 𝐷𝑖 > 𝐿 − 1

𝛼𝑖(𝑡 + 1) = 𝛼𝑖(𝑡) − 0.010  𝑖𝑓 𝐷𝑖 ≤ 𝐿 − 1

        (17) 

 

Where Di is the i-th agent actions homogeneity indicator, 

at time step t, Xi,j is j-th action of the agent i. Di is used to 

compare the last L actions of the agent. This is used to 

keep the agent from changing its actions. Agents are 

influenced by their neighbours, at each time; the average 

reward of the neighbours is calculated according to (18). 

𝑛𝑃𝑖(𝑡)  =  (∑ 𝑀𝑗(𝑡))/
𝑛𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠𝑖
𝑗=1

𝑛𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠𝑖  (18) 
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Where Mj(t) is the payoff of the neighbour j and 

numberOfneighboursi is the number of neighbours for the 

i-th agent. We keep a trace of the nP of the L previous 

simulation steps and we compute their average in avgnP. 

The agent then uses the probabilities Pc, Pd and the 

average reward of its neighbours to choose an action 

according to (19): 

{
𝑖𝑓 𝑆𝑖(𝑡) = 0, 𝑆𝑖(𝑡 + 1) = {

1 , 𝑖𝑓 𝑊𝑃𝑖 < 𝑎𝑣𝑔𝑁𝑃𝑖  𝑎𝑛𝑑 𝑃𝑑𝑖(𝑡 + 1) > 𝑃𝑐𝑖(𝑡 + 1),
0, 𝑒𝑙𝑠𝑒

𝑖𝑓 𝑆𝑖(𝑡) = 1, 𝑆𝑖(𝑡 + 1) = {
0 , 𝑖𝑓 𝑊𝑃𝑖 < 𝑎𝑣𝑔𝑁𝑃𝑖  𝑎𝑛𝑑 𝑃𝑐𝑖(𝑡 + 1) > 𝑃𝑑𝑖(𝑡 + 1),

1, 𝑒𝑙𝑠𝑒

(19) 

At each simulation step, every agent gets a reward or 

penalty according to its actions and according to the 

pollution level. We have adopted the payoff curve (1) 

with b=2 and c=-0.5, but in the general case these 

parameters can be defined by the user. When the 

pollution level is higher than the maximum allowed 

value, the participation of the agent to the current level of 

the pollution 𝜎𝑖(𝑡) is computed according to (20). 

 

𝜎𝑖(𝑡) =
𝐸𝑅𝑖(𝑡)

𝑃𝐿𝑒(𝑡)−𝑃𝐿𝑚𝑎𝑥
, 𝑃𝐿𝑒(𝑡) > 𝑃𝐿𝑚𝑎𝑥           (20) 

 

Where, ERi(t) is the emission rate of the i-th agent at 

time t, PLe(t) is the pollution level of the pollutant e at 

time t and PLmax is the maximum allowed value for the 

pollutant level according to the regulation and local 

standards. The penalty for agent i at time step t is 

calculated according to (21):  

𝐸𝑐𝑜𝐹𝑎𝑐𝑡𝑜𝑟𝑖(𝑡) = 𝐸𝑐𝑜𝐹𝑎𝑐𝑡𝑜𝑟𝑖(𝑡 − 1) + (1 −
1

𝑒𝜎𝑖(𝑡)) (21) 

Two penalising strategies were used; the first uses (21) 

and is a cumulative penalty. This means that the penalties 

from each step are kept and the agent is penalised as long 

as it continues to increase its emission. The second 

penalising method is not cumulative, and agents are 

penalised just according to the current simulation step. 

The reward of agent i, at the current time step t is 

computed according to (22), we compute the number of 

agents who choose to decrease their emission denoted 

ncp, after that we compute u use as defined in equation 

(1). 

𝑀𝑖(𝑡) = {
𝑢(𝑛𝑐𝑝)                                                 𝑖𝑓 𝑠𝑖 = 0

𝑢(𝑛𝑐𝑝) − 𝐸𝑐𝑜𝐹𝑎𝑐𝑡𝑜𝑟𝑖(𝑡)                𝑖𝑓 𝑠𝑖 = 1
 (22) 

3 Simulation scenarios using data 

from the region of Annaba 
Annaba is a very industrialized region specialising in 

steel industries. The steel complex of Hadjar is located 

12 kilometres south of the city of Annaba. The air 

pollution spreads over a radius of 6 km. According to 

[34], the complex annually releases into the atmosphere: 

36890 tons of particles, 845 t of NOX, 30895 t of COx, 

2260 t of SOx and 3093 t of NOx. The petrochemical 

station (ASMIDAL) produces fertilizers and pesticide 

products that have a big influence on air quality. 5 

industrial zones, that contain hundreds of factories, are 

very close to the urban area and have a large impact on 

air pollution. The seaport is located in the centre of the 

city and attracts a lot of heavy transport, which also leads 

to deterioration in the air quality. 

The local pollution agency network provided hourly data 

for a two-year period from 01/01/2003 to 31/12/2004. 

The concentrations of air pollutants that have been 

continuously monitored are: Ozone (O3), Particulate 

Matter (PM10), Nitrogen Oxides (NOx), and Sulphur 

Oxides (SOx). The dataset also includes four 

meteorological parameters: Wind Speed (WS), 

Temperature (T) and relative Humidity (H). Daily 

rainfall measurements (RF) were also provided by the 

water management agency. The 2003 dataset was used 

for training the ANN and the 2004 dataset was used for 

validation; this helped us to assess the performance of the 

model. The pollutant concentration measurements are in 

microgram/m3 and they have been normalised using 

equation (23).  

𝑉′𝑝 =
𝑉𝑝

(max (𝑉𝑝)−min (𝑉𝑝)
     (23) 

Where Vp is a parameter vector, min and max are 

functions that return the minimum and maximum values 

of the vector. Negative values, resulting from faulty 

measurements, were replaced using the mean of the 

previous and next values. It is impossible to discard 

faulty values since gaps in the time series will result in a 

data shift that affects the ANN training process leading to 

poor generalisation properties. Similarly, faulty (blank) 

measures for pollutants and weather parameters were 

replaced by an average of the v-q and u+q previous and 

future values respectively, with u being the faulty sample 

and q the number of values to take into consideration. 

This ensures the continuity and consistency of the time 

series and allows efficient training of the ANN 

predictors.  Table 3 presents the statistical properties of 

the available data for different pollutants and weather 

parameters, for some parameters data are not available 

(N/A). 

We defined a simulation scenario for the Annaba region 

using the parameters in table 4. The goal levels for 

pollutants concentration were fixed according to the air 

quality index goal. For this scenario we aimed to reach a 

very good air quality level (Goal air quality index=1). 

The initial values (at t=0) for pollutant concentration and 

climatic parameters were fixed according to the dataset. 

 

Parameter 
2003 
mean 

2004 
mean 

2003 
STD 

2004 
STD 

Max 
value 

PM10 µg/m3 51.70 27.76 51.66 26.38 508 

NOx µg/m3 14.50 N/A 25.01 N/A 435.0 

SOx µg/m3 7.60 N/A 14.78 N/A 190.0 

CO µg/m3 1.31 N/A 0.52 N/A 12.2 

O3 µg/m3 N/A 42.27 N/A 64.58 688.0 

Wind Speed 
µg/m3 

2.65 2.12 1.78 1.27 9.6 

Humidity (%) 63.52 71.92 16.50 14.33 93.0 

Temperature 
(°C) 

18.96 16.82 7.76 6.30 42.1 

Rainfall (mm) N/A 2.96 N/A 9.27 73.9 

Table 3: Statistical properties of the used dataset. 
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For the EG strategies we fixed the initial proportion of 

cooperating agents (agents choosing to decrease 

emissions) to 0.5, this means that 50% of the agents 

decrease their emission at t=0. The value of this 

parameter was chosen following the work of [14] and 

[15]. The proportion will change during the simulation 

according to the game outcome. The prediction was for 

the next 2 hours, the same as the simulation step. Each 

source emits according to its emission rate which cannot 

be higher than the maximum level defined in the 

simulation scenario. The position of sources was 

randomly generated and many sources are located in the 

same box. 

Parameter Name Value  

Polluting activities and 

 Policy parameters 

Number of PM10 sources 100 

Number of SOX sources 100 

Number of NOx sources 100 

Number of CO sources 100 

Max emission rate 2000 (gram/hour). 

Goal PM10 level 20 µ gram/m3 

Goal SOx level 30 µ gram/m3 

Goal NOx level 45 µ gram/m3 

Goal O3 level 45 µ gram/m3 

Number of memory steps (L) 4 steps 

Initial proportion of cooperating agents 0.5 

Environment parameters  

Number of boxes 20 

Temperature at t=0 12.7 (°C) 

Humidity at t=0 71.0 % 

Wind Speed t=0 2.4 m/s 

PM10 at t=0 13.0 µ gram/m3 

SOX at t=0 17.0 µ gram/m3 

NOX at t=0 2.0 µ gram /m3 

CO at t=0 0.5 µ gram /m3 

O3 at t=0 29.0 µgram /m3 

Air Quality at t=0 2 ( Good) 

Total simulation time 4900 hours 

K Simulation step 1 step = 2 hours 

Prediction horizon Next 2 hours 

Table 4: Parameter values of the simulation scenario. 

4 Results and discussion 
We have built a simulator using the approach described 

above. We used the JADE agent framework [35] and 

ANN models from Encog [36]. We have defined 5 

strategies: EG-CP (Evolutionary Game with Cumulative 

Penalty), EG-NCP (Evolutionary Game with No 

Cumulative Penalties), EG-NP (Evolutionary Game with 

No Penalty), CS (Centralized Strategy) and NC (No-

Cooperation). The last one is used for comparison 

purposes. Using the parameters shown in table 4, we 

chose a strategy and ran the simulation 16 times. We then 

changed the strategy and ran the simulation again 16 

times; since we have 5 strategies we obtain 80 

simulations. The most explicative results are presented. 

For the CS and NC cases the simulator showed similar 

results for each run. For the EG strategies there were 

small differences between runs, especially concerning the 

proportion of cooperating agents. These changes are due 

to the random values used in the initialisation of some 

variables (neighbours rewards, first chosen action, 

weights, k last actions and rewards). The comparison is 

done according to the air quality index. Results are 

expressed in terms of the number of occurrences of air 

quality index as illustrated in figure 2, for example the 

number of times the air quality index equals 1 (very 

good). Figure 3, shows the evolution of the air quality 

index over time. The CS gives the best performance. 

With the CS the air quality index moves rapidly from bad 

to average and then to good and finally stabilises at very-

good (which is the goal fixed in the simulation scenario). 

The EG-CP moves the index from bad to average, when 

the equilibrium is reached it stabilises in good and never 

reaches a very-good index. The EG-NCP strategy moves 

the air quality from bad to average and never improves. 

When penalties are not used (EG-NP) the air quality 

stabilises at bad. When cooperation is not used (NC), 

agents act selfishly and do not care about the pollution, 

therefore, the air quality oscillates between bad and very-

bad. As the agents reach their maximum emission rate 

we can observe an oscillation, which is caused by the 

climatic conditions. The only thing that affects the 

pollutant concentration is the climatic conditions (the 

emission rate is constant); these have a big influence and 

are captured with the ANN model.  

 
Figure 2: Air quality index using 5 different cooperation 

strategies. 

 

 
Figure 3: Air Quality index for 4900 hours. 
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Figure 4: Concentration of PM10 for the four tested cooperation strategies compared with the no-cooperation strategy. 

 

 
Figure 5 : Concentration of SOX (a), NOx (b) and O3 (c) using the four strategies and the no-cooperation scenario. 

 

Figure 4 shows the evolution of the PM10 

concentration during the simulation time. The PM10 

concentration shows many peaks compared with the 

other pollutants under the same climatic conditions. 

This is due to the dry nature of the weather in the 

Annaba area, with wildfires, and sandstorms coming 

from the great Sahara desert. These events have a big 

effect on the PM10 concentration but not on the other 

pollutants. The CS strategy takes less time to control 

the pollution level and keep it below the goal level 

defined in the simulation parameters. All of the EG 

strategies take longer, keeping it close to the goal 

level, but without ever reaching it. The penalising 

regulations have a big effect on the PM10 level. As 

illustrated, the EG-CP (cumulative penalising method) 

controls the pollution better than the non-cumulative 

one, and both methods perform better than the no-

penalising strategy. The no-cooperation is presented in 

order to show the impact of cooperation on the PM10 

level. Figure 5 shows the evolution of the SOx, NOx 

and Ozone concentrations during the simulation time 

using four different cooperation strategies. The CS 

strategy gives the best performance since the pollution 

concentration rapidly decreases. The EG strategies 

show the same performance as for PM10 and the 

pollution level is widely influenced by the selected 

penalising method. The CP strategy appears to be the 

best one followed by the NCP. The pollution slowly 

decreases, but not enough to reach the goal level if 

penalisation is not used.  

Figure 6: Proportions of cooperating agents for EG-CP, 

EG-NCP and EG-NP. 

 

Figure 7: The proportion of cooperating agents according 

to the emitted pollutant for the EG-CP strategy. 
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Figure 8: The proportion of cooperating agents for the 

EG-NCP strategy. 

 

Figure 9: The proportions of cooperating agents, for 

the 4 groups of agents, when penalisation is not used. 

The NC strategy gives the worst levels; when all 

agents are emitting pollution using their maximum 

emission rate, the pollutant level reaches alarming 

values and peak periods occur. 

Figure 6 shows how the penalising method affects the 

proportion of cooperating agents. For the case of EG-

CP the game equilibrium is reached at time step 387 

and stabilises when the proportion of cooperating 

agents is between 0.93 and 0.95. The EG-NCP 

strategy stabilises early at time step 196 and oscillates 

between a cooperation ratio of 0.73 and 0.80, after 

which the equilibrium is fixed at 0.77. The EG-NP is 

the slowest; the equilibrium is reached at time step 808 

with a cooperation ratio of 0.57. This happens because 

the agents are not penalised since the strategy does not 

include penalising methods. Figures 7, 8 and 9 show, 

respectively, the proportion of cooperating agents 

according to the pollutant for the three penalising 

strategies EG-CP, EG-NCP and EG-NP. The PM10 

agents gives the highest cooperation ratio. This is 

because many peaks occur with this pollutant and the 

others pollutants cooperating ratio (NOx and SOx) are 

influenced by the O3 concentration. The more the 

pollutant exceeds the allowed level, the greater the 

proportion of co-operators. The equilibriums are 

disturbed by the pollution level, because, when the 

pollution has not yet reached the goal level, agents 

agents start being penalised, and thus they tend to 

cooperate more. 

5 Conclusions 
Anthropogenic activities are among the main 

causes of pollution and environmental problems. 

These activities have to be included in the simulation 

models. Modelling the interaction between social and 

ecological components is a very important aspect. A 

MAS approach allows us to model the social network 

of human-beings sharing the exploitation of common 

environmental resources. Manipulating the behaviour 

at an individual and group level helps to gain more 

knowledge about the impact of human decision-

making on pollution and makes the simulation more 

realistic. Studies treating air pollution are usually 

concerned with the physical aspects (concentration 

and dispersion of pollutant), and do not include 

human-decision factors on the emission sources.. In 

our approach, we model the decision-making activity 

of the air pollution emission source managers. This 

helps to investigate the conditions and regulations that 

may enhance and maintain the air quality. 

We used a two stage air pollution modelling 

method: a GPD dispersion model and an ANN 

forecasting model. The ANN predictor uses climatic 

parameters and dispersal information provided by the 

GPD model to make predictions. This helped to 

introduce the effect of uncertainty caused by the 

weather and made the simulation more realistic. Five 

cooperation strategies were tested. The centralized 

cooperation strategy (CS) showed the best 

performance, surpassing the reward/penalty strategies. 

However, the CS strategy needs an effective 

communication network between emission sources 

controllers and the regulation agency. Also, we 

assume that emission controllers communicate exactly 

their emission rate, which is not always the case. The 

reward/penalty strategies seem to be more realistic; 

penalising the polluting agents according to their 

participation during peak periods has a big influence 

on their behaviours. As shown in the simulation 

results, it helps reducing the pollution level and affects 

the evolution of the pollutant. Thus, air pollution 

regulations have a big impact on pushing the emission 

source controllers to take their polluting activity 

seriously; this is especially important during the peak 

periods where climatic conditions cause the pollutants 

to stagnate.  

To summarise our study helps to: (1) Model and 

introduce human decision-making concerning 

emission sources and the process of simulating air 

pollution evolution. (2) Evaluate the possible 

cooperation between the actors concerned in managing 

the air quality. (3) Have a prediction about the 

efficiency of regulation rules for preserving the air 

quality. (4) Investigate the impact on air quality of the 

decision to expand or establish a new emission points. 

Our work aims to provide a decision-making tool 

to the air pollution control agencies that will help them 

evaluate the regulations and policies concerning air 

pollution control. The current version of the system 

deals only with point emission sources. In future 
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versions we aim to include line and area sources. Line 

sources model the road activities, whereas area 

sources model the waste management and agricultural 

sources of pollution. If data becomes available in 

future it could be interesting to experiment with 

different time representations. Fortunately the multi-

agent system approach allows us to easily change to a 

different scale of time representation in the same 

simulation. We can envisage using one time 

representation for decisions and another for 

monitoring. The first can help us to see long term 

impacts (e.g. investing in less polluting activities), and 

the second can help to see the short term changes. 

The simulator may also be enhanced by including 

topographic aspects of regions since this has a big 

influence on the dispersion of air pollutants. In 

addition, including more agent personalities and 

exploring other cooperation strategies are also among 

our future plans. Our system is designed in a generic 

way and it could be adapted for other types of 

pollution such as water pollution. This could be done 

by changing the current dispersion and the prediction 

models to a water pollution dispersion model. 
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Artificial Bee Colony (ABC) is one of good heuristic intelligent algorithm to solve optimization problem 

including clustering. Generally, the heuristic algorithm will take the high computation time to solve 

optimization problem. Likewise, ABC also consumes too much time to solve clustering problem. This 

paper intends solving clustering problem using ABC with focusing reduction computation time called 

FABCC. This idea proposes detecting the pattern of redundant process then compacting it to effective 

process to diminish the computation process. There are five data sets to be used to prove the performance 

of FABCC. The results shows that FABCC is effective to prune the duration process up to 46.58 %. 

Povzetek: Predstavljena je izboljšava v algoritmu Artificial Bee Colony za gručenje, ki dosega na merjenih 

domenah skoraj 50% pohitritev. 

1 Introduction 
Clustering is the unsupervised classification of patterns 

(observations, data items, or feature vectors) into groups 

(clusters). The clustering problem has been addressed in 

many contexts in many disciplines [1]. Yang and Kamel 

state as a machine learning perspective that clustering is 

unsupervised learning because no category labels 

denoting appropriate partition of the objects are used [2]. 

Generally, there are two types of data to be clustered; 

metric as a numerical data and non-metric as not a 

numerical data [3]. 

Clustering problem has a broad appeal as one of the 

steps in exploratory data analysis. Jain et al describe some 

important applications of clustering algorithms such as 

image segmentation, object recognition, and information 

retrieval [1]. 

Recently, population-based optimization based on 

behaviour of animal swarm often used as a solution to find 

an optimization problem such as travelling salesman 

problem [4]–[6] and clustering [7]–[11]. Artificial bee 

colony (ABC) algorithm is one of the most recently 

introduced swarm-based algorithms. ABC simulates the 

intelligent foraging behaviour of a honey bee swarm [8] to 

get the optimal solution. ABC has been proved as a good 

algorithm for solving clustering [8]. Their proposed 

method can cluster perfectly accurate for Cancer-Int, Iris 

and wine dataset. This algorithm also shows the good 

performance comparing with ten algorithms (PSO, 

BayesNet, MlpANN, RBF, KStar, Bagging, MultiBoost, 

NBTree, Ridor and VFI). However, compared to other 

evolutionary algorithms, ABC has a challenging problem. 

For example, the convergence speed of ABC is slower 

than the other representative of population-based 

algorithm [12]. Also, like the general evolutionary 

algorithm, ABC has many repetition computations before 

converging solution. However, some of researchers 

commonly depend on their algorithm to find a best 

solution only, nevertheless they forget about time needed 

to fully operate their algorithm. In that case, this research 

is conducted to focus on the time and try not to stray 

excess average best solution. Some researchers have 

attempt solving this problem. Girsang et al proposed 

BCOPR that is inspired bee colony optimization to gain 

the fast process to solve travelling salesman problem [13]. 

Lu et al also used bee swarm for fast clustering [14].This 

research conducts a fast algorithm using ABC algorithm 

to solve the cluster problem. The reason why this research 

focuses on artificial bee colony besides of recent success 

of clustering data in ABC as stated in [4] [7] [8], because 

ABC also have many slots to be modified as a fast 

algorithm. Karaboga used greedy algorithm to be applied 

in ABC [8] and Zhang [7] used Deb’s Algorithm [15] 

instead of greedy because Zhang believe that deb’s 

algorithm is much more simple. 

The remainder of this paper is organized as follows: 

Section 2 gives a brief introduction to the clustering 

problem and artificial bee colony. Section 3 provides a 

detailed description of the FABCC algorithm, while the 

performance evaluation of the proposed algorithm is 

presented in Section 4. Finally, conclusions are offered in 

Section 5. 
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2 Related work 

2.1 K-means Clustering 

Clustering algorithm generally is classified into two big 

parts, first one known as hierarchical clustering and 

second one is partition clustering [16]. Hierarchical 

clustering group data objects with a sequence of partitions. 

Hierarchical procedures divided into two segments which 

are agglomerative and divisive. Where agglomerative 

approach begins with each pattern in distinct cluster 

(single cluster) and then will be merged later. Divisive 

pattern is vice versa, begin with a single cluster and will 

be divided later [1]. Partitional clustering algorithm 

obtains a single partition of data instead of a clustering 

structure. This technique usually produce clusters by 

optimizing a criterion function defined either locally or 

globally. This research will be using partition, because we 

already know the total of the clusters. And we start with 

the number of clusters without reducing or adding it. 

Among such a varies clustering formulations that are 

based on minimizing a formal objective function, the most 

widely used and studied is k-means clustering [17]. 

Clustering based on k-means is closely related to a number 

of other clustering and location problems. These include 

the Euclidean k-medians in which the objective is to 

minimize the distance to the nearest centre of the centroid. 

The aim of the K-means algorithm is to divide M points in 

N dimensions into K clusters so that the within-cluster 

sum of squares is minimized. It is not practical to require 

that the solution has minimal sum of squares against all 

partitions, except when M, N are small and K = 2. We seek 

instead "local" optima, solutions such that no movement 

of a point from one cluster to another will reduce the 

within-cluster sum of squares[18]. This research will do a 

similar algorithm to k-means, modified the algorithm a 

little by adding greedy algorithm to swap the route of the 

clusters.  

2.2 Artificial Bee Colony 

Artificial Bee Colony (ABC) Algorithm is one of the 

swarm intelligence, whereas its copy the mechanism of 

honey bee swarm’s intelligence to find the food source 

[19]. Originally, ABC optimization was proposed for 

solving numerical problems [20]. Therefore, the first 

studies aimed to evaluate the performance of ABC on the 

widely used set of numerical benchmark test functions and 

to compare it with that of well-known evolutionary 

algorithms such as Genetic Algorithm, Particle Swarm 

Optimization and Ant Colony Optimization. [19] There 

are 3 types of bee. The first one is employed bees which 

search for a food source. The food source value depends 

on many factors, such as its proximity to the nest, richness 

or concentration of energy, and the ease of extracting this 

energy [21]. Employed Bee will do a waggle dance later. 

The more the food source, the longer the waggle dance 

will last. The waggle dance represent the fitness value. 

Second is onlooker bees which wait employed bee to do 

waggle dance and choose randomly according to how 

much fitness value of the employed bees. The last one is 

scout bees which looking for the food source without 

pattern. The position of the food source represents a 

solution that can be made by the bees. And the amount of 

the nectar represents a better solution that can be found by 

the bees. Whereas in [19] Karaboga has proved that ABC 

can be used to optimize multivariable functions and ABC 

outperforms the other swarm intelligence algorithm such 

as Genetic Algorithm, Particle Swarm Algorithm and 

Particle Swarm Inspired Evolutionary Algorithm (PS-EA) 

[19]. The main steps of Artificial Bee Colony algorithm 

are: 

The main steps of artificial bee colony algorithm are: 

Step 1: Initialize the population of solutions randomly 

and evaluate them. 

Step 2: Produce new solutions for each employed bees, 

evaluate them, and apply the greedy solutions for 

them and the greedy selection process. 

Step 3: Calculate the probabilities of current sources 

(employed bees) with which they are preferred 

by the onlookers. 

Step 4: Assign onlooker bees to employed bees 

according to probabilities. 

Step 5: Produce new solutions for each onlooker bees, 

evaluate them, and apply the greedy selection 

process. 

Step 6: Stop the exploitation process of the sources 

abandoned by bees and send the scouts in the 

search area for discovering new food sources, 

randomly. 

Step 7: Memorize the best food source found so far. 

Step 8: If the termination condition is still not met, repeat 

the algorithm process from Step 2, otherwise 

stop the algorithm. 

As the development of Karaboga’s artificial bee 

algorithm, Zhang contributes some additional step in 

Karaboga’s algorithm, so it can be used for solve 

clustering problem. Zhang appends control parameter to 

his algorithm and he also have some different step with 

Karaboga’s algorithm. Zhang adds the control parameter 

to scout phase which called upper bound that uses as the 

limit of scout number and in his algorithm, the scout phase 

will be different with employed bees phase. In Karaboga’s 

algorithm, the scout only finds once the random food 

source and act like employed bees as well. However in 

Zhang’s algorithm, the scout will act as scout that always 

find the new food source randomly as long as it is scout. 

The scout will only change into employed bees if the limit 

of scout number is reached, where the worst bee will still 

be scout, and the others will be employed bees. 

The steps of Zhang’s artificial bee colony algorithm 

for clustering are: 

Step 1: Initialize the population of solutions and its 

control parameter. Order the first half of colony 

consists of the employed bees and the second half 

includes onlooker bees. Generate random 

position for each employed bees and evaluate it. 

Set scout number to zero. 

Step 2: If the number of scouts is more than its upper 

bound, order the first half of colony, make the 

bees with worst solution quality as scouts and 
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others as employed bees. Update the scout 

number. 

Step 3: Produce new solutions for each employed bees, 

evaluate them, and apply the Deb’s selection 

process. If the limit for abandonment is reached, 

the employed bee forgets its memory and become 

a scout. The scout number is adding by  

Step 4: Send each scout into the search area for 

discovering new food sources randomly. When a 

new food is found, evaluate it, and apply the 

Deb’s selection process. 

 

Figure 1: Greedy Selection Process. 

Initialization

Employed Bees 
Phase

Onlooker Bees 
Phase

Scout Bees 
Phase

Karaboga
Initialization

Check Scout 
Limit

Worst Bee 
Become Scout, 
others Become 

Employed

Check if 
Employed

Employed Phase Scout Phase

Yes No

Onlooker Phase

No

Yes

Zhang

Initialization

Check Scout 
Limit

Worst Bee 
Become Scout, 
others Become 

Employed

Onlooker Phase

No

Yes

Proposed Method

Evaluate 
Employed and 

Scout with Same 
Calculation

(a) (b) (c)
 

Figure 2: Comparison of ABC algorithm between (a) Karaboga’s ABC (b) Zhang’s ABC for clustering and 

(c) proposed method. 
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Step 5: Calculate the probability value of the current 

food sources with which employed bees are 

preferred by the onlookers. 

Step 6: Produce new solutions for each onlooker bees, 

evaluate them, and apply the Deb’s selection 

process to update the corresponding employed 

bee’s memory or the current food sources. 

Step 7: For each employed bee and scout, if its 

memorized position is better than the previous 

achieved best position, then the best position is 

replaced by it. If the termination condition is still 

not met, repeat the algorithm process from Step 

2, otherwise stop the algorithm. 

3 Proposed method 

3.1 The concept 

This section firstly is described the combination of 

Karaboga [8] and Zhang [7] algorithm. Most of steps uses 

the Zhang’s algorithm, except selection process uses 

Karaboga’s algorithm with greedy algorithm.  

The greedy algorithm is the key to find the best 

solution. So, for the next experiment, the centroid or food 

source calculation is reconstructed, after the greedy 

algorithm has been done, whereas the employed bees 

compared its food source to another bee’s food source as 

shown on Fig.1. 

Besides of the greedy algorithm, the proposed metod, 

FABCC, also combines Zhang’s algorithm and 

Karaboga’s algorithm in scout phase. Unlike Karaboga’s 

algorithm, bee on FABCC mimics Zhang’s algorithm that 

the sequence process of bee is employed bee, scout bee, 

and then onlooker bee as shown in Fig. 2. However 

FABCC adopts Karaboga’s algorithm calculation to 

determine fitness value. 

3.2 ABCC and FABCC 

From the literature studies in Section 2, it mentions there 

are three bees in this algorithm, consisting of employed 

Produce New Solution For each Employed 
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Figure 3: ABC for clustering algorithm flowchart. 
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bee, onlooker bee, and scout bee. Which are each of them 

has their own fitness value. The process of searching the 

best fitness value consisting of eight steps and the 

flowchart is shown in Fig. 3.  

Step 1: Initialize the population of solutions and its 

control parameter. Order the first half of colony 

consists of the employed bees and the second half 

includes onlooker bees. Generate random 

position for each employed bees and evaluate it. 

Set scout number to zero. 

Step 2: If the number of scouts is more than its upper 

bound, order the first half of colony, make the 

bees with worst solution quality as scouts and 

others as employed bees. Update the scout 

number. 

Step 3: Produce new solutions for each employed bees, 

evaluate them, and apply the greedy selection 

process.  

Step 4: If the limit for abandonment is reached, the 

employed bee forgets its memory and become a 

scout for discover a search space and get the new 

food source randomly, and scout act like 

employed bees. The scout number is adding by 

one. 

Step 5: Calculate the probability value of the current 

food sources with which employed bees are 

preferred by the onlookers. 

Step 6: Produce new solutions for each onlooker bees, 

evaluate them, and apply the greedy selection 

process. 

Step 7: Compare employed bees and onlooker bees 

which have same food source and save the best 

quality for each food source. 

Step 8: Memorize the best food source quality overall. If 

the termination condition is still not met, repeat 

the algorithm process from Step 2, otherwise 

stop the algorithm. 

In the experiment using ABCC Algorithm for big data 

that needs many iteration, ABCC takes too much 

computation time. This section explained a proposed 

method for Fast Artificial Bee algorithm to reduce the 

computation time. In Artificial Bee Colony algorithm, 

employed bees and onlooker evaluation phase. The 

comparison of employed or onlooker bee and its random 

neighbor is compared from their fitness value regardless 

the compared data is similar or not (Fig. 4.a). However in 

FABCC algorithm, one step is added for check the 

compared data. If the compared data of employed or 

onlooker bee and its neighbor is similar, the calculation of 

fitness value is skipped and the bee’s data still same with 

the current data (Fig. 4.b).  

4 Experimental results 
The parameters used in fast ABC for clustering (FABCC) 

are shown in Table 1. The description of those parameters 

is as follows. 

a. The number of bee is 20 which is grouped into 3 

types of bee. 
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Figure 4: Comparison of employed bee / onlooker bee phase between (a) ABCC phase and (b) FABCC phase. 
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b. The number of initial employed bee and the number 

of onlooker are 10. 

c. The chance of searching better condition for 

employed bees means that if employed bees failed 

to gain better solution after 100 times 

consecutively, it will leave its pattern and become 

a scout bee to search another pattern. 

d. The maximum cycle of number selected is 2000  

Parameter Value 

Total Bees 20 

Employed Bees 10 

Scout Up to 5 

Onlooker Bees 10 

Limit for Abandonment 100 

Maximum Cycle Number 2000 

Table 1: Parameter used for experiment. 

This research uses several data sets to be evaluated as 

shown in Table 2. This research focuses in two aspects, 

quality and processing time. The quality of the program 

can be evalueted from the result of fitness value. 

Fig. 5 shows the different computation time of 

original algorithm for clustering (ABCC) and modified 

algorithm for clustering (FABCC) for five data sets. In 

every data sets, the figures show that the differences of 

ABCC and FABCC starting in 300th iteration. It means 

there is no siginifance 1-200 iterations From 1st iteration 

computation time. 

Data Set Number 

of Patterns 

Number 

of Clusters 

Number 

of 

Attributes 

Iris 150 3 4 

Wine 178 3 13 

Haberman 306 2 3 

Connectionist 

Bench (Sonar) 

208 2 60 

Parkinson 195 2 22 

Table 2: Data sets. 

It can be divergent because in beginning the bees still 

generate some various pattern to be learned. After through 

some iterations, the preferred pattern will be created. Bees 

learn from the previous pattern.The pattern which has 

same with previous patterns in many times is identified as 

the repition process. Therefore, it can be pointed as the 

pruned pattern to prevent the redundant computation. For 

more detail, Fig. 6 shows that the computation time in 

FABCC tends to decrease in each iteration after several 

 

 

Figure 5: Duration time process of ABCC and FABCC. 
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iteration while computation time in ABCC constant since 

the first iteration. In FABCC, the computation time could 

decrease because the bee in FABCC will learn the pattern 

of the data. When the algorithm generates patterns, bee 

will truncate some calculation. Therfore the computation 

time decrease after many iterations. 

The results of parametes used in Table 1 are shown in 

Fig.7 and Table 3. Fig. 7 shows the convergent ABCC and 

FABCC. They start convergent after about 800 iteration. 

Table 3 shows the results of proposed algortithm, FABCC 

which is compared original algorithm, ABCC algorithm. 

The results are categorized two parts, computation time 

and quality (fitness value). This evaluations are run 30 

times for each parts. Each of parts consists some test 

statistics such as mean, min, max, and standard deviation 

(SD). Min is considered as best solution while max is 

considered as the worst solution. All standard deviation 

(SD) of the results are too small comparing mean (less 

than 1 %). The small deviation indicates is almost same to 

the expected value. This study also conducted the 

Wilcoxon signed-rank test. The wilcoxon test is used to 

analyze the results of paired observations from two data 

(in this case results ABCC and FABCC) are different or 

not. The bound significant (α) is used less than 0.01. If 

Asymp. Sig < α , it indicated that these two related samples 

(FABCC and ABCC) are different significantly. Table 3 

also shows that the difference of ABCC’s and FABCC’s 

fitness value are not significant. In best case, FABCC can 

achive as the rescults of ABCC in all of data sets. The 

FABCC is only a little outperform ABCC in mean, and 

worst value. The differences are only is less than 1 %. 

However the computation time in FABCC can be decrease 

significant comparing the ABCC. They can be different 

about 30-50 %. This means FABCC can be applied to 

reduce computation time as the problem of ABC as one of 

the heuristic algorithm. Table 3 also shows that the 

difference of ABCC’s and FABCC’s fitness value are not 

significant. In best case, FABCC can achive as  the 

rescults of ABCC in all of data sets. The FABCC is only 

a little outperform ABCC in mean, and worst value. The 

differences are only is less than  1 %.  However the 

computation time in FABCC can be decrease significant 

comparing the ABCC. They can be different about 30-

50%. This means FABCC can be applied to reduce 

computation time as the problem of ABC as one of the 

heuristic algorithm. 

 

Figure 6: Computation time per iteration for ABCC and FABCC. 
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Data Set 

ABCC (Computation Time) FABCC (Computation Time) Asymp. 

Sig. (2-

tailed) 

ABCC-

FABCC 

Min 

(best) 

Max 

(worst) 

Mean SD Min 

(best) 

Max 

(worst) 

Mean SD 

Iris 53.76 54.01 53.94 0.001 37.08 38.21 37.62 0.001 0.002 

Wine  74.57 75.23 74.80 0.002 52.18 56.17 54.56 0.002 0.003 

Haberman 100.76 101.2 100.91 0.002 46.42 59.22 53.91 0.012 0.005 

Sonar  159.99 160.35 160.11 0.001 111.78 126.83 118.15 0.011 0.009 

Parkinson 93.76 95.64 94.05 0.002 48.54 63.95 56.05 0.009 0.007 

 

 ABCC (Fitness Value) FABCC (Fitness Value)  
Iris 78.94 78.94 78.94 0.000 78.94 79.11 79.02 0.001 0.001 

Wine  2370700 2370700 2370700 0.000 2370700 2370700 2370700 0.000 0.000 

Haberman 30507 30507 30507 0.000 30507 30524 30513.4 0.004 0.002 

Sonar  280.53 280.61 280.57 0.001 280.53 280.71 280.62 0.002 0.000 

Parkinson 1343400 1343400 1343400 0.000 1343400 1343981 1343710 0.008 0.001 

Table 3: Results of experiment. 

 

Figure 7: Fitness value of ABCC and FABCC. 
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5 Conclusion 
This research uses bee colony algorithm by combining 

Zhangs and Karaboga algorithm. The choice of ABC 

algorithm sequence is based on Zhang and fitness value 

calculation is based on the original Karaboga. This 

proposed method, FABCC, also concludes that some 

redundant process occurs on bee colony algorithm for 

clustering. The redundant process identifies as a pattern 

that is able to compress. The result shows FABCC is 

effective to reduce computation time. It can be proved by 

conducts five datasets Iris, Wine, Haberman, Sonar, and 

Parkinson. The results shows that it can reduce 30-50% of 

computation time, while the fitness value only reduce less 

than 1%. 

This study focuses on only small five datasets for 

clustering. It can be extended using the other big datasets. 

It might be have the different characteristic. However in 

our exploration, the redundant process always occurs in 

most of metaheuristic algorithm. In next research, 

researchers can put their effort to remake calculation of 

fitness value, in calculating in fitness value there are many 

iterations and redundant calculation to be observed to 

prune the redundant pattern. 
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The signature aggregation is efficient for the communication links as the time complexity is independent 

of n different users. The bilinear pairing requires super-singular elliptic curve groups that have a 

spacious range of elements. Also, the point multiplication over elliptic curve is less computational cost 

than the pairings, therefore, the pairing-based schemes expose more computational complexity than 

schemes that without pairings. This paper introduces a new efficient and secure pairing free signature 

scheme based on the idea of aggregation. Also, the proposed scheme without pairings offers lower 

computational cost than other schemes from pairings as it saves 68.69% from computations. 

Povzetek: Ta prispevek se ukvarja s kriptografskimi algoritmi, konkretno s shemo digitalnih podpisov. 

Opisana je izboljšava obstoječega algoritma, ki dosega pohitritev za dve tretjini, hkrati ostaja varna. 

 

1 Introduction  
Cryptography has two primitive issues; confidentiality 

and authentication. Digital signature achieves the 

authentication issue. Also, for efficient communication 

links, schemes should provide low time complexity. 

Moreover, low time complexity is useful for battery and 

bandwidth saving of the channel in networks [1].  

There are many cryptographic algorithms provide 

privacy, such as signature schemes, authentication 

schemes, and encryption schemes [2]. For providing 

privacy and anonymity to a user, these schemes have to 

be properly combined. Schemes and methods such as 

group signature schemes, blind signatures, aggregate 

signatures, zero-knowledge proof methods, 

homomorphic encryption schemes offer several useful 

privacy-enhancing properties, e.g. identity hiding, 

binding information, data confidentiality, unlinkability, 

intracebility, etc. Recently, many applications and 

services require privacy protection over communication 

systems. The current secure communication systems 

support authentication, data integrity, and non-

repudiation. But, the communication systems users and 

providers can need different security properties that are 

out of basic security properties. These advanced 

properties are usually connected with user privacy. The 

following text summarizes the advanced security 

properties and requirements.  

• Privacy/Anonymity - privacy protection is ensured 

for every user in the system who follows the rules. Users 

can communicate anonymously. Their identities can be 

revealed only in special cases, e.g. when a user breaks a 

rule, authority order, police order, emergency events etc. 

Two types of privacy protection can be distinguished: a 

basic anonymity to protect a user identity against passive 

attacks and a full anonymity to protect also against active 

attacks [3]. Signatures needed when an attacker gets 

access to all old messages. When the unlinkability 

property ensured, then the attacker is not able to connect 

certain signatures together.  

 Responsibility/revocation - every user, has to be 

revealed and revoked using the certain key when 

breaking the rules of a system. The revocation assures 

that the revoked user has no rights in whole systems 

afterward. The revocation helps protect the system 

against repeated misusing. In some applications, the 

traceability of malicious users’ messages is demanded.  

 Efficient and secure key management - key exchange, 

revocation, and establishment in systems have to be 

efficient computationally/memory low cost and secure. 

In privacy-preserving solutions, key management has 

to keep user privacy.  

 Efficient and secure execution of cryptographic 

protocols - the phases of a cryptographic protocol 

should be as efficient as possible to minimize the 

negative influence of a system, especially, if the 

restricted devices have been deployed. 

 Exculpability - neither revocation or key manager, can 

be able to generate a valid signature behalf another 

user who hold trace keys. The user cannot be accused 

that makes signature which he does not make. This 

property is mainly needed in group signature schemes, 
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i.e exculpability that is ensured in [4] by Boneh, Boyen 

and Shacham. 

The aggregate signature idea arises from those 

different signers aggregated into a concise aggregate 

signature on different documents[5]. Using the aggregate 

signatures instead of using n signature by n different 

users in many application such as key distribution in PKI 

reducing the communication overhead and offer efficient 

computational cost.  

Another example, in router securing system, each 

router need to sign its part of a route in the  

communication link then transmits all the signatures to 

the following router. Without the aggregation  concept, 

transmitting the different signatures exposes high 

communication overhead[6]. The aggregate signature 

could be used instead of individual signs for this goal. 

Recently, there are two signature schemes are proposed. 

The first one [5] provides flexible aggregation based on 

pairings. The second [7] provides only sequential 

aggregation using certified trapdoor permutations. For 

the schemes in [5,7], the authors proposed aggregates 

signature schemes which size is independent of n users. 

Specifying individual signers by some public information 

needed for public verification. Aggregate signature 

schemes that specify the signers with their public 

information may be similar as the traditional signatures 

and both are not efficient. Thus, specifying the signers 

with their identities is more useful than specifying them 

by their public keys.   

Cryptography from pairings has many prime 

properties. It is supposed that Pairing-based cryptography 

with smaller parameters can present a desired security 

level as the general elliptic curve cryptography. Suppose 

that  there is an elliptic curve E has elements defined 

over qF . But the pairing-based cryptography is working 

with the functions and elements defined over 
k
qF , where 

k is some random and chosen to be secure. Either the 

elliptic curve hard problem (ECDLP) defined over 

)F(E q  or the discrete logarithm problem (DLP) defined 

over
 

*k
qF  are basic problems that the  cryptography from 

pairings security depends on [8]. Because of the previous 

clarification, this paper introduces a new pairing-free 

signature aggregation scheme based on the general 

elliptic curve cryptosystem depends on signers identities. 

The idea behind the identity-based cryptography 

(IBC) [9], to use some information belongs to a signer ( 

such as an email ID ) as a user public key rather than  

using public-key and certificate management. Therefore, 

the IBC system requires Private Key Generator (PKG) 

that is called a trusted third party, that generates the 

private keys for all identities based on its master key and 

the signer identity. Boneh and Franklin [10] and  Cocks 

[11] propose many identity-based encryption schemes. 

Also, old schemes in [9,12,13]; recent schemes and 

analyses include [14,15,16,17].  

The concept of signature aggregation allows 

different signers to sign different messages. This leads to 

efficient communication and fewer computations. In any 

aggregate signature scheme n different signatures are 

considered as one single signature. The aggregation 

approach can be used instead of using public key 

certificates to satisfy efficient communication and 

computations. Aggregate signatures have many 

applications such as mutual authentication between 

vehicles in VANETs and in wireless sensor network. 

The goal of my paper to introduce a new secure  

pairing-free aggregate signature scheme. The proposed 

scheme security is proven in the random oracle and 

assuming a hard Diffie-Hellman problem. Also, the 

proposed scheme saves the time complexity by 68.69% . 

The new aggregate signature and its analysis is the 

modified version of the scheme in [18].  

The rest of the paper is organized as follow : section 

two presents the digital signature approach versus the 

water marking. Also, section three describes 

preliminaries. Then section four introduces the generic 

model for the proposed scheme. Moreover, section five 

presents the security requirements of any aggregate 

signatures based on user’s identities. In section six and 

seven, the proposed scheme is presented with the formal 

security proof under random oracle respectively. In 

section eight, the results and discussion are introduced. 

The proposed scheme is compared with other in literature 

in section nine. Section ten concludes the proposed work.  

Finally, the future scope introduced in section eleven. 

2 Digital signing versus 

watermarking 
A digital signing is an approach of cryptography used for 

securing the communication links. The goal of the 

signature to verify the end to end communication system 

users.  

The digital signing operation is similar to the 

handwritten signing operation and exactly as a  paper 

signature. It used to verify the identity of a user using its 

digital certificate. This paper is concerned with the 

digital signature approach. 

The goal of watermarking to hide the information 

into a digital signal that provides a copyright protection 

in a digital format[19]. Many watermarking schemes 

have been proposed. In 2012, Nilanjan Dey, Poulami 

Das, Sheila Sinha Chaudhuri, and Achintya Das, [20] 

used  Alattar's method efficiently for watermark insertion 

and extraction for an EEG signal. In 2013, K. P. Arijit, 

D. Nilanjan, S. Sourav, D. Achintya, and S. Ch. Sheli 

[21] proposed a new technique for reversible 

watermarking is used for the color image .In 2014, 

Nilanjan Dey, Goutam Dey, Sheli Sinha Chaudhuri, and 

Sayn Chakraborty [22] proposed two novel blind-

watermarking mechanisms are; 1- session key based 

blind-watermarking mechanism and 2- self-recovery 

based blind-watermarking mechanism, into the 

Electromyogram (EMG) signal. In 2015, Nilanjan Dey, 

Monalisa Dey , Sainik Kumar Mahanta ,and  Achintya  

Das [23] proposed a technique is to prevent any 

modifications in a transmitted biomedical ECG signal. In 

2016, Y. B. Amar, I. Trabelsi, D. Nilanjan and S. 

https://www.researchgate.net/profile/Nilanjan_Dey3
https://www.researchgate.net/profile/Poulami_Das
https://www.researchgate.net/profile/Poulami_Das
https://www.researchgate.net/profile/Sheli_Chaudhuri
https://www.researchgate.net/profile/Achintya_Das5
http://www.inderscienceonline.com/author/Dey%2C+Nilanjan
http://www.inderscienceonline.com/author/Dey%2C+Monalisa
http://www.inderscienceonline.com/author/Mahata%2C+Sainik+Kumar
http://www.inderscienceonline.com/author/Das%2C+Achintya
http://www.inderscienceonline.com/author/Das%2C+Achintya
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Bouhlel [24] proposed watermarking scheme used for 

copyright protection purposes. 

3 Preliminary  

3.1 Bilinear pairing 

Suppose 1G  is a cyclic group has an order q, q is prime. 

This group is generated by the point P over an elliptic 

curve E and defined over the prime field 
qF . Let ê  be a 

pairing where TGGG:ê  . For any   R Q, P, (points 

over an elliptic curve E) and 
qF d c,  , d c, are integers. 

The pairings satisfy the following properties:
 

- linearity: cd)Q.P(ê)dQ,cP(ê  . 

- NonDegenerate: 1)P.P(ê  . 

- Easy to compute : )Q.P(ê  it must be easy and 

efficient computed. 

3.2 Elliptic Curve Cryptography(ECC) 

ECC is an public key cryptography approach based on 

the mathematics of elliptic curves. ECC is faster than 

RSA and uses smaller keys, but still, provides the same 

level of security .  

Suppose )b,a(Eq  are the set of points over the 

elliptic curve E  that defined over the prime field qF , E  

defined by qmod)baxx(qmody 32   and  b a,

must satisfy the equation 0qmod)b27a4( 23  . 

The cyclic group   }Fy,x:)y,x{(G qq   

qF/E)y,x(  , qG  is an elliptic curve additive group. 

The group identity element in qG is O  ; the infinity 

point; The scalar multiplication on qG  defined as  

PP.....PP.k  .  For some integer 0>n  , a point 

P of order n satisfy  O=n·P . ECC was proposed in 1985, 

by Miller [25] and Koblitz [26]. When comparing ECC 

with other public key cryptosystems, it was found that 

ECC-based public key cryptosystem has many 

advantages such as low computation cost, smaller key 

size, low storage space cost etc. It is known that the 

discrete logarithm problem based on ECC (ECDLP) of 

any  elliptic curve element that has a public point known 

base point, is harder than the discrete logarithm problem 

(DLP) over the finite field qF  

Security is not the only cryptography objective goal 

but also, there are many factors as the problems 

associated with key management and protection, hash 

functions , defective use of random generators, and the 

incompact private key software. The ECC 

implementation issues are [27]:  

 Used in Diffie Hellman cryptosystem and also, 

digital signing approach. 

 There are many available standardized elliptic 

curves approved by NIST for the multiple security 

requirements. 

 Elliptic curves cryptosystems enable 

comprehensive information on algorithms. 

The Benefits of elliptic curve based cryptosystems over 

RSA cryptosystem:  

 The elliptic curve based cryptosystem key takes 

significantly less memory for the same security 

level. Table I indicates the key size for RSA and 

ECC for the same security level. 

 Smaller key size in ECC leads to faster digital 

signature  generation and therefore saving resources. 

In the other hand, ECC has disadvantages versus 

RSA crypto system. It is complicated in mathematical 

backgrounds.  

NIST guidelines for key size of ECC , RSA, and AES 

ECC  RSA  Ratio AES  

163 1024 1:6  

256 3072 1:12 128 

384 7680 1:20 192 

512 15360 1:30 256 

Table 1: Security level of various key sizes in ECC and 

RSA. 

3.3 Computational problems 

Here, a briefly review of some mathematical problems: 

Definition 3.3.1. Suppose g be a group generator of the 

group G where Gg . The CDH related to g is how to 

compute 
cdg  given by  )g,g( dc

, 
*

qZd,c  . 

Definition.3.3.2. (Computational Diffie-Hellman (CDH) 

Problem) over an elliptic curve. Given P point over an 

elliptic curve and 
*

qZd,c   then for known

pGdP)cP,(P,  , it is hard to compute of  cdP over the 

group qG  

Definition.3.3.3. (Computational Diffie-Hellman (CDH)  

Assumption). Let A be an adversary able to break the 

CDH problem with a trivial probability, if given the tuple

pGdP)cP,(P,   of CDH problem where 
*

qZd,c  , then 

A could solve the CDH with the trivial advantage

]Zd,c:cdP)dP,cP,P(APr[Adv *

q

CDH

G,A p
 . 

4 Aggregate signature model 
An identity-based aggregate signature scheme model has 

composed six algorithms:  

 Setup phase: with input k; the security parameter; the 

public key generator (PKG) generates the master mpk

and private keys msk   and the system parameters

 params . Finally, the PKG  publishes  params , mpk

and keeps msk  secret. 

 Key Extract: PKG runs this algorithm using the signer 

identity iID ;delivered by the signer iU , param and 

msk  as an input. The output is the signer private key 

id and the PKG sends the signer private key id via 

secure channel to the user iU .
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 Sign: this algorithm takes the user identity iID , his 

private key id  , message im  and param as input to 

create a valid signature i on im  by the signer iU .  

 Aggregate: this algorithm takes 
n

1ii}{   as an input, 

any third party can generate the signature  aggregation

agg for all the messages with their identities

n

1iii }ID,{m   .  

 Signature Verification: with input agg  the user 
iU  

performs two checking operation first; whether 
i  by 

iID  is a valid signature on im and outputs “Valid” if 

true otherwise , “Invalid”. Second; with input iID and 

n

1iii }ID,{m   checks the validity of  the aggregate 

signature agg  on 
i  and outputs “Valid” if true 

otherwise , “Invalid”. 

5 Security algorithm  

5.1 Unforgeability 

The proposed scheme security model follows the scheme 

proposed by [18] with slight variations. The security 

model follows a game with three phases: setup, training 

and forgery phase. Two attacks in this security model are 

considered; adaptive chosen message and identity 

attacks. Thus, the scheme is secure under those attacks 

against any forgery. if the adversary A has not a 

significant advantage in any probabilistic time algorithm 

in this game : 

- Setup: by executing this algorithm the challenger C

obtains the parameters param and the msk and 

deliver the param  to the adversary A .  

- Training:  A query the following oracle after the 

setup algorithm: 

 Extract oracle: With iID   A  makes a query  and 

C  obtains the private key id  with iID and deliver 

it to A  

 Signing oracle: A queries the signing oracle with

iID  , im   then generates a valid signature i  on 

im . 

- Forgery: A generates an aggregate signature agg  

on 
n

1ii}m{   for 
n

1ii}ID{    with input 
n

1ii}{   in which 

at least target identity 
n

1iiT }ID{ID  . The adversary 

A forge the signature if there is a valid 𝜎𝑎𝑔𝑔 for 
 
a 

pair )m,ID( TT with the advantage:  

     )}Valid)(Verify(A{Pr[Adv aggA    

 

6 The proposed scheme 

6.1 Setup 

 In this phase, the PKG selects three additive groups

321 G,G,G  of order q ( prime number)  where 
k2q  , 

k is the security parameter. Then the PKG selects two 

pairs of integers )b,a(  satisfying  

0qmod)b27a4( 23  . Also, the PKG selects a 

generator point P of 
1G on the elliptic curve E defined 

by qmod)baxx(y 3   over the finite field *

qF and 

chooses a the following hash functions 
*

q321

*

o FGGG}0,1{:H  , 

*

q21

*

1 FGG}0,1{:H  , and 
*

q

*

2 F}0,1{:H   

 Then, the PKG randomly picks up 
*

qFs , s is msk 

and calculates the mpk  P.sPpub  . The PKG keeps 

msk secrete and the 

)H,H,H,P,P,q,nG,G,G(params 21opub321  public. 

6.2 Key extraction  

This algorithm follows the following steps: 

1. Picks up randomly *

qi Fx  and calculates P.xX ii    

2. Computes qmod)q.sx(d iii   , for the all users

)X| |ID(Hq iioi  , n…1=i . 

3. The PKG sends the corresponding secrete key  

 id    and the  public key  ii q,X  to the users 

through a secrete channel 

6.3 Signing 

With input )ID,d,X( iii  : 

1. Selects  a random number 
*

qRi Fr  and calculates: 

PxW ii   

2. Computes : )ID,m,X,W(Hh iiii1i1  , and 

)ID,m,X,W,h(Hh iiiii12i2   

3. Computes: qmod)hdhr(v i2ii1ii    , P.vZ ii  . 

The signature of 
iID  on message im  is 

 i2i1iii h,h,X,Z  

6.4 Aggregate.  

On input )}ID,({ n

1iii   a set of signatures

 i1i2iii h,h,X,Z , with the identity iID , n...1i  , 

 i1i2iii h,h,X,Z  are the signatures of the messages

im : 



n

1i

iagg ZZ , P.vZ ii   , n...1i   

The aggregate signature will be 

agg
n

1ii2i1iiagg Z,}h,h,X,Z{
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6.5 Signature verification. 

With the input from agg

n

1ii2i1iiagg Z,}h,h,X,Z{   

any user can verify this signature.   The verification 

process as follow:  

 Computes )]PqX(hZ[h'W pubiii2i

1

i1i    to 

recover 
iW  

 Checks if the following equations holds: 

)W,X,ID,m(Hh iiii1

?

i1   and 

)h,W,X,ID,m(Hh i1iiii2

?

i2   

6.6 Proof of correctness 

)]PqX(hZ[h'W pubiii2i

1

i1i  
 

 


 
n

1i
pubiii2i

1
i1 )]PqX(hPv[h  

 


 
n

1i

pubiii2i2ii1i

1

i1 )]PqX(hP)hdhr[(h    




 
n

1i

pubiii2i2iii1i

1

i1 )]PqX(hP)h)sqx(hr[(h  




 
n

1i

pubiii2pubiii2i1i

1

i1 )]PqX(h)PqX(hPhr[(h iW  

7 The proposed scheme security 

proof 
The security proof demonstrates that ECDLP could be 

solved without significant probability o  . Also, An 

adversary A may forge this scheme without significant 

probability o against chosen message and identity 

attacks   

7.1 Theorem1.  

The signature scheme is secure against chosen message 

and identity attacks if there is an adversary A with a 

polynomially bounded ),t( ' query for 
oHq , 

1Hq , 
2Hq , 

Sq  and Eq  who can forge the proposed scheme with a 

non-negligible advantage ' , C may forge the signature 

with a non-significant advantage:








1

0

12

H

1k

H

Extract
HHsignsign

o
q

1
.

2

)
q

q
1).(qqq)(1q.(10

.
9

1

   
(1)  

Proof: 

a) Setup 

The challenger C selects a group 
1G with a generator 

point P. Then, C randomly selects 𝑎 ∈ 𝑍𝑞
∗  and calculate

P.aP 'pub  . C obtains the following four hash oracles:

21o H,H,H  then deliver the public 

)P.a,H,H,H,G,G(param 21o21 to A  

A asks C for different queries as follow: 

b) oH query 

o Firstly, C delivers the system parameters to A, then C 

with input ID , X selects q randomly and returns it to 

A. 

o In another case, A might know the public component 

X that corresponds to an identity ID. When A makes a 

query for ID, there are two cases:    

 In the case of :
n

1i}ID{ID  , the challenger C 

suits iIDID   , computes P.xX  , x is 

anonymous, C wants to solve the ECDLP for x  , 

as it is part of ECDLP. After this, C stores 

 ID,q,  in listHo . 

 If 1i  , C selects  
*

qZq,x   randomly, sets 

P.xX  , delivers  X,q to the signer such that  

)X| |ID(Hq o and stores  ID,q,x  

c) Extract query  

When A queries for the private key of ID  , C  does 

the following 

o C checks the listHo   to verify whether or not there is 

an entry for ID . If listHo  does not contain an  entry 

for ID , return   

o Otherwise, if the entry corresponding to ID  in listHo

is of the form  q,x,X,ID and returns  ,*,*X,x , 

if 
n

1i}ID{ID    then 𝐶 recovers the tuple  

 ID,q,x,X   from listHo   and returns  ID,q,X  

and compute aqxd   then returns d to A . 

d) 1H query 

When )W,ID,m( , is submitted to 1H queries 

for the first time C returns checks of  listH1  whether the 

tuples )W,ID,m( in listH1  C returns 1h , otherwise C 

chooses a new random
*

qR1 Fh  includes 

 W,ID,m,h1   to the listH1  then C returns 1h   

e) H2 queries 

When  W,ID,m,h1  , is submitted to 
2H queries 

the first time C returns checks of  listH2  whether the 

tuples  W,ID,m,h1  in listH2 ,C returns 2h , 

otherwise C chooses a new random 
*

qR2 Fh   includes 

 W,ID,m,h,h 12   to the listH 2  then C returns 2h  

f) Sign Oracle 

For each new query )ID,m( i , C proceeds as follows: 

 If li IDID  , C signs a message m as follows: 

 If the public key of iID  has been replaced: 

1) Obtains  ii q,X by calling oH query oracle on ID  

2) Selects 
*

qR Fr  randomly,  calculates: P.rW  . 
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3) Computes: )X,ID,W,m(Hh iii11  by calling 1H  

query on input  ii X,ID,W,m , and   

)h,X,ID,W,m(Hh 1iii12   by calling queryH2
on 

input  1iii h,X,ID,W,m , and 

Obtains the secrete key d from the extract query and 

computes: qmod)dhrh(v 21   , P.vZ  .  

The signature of ID on message m is 

 21 h,h,X,Z  . Otherwise, C signs m in the usual 

manner by using ix  (obtained from the oH query) and 

id  (obtained from extract query) 

 If li IDID   , C does the following: 

1) Generates a random 
*

q21 Fv,h,h   

2) Sets 2i21i1i hh,hh,vv    

3) Computes: PvZ ii  , and  

)]PqX(hZ[hW 'Publli2i

1

i1i    

4) Updates the lists listH1 and listH2 respectively with 

the following tuples  iiii1 m,ID,W,h  and 

 i1iiii2 h,m,ID,W,h . Generate a different 

*

q21 Fv,h,h  then repeat steps 3 and 4 if any entry 

in the list listH1 or listH2 is similar as the tuples 

generated. 

5) C returns the signature  i2i1ii h,h,X,Z  on 
im by 

iID . 

Note the generated signature is valid due to: 

'Pub'Publi1ii1li2 PqhWhXh   

Pqh)]PqX(hZ[h[hXh li1'Publli2i

1

i1i1li2    

PqhPqhXhZXh li1'Publi2li2ili2   

PvZ ii   

This shows that  i2i1ii h,h,X,Z  will able to be a 

valid signature to the adversary A. 

7.2 Forgery phase 

7.2.1 Lemma 1 

After the adversary A generate  aggn1n1 Z,X...X,Z...Z  

on the message 
n

1ii}m{   by user identities 
n

1ii}ID{  . A can 

generate a valid  aggn1n1 Z,X...X,Z...Z with 

probability '   if there exists lID  where }n,..,1{l . The 

algorithm could be flunk in the following places : 

- For the extract oracle if the adversary queries for the 

lID  then the algorithm flunks. If Eq  is the maximum 

extract queries number made by the adversary. The 

probability of non-querying for the extract phase is: 

*

H

Extract
liExtract

o
q

q
1]ID)ID(q[P                         (2)    

where 
*

Ho
q is the queries maximum number . 

A may success if 
n

1iil }ID{ID  or if the adversary A 

make a query for the signing oracle on 
im with user 

identity 
lID . This happen if: 

*

H

li

li

o
q.2

n
]il,n,...,1lIDD

andn,..,1i  ,IDIDPr[





                        (3) 

From the previous  probabilities, A can break the 

scheme under adaptive chosen message and identity 

attack with the advantage: 

*

H

*

H

E

oo
q.2

n
)

q

q
1.('                                                    (4) 

The adversary A may generate a valid aggregate 

signature without signer secrete key with the probability  

k

HHsignsign

2

)qqq)(1q(10
12


                                (5).                        

7.2.2 Lemma 2 

A made queries for Extract  , 
queryHo , 

queryH1 , 

queryH2 , 
Sign

 query as the previous queries.  A may 

generate a valid aggregate signature  with probability 

9

1
''   for n users. C computes sW' as same as the 

previous, and then generate a valid signature 

 aggii Z,X,Z . Using two valid signatures C does the 

following: 

P).hdhr(P.vZ
n

1i

i2i

n

1i

i1i

n

1i

iagg 




P).'hdhr('Z
n

1i

i2i

n

1i

i1iagg 


  

P).'hh(d'ZZ
n

1i

i2i2iaggagg 


  

P).'hh(dP).'hh(d'ZZ l2l2l

n

li,1i

i2i2iaggagg  


 

Thus C knows all the private keys multiplied the 

point P over the elliptic curve by P).'hh(d l2l2l  . Also, 

C knows P.d l by multiplying the final equation by 

1

l2l2 )'hh(  , but C cannot get ld  unless solving the 

ECDLP and it is hard under the assumption (ECDLP). C 

might solve ECDLP with probability: 

9

1
.

q2

n
).

q

q
1.(

2

)qqq)(1q(10
*

H

*

H

Extract

k

HHsignsign

o

oo

12 




(6) 

*

H

1k

*

H

Extract
HHsignsign

o

o

12

q

1
.

2

n).
q

q
1)(qqq)(1q(10

.
9

1




    

(7) 

 

By this, the proposed identity based aggregate 

signature over is secure against any forgery with a non-
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significant probability o . Under this assumption C 

might solve the ECDLP 

8 Results and discussion 
When analyzing time complexity of the proposed 

scheme, it is found that it consumes only two point 

multiplication over elliptic curve in an individual signing 

process. Through the verification process, the proposed 

scheme consumes two point multiplication, one modular 

inverse operation and two point addition over the elliptic 

curve. All the computations are relative to the modular 

multiplication process. The proposed scheme consumes 

127.84 MLT in one individual complete signing and 

verification process 

9 Comparative study 
This section shows the comparative study between the 

proposed signature scheme without pairing with the 

scheme with pairings in [28] in the case of individual 

signing. The computations are all relative to the modular 

multiplication.  Table II indicates the definitions for the 

cryptographic operations. 

Notation Description 

MLT  
The time complexity needed to execute the 

modular multiplication 

EMT  

The time complexity needed to execute 

elliptic curve scalar point multiplication, 

MLEM T29T1   

BPT  
The time complexity needed to execute the 

pairings operation, MLEMBP T87T3T1    

PXT  

The time complexity needed to execute 

pairing-based exponentiation, 

MLBPPX T5.43T
2

1
T1   

EAT  

The time complexity needed to execute the 

point addition over elliptic curve, 

MLEA T12.0T1    

INT  
The time complexity needed to execute the 

modular inversion operation, MLIN T6.11T1   

Table 2: Definition of different cryptographic operations. 

The scheme in [28] uses the  identity-based signature 

from pairings. Craig and Zulfikar scheme consumes 

406.24 MLT  in an individual signing operation  while, 

the proposed pairing free scheme consumes 127.84 MLT  

in an individual operation and therefore the proposed 

scheme shows lower time complexity than in [28], as it 

saves 68.69% from the computations as in table III. 

10 Conclusion 
This paper introduces a new aggregate signature scheme 

without pairings. It saves 68.69% of computational cost 

than another scheme in [28] in pairings. The security 

proof of the proposed scheme shows that it is secure in 

random oracle model. The aggregate signature schemes 

are very useful when needing authentication in vehicular 

ad hoc network and e-commerce applications.  

11 Future scope 
The idea of the aggregate signature used in securing the 

communication networks such as vehicular  area network 

VANETs and Mobile area networks MANETs. Also , 

aggregate signature used in the e-commerce applications. 

The proposed scheme should be used in VANETs to 

provide aggregate authentication with low computational 

cost.  

 Signature Verification Tota

l ( in 

MLT

) 
EMT

 
BPT

 
INT

 

EAT

 

EMT

 
BPT

 
INT

 

EAT

 

Crai

g, 

and 

Zulfi

kar  

4 - - - 1 3 - 2 

406.

24 

MLT

 

IDB-

ASC 
2 - - - 2 - 1 2 

127.

84 

MLT

 

Table 3: Comparison of computational cost. 
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Pattern Recognition and Data Mining pose several problems in which, by their inherent nature, it is con-
sidered that an object can belong to more than one class; that is, clusters can overlap each other. OClustR
and DClustR are overlapping clustering algorithms that have shown, in the task of documents clustering,
the better tradeoff between quality of the clusters and efficiency, among the existing overlapping clustering
algorithms. Despite the good achievements attained by both aforementioned algorithms, they are O(n2)
so they could be less useful in applications dealing with a large number of documents. Moreover, although
DClustR can efficiently process changes in an already clustered collection, the amount of memory it uses
could make it not suitable for applications dealing with very large document collections. In this paper, two
GPU-based parallel algorithms, named CUDA-OClus and CUDA-DClus, are proposed in order to enhance
the efficiency of OClustR and DClustR, respectively, in problems dealing with a very large number of
documents. The experimental evaluation conducted over several standard document collections showed
the correctness of both CUDA-OClus and CUDA-DClus, and also their better performance in terms of
efficiency and memory consumption.

Povzetek: OClustR in DClustR sta prekrivna algoritma za gručenje, ki dosegata dobre rezultate, vendar
je njuna kompleksnost kvadratnega reda velikosti. V tem prispevku sta predstavljena dva paralelna algo-
ritma, ki temeljita na GPU: CUDA-OClus in CUDA-DClus. V eksperimentih sta pokazala zmožnost dela
z velikimi količinami podatkov.

1 Introduction

Clustering is a technique of Machine Learning and Data
Mining that has been widely used in several contexts [1].
This technique aims to structure a data set in clusters or
classes such that objects belonging to the same class are
more similar than objects belonging to different classes [2].

There are several problems that, by their inherent nature,
consider that objects could belong to more than one class
[3, 4, 5]; that is, clusters can overlap each other. Most of the
clustering algorithms developed so far do not consider that
clusters could share elements; however, the desire of ade-
quately target those applications dealing with this problem,
have recently favored the development of overlapping clus-
tering algorithms; i.e., algorithms that allow objects to be-
long to more than one cluster. An overlapping clustering
algorithm that has shown, in the task of documents clus-
tering, the better tradeoff between quality of the clusters
and efficiency, among the existing overlapping clustering
algorithms, is OClustR [6]. Despite the good achievements
attained by OClustR in the task of documents clustering, it
has two main limitations:

1. It has a computational complexity of O(n2), so it
could be less useful in applications dealing with a
large amount of documents.

2. It assumes that the entire collection is available be-
fore clustering. Thus, when this collection changes it
needs to rebuild the clusters starting from scratch; that
is, OClustR does not use the previously built cluste-
ring for updating the clusters after changes.

In order to overcome the second limitation, the DClustR
algorithm was proposed by Pérez-Suárez et al. in [7].
DClustR introduced a strategy for efficiently updating the
clustering after multiple additions and/or deletions from
the collection, making it suitable for handling overlapping
clustering in applications where the collection changes fre-
quently, specially for those applications handling multi-
ple changes at the same time. Nevertheless, DClustR still
suffers from the first limitation; that is, like OClustR, it
is O(n2). This implies that when the collection grows a
lot, the time that DClustR uses for processing the chan-
ges could make it less useful in real applications. Moreo-
ver, when the collection grows, the memory space used by



230 Informatica 42 (2018) 229–244 L.J. González-Soler et al.

DClustR for storing the data it needs will also grow, ma-
king DClustR a high memory consumer and consequently,
making it not suitable for applications dealing with large
collections. Motivated by the above mentioned facts, in this
work we extend both OClustR and DClustR for efficiently
processing very large document collections.

A technique that has been widely used in recent years
in order to speed-up computing tasks is parallel computing
and specifically, GPU computing. A GPU is a device that
was initially designed for processing algorithms belonging
to the graphical world, but due to its low cost, its high level
of parallelism and its optimized floating-point operations,
it has been used in many real applications dealing with a
large amount of data.

The main contribution of this paper is the proposal
of two GPU-based parallel algorithms, namely CUDA-
OClus and CUDA-DClus, which enhance the efficiency of
OClustR and DClustR, respectively, in problems dealing
with a very large number of documents, like for instance
news analysis, information organization and profiles iden-
tification, among others.

Preliminary results of this paper were published in [8].
The main differences of this paper with respect to the
conference paper presented in [8] are the following: (1)
we introduce a new GPU-based algorithm, named CUDA-
DClus, which is a parallel version of the DClustR algo-
rithm, that is able to efficiently process changes in an alre-
ady clustered collection and to efficiently process large col-
lections of documents, and (2) we introduce a strategy for
incrementally building and updating the connected compo-
nents presented in a graph, allowing CUDA-DClus to mi-
nimize the memory needed for processing the whole col-
lection. It is important to highlight that in CUDA-DClus we
only analyze the additions of objects to the collection, be-
cause this is the case in which it could be difficult to apply
DClustR in real applications dealing with large collections,
since this is the case that makes the collection grow.

The remainder of this paper is organized as follows:
in Section 2, a brief description of both the OClustR
and DClustR algorithms are presented. In Section 3, the
CUDA-OClus and CUDA-DClus parallel clustering algo-
rithms are proposed. An experimental evaluation, showing
the performance of both proposed algorithms on several
document collections, is presented in Section 4. Finally,
the conclusions as well as some ideas about future directi-
ons are presented in Section 5.

2 OClustR and DClustR algorithms

In this section, both the OClustR [6] and DClustR [7] al-
gorithms are described. Since DClustR is the extension
of OClustR for efficiently processing collections that can
change due to additions, deletions and modifications, the
OClustR is first introduced and then, the strategy used by
DClustR for updating the clustering after changes is pre-
sented. All the definitions and examples presented in this

section were taken from [6, 7].

2.1 The OClustR algorithm
In order to build a set of overlapping clusters from a col-
lection of objects, OClustR employs a strategy comprised
of three stages. In the first stage, the collection of objects is
represented by OClustR as a weighted thresholded simila-
rity graph. Afterwards, in the second stage, an initial set of
clusters is built through a cover of the graph representing
the collection, using a special kind of subgraph. Finally, in
the third stage the final set of overlapping clusters is obtai-
ned by improving the initial set of clusters. Following, each
stage is briefly described.

Let O = {o1, o2, . . . , on} be a collection of objects,
β ∈ [0, 1] a similarity threshold, and S:O×O → < a sym-
metric similarity function. A weighted thresholded simila-
rity graph, denoted as G̃β = 〈V, Ẽβ , S〉, is an undirected
and weighted graph such that V = O and there is an edge
(v, u) ∈ Ẽβ iff S(v, u) ≥ β; each edge (v, u) ∈ Ẽβ , v 6= u
is labeled with the value of S(v, u). As it can be infer-
red, in the first stage OClustR must compute the similarity
between each pair of objects; thus, the computational com-
plexity of this stage is O(n2).

Once G̃β is built, in the second stage OClustR builds
an initial set of clusters through a covering of G̃β , using
weighted star-shaped sub-graphs.

Let G̃β = 〈V, Ẽβ , S〉 be a weighted thresholded simila-
rity graph. A weighted star-shaped sub-graph (ws-graph)
in G̃β , denoted by G? = 〈V ?, E?, S〉, is a sub-graph of
G̃β , having a vertex c ∈ V ?, called the center of G?, such
that there is an edge between c and all the other vertices in
V ? \ {c}; these vertices are called satellites. All vertices in
G̃β having no adjacent vertices (i.e., isolated vertices) are
considered degenerated ws-graphs.

For building a covering of G̃β using ws-graphs, OClustR
must build a set W = {G?1, G?2, . . . , G?k} of ws-graphs of
G̃β , such that V =

⋃k
i=1 V

?
i , being V ?i ,∀i = 1 . . . k, the

set of vertices of the ws-graph G?i . For solving this pro-
blem, OClustR searches for a list C = {c1, c2, . . . , ck},
such that ci ∈ C is the center of G?i ∈ W , ∀i = 1..k. In
the following, we will say that a vertex v is covered if it
belongs to C or if it is adjacent to a vertex that belongs to
C. For pruning the search space and for establishing a cri-
terion in order to select the vertices that should be included
in C, the concept of relevance of a vertex is introduced.

The relevance of a vertex v, denoted as v.relevance, is
defined as the average between the relative density and the
relative compactness of a vertex v, denoted as v.densityR
and v.compactnessR, respectively, which are defined as
follows:

v.densityR =
|{u ∈ v.Adj/ |v.Adj| ≥ |u.Adj|}|

|v.Adj|
,

v.compactnessR =
|{u ∈ v.Adj/AIS(G?v) ≥ AIS(G

?
u)}|

|v.Adj|
,

where v.Adj and u.Adj are the set of adjacent vertices
of v and u, respectively; G?v and G?u are the ws-graphs de-
termined by vertices v and u, and AIS(G?v) and AIS(G?u)
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are the approximated intra-cluster similarity ofG?v andG?u,
respectively. The approximated intra-cluster similarity of a
ws-graph G? is defined as the average weight of the edges
existing in G? between its center and its satellites.

Based on the above definitions, the strategy that OClustR
uses in order to build the list C is composed of three steps.
First, a candidate list L containing the vertices having rele-
vance greater than zero is created; isolated vertices are di-
rectly included in C. Then, L is sorted in decreasing order
of their relevance and each vertex v ∈ L is visited. If v is
not covered yet or it has at least one adjacent vertex that is
not covered yet, then v is added to C. Each selected vertex,
together with its adjacent vertices, constitutes a cluster in
the initial set of clusters. The second stage of OClustR also
has a computational complexity of O(n2). Figure 1 shows
through an example, the steps performed by OClustR in the
second stage for building the initial set of clusters.

Finally, in the third stage, the final clusters are obtained
though a process which aims to improve the initial clusters.
With this aim, OClustR processes C in order to remove the
vertices forming a non-useful ws-graph. A vertex v forms
a non-useful ws-graph if: a) there is at least another ver-
tex u ∈ C such that the ws-graph u determines includes v
as a satellite, and b) the ws-graph determined by v shares
more vertices with other existing ws-graphs than those it
only contains. For removing non useful vertices, OClustR
uses three steps. First, the vertices in C are sorted in des-
cending order according to their number of adjacent verti-
ces. After that, each vertex v ∈ C is visited in order to
remove those non-useful ws-graphs determined by vertices
in (v.Adj ∩ C). If a ws-graph G?u, with u ∈ (v.Adj ∩ C),
is non-useful, u is removed fromC and the satellites it only
covers are “virtually linked” to v by adding them to a list
named v.Linked; in this way, those vertices virtually lin-
ked to v will also belong to the ws-graph v determines.
Once all vertices in (v.Adj ∩ C) are analyzed, v together
with the vertices in v.Adj and v.Linked constitute a final
cluster. This third stage also has a computational complex-
ity of O(n2). Figure 2 shows through an example, how the
final clusters are obtained from the initial clusters showed
in Figure 1(d).

2.2 Updating the clusters after changes: the
DClustR algorithm

Let G̃β = 〈V, Ẽβ , S〉 be the weighted thresholded simi-
larity graph that represents an already clustered collection
O. Let C = {c1, c2, . . . , ck} be the set of vertices repre-
senting the current covering of G̃β and consequently, the
current clustering. When some vertices are added to and/or
removed from O (i.e., from G̃β), there could happen the
following two situations:

1) Some vertices become uncovered. This situation
occurs when at least one of the added vertices is unco-
vered or when those vertices of C covering a specific
vertex were deleted from G̃β .
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Figure 1: Illustration of how OClustR builds the initial set
of clusters.
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(b) Final set of overlapping clusters

Figure 2: Illustration of how the final clusters are obtained
by OClustR in the third stage.

2) The relevance of some vertices changes and, as a con-
sequence, at least one vertex u /∈ C appears such that
u has relevance greater than at least one vertex in C
that covers vertices in u.Adj ∪ {u}. Vertices like u
could determine ws-graphs with more satellites and
less overlapping with other ws-graphs than other ws-
graphs currently belonging to the covering of G̃β .

Figure 3, illustrates the above commented situations over
the graph G̃β of Figure 1(a). Figure. 3(a), shows the graph
G̃β before the changes; the vertices to be removed are mar-
ked with an “x”. Figure 3(b), shows graph G̃β after the
changes; vertices filled with light gray represent the added
vertices. Figures 3(c) and 3(d), show the updated graph
G̃β with vertices labeled with letters and with their up-
dated value of relevance, respectively; vertices filled with
black correspond with those vertices currently belonging to
C. As it can be seen from Figures 3(c) and 3(d), vertices
S, F,G, I,H and J became uncovered after the changes,
while vertex B, which does not belong to C, has a rele-
vance greater than vertex D, which already belongs to C.

Taking into account the above mentioned situations, in
order to update the clustering after changes DClustR first
detects which are the connected components of G̃β that
were affected by changes and then it iteratively updates the
covering of these components and consequently, their clus-
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Figure 3: Illustration of how some changes in the collection
affect the current covering of the graph G̃β of Figure 2(b).
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tering.

The connected components that are affected by changes
are those that contain vertices that were added or verti-
ces that were adjacent to vertices that were deleted from
G̃β . Since DClustR has control over these vertices it can
build these components through a depth first search, star-
ting from any of these vertices. Let G′ = 〈V ′, E′, S〉 be
a connected component affected by changes, whose cove-
ring must be updated. Let C ′ ⊆ C be the set of vertices
of G′ which determine ws-graphs (i.e., clusters) covering
G′. DClustR follows the same principles of OClustR; that
is, it first builds or completes the covering of G′ in order to
build an initial set of clusters (stage 1) and then, it impro-
ves these clusters in order to build the final set of clusters
of G′ (stage 2). In fact, DClustR uses the same steps that
OClustR for the above two mentioned stages, but unlike
OClustR, DClustR modifies the way in which the candi-
date list L, used in stage 1, is built.

In order to build candidate list L, DClustR first recom-
putes the relevance value of all vertices inG′ and it empties
the list c.Linked, for all vertices c ∈ C ′; this last action is
supported by the fact that, after changes, there could be ws-
graphs that were considered as non useful, which could be
no longer so. Let V+ ⊆ (V ′ \ C ′) be the set of vertices of
G′ with relevance greater than zero, which do not belong
to C ′. For building the candidate list L, both C ′ and V+ are
processed.

For processing V+, DClustR visits each vertex v ∈ V+
and it verifies a) if v is uncovered, or b) if at least one ad-
jacent vertex of v is uncovered, or c) if there is at least one
vertex u ∈ v.Adj, such that there is no other vertex in C ′

covering u whose relevance is greater than or equal to the
relevance of v. If any of these three conditions is fulfilled,
v is added to L. Additionally, if the last condition is ful-
filled, all those vertices like u are marked as “activated” in
order to use them when C ′ is being processed. The compu-
tational complexity of the processing of V+ is O(n2).

For processing C ′, DClustR visits the adjacent vertices
of each vertex v ∈ C ′. Any vertex u ∈ v.Adj having grea-
ter relevance than v is added to L; in these cases, v is addi-
tionally marked as “weak”. Once all the adjacent vertex of
v were visited, if v was marked as “weak” or at least one of
its adjacent vertices were previously marked as “active”, v
is removed from C ′ since it could be substituted by a more
relevant vertex. However, if v has a relevance greater than
zero, it is still considered as a candidate and consequently,
it is added to L. The computational complexity of the pro-
cessing of C ′ is O(n2).

Figure 4, shows the updated set of overlapping clusters
obtained by DClustR when it processes the graph in Fi-
gure 3(d); vertices filled with black represent the vertices
determining ws-graphs that cover each connected compo-
nent of G̃β .

Like OClustR, the computational complexity of
DClustR is O(n2).
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Figure 4: Updated set of overlapping clusters obtained by
DClustR.

3 Proposed parallel algorithms
As it was mentioned in Section 1, despite the good achie-
vements attained by OClustR and DClustR in the task of
documents clustering, these algorithms are O(n2) so they
could be less useful in applications dealing with a very
large number of documents. Motivated by this fact, in this
section two massively parallel implementations in CUDA
of OClustR and DClustR are proposed in order to enhance
the efficiency of OClustR and DClustR in the above menti-
oned problems. These parallel algorithms, namely CUDA-
OClus and CUDA-DClus, take advantage of the benefits of
GPUs, like for instance, the high bandwidth communica-
tion between CPU and GPU, and the GPU memory hierar-
chy.

Although in their original articles both OClustR and
DClustR were proposed as general purpose clustering al-
gorithms, the parallel extensions proposed in this work are
specifically designed for processing documents. This ap-
plication context is the same in which both OClustR and
DClustR were evaluated and it is also a context in which
very large collections are commonly processed. In the
context of document processing, both CUDA-OClus and
CUDA-DClus use the cosine measure [9] for computing
the similarity between two documents; this measure is the
function that has been used the most for this purpose [10].
The cosine measure between two documents di and dj is
defined as:

cos(di, dj) =

∑m
k=1 di(k) ∗ dj(k)
‖di‖ · ‖dj‖

, (1)

where di(k) and dj(k) are the weights of the k term in the
description of the documents di and dj , respectively; ‖di‖
and ‖dj‖ are the norms of documents di and dj , respecti-
vely.

In experiments conducted over several document col-
lections, it was verified that the first stage of OClustR, the
construction of the similarity graph, consumes the 99% of
the processing time of the algorithm. The remaining 1%
is mainly dominated by the computation of the relevance
of the vertices. Based on this fact, the above two mentio-
ned steps are the ones that will be implemented in CUDA
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by CUDA-OClus; remaining steps are high memory con-
suming tasks that are more favored with a CPU implemen-
tation. Analogously, in these experiments it was also ve-
rified that the most time consuming steps of DClustR are
the updating of the graph after changes and the recompu-
ting of the relevance, so these steps will be implemented
in CUDA by CUDA-DClus. In this case, it could be no-
ticed also that the detection of the connected components
affected by changes is a high memory consuming task per-
formed by DClustR, so it is also important to address this
problem in CUDA-DClus.

Finally, it is also important to mention that since we
are dealing with the problem of processing very large do-
cument collections, CUDA-DClus only tackles additions,
which are the changes that could increase the size of the
collection. Implementing deletions is irrelevant for overco-
ming problems related with large document collections.

Following, the CUDA-OClus algorithm is first introdu-
ced and then, the CUDA-DClust algorithm is presented.

3.1 CUDA-OClus algorithm

LetD = {d1, d2 . . . , dn} be a collection of documents des-
cribed by a set of terms. Let T = {t1, t2, . . . , tm} be the
list containing all the different terms that describe at least
one document in D. CUDA-OClus represents a document
di ∈ D by two parallel vectors, denoted by Tdi and Wdi .
The first one contains the position that the terms describing
di have in T , and the second one contains the weights that
those terms have in the description of di.

For building G̃β = 〈V, Ẽβ , S〉, OClustR demands S to
be a symmetric similarity measure, so the similarity bet-
ween any two documents (i.e., vertices in G̃β) needs to be
computed only once. Based on this fact and considering
the inherent order the documents have inside a collection
D (i.e., vertices in V ), for building the edges relatives to a
vertex v ∈ V it is only necessary to compute the similarity
between v and each vertex following v in V . Let Sucv be
the list of vertices that follow a vertex v in V . To speed
up the construction of G̃β , for each vertex v ∈ V , CUDA-
OClus will compute in parallel the similarity between v and
the vertices in Sucv .

Considering the definition of the cosine measure, it can
be seen from Expression (1) that its numerator is a sum of
independent products which could be computed all at once.
On the other hand, taking into account that the norm of a
document can be computed while the document is being
read, the denominator of Expression (1) can be also resol-
ved with no extra time. Based on these facts, CUDA-OClus
also parallelizes the computation of the similarity between
a pair of vertices, in order to speed up even more the con-
struction of G̃β .

In order to carry out the previous idea, CUDA-OClus
builds a grid comprised of k square blocks, each block
having a shared memory square matrix (SMM); where
k = n

t + 1 and t is the dimension of both the blocks and
the matrices. A grid is a logic representation of a matrix

of threads in the GPU. The use of SMM and its low la-
tency will allow CUDA-OClus to not constantly access the
CPU memory, speeding up the calculus of the similarity
between two vertices. CUDA-OClus assigns to t the maxi-
mum value allowed by the architecture of the GPU for the
dimension of a SMM.

When CUDA-OClus is going to compute the similarity
between a vertex v and the vertices in Sucv , it first builds
a vector Pv of size m. This vector has zero in all its entries
excepting in those expressed by the positions stored in Tv;
these last entries contain their respective weights stored in
Wv . Once Pv has been built, the list Sucv is partitioned
into k sublists. Each one of these sublists is assigned to a
block constituting the grid and the SMM associated with
that block is emptied; i.e., all its cells are set to zero. When
a sublist Q = {v1, v2, . . . , vp} is assigned to a block in-
side a grid, each vertex in Q is assigned to a column of the
block. In this context, to assign a vertex vi to a column me-
ans that each row of the column points to a term describing
vi; in this way, the jth row points to the jth term descri-
bing vi. Figure 5 shows an example of how the list Sucv is
divided by CUDA-OClus into k sublists and how these su-
blists are assigned to the blocks constituting the grid. The
example on Figure 5 shows how the first vertex of the su-
blist assigned to “block 0” is assigned to the first column
of that block; the other assignments could be deduced from
this example.
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Figure 5: Illustration of how CUDA-OClus divides Sucv
and assigns each resulting sublist to the blocks.

Each row inside a column of a block has a thread that
performs a set of operations. In our case, the threads asso-
ciated with the ith column will compute the similarity bet-
ween v and its assigned vertex vi. With this aim, the thread
associated with each row inside the ith column will com-
pute the product between the weight that the term pointed
by that row has in the description of vi, and the weight this
same term has in the description of vertex v. It is important
to note that although the sum in the numerator of Expres-
sion (1) runs over all the terms in T , the products that will
be different from zero are only those between terms shared
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by both documents; this is the reason we only use the terms
of vi and multiply their weights by the weights that these
terms have in v; remaining terms in v are useless.

Given that the jth row of the column to which vertex vi
has been assigned, points to the jth term of Tvi , the weight
this term has in vi is stored at the jth position of Wvi and
the weight this same term has in v is stored at Pv , in the
entry referred by the value stored at the jth position of Tvi .
The result of the product between the above mentioned
weights is added to the value the jth row already has in
the SMM. If the description of a vertex vi assigned to a
column of a block exceeds the length of the column (i.e.,
t) a tiling is applied at this block. Tiling [11] is a technique
that consists on dividing a data set into a number of small
subsets, such that each subset fits into the block; i.e., the
SMM. Thus, when the rows of a column point at the next t
terms, the products between the weights these terms have
in the description of vi and v are computed and accumu-
lated into the values these rows have in the SMM. This
technique is applied until all the terms describing the verti-
ces assigned to the columns have been processed. Figure 6
shows how the similarity between the vertex v1 assigned
to the first column of “Block 0” and v is computed. In
this example, it has been assumed that there are 15 terms
describing the documents of the collection, the size of
the block is k = 5, and Tv = {1, 2, 5, 8, 10, 12, 14},
Wv = {0.2, 0.6, 0.3, 0.7, 0.2, 0.1, 0.5},
Tv1 = {2, 3, 5, 8, 10, 11, 12, 14} and Wv1 =
{0.5, 0.3, 0.4, 0.8, 0.2, 0.6, 0.3, 0.3}.

As it can be seen from Figure 6(a), each thread of the t
rows of the first column computes the product between the
weight of the term it points at, and the weight this same
term has in Pv (i.e., the description of v). As it was menti-
oned before, the computed products are stored in the SMM
of that block. Note from Figure 6(a) that the product com-
puted by the second row is zero since vertex v does not
contain the term pointed out by this row; i.e., term having
index 3rd in T . Figure 6(b) shows how when Tiling is ap-
plied, the remaining terms describing v1 are pointed by the
rows of the first column. Figure 6(c) shows how the pro-
ducts between the remaining terms of v1 and v are perfor-
med. Finally, Figure 7 shows which are the values stored
in the first column of the SMM of “Block 0”, once all the
products have been computed.

Once all the terms describing the vertices assigned to a
block have been processed, a reduction is applied over each
column of the block. Reduction [12] is an operation that
computes in parallel the sum of all the values of a column
of the SMM and then, it stores this sum in the first row of
the column. Figure 8 shows the final sum obtained for the
first column of “Block 0”.

The sum obtained on the column to with vertex vi has
been assigned corresponds with the numerator of the co-
sine measure between v and vi. This sum is then divided
by the product of the norms of v and vi, which have been
previously computed; the result of this division (i.e., the si-
milarity between v and vi) is copied to the CPU. Using this
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Figure 6: Illustration of how CUDA-OClus computes the
similarity between a vertex v and the vertices in Sucv .

result CUDA-OClus decides if it should create or not an
edge between v and vi, during this step CUDA-OClus also
updates the value of AIS(v) and AIS(vi).
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Figure 7: Final results stored in the SMM after processing
all terms of v1.
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Figure 8: Result of applying Reduction on the first column
of “Block 0”.

The pseudocode of cosine similarity function is shown
in Algorithm 1.

Once the thresholded similarity graph G̃β has been built,
CUDA-OClus speeds up the computation of the other time-
consuming step: the computation of the relevance of the
vertices. In order to do that, CUDA-OClus computes in pa-
rallel the relevance of all the vertices of G̃β . Moreover, for
each vertex v, CUDA-OClus computes in parallel the con-
tribution each adjacent vertex of v has over the relevance of
v, speeding up even more the computation of the relevance
of v. In order to accomplish this idea, the list of vertices of
G̃β is partitioned into k sublists and each sublist is assigned
to a block inside a grid. However, in this case, when a ver-
tex vi of a sublist is assigned to a column of a block, each
row in that column will point to an adjacent vertex of vi;
e.g., the jth row points at the jth adjacent vertex of vi. Dif-

Algorithm 1: CUDA implementation of the cosine
similarity function.

Input: Sucv the list of vertices that follow a vertex v, Pv weights of
vertex v,Wv weights associated to v, Tv position of terms that
represent to v,Normv is the norm of v

Output: similarity: cosine similarity values between v and Sucv
1 __shared__ float SMM [R][C] ; // R = C because block

are squared
2 int tid = threadIdx.x+ blockDim.x ∗ blockIdx.x;
3 if (tid < |Sucv|) then
4 u = Sucv[tid];
5 int tidy = threadIdx.y;
6 float sum = 0;
7 while (tidy < |Wu|) do

/* Accumulating the multiplication between
weights of v and u */

8 sum +=Wu[tidy ] ∗ Pv[Tu[tidy ]];
9 tidy +=R ; // Applying tiling technique

10 SMM [threadIdx.y][threadIdx.x] = sum;

/* Waiting that whole threats compute
multiplications between weights of v and
u ∈ Sucv */

11 __syncthreads();
/* Applying reduction technique to calculate∑m

k=1 di(k) ∗ dj(k) */
12 int i = R/2;
13 while (i ! = 0) do
14 if (threadIdx.y < i) then
15 SMM [threadIdx.y][threadIdx.x] +=

SMM [threadIdx.y + i][threadIdx.x];

16 __syncthreads();
17 i = i/2;

18 if (threadIdx.y == 0 && tid < |Sucv|) then
19 similarity[tid] = 0;
20 if (Normv > 0 &&Normu > 0) then

/* Dividing between the multiplication of
norms of v and u */

21 similarity[tid] =
SMM [0][threadIdx.x]/(Normv ∗Normu)

ferent from building graph G̃β , now the threads associated
with a column will compute the relevance of its assigned
vertex. With this aim, the thread on each row of that co-
lumn will compute the contributions the vertex pointed by
that row has over the relevance of the vertex assigned to the
column.

Let v be a vertex assigned to a column and u one of its
adjacent vertices. Vertex u contributes 1

|v.Adj| to the rele-
vance of v if |v.Adj| ≥ |u.Adj|; otherwise, its contribu-
tion is zero. This case represents the contribution u has to
the relevance of v through the relative density of v. On
the other hand, u contributes 1

|v.Adj| to the relevance of v
if AIS(v) ≥ AIS(u); otherwise, its contribution is zero.
This other case represents the contribution u has to the re-
levance of v through the relative compactness of v. The
total contribution provided by a vertex is added to the va-
lue the row already has in the SMM; similar to the case of
building graph G̃β , the SMM of each block is initially emp-
tied. If v has more than t adjacent vertex, a Tiling is app-
lied. Once all the adjacent vertices of v has been processed,
a Reduction is applied in order to compute the relevance of
v. Obtained values are then copied to the CPU.

The pseudocode of cosine similarity function is shown
in Algorithm 2.

As it was mentioned before, the remaining steps of
OClustR were not implemented in CUDA because they are
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Algorithm 2: CUDA implementation of the rele-
vance function.

Input: G̃β weights threshold similarity graph,AIS(G̃β) is the
approximated intra-cluster similarity of G̃β

Output: relevance: relevance values of vertices
1 __shared__ float SMM [R][C] ; // R = C because block

are squared
2 int tid = threadIdx.x+ blockDim.x ∗ blockIdx.x;
3 if (tid < |V |) then
4 int tidy = threadIdx.y;
5 float sum = 0;
6 while (tidy < |Adj[tid]|) do

/* Checking if the density and compactness
conditions are met */

7 if (|Adj[tidy ]| ≤ |Adj[tid]|) then
8 sum+ = 1;

9 if (|AIS[tidy ]| ≤ |AIS[tid]|) then
10 sum+ = 1;

11 tidy +=R ; // Applying tiling technique

12 SMM [threadIdx.y][threadIdx.x] = sum;

/* Waiting that whole threats check density and
compactness conditions */

13 __syncthreads();
/* Applying reduction technique to calculate

relevance */
14 int i = R/2;
15 while (i ! = 0) do
16 if (threadIdx.y < i) then
17 SMM [threadIdx.y][threadIdx.x] +=

SMM [threadIdx.y + i][threadIdx.x];

18 __syncthreads();
19 i = i/2;

20 if (threadIdx.y == 0 && tid < |V |) then
21 relevance[tid] = 0;
22 if (|Adj[tid] > 0|) then

/* Dividing between the number of
adjacents of the current vertex */

23 relevance[tid] =
SMM [threadIdx.y][threadIdx.x]/(2 ∗ |Adj[tid]|);

more favored with a CPU implementation since they are
high memory consumption tasks.

3.2 CUDA-DClus algorithm

In order to update an already clustered collection when
changes take effect, in our case additions, DClustR first de-
tects, in the graph G̃β representing the collection, which
are the connected components that were affected by chan-
ges and then, it updates the cover of those components and
consequently, the overall clustering of the collection.

As it was stated in Section 2.2, the connected compo-
nents affected by additions are those containing at least one
added vertex. Thus, each time vertices are added to G̃β , in
addition to computing the similarity between these vertices
and those already belonging to G̃β in order to create the
respective edges, DClustR also needs to build from scra-
tch each affected connected component in order to update
their covers. In order to reduce the amount of informa-
tion DClustR needs to store in memory, CUDA-DClus pro-
poses to represent the graph G̃β using an array of partial
connected components, named ArrPCC , and two parallel
arrays. The first of these parallel arrays, named V , con-
tains the vertices in the order in which they were added to
G̃β . The second array, named PCV , contains the index

of the partial connected component to which each vertex
belongs. This new representation allows CUDA-DClus to
not need to rebuild the affected components each time the
collection changes, but keeping the affected components
updated each time vertices are added to the graph G̃β , with
no extra cost.

Let G̃β = 〈V, Ẽβ , S〉 be the thresholded similarity graph
representing the collection of documents. A partial con-
nected component (PCC) in G̃β is a connected subgraph
induced by a subset of vertices of G̃β . A partial connected
component is represented using two arrays: one array con-
taining the indexes the vertices belonging to that compo-
nent have in G̃β , and the other array containing the adja-
cency list of the aforementioned vertices.

The array of partial connected components representing
G̃β is built once while G̃β is being constructed. The stra-
tegy used by CUDA-DClus for this purpose is as follows.
In the first step, CUDA-DClus adds a vertex in V for each
document of the collection and then, PCV is emptied (i.e.,
it is filled with -1), meaning that the vertices do not be-
long to any PCC yet. In the second step, CUDA-DClus
processes each vertex vi ∈ V . If vi does not belong yet
to a PCC, CUDA-DClus creates a new PCC and it puts vi
in this component; when a vertex v is added to a PCC, the
index this PCC has in the array ArrPCC is stored in the
array PCV , at the entry referred to by the index v has in
array V ; this is the way CUDA-DClus uses to indicate that
now v belongs to a PCC. Following, CUDA-DClus com-
putes the similarity between vi and the vertices in Sucvi ,
using the strategy proposed by CUDA-OClus. Once these
similarities have been computed, CUDA-DClus visits each
vertex u ∈ Sucvi . If S(vi, u) ≥ β and u does not belong
to any PCC yet, then u is inserted in the PCC to which vi
belongs and the adjacency lists of both vertices u and vi
are modified in order to indicate they are similar to each
other; otherwise, if u already belongs to a PCC only the
adjacency lists of both vertices are modified. In this last
case, if the partial connected components to which both vi
and u belong are not the same, we will say that these partial
connected components are linked.

As an example, let G̃β be initially empty and D =
{d1, d2, . . . , d9} be the set of documents that will be added
to the collection. For the sake of simplicity, we will assume
that CUDA-DClus already added the documents in G̃β as
vertices and that the similarities existing between each pair
of documents are those showed in Table 1. Taking into ac-
count the above mentioned information, Figures 9, 10, 11
and 12 exemplify how CUDA-DClus builds the array of
partial connected components representing graph G̃β , for
β = 0.3.

As it can be seen from Figure 9, firstly CUDA-DClus
processes vertex v1 in order to build the first PCC. As the
result of the above process vertices v3 and v5 are added to
the first PCC, which is now constituted by vertices v1, v3
and v5. The second PCC is built when vertex v2 is pro-
cessed, see Figure 10; this component is finally constitu-
ted by vertices v2, v4 and v7. Afterwards, as it can be seen
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Vert./Vert. v1 v2 v3 v4 v5 v6 v7 v8 v9
v1 - 0 0.4 0 0.5 0 0 0 0
v2 0 - 0 0.4 0 0 0.5 0 0
v3 0.4 0 - 0.7 0.6 0.3 0 0 0
v4 0 0 0.7 - 0 0 0 0 0
v5 0.5 0 0.6 0 - 0 0 0 0
v6 0 0 0.3 0 0 - 0 0 0
v7 0 0 0 0 0 0 - 0 0
v8 0 0 0 0 0 0 0 - 0.5
v9 0 0 0 0 0 0 0 0.5 -

Table 1: Similarities existing between each pair of vertices
of the example.
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Figure 10: Processing vertex v2.

from Figure 11, when vertex v3 is being processed, CUDA-
DClus updates the first PCC by adding vertex v6 and upda-
ting the adjacency list of vertices v3 and v5; CUDA-DClus
also updates the second PCC by modifying the adjacency
list of vertex v4, which is similar to vertex v3. In this exam-
ple, these two partial connected components were joined by
a dash line in order to illustrate the fact that they are linked
since vertices v3, belonging to the first PCC, and v4, be-
longing to the second PCC, are similar. Finally, the third
PCC is created when CUDA-DClus processes vertex v8,
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Figure 11: Processing vertex v3.
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Figure 12: Processing vertex v8.

as it can be seen in Figure 12. The processing of vertices
v4, v5, v6, v7 and v9 does not affect the partial connected
components built so far, therefore, it was not included in
the example.

We would like to emphasize two facts about the above
commented process. The first fact is that, since this is the
first time the array ArrPCC representing G̃β is built, all
these components are already in system memory. The se-
cond fact is that if we put a PPC Pi ∈ ArrPCC into a
set QPi and then, iteratively we add to QPi all the linked
PCC of each PCC belonging to QPi , the resulting set is
a connected component. Proof is straightforward by con-
struction. Hereinafter, we will say that QPi is the con-
nected component induced by PCC Pi.

Once the array ArrPCC representing G̃β was built,
CUDA-DClus processes each of its partial connected com-
ponents in order to build the clustering. For processing
a PCC Pi ∈ ArrPCC that has not been processed in a
previous iteration, CUDA-DClus first builds QPi and then,
CUDA-DClus recomputes the relevance of the vertices be-
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longing to this component using the strategy proposed by
CUDA-OClus. Once the relevance of the vertices have
been recomputed, CUDA-DClus follows the same steps
used by DClustR for updating the covering and conse-
quently, the clustering ofQPi . Remaining steps of DClustR
were not implemented in CUDA because they are more fa-
vored with a CPU implementation. Once the clustering has
been updated, CUDA-DClus stores the existing partial con-
nected components in the hard drive, releasing in this way
the system memory.

Once G̃β changes due to the additions of documents to
the collection, CUDA-DClus updates the array ArrPCC
representing G̃β and then, it updates the current cluste-
ring. In order to update the array ArrPCC , CUDA-DClus
adds for each incoming document, a vertex in G̃β and
then, CUDA-DClus sets to -1 the entries that these verti-
ces occupy in PCV , in order to express that they do not
belong to any PCC yet. Let M = {v1, v2, . . . , vk} be the
set of added vertices. Afterwards, for processing a ver-
tex vi ∈ M , CUDA-DClus slightly modifies the strategy it
uses for creating the partial connected components. Now,
rather than computing the similarity of vi only with the ver-
tices that came after vi in V (i.e., Sucvi ), CUDA-DClus
also computes the similarity of vi with respect to the ver-
tices that belong to G̃β before the changes; that is, the si-
milarities are now computed between vi and each vertex in
Sucvi ∪ (V \M). Remaining steps are the same.

Let D1 = {d10, d11, . . . , d15} be the set of documents
that were added to the collection represented by graph G̃β ,
whose array of partial connected components was built in
Figure 9, and let v10, v11, . . . , v15 be the vertices that were
consequently added in G̃β by CUDA-DClus. For the sake
of simplicity, in the example it is assumed that none of the
vertices belonging to G̃β before the changes is similar to
the added vertices, with the only exception of v2 whose
similarity with v10 is 0.5. Table 2 shows the similarities
between each pair of the added vertices. Figures 13, 14, 15
and 16 show, assuming β = 0.3, how CUDA-DClus upda-
tes the array of partial connected components representing
G̃β after the above mentioned additions. In these figures,
vertices filled with light gray are those that were added to
the collection.

v10 v11 v12 v13 v14 v15
v10 - 0.4 0.3 0.6 0 0
v11 0.4 - 0 0.4 0 0
v12 0.3 0 - 0.4 0 0
v13 0.6 0.4 0.4 - 0 0
v14 0 0 0 0 - 0.5
v15 0 0 0 0 0.5 -

Table 2: Similarities existing between each pair of added
vertices.

As it can be seen in Figure 13, firstly, CUDA-DClus pro-
cesses vertex v10 and, as a result of this processing, another
PCC is created for containing vertices v10, v11, v12 and v13.
This new PCC was joined with the PCC determined by ver-
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Figure 13: Processing vertex v10.
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Figure 14: Processing vertex v11.

V

v
1

v
2

v
3

v
4

v
5

v
6

v
7

v
8

V
9

V
10

V
11

V
12

V
13

V
14

V
15

PC
V

0

1

0

1

0

0

1

2

2

3

3

3

3

-1

-1

0

1

2

3

4

5

6

7

8

9

10

11

12

13

14

v
1

v
5

v
3

v
2

v
4

v
7

v
6

v
8

v
9

7

8

8

7

0

2

4

5

2 4

0 3 4 5

0 2

2

1

3

6

3 6

1

1 2

v
10

v
12

v
11

v
13

9

10

11

12

9 12

10 11 12 1

9 12

9 10 11

Figure 15: Processing vertex v12.

tex v2, through a dash line, in order to reflect the fact that
they are linked since vertices v2 and v10 are similar. Furt-
hermore, as it can be seen in Figures 14 and 15, this fourth
PCC is updated when vertices v11 and v12 are processed, in
order to reflect the fact that they are similar to vertex v13.
Finally, a fifth PCC is created when vertex v14 is processed,



240 Informatica 42 (2018) 229–244 L.J. González-Soler et al.

V

v
1

v
2

v
3

v
4

v
5

v
6

v
7

v
8

V
9

V
10

V
11

V
12

V
13

V
14

V
15

PC
V

0

1

0

1

0

0

1

2

2

3

3

3

3

-1

-1

0

1

2

3

4

5

6

7

8

9

10

11

12

13

14

v
1

v
5

v
3

v
2

v
4

v
7

v
6

v
8

v
9

7

8

8

7

0

2

4

5

2 4

0 3 4 5

0 2

2

1

3

6

3 6

1

1 2

v
10

v
12

v
11

v
13

9

10

11

12

9 12

10 11 12 1

9 12

9 10 11

v
14

v
15

13

14

14

13

Figure 16: Processing vertex v14.

see Figure 16; this PCC contains vertices v14 and v15.
Once the array ArrPCC has been updated, CUDA-

DClus processes each new PCC following the same stra-
tegy commented above, in order to update the current clus-
tering. It is important to highlight that, different from when
ArrPCC was created, this time the partial connected com-
ponents loaded into the system memory are those belon-
ging to the connected components determined by each new
created PCC; the other partial connected components re-
main in the hard drive. Although in the worst scenario
an incoming document can be similar to all existing docu-
ments in the collection, generally similarity graphs are very
sparse so it is expected that the new representation pro-
posed by CUDA-DClus as well as the strategy it uses for
updating the array of partial connected components, help
CUDA-DClus to save system memory.

4 Experimental results
In this section, the results of several experiments done in
order to show the performance of the CUDA-OClus and
CUDA-DClus algorithms are presented. The experiments
were conducted over eight document collections and were
focused on: (1) assessing the correctness of the proposed
parallel algorithms wrt. their original non parallel versi-
ons, (2) evaluating the improvement achieved by the pro-
posed algorithms with respect to the original OClustR and
DClustR algorithms, and (3) evaluating the memory both
CUDA-DClus and DClustR consume when they are pro-
cessing the same collection. All the algorithms were imple-
mented in C++; the codes of OClustR and DClustR algo-
rithms were obtained from their authors. For implementing
CUDA-OClus and CUDA-DClus the CUDA Toolkit 5.5
was used. All the experiments were performed on a PC
with Core i7-4770 processor at 3.40 GHz, 8GB RAM, ha-
ving a PCI express NVIDA GeForce GT 635, with 1 GB
DRAM.

The document collections used in our experiments
were built from two benchmark text collections com-

monly used in documents clustering: Reuters-v2
and TDT2. The Reuters-v2 can be obtained from
http://kdd.ics.uci.edu, while TDT2 benchmark can be
obtained from http://www.nist.gov/speech/tests/tdt.html.
From these benchmarks, eight document collections were
built. The characteristics of these collections are shown in
Table 3. As it can be seen from Table 3, these collections
are heterogeneous in terms of their size, dimension and the
average size of the documents they contain.

Coll. #Docs. #Terms Terms/Docs.
Reu-10K 10000 33370 27
Reu-20K 20000 48493 41
Reu-30K 30000 59413 50
Reu-40K 40000 70348 58
Reu-50K 50000 74720 64
Reu-60K 60000 81632 69
Reu-70K 70000 91490 76
Tdt-65K 65945 114828 210

Table 3: Overview of the collections used in our experi-
ments.

In our experiments, documents were represented using
the Vector Space Model (VSM) [13]. The index terms of
the documents represent the lemmas of the words occurring
at least once in the collection; these lemmas were extracted
from the documents using Tree-tagger1. Stop words such
as: articles, prepositions and adverbs were removed. The
index terms of each document were statistically weighted
using their term frequency. Finally, the cosine measure was
used to compute the similarity between two documents [9].

4.1 Correctness evaluation

As it was mentioned before, the first experiment was fo-
cused on assessing the correctness of the proposed algo-
rithms. With this aim, we will compare the clusterings built
by CUDA-OClus and CUDA-DClus with respect to those
built by the original OClustR and DClustR algorithms, un-
der the same conditions. For evaluating CUDA-OClus we
selected the Reu-10K, Reu-20K, Reu-30K, Reu-40K and
Reu-50K collections; whilst for evaluating CUDA-DClus
we selected Reu-10K, Reu-20K and Reu-30K collections.
These collections were selected due to they resemble the
collections over which both OClustR and DClustR were
evaluated in [6] and [7], respectively.

In order to evaluate CUDA-OClus, we executed OClustR
and CUDA-OClus over the Reu-10K, Reu-20K, Reu-30K,
Reu-40K and Reu-50K collections, using β = 0.25 and
0.35. We used these threshold values as these values obtai-
ned the best results in several collections as reported in the
original OClustR [6] and DClustR [7] articles. Then, we
took the clustering results obtained by OClustR as ground
truth and we evaluateds the clustering results obtained by
CUDA-OClus in terms of their accuracy, using the FBcu-

1http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger
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bed [14] and the Normalized Mutual Information (NMI)
[15] external evaluation measures.

FBcubed is one of the external evaluation measures most
used for evaluating overlapping clustering algorithms and
unlike of other external evaluation metrics, it meets with
four fundamental constrains proposed in [14] (cluster ho-
mogeneity, cluster completeness, rag bag and cluster size
vs quantity). On the other hand, NMI is a measure of si-
milarity borrowed from information theory, which has pro-
ved to be reliable [15]. Both metrics take values in [0, 1],
where 1 means identical results and 0 completely different
results. In order to take into account the inherent data order
dependency of CUDA-OClus, we executed CUDA-OClus
twenty more times over the above mentioned collections,
for each parameter value, varying the order of their docu-
ments. Table 4 shows the average FBcubed and NMI va-
lues attained by CUDA-OClus for each selected collection,
using β = 0.25 and 0.35.

FBCubed
Threshold Reu-10K Reu-20K Reu-30K Reu-40K Reu-50K
β=0.25 0.999 0.999 1.000 0.998 1.000
β=0.35 0.999 1.000 1.000 1.000 0.999

NMI
Threshold Reu-10K Reu-20K Reu-30K Reu-40K Reu-50K
β=0.25 0.997 0.999 1.000 0.999 1.000
β=0.35 0.998 1.000 1.000 1.000 0.999

Table 4: Average FBcubed and NMI values attained by
CUDA-OClus for each selected collection.

As it can be seen from Table 4, the average FBcubed
and NMI values attained by CUDA-OClus are very close
to 1, meaning that the clusters CUDA-OClus builds are al-
most identical to those built by OClustR. The differences
between the clusterings are caused by the inherent data or-
der dependency of the algorithms and also because of the
different floating point arithmetic used by CUDA.

In order to asses the validity of CUDA-DClus, in the se-
cond part of the first experiment, we will compare the clus-
tering results built by CUDA-DClus with respect to those
obtained by DClustR. With this aim, we obtain a ground
truth by executing DClustR over the Reu-30K collection,
also using β = 0.25 and β = 0.35, and then, we pro-
cess Reu-20K and Reu-10K collections, in this order, as if
they were additions of documents to the collection. That
is, we are going to add the documents contained in Reu-
20K to the current collection (i.e., Reu-30K) and update
the clustering using DClustR and after that, we are goind
to add Reu-10K to the collection resulting from previous
additions (i.e., Reu-30K union Reu-20K) and update the
clustering again. We repeated the above mentioned exe-
cution under the same parameter configuration but using
CUDA-DClus instead of DClustR and afterwards. Then,
we take the results obtained by DClustR as ground truth
and we evaluate each of the three clustering results obtai-
ned by CUDA-DClus in terms of their accuracy, using the
FBcubed and NMI external evaluation measures. Like in
the first part of this experiment, we executed CUDA-DClus
twenty times under the above mentioned experimental con-

figuration, each time varying the order of the documents
inside the collections. Table 5 shows the average FBcu-
bed and NMI values attained by CUDA-DClus for each se-
lected collection, using β = 0.25 and 0.35.

FBCubed
Threshold Reu-30K Reu-30K+Reu-20K Reu-30K+Reu-

20K+Reu-10K
β = 0.25 0.999 0.995 0.998
β = 0.35 0.995 0.996 0.991

NMI
Threshold Reu-30K Reu-30K+Reu-20K Reu-30K+Reu-

20K+Reu-10K
β = 0.25 0.998 0.994 0.999
β = 0.35 0.997 0.998 0.995

Table 5: Average FBcubed and NMI values attained by
CUDA-DClus for each selected collection.

As it can be seen from Table 5, the average FBcubed
and NMI values attained by CUDA-DClus are very close
to 1, meaning that the clusters it builds are almost identical
to those built by DClustR. From this first experiment, we
can conclude that the speed-up attained by CUDA-OClus
and CUDA-DClus does not degrade their accuracy wrt. the
original non parallel versions.

4.2 Execution time evaluation
In the second experiment, we evaluate the time impro-
vement achieved by CUDA-OClus and CUDA-DClus with
respect to OClusR and DClustR, respectively. With this
aim, we execute both OClustR and CUDA-OClus over
Reu-10K, Reu-20K, Reu-30K, Reu-40K, Reu-50K, Reu-
60K and Reu-70K, using β = 0.25 and 0.35 and we mea-
sured the time they spent. Like in the previous experiment,
in order to take into account the data order dependency of
both algorithms, we repeated the above mentioned execu-
tions twenty times, for each collection and each parame-
ter configuration, but varying the order of the documents
of the collections. Figure 17 shows the average time both
OClustR and CUDA-OClus spent for clustering each se-
lected collection, for each parameter configuration.

As it can be seen from Figure 17, CUDA-OClus is fas-
ter than OClustR over each selected dataset and for both
values of β; for β = 0.25 and β = 0.35, CUDA-OClus
is respectively 1.26x and 1.29x faster than OClustR. It is
important to note from Figure 17 that as the size of the pro-
cessed collection grows, the difference in the time spent
for each algorithm also grows; this behavior shows how
well CUDA-OClus scale when the size of the collection
grows. We would like to highlight the fact that the speci-
fications of the computer used in the experiments provided
advantage to CPU-based algorithms over GPU-based algo-
rithms, since a Core i7-4770 processor at 3.40 GHz with
8GB RAM is superior to a PCI express NVIDA GeForce
GT 635, with 1 GB DRAM, which only has two streaming
processors and a limited memory. Hence, taking into ac-
count the execution model of a GPU, in which the grid
blocks are numerated and they distributed among all stre-
aming multiprocessors, which execute simultaneously one
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Figure 17: Time spent by OClustR and CUDA-OClus for
clustering the selected experimental datasets, using β =
0.25 and 0.35.

task over a specific block, then we expect that if we use
a powerful GPU with more streaming multiprocessor, the
difference between the processing time achieved by paral-
lel version and sequential version will be higher than the
one showed in this experiments.

In order to compare both DClustR and CUDA-DClus,
in the second part of the second experiment, we clustered
the Reu-50K collection using both algorithms and then, we
measured the time each algorithm spent for updating the
current clustering each time N documents of Tdt-65K col-
lection are incrementally added to the existing collection.
In this experiment we also used β = 0.25 and 0.35, and
we set N = 5000 and N = 1000 which are much grea-
ter values than those used to evaluate DClustR [7]. In or-
der to take into account the data order dependency of both
algorithms, the above mentioned executions were also re-
peated twenty times, for each collection and each parame-
ter configuration, but varying the order of the documents
of the collections. Figure 18 shows the average time both
DClustR and CUDA-DClus spent for updating the current
clustering, for each parameter configuration.

As it can be seen from Figure 18, CUDA-DClus has a
better behavior than DClustR, for each parameter configu-
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Figure 18: Time spent by DClustR and CUDA-DClus for
updating the current clustering, using β = 0.25 and 0.35,
for N = 5000 and 10000.

ration, when multiple additions are processed over the se-
lected dataset, showing an average speed up of 1.25x and
1.29x for β = 0.25, N = 5000 and β = 0.35, N = 5000
respectively. Moreover, it also showed an average speed
up of 1.19x and 1.26x for β = 0.25, N = 10000 and
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β = 0.35, N = 10000 respectively. As in the first part of
this experiment, it can be seen also from Figure 18, that the
behavior of CUDA-DClus, with respect to that of DClustR,
becomes better as the size of the collection grows; in this
way, we can say that CUDA-DClus also scales well as the
size of the collection grows.

4.3 Memory use evaluation
Although the spatial complexity of both algorithm is
O(|V |+

∣∣∣Ẽβ∣∣∣), the strategy CUDA-DClus proposes for re-

presenting G̃β should allow to reduce the amount of me-
mory needed to update the clustering each time the col-
lection changes. Thus, in the third experiment, we compare
the amount of memory used by CUDA-DClus against that
used by DClustR, when processing the changes performed
in the second experiment. The amount of connected com-
ponent loaded by both algorithms when they are updating
the current clustering after changes, is directly proportio-
nal to the memory used. Based on this, Figure 19 shows the
average number of connected components (i.e., Ave. NCC)
each algorithm load into system memory, when processing
the changes presented in Figure 18, for each parameter con-
figuration.

As it can be seen from Figure 19, CUDA-DClus consu-
mes less memory than DClustR, for each parameter con-
figuration, thereby hence resulting the memory usage of
CUDA-DClus is respectively 22.43% for β = 0.25 and
42.46% for β = 0.35 less than the one of DClustR. The
above mentioned characteristic, plus the fact that CUDA-
DClus is also faster than DClustR, makes CUDA-DClus
suitable for applications processing large document col-
lections.

We would like to highlight that in the worst scenario,
if the clustering of all the connected components needs to
be updated, all the partial connected components will be
loaded to system memory and thus, our proposed CUDA-
DClus and DClustR will have a similar behavior. Addi-
tionally, taking into account the results of experiments in
sections 4.1 and 4.2, we can conclude that the strategy pro-
posed for reducing the memory used by CUDA-DClus does
not include any considerable cost in the overall processing
time of CUDA-DClus or in its accuracy.

5 Conclusions
In this paper, we introduced two GPU-based parallel versi-
ons of the OClustR and DClustR clustering algorithms, na-
mely CUDA-OClus and CUDA-DClus, specifically tailo-
red for document clustering. CUDA-OClus proposes a stra-
tegy in order to speed up the most time consuming steps of
OClustR. This strategy is reused by CUDA-DClus in or-
der to speed up the most time consuming steps of DClustR.
Moreover, CUDA-DClus proposes a new strategy for re-
presenting the graph G̃β that DClustR uses for represen-
ting the collection of documents. This new representation
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Figure 19: Average number of connected components
DClustR and CUDA-DClus load into system memory
when they are updating the current clustering, using β =
0.25 and 0.35, for N = 5000 and 10000.

allows CUDA-DClus to reduce the amount of memory it
needs to use and also it helps CUDA-DClus to avoid re-
building the affected components each time the collection
changes but still keep them updated after each changes,
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with no extra cost.
The proposed parallel algorithms were compared against

their original versions, over several standard document
collections. The experiments were focused on: (a) as-
sess the correctness of the proposed parallel algorithms,
(b) evaluate the speed-up achieved by CUDA-OClus and
CUDA-DClus with respect to OClustR and DClustR, re-
spectively, and (c) evaluate the memory both CUDA-DClus
and DClusR consumes when they are processing changes.
From the experiments, it can be seen that both CUDA-
OClus and CUDA-DClus are faster than OClustR and
DClustR, respectively, and that the speed up these parallel
versions attain do not degrade their accuracy. The experi-
ments also showed that CUDA-DClus consumes less me-
mory than DClustR, when both algorithms are processing
changes over the same collection.

Based on the obtained results, we can conclude that both
CUDA-OClus and CUDA-DClus enhance the efficiency of
OClustR and DClustR, respectively, in problems dealing
with a very large number of documents. These parallel al-
gorithms could be useful in applications, like for instance
news analysis, information organization and profiles iden-
tification, among others. We would like to mention, that
even when the proposed parallel algorithms were specifi-
cally tailored for processing documents with the purpose
of using the cosine measure, the strategy they propose can
be easily extended to work with other similarity or distance
measures like, for instance, euclidean and manhattan dis-
tances.

As future work, we are going to explore the use in
CUDA-OClus and CUDA-DClus of other types of memo-
ries in GPU such as texture memory, which is a faster me-
mory than the one both CUDA-OClus and CUDA-DClus
are using now. Besides, we are going to evaluate both al-
gorithms over more faster GPU cards, in order to have a
better insight of the performance of both algorithms when
the number of CUDA cores are increased.
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Wireless sensor networks (WSNs) are often composed of a huge number of micro sensors. Low energy 

batteries and low processing capabilities characterize these tiny devices. The most critical challenge in 

these networks is the energy conservation. Hierarchical architecture with clustering of nodes is suitable 

for solution of many problems in the WSNs and has many benefits as energy efficiency, data aggregation 

and scalability. Low Energy Adaptive Clustering Hierarchy (LEACH) and its centralized version 

LEACH-C are the most popular hierarchical protocols. This paper proposes a cluster based routing 

protocol for WSNs, which is an improvement of LEACH-C. It is based on the weighted density center 

and energy criteria in the selection of the cluster heads (CH). The proposed protocol provides a 

significant increasing in network lifetime and more energy efficiency. The simulation results show that 

the proposed algorithm performs better than LEACH-C, Improved-LEACH and the Distance and 

Energy Aware LEACH (DE-LEACH) algorithms 

Povzetek: Prispevek predlaga protokol usmerjanja v brezžičnih senzorskih omrežjih (WSN) kot 

izboljšanje protokola LEACH-C. 

1 Introduction 
With the recent advancements in wireless 

communication and miniaturization technology, micro 

sensors have become possible and popular techniques in 

military, health, security, commercial and industrial 

applications [1-4]. These tiny sensors, dispersed in huge 

numbers and autonomous manner, have a capacity to 

form self-configured networks [5-6]. In Wireless Sensor 

Network (WSN) applications. Useful collected data by 

sensors from environment are then sent to the base 

station. Therefore, the most challenge of these devices is 

the energy conservation since they operate with limited 

non-rechargeable batteries. In large scale WSNs, 

clustering technique is usually used to provide 

effectiveness in energy saving and topology stability [7-

8]. In cluster-based protocols, nodes are regrouped in 

clusters in where a leader node is elected as a cluster 

head (CH). Each CH receives the data transmitted by the 

other node members of the cluster and in turn transmits 

them in aggregated form to the base station. So, the CH 

must be efficiently selected, as it is required to organize 

activities in cluster. These activities deal with data 

aggregation, monitoring and scheduling the cluster 

communication to optimize the energy of sensors and 

extend the network lifetime [3]. Several protocols have 

been proposed in literature [9-20] to optimize the 

operation of sensors and raise the network efficiency. 

Among these research works, the hierarchical protocols 

based on network division into clusters and election of a 

cluster leaders according to metrics are the mostly 

considered. The Low Energy Adaptive Clustering 

Hierarchy (LEACH) is the first and the most popular 

hierarchical protocol, which operates on rounds. In each 

round, two principal operations are performed. The first; 

called setup phase, concerns the creation of clusters and 

the election of their leaders. The second deals with the 

data transmission to the base station by the CHs [10]. 

The Low Energy Adaptive Clustering Hierarchy 

centralized (LEACH-C) is the centralized version of 

LEACH that operates in rounds as in LEACH and each 

round is divided into two phases: setup and steady state. 

It provides the energy conservation efficiency 

particularly in setup phase where it takes into account the 

energy level of sensors in selection of CHs, which is not 

considered in LEACH [11]. After these two popular 

protocols, many other approaches have been proposed 

and adopted. Some of them are based on LEACH [12-

15]. The Mobile-LEACH (M-LEACH) [12] is a multi-

hop version of LEACH, which uses a multi hop to send 

data to the base station. The Two Levels Low Energy 

Adaptive Clustering Hierarchy protocol (TL-LEACH) 

[13] uses two types of CHs: primary and secondary CH 

to ensure more reliability in the CH. The Improved-

LEACH [14] routing communication protocol for 

wireless sensor network proposes a vice cluster head for 

mailto:amira201015@hotmail.fr
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each cluster during the communication process.   The 

Distance and Energy Aware LEACH (DE-LEACH) [15] 

is an improved LEACH routing protocol for WSNs in 

where the network is divided into two parts according to 

the distance of sensors from the base station. In the other 

hand, several routing protocols based on fuzzy logic are 

proposed for the WSNs as Cluster Head Election 

mechanism using Fuzzy logic (CHEF) [16].This latter 

uses two fuzzy descriptors for CH election; the first is 

based on the residual energy and the second on the 

distance between nodes having the same radius r. This 

protocol operates on rounds. The Energy-aware 

Clustering Protocol using Fuzzy-logic (ECPF) [17] is 

another protocol based on fuzzy logic, which processes 

on three operations: initialization, processing and 

finalization. Other techniques are used for WSNs such as 

bio-inspired and heuristic-based algorithms. Among 

them are the Ant Colony Optimization (ACO), the 

Genetic Algorithms (GA) and the Particle Swarm 

Optimization (PSO). The ant colony optimization 

algorithms are among the most popular used techniques 

in the last few years. [18] Proposed an ACO, which uses 

a probabilistic approach to choose the best solutions. 

This approach is based on metrics and the most important 

one is the pheromone value, which is a variable that 

defines the quality of path. ’Ants’, in these protocols, are 

placed in each node transmitter. Many other protocols are 

proposed for WSNs and they have alternative objectives 

added to the energy as in [19] where its main goal is the 

network security. Scalable data coupled clustering for 

large-scale WSNs algorithm is proposed in [20] in order 

to improve and achieve high scalability of the network. 

To reduce the energy consumption and extend the 

lifetime of sensor network, many research works have 

proposed a multi-hop communication. However, in the 

multi-hop algorithms, the intermediate nodes routing 

cannot be avoided, which in turn may increase the energy 

consumption.  

In order to overcome this problem, the approach 

proposed in this paper considers a transmission mode in 

where the message is directly transmitted from the 

cluster members to the cluster head (CH). The CH 

election is based on the energy criteria and weighted 

density center (WDC) of cluster nodes. The WDC idea 

reduces significantly the communication distances 

among nodes. Consequently, the energy conservation is 

enhanced. 

This approach is inspired from LEACH-C protocol. 

However, when selection of CH is considered, the WDC 

algorithm chooses the nearest point to all nodes in the 

cluster and it is elected as cluster head. Then, the data 

transmission from the nodes of the cluster to the CH is 

carried out in a single hop and over a short distance. This 

mode of transmission avoids losses due to long node 

transmissions and reduces the number of paths and 

energy consumption in the WSN. 

The rest of this paper is organized as follows: section 

2 describes the network model. Section 3 deals with the 

energy model. Section 4 presents a description of the 

proposed algorithm. Sections 5 and 6 present 

respectively the simulation results and the conclusion. 

2 The network model  
The following properties are used to model a sensors 

region: 

 The sensor nodes and the base station are assumed 

stationary once they are deployed in the 

environment. 

 The base station is static, and its location is 

initially known. 

 Wireless sensor network includes homogeneous 

sensor nodes. 

 Initially, all sensor nodes have the same amount 

of energy. 

 The base station is not limited in terms of energy, 

memory and computing power. 

 The nodes are eligible to determine its current 

energy level and location information through 

GPS service. 

 All the sensor nodes are immobile and having 

fixed node identification. 

 Data aggregation is done at the CH node. 

The following figure (Figure 1) shows the initial 

network vision: 

3 The energy model  
The energy consumption model, which is used in the 

proposed protocol, is presented figure 2. It is the same 

radio model, which is used in LEACH-C [10]. The 

transmitter dissipates energy for a transmission of k-bits 

data, which is given by equation 1 

𝐸𝑡𝑥 (𝑘, 𝑑)  = {
𝐸𝑒𝑙𝑒𝑐 × 𝑘 + 𝐸𝑎𝑚𝑝 × 𝑘 × 𝑑2 , 𝑑 < 𝑑0

𝐸𝑒𝑙𝑒𝑐 × 𝑘 + 𝐸𝑎𝑚𝑝 × 𝑘 × 𝑑4 , 𝑑 ≥ 𝑑0
    (1) 

Where 

𝐸𝑡𝑥 (𝑘, 𝑑) : Transmitter dissipated energy  

𝐸𝑒𝑙𝑒𝑐 : Electronic devices energy 

𝐸𝑎𝑚𝑝 : Power amplifier 

d: Transmission distance   

d0: is the threshold distance that depends on the 

environment.  

k: is the number of transmitted bits. 

 
Figure 1: Network Model. 
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For receiving of 𝑘-bits data by each sensor node, 

the receiver-dissipated energy 𝐸𝑟𝑥  is given by 

equation 2 

𝐸𝑟𝑥(𝑘, 𝑑) =  𝐸𝑒𝑙𝑒𝑐 × 𝑘                                                        (2) 

4 The proposed WDC-LEACH-C 

clustering protocol 
The proposed protocol called Weighted Density Center 

Clustering Protocol based on LEACH-C (WDC-LEACH-

C) operates in several rounds; each round is divided into 

two phases. The first is the setup phase, which consists of 

the cluster formation, CHs election and the scheduling 

transmission of nodes in each cluster.  The scheduling is 

created by using a Time Division Multiple Access 

(TDMA) protocol. The CHs election is based on metrics: 

initial energy, residual nodes energy and the distance’s 

criteria. This important latter parameter is managed by 

the WDC of nodes in the same cluster. Therefore, the 

message is directly transmitted from the cluster 

member’s to the cluster head (CH). The criteria of WDC 

is not considered in LEACH-C, Improved-LEACH and 

DE-LEACH. When the setup phase is completed, the 

second phase (steady state) begins by a data collecting, 

aggregation and transmission to the base station. WDC-

LEACH-C follows a strategy of clustering in setup phase 

basing on the remaining energy of sensors, distances 

among nodes and a single hop communication. The 

proposed protocol minimizes the communication 

distance and the number of transmission routes and 

consequently reduces the energy consumption. Figure 3 

shows a comparison between a multi-hop communication 

and a WDC single-hop communication in terms of paths. 

The proposed protocol is working as follows: 

Initially, after deployment of nodes in harsh 

environments, each sensor sends its information (local 

information and energy level) to the remote BS. Note 

that the periodicity of these initial packets is ignored in 

simulation time. After receiving this information, a 

division of network into equal regions is carried out to 

form balanced clusters in terms of nodes number. Once 

the clusters are formed, a CH should be chosen from 

each cluster. CH should be the node, which holds the 

highest energy and the closest to the cluster nodes. The 

selection of CH is done in the following manner: 

- Computing the average separation distance 𝑑𝑎𝑣𝑔
(𝑖)

 

from any node i to all nodes of the same cluster 

using the equation (3) 

𝑑𝑎𝑣𝑔
(𝑖)

=
1

𝑛
∑ 𝑑𝑖𝑗

𝑛

𝑗=1
𝑖≠𝑗

                                       (3) 

Where 

𝑑𝑎𝑣𝑔
(𝑖)

: is the average distance 

𝑑𝑖𝑗: is the distance from the node i to the node j 

𝑛      : is the total number of cluster nodes. 

- Choosing the node placed at the center of gravity of 

the cluster. We call it the weighted density center 

node (WDC) in equation (4) : 

𝑑𝑊𝐷𝐶 = min{𝑑𝑎𝑣𝑔
(𝑖)

}
𝑖=1

𝑛

                              (4) 

- Selection of nearest nodes to WDC to constitute 

group G: this can be done by performing the 

following test  

{ 

Init G=0; 

For (i=1…n)   

If   𝑑𝑎𝑣𝑔
(𝑖)

<𝑑𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑  then 

        𝐺 = 𝐺 + 1; 
End 

} 

Where 𝑑𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑  is approached by the 

following formula that selects the perfect group 

G in each cluster 

𝑑𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 =  
𝑑𝑊𝐷𝐶 +  

1
𝑛

∑ 𝑑𝑎𝑣𝑔
(𝑖)𝑛

𝑖=1

2
          (5) 

- Among a group G, selection of the most energized 

node to be the cluster head (CH). This is done in the 

following way: 

1- Computation of the probability of the 

remaining energy for each node in a group G. 

                𝑃𝑗 =  
𝐸𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙

(𝑗)

𝐸
𝑖𝑛𝑖𝑡𝑖𝑎𝑙
(𝑗)                    𝑗 ∈

𝐺                    (6) 

2- Choosing the node among G that has a 

maximum energy. This can be done by (7) 

𝐸𝑚𝑎𝑥 = 𝑚𝑎𝑥{𝑃𝑗}
𝐺

𝑗=1
                                       (7) 

 
Figure 2: Radio energy model [10]. 

 
Figure 3: Number of paths in multi-hop and WDC 

single-hop communication. 
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The CH is chosen to be the node j that has a 

maximum energy.  

The figures 4 and 5 depict the WDC operations and 

the CH election, and the figure 6 shows the general 

Flowchart of clustering and CHs election. 

 

 

Figure 4: WDC calculation. 

 

       Figure 5: CH selection. 
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Figure 6: Flowchart of the clusters formation and CHs 

election in WDC-LEACH-C.    

5 Simulation and results 
In this section, the simulation process is carried out on 

WSNs with 100 nodes where the following parameters 

(Table 1) are used: 

In order to validate the performance of the proposed 

WDC-LEACH-C algorithm, a comparison with LEACH-

C, Improved-LEACH (Impro-LEACH in figures) and 

DE-LEACH algorithms has been done. In this 

comparison, five important metrics are considered: 

1- Network lifetime: the network lifetime can be defined 

by three ways 

FND (First Node Died): is also called stability period, 

this is the time interval between the start of 

simulation and the death of the first node. 

HLD (Half Node Died): is the time between the start 

of simulation and the time of death of the half of 

nodes. 

Start 

Send information of each node        

(X, Y, E) to the Base Station 

Division of network into zones 

Calculate the weighted density 

center WDC of each zone 

Select nearest nodes to the 

WDC 

Select among the group G a 

node that has more energy as 

CH 

Node i near 

to the WDC Ignore the node i 

Node belongs to G 

 

End 

Parameters Values 

Simulation area (100 m× 100 m) 

Network size 100 sensors 

BS Location (50,50) 

Initial Energy  2 joules 

Minimum Energy 0.001 joule 

Maximum duration of 

the simulation 

3600 seconds 

Data packet size  25 Bytes 

Table 1: Simulation parameters. 
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LND (Last Node Died): is the time between the start 

of simulation and the time of death of the last 

node. 

2-  Number of alive nodes per round: this will measure 

the number of alive nodes in each round.  

3-  Consume energy: represents the energy consumption 

of nodes over simulation rounds. The main objective 

of routing protocols is to save the energy of sensors 

because if the sensor node runs out of energy then it 

will be dead and its life will be over too, so energy is 

the key factor needed to be considered in WSNs. 

4- The quantity of data received by the BS is measured 

in Bytes. 

5- Each data packets received by the BS corresponds to 

25 Bytes. The periodicity of these packets is ignored 

in simulation time because our clustering algorithm 

does not include periodic transmissions to the base 

station as in LEACH –C algorithm. 

Figure 7 represents the network lifetime in which 

FND, HND and LND are shown for the LEACH-C, 

Improved-LEACH, DE-LEACH and for the proposed 

protocol WDC-LEACH-C. Seen from this figure, death 

time of the first, half and last nodes in WDC-LEACH-C 

is latter than that in LEACH-C, Improved-LEACH, and 

DE-LEACH. Therefore, the WDC-LEACH-C provides a 

better long life for the network due to the minimization 

of the number and length of routes, which optimizes the 

energy consumption of sensors. 

Figure 8 shows the number of alive nodes per round 

in network. As we can see from this figure; the vanishing 

of alive nodes is decreasing slowly in the proposed 

algorithm WDC-LEACH-C, compared to LEACH-C, 

Improved-LEACH and DE-LEACH algorithms.When all 

nodes run out of energy in LEACH-C, Improved-

LEACH and DE-LEACH, nodes in WDC-LEACH-C can 

still run for several additional rounds. Consequently, the 

network stability and life time in the proposed algorithm 

is much better with respect to DE-LEACH, Impro-

LEACH and LEACH-C algorithms. 

 

Figure 8: Number of alive nodes. 

Figure 9 illustrates the energy consumption of nodes 

in network. Observed from this figure, we can obtain that 

our proposed protocol WDC-LEACH-C consumes less 

energy than LEACH-C, Improved-LEACH and DE-

LEACH algorithms over the simulation rounds. This can 

be explained by the fact that the proposed algorithm 

provides better clustering and a good choice of CH. 

Since the CH is the WDC node, short transmission 

distances are used. Thus, network performance has been 

greatly improved. 

 

Figure 9: Energy consumption of nodes over  

simulation rounds. 

Figure 10 shows the amount of data received by the 

base station. As shown in figure 10, the amount of data 

received by the base station is much greater in the 

proposed protocol compared to DE-LEACH, Impro-

LEACH and LEACH-C. 

 

Figure 7: Network lifetime. 
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Figure 10: Quantity of data received by the BS. 

Figure 11 shows that the total number of packets sent 

to the base station is higher in WDC-LEACH-C  

compared to DE-LEACH, Improved-LEACH and 

LEACH-C algorithms. These results include initial 

packets of energy and GPS position 

 

Figure 11: Number of packets received by the BS. 

Table 2 summarizes the obtained results. As we can 

see from this table, the WDC-LEACH-C outperforms the 

other algorithms. This performance is in terms of energy 

consumption, prolonging network lifetime, data and 

received packets by the BS. 

6 Conclusion 
In this paper, WDC-LEACH-C a single hop 

communication protocol for homogenous WSNs is 

proposed. The developed algorithm is based on the 

weighted density center (WDC) of cluster nodes and on 

the residual energy in the selection of cluster head (CH).  

WDC-LEACH-C algorithm ensures better energy saving 

and a prolonging lifetime of the network compared to 

LEACH-C, Improved-LEACH and DE-LEACH 

algorithms.  
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In this position paper, we present a brief overview of the ways topological tools, in particular persistent
homology, has been applied to machine learning and data analysis problems. We provide an introduction
to the area, including an explanation as to how topology may capture higher order information. We also
provide numerous references for the interested reader and conclude with some current directions of rese-
arch.

Povzetek: V tem članku predstavljamo pregled topoloških orodij, predvsem vztrajno homologijo, ki je upo-
rabna na področju strojnega učenja in za analizo podatkov. Začnemo z uvodom v področje in razložimo,
kako topologija lahko zajame informacije višjega reda. Članek vsebuje tudi reference na pomembna dela
za zainteresiranega bralca. Zaključimo s trenutnimi smernicami raziskav.

1 Introduction

Topology is the mathematical study of spaces via connecti-
vity. The application of these techniques to data is aptly na-
med topological data analysis (TDA). In this paper, we pro-
vide an overview of one such tool called persistent homo-
logy. Since these tools remain unfamiliar to most computer
scientists, we provide a brief introduction before providing
some insight as to why such tools are useful in a machine
learning context. We provide pointers to various successful
applications of these types of techniques to problems where
machine learning has and continues to be used.

We begin with a generic TDA pipeline (Figure 1). The
input is a set of samples, usually but not always embedded
in some metric space. Based on the metric and/or additio-
nal functions (such as density), a multiscale representation
of the underlying space of data is constructed. This goes
beyond considering pairwise relations to include higher-
order information. Persistent homology is then applied.
This is a tool developed from algebraic topology, which
summarizes the whole multiscale representation compactly
in the form of a persistence diagram. This compact repre-
sentation can then be applied to various applications.

The goal of this paper is to provide a brief overview and
introduce the main components in the TDA pipeline.

2 Simplicial complexes

Representations of the underlying space are built up simple
pieces glued together. There are many different approaches
to this, however the simplest is perhaps the simplicial com-
plex. A simplex is the convex combination of k points. A

† ARRS Project TopRep N1-0058

s s s

Machine	
Learning	
Algorithms
(e.g.	SVM,	

clustering,	etc.)

Figure 1: The TDA pipeline - taking in a points in in sime metric
space along with potentially other information, the data is turned
into a compact representation called a persistence diagram. This
summary can then be input into machine learning algorithms rat-
her than the raw point cloud.

single point contains only itself, an edge is the convex com-
bination of two points, three points make a triangle, four
points a tetrahedron and so on (see Figure 2). More gene-
rally, a k-dimensional simplex is the convex combination
of (k + 1) points. Just as an edge in a graph represents a
pairwise relationship, triangles represent ternary relations-
hips and higher dimensional simplices higher order relati-
ons. A graph is an example of a one-dimensional complex,
as it represents all pairwise information - all higher order
information is discarded. As we include higher dimensi-
onal simplices, we include more refined information yiel-
ding more accurate models. Note that these models need to
not exist in an ambient space (i.e. may not be embedded),
but rather represents connectivity information. The geome-
tric realization of simplicial complexes has a long history
of study in combinatorics but we do not address it here.

There are three main obstacles to this type of modeling.
The first is lack of data. While it may be counterintui-
tive, in the age of big data we are often still faced with
a lack of data. This is due to the non-uniformity and non-
homogeneity of data. It may not make sense to consider 10-
way relationships, if this data is only available for a small
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Figure 2: Simplicies come in different dimension. From left to
right, a vertex is 0-dim, an edge is 1-dim, a triangle 2-dim and a
tetrahedron is 3-dim.

subset of data. The second is computation. As we consi-
der higher order relationships, there is often a combinato-
rial blow-up as one must consider all k-tuples, leading to
preprocessing requirements which are simply not feasible.
The final obstacle is interpretability. While we can under-
stand a simplex locally, understanding the global structure
becomes increasingly challenging.

This is the starting point for the tools we discuss below.
Much of the effort of machine learning on graphs is trying
to understand the qualitative properties of an underyling
graph. This is often done by computing statistical features
on the graph: degree distributions, centrality measures, di-
ameter, etc. To capture higher order structure, we require
a different set of tools. First, we note that a collection of
simplices fit together. Just as in a graph, edges can only
meet at an edge, simplices can only be glued together al-
ong lower dimensional simplices, e.g. triangles meet along
edges or at a vertex. This represents a constraint on how
simple building blocks (e.g. simplices) can be glued toget-
her to form a space. While this does not seriously limit the
resulting spaces which can be represented, it does give us
additional structure.

The starting point for the introduction is to describe the
gluing map, called the boundary operator. For each k-
simplex it describes the boundary as a collection of k − 1
simplices. For example, the boundary of an edge consists
of its two end points, the boundary of a triangle consists
of its three edges (Figure 3). This can be represented as
a matrix with the columns representing k-simplices and
the rows k − 1 simplices, which we denote ∂k. The k-
dimensional homology can be defined as

Hk =
ker ∂k
im ∂k+1

The kernel is simply the collection of k-simplices which
form the nullspace of the matrix which correspond to cycles
(note that this agrees with the notion of graph-theoretic cy-
cles). We the disregard all such cycles which bound regions
filled-in by higher dimensional simplices. What remains
is the numner of k-dimensional holes in the space. Spe-
cifically, 0-dimensional homology corresponds to the num-
ber of connected components, 1-dimensional homology the
number of holes and so forth. The k-th Betti number, βk
is the number of independent such features. This is analo-
gous to the rank of a matrix describing the number of basis
elements a vector space has. This yields a qualitative des-
cription of the space. For a more complete introduction to
homology, we recommend the book by Munkres [24] or the
more advanced book by Hatcher[18]. An alternative intor-

Figure 3: Simplicies are glued together in a specific way with
each simplex is glued to lower dimensional simplices, called its
boundary. Here we show an edge has 2 verticies as its boundary
and a triangle has three edges as its boundary.

duction which also includes persistent homology (descri-
bed in the following section) can be found in Edlesbrunner
and Harer[13]. Our goal here is to point out the intuition
behind simplicial complexes and one approach to descri-
bing them qualitatively. We do note that the algorithms and
implementations are readily available [2, 19, 25, 23] and
can often be interpreted through linear algebra.

3 Persistent homology

One problem with homology and topological features in
general is that they are unstable. Adding a point to a space
changes the number of components and the correspoding
Betti number. This would make it seems as though this
technique were not suitable for the study of data. A key
insight from [14, 39], is that we need not look at a single
space but rather a sequence of spaces, called a filtration.
This is an increasing sequence of nested spaces, which ap-
pears often when dealing with data.

∅ ⊆ X0 ⊆ X1 ⊆ . . . ⊆ XN

For example a weighted graph can be filtered by the edge
weights. Perhaps the most ubiquitous example is a finite
metric space, where the space is a complete graph and the
weights are distances. This occurs whenever the notion of
a “scale" appears, Persistent homology is the study of how
qualitative features evolve over parameter choices. For ex-
ample, the number of components is monotonically decre-
asing as we connect points which are increasingly far away.
This is in fact precisely single linkage clustering. Higher
dimensional features such as holes can appear and disap-
pear at different scales.

The key insight is that the evolution of features over pa-
rameter choices can be encoded compactly in the form of a
barcode or persistence diagram (Figure 4). We do not go
into the algebraic reasons why this exists, rather we con-
centrate on its implications. An active research area has
been to extend this to higher dimensional parameter spaces
[6, 22, 34], but has remained a challenging area. We refer
the reader to [13] for introductions to persistent homology
and its variants. For the next section, rather than consider a
persistence diagram rather than a barcode. Here each bar is
mapped to a point with the starting point of the bar as the
x-coordinate and the end point as the y-coordinate.
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Consider a function on a simplicial complex, f :
K → R where we define the filtration as the sublevel
set f−1(−∞, α]. That is, we include all simplices with
a lower function value. As we increase α, the set of sim-
plicies with a lower function value only grows, hence we
only add simplices. Therefore, we obtain an increasing
sequence of topological spaces, i.e. a filtration. Define
Xα := f−1(−∞, α], then

Xα1
⊆ Xα2

⊆ · · · ⊆ Xαn
α1 ≤ α2 ≤ · · · ≤ αn

As another example in a metric space, we include all edges
which represent a distance less than α. Consider a pertur-
bed metric space, giving rise to a different function g. The
following theorem establishes stability - that if the input (in
this case, the function) does not change much, the output
should not change much.

Theorem 1 ([11]). LetK be two simplicial complexes with
two continuous functions f, g : X → R. Then the persis-
tence diagrams Dgm(f) and Dgm(g) for their sublevel set
filtrations satisfy

dB(Dgm(f),Dgm(g))) ≤ ||f − g||∞.

where Dgm(·) represents the persistence diagram (i.e. a
topological descriptor which is a set of points in R2) and
dB(·) represents bottleneck distance. This is the solution
to the optimization which constructs a matching between
the points in two diagrams which minimizes the maximum
distance between matched points. While it is difficult to
overstate the importance of this result, it does have some
drawbacks. In particular the bound is in terms of the ∞-
norm which in the presence of outliers can be very large.
Recently this result has been specialized to Wasserstein sta-
bility, which is a much stronger result (albeit in a more li-
mited setting).

Theorem 2 ([36]). Let f, g : K → R be two functions.
Then Wp(Dgm(f),Dgm(g)) ≤ ‖f − g‖p.

Wasserstein distance is common in the machine learning
and statistics literature as it is a natural distance between
probability distributions. This recent result indicates that
the distances between diagrams is indeed more generally
stable and so suitable for applications. Stability has be-
come an area of study in its own right and we now have a
good understanding of the types of stabilty we can expect.
The literature is too vast to list here so we limit ourselves
to a few relevant pointers [3, 8].

4 Topological features
Here we describe some applications of persistence to ma-
chine learning problems. The key idea is to use persistence
diagrams as feature vectors as input further machine lear-
ning algorithms, There are several obstacles to this. The
most important is that the space of persistence diagrams
is quite pathological. The first approach to move around

this are persistence landscapes [4]. This lifts persistence
diagrams into a Hilbert space which allows them to be fed
into most standard machine learning algorithms. This has
been followed up by rank functions [33], as well as several
kernels [30], More recently, there has been work on lear-
ning optimal functions of persistence diagrams using deep
learning [20].

There has also been significant work on the statistical
properties of persistence diagrams and landscapes [16], in-
cluding bootstrapping techniques [9].

These techniques have been applied to a number of ap-
plication areas. Perhaps most extensive is in geometry pro-
cessing. Combined with local features such as curvature or
features based on heat kernels, different geoemtric struc-
ture can be extracted including symmetry [26], segmenta-
tion [35], and shape classification and retrival [7].

Another application area where persistence diagrams
have been found to be informative are for biology, especi-
ally for protein docking [1] and modelling pathways in the
brain [17]. The final application area we mention is ma-
terial science. This is an area where machine learning has
not yet been applied extensively. Partially due to the fact
that the input is of a significantly different flavor than that
which is typical in machine learning. For example, stan-
dard image processing techniques do not work well with
scientific images such as electron microscope images. By
using topological summaries, the relevant structure is well-
captured [32, 21]. This area is still in the early stages with
many more exciting developments expected.

We conclude this section by noting that persistence di-
agrams are not the only topological features which have
been applied. Originally, the Euler curve was applied to
fMRIs [38]1. This feature has been extensively studied in
the statistics literature, but is provably less informative than
persistence diagrams - although it is far more computatio-
nally tractable. In addition to fMRI, it has been applied to
various classification problems [31].

5 Other applications
In additon to providing a useful summary and features for
machine learning algorithms, a second direction of inte-
rest is the map back to data. This inverse probelm is very
difficult and can often be impossible in general. Nonethe-
less, the situation is often not as hopeless as it would seem.
Some of the first work in this direction is re-interpreting
single linkage clustering through the lens of persistence
[10]. While it is well known that single linkage clusters are
unstable, it is possible to use persistence to show that there
exist stable parts of the clusters and a “soft" clustering al-
gorithm can be developed to stabilize clusters, where each
data point is assigned a probability that it is assigned to a
given cluster. A current direction of research is to find simi-
lar stable representations in the data for higher dimensional
structures (such as cycles).

1We note that this is where the term topological inference first used
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Figure 4: Persistence in a nutshell. Given input points (left), we compute a barcode (middle). which shows how long features live.
The red shows the lifetimes of when components merge, while the blue bars show 1-dimensional holes. We can map each bar to a point
by taking the start and end as the x and y coordinates respectively giving us the persistence diagram (right). Here we see that the big
whole in the middle of the data set appears as a prominent feature (the blue dot far from the diagonal on the right).

A related problem is one of parameterization. That is,
find intrinsic coordinates describing the data, extending
successful techniques in dimensionality reduction, This in-
cludes linear methods such as PCA and MDS as well as
non-linear methods such as ISOMAP and LLE. The first
such work coordinizaed the space of textures using a Klein
bottle as the underlying model [28] - a topological model
found a few years prior [5]. This was however built by
hand. The first class of general methods is first to map ci-
crular coordinates to data [12]. This is particularly useful
when dealing with recurrence in time-varying systems. Re-
currence (including periodicity) is naturally modeled by an
angle, Combining persistence with least-squares optimiza-
tion provides an automatic pipeline to finding such coor-
dinates. This was applied to characterizing human moti-
ons such as different walks and other activities [37]. Furt-
her work has shown how to construct coordainte systems
for higher dimensional structures based on the projective
plane [27].

The final direction we consider is to encode topological
constraints in machine learning algorithms. In [29] topo-
logical priors were used to aid in parameter selection. For
example, the reconstruction of a racetrack should have one
component and one hole (the main loop). Computing the
persistence with respect to a reconstruction parameter (e.g.
bandwith of a kernel) can allow us to choose a parameter
value where the reconstruction has the desired topological
“shape." The encoding of topological constraints is still in
the very early stages but has the potential to provide a new
type of regularization to machine learning techniques.

6 Discussion

Topological data analysis and applications of topology are
still in their early stages. Various efforts to bridge the gap
between algebraic topology and statistics (and probability)
has made rapid progress over the last few years which has
culminated in a dedicated R-package [15]. At the same
time, increasingly efficient software exists for computing
persistent homology exists, where now it is feasible to con-

sider billions of points in low dimensions. This is increa-
singly bridging the gap between theory and practice.

The area has undergone rapid development over the last
10 years and is showing no signs of slowing down. In terms
of theory, the primary question drinving the community is
the notion of multi-dimensional or multi-parameter persis-
tence, where the computational obstacles are much more
daunting. Nonetheless, progress is being made. Success
promises to further reduce the need and dependence on pa-
rameter tuning.

The combination of deep learning techniques with to-
pological techniques promises to provide new areas of ap-
plications as well as potentially performance. These met-
hods are primarily complementary allowing them to build
on each other. In conclusion, while obstacles remain, the
inclusion of topological techniques into the machine lear-
ning toolbox is rapidly making progress.
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With the rapid development of mobile networks, mobile learning, as a new learning form, is gradually 

accepted by people. Based on the Android mobile platform, this paper designed a spoken English 

training system that could be applied to mobile network equipment from the aspects of speech 

recognition, pronunciation scoring and function setting. Based on the characteristics of the Android 

system, this paper selected the MEL cepstrum coefficient as the feature parameters to speech 

recognition, and introduced the dynamic time neat algorithm as the matching algorithm of the speech 

recognition pattern to make speech recognition more suitable for mobile Internet devices. Besides, the 

voice formant was used as a reference for oral scores and the scoring method based on single reference 

template was adopted. Finally, the spoken English training system was developed under the eclipse 

integration environment. The test results showed that the success rate of voice input was over 98%, and 

the accuracy rate of spoken voices of monophthong words, diphthong words and polysyllabic words was 

97.15%, 94.96% and 93.62% respectively, suggesting that the system could accurately input and score 

English learners’ spoken English, and assist English pronunciation. 

Povzetek: Prispevek se ukvarja z mobilnim učenjem angleščine na sistemih z Androidom.. 

1 Introduction 
With the deepening of economic globalization, 

communication between China and other counties has 

become increasingly frequent. Therefore English which 

is the most extensively applied language worldwide has 

gradually been an indispensable tool in daily life and 

work, and moreover many English training institutions 

and learning tools have emerged. But the traditional 

learning mode, i.e. face-to-face teaching mode in training 

institutions, usually cannot achieve a good result in 

spoken English, which contributes to the large difference 

of pronunciation between English and Chinese. People 

who grow up in Chinese environment will make the 

mistake of pronunciation unconsciously when learning 

oral English. Moreover English teachers who have 

correct pronunciation and are able to guide pronunciation 

are lack of in China. Time and environment for spoken 

English practice are also not enough. 

With the rapid development of mobile information 

technology, mobile network terminals such as 

smartphone and panel personal computer have almost 

covered every aspect of our life. Smartphone based oral 

English training software is more convenient and 

practical compared to the traditional teaching mode and 

can effectively avoid the shortcomings of the traditional 

teaching mode. Mobile network device based mobile 

learning has been extensively studied. Wang et al. [1] 

found that computer corpus based teaching mode was 

more effective than the traditional teaching mode. 

Alamer et al. [2] designed and develop mobile Web 

technology and API based lightweight language learning 

management system. The system aimed to allow 

language students to view and download learning content 

on their phones and complete interactive tasks designed 

by teachers. Milutinovic [3] et al. proposed a mobile 

adaptive language learning model, whose main goal was 

to improve the mobile language learning process using 

adaptive technology. The proposed model was designed 

to take advantage of unique opportunities to transfer 

learning content in real learning situations. Taking 

Android smartphone as the application platform, this 

study aimed to build an intelligent spoken English 

training system that could be used on mobile network 

devices. 

2 Mobile learning 
Mobile learning [5] refers to the use of portable 

mobile communication equipment and technology so that 

learners can choose their preferred way to study any time 

and place. Compared with the time fixed English 

classroom learning mode, mobile learning has 

extensiveness, timeliness and interactivity features, 

giving learners a more relaxed and pleasant learning 

experience. In addition, the multimedia combination of 

audio, text, video, image and animation makes mobile 

learning more vivid. Mobile language learning enables 
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learners to have more learning options, to make full use 

of fragmented time, and to be efficient and flexible. 

3 Intelligent spoken English training 

system design 

3.1 Speech recognition 

3.1.1 Speech signal preprocessing 

(1) Speech signal digitization  

Speech signal can be analyzed and processed by 

computer through digital conversion. This paper uses the 

headset of Android phone as the input device of voice 

signal, and uses the Audio Record Wizard [6] of Android 

system to collect the underlying data. According to 

Nyquist frequency theorem, the sampling frequency of 

7000 Hz is used to collect the speech signal. 

(2) Pre-emphasis 

In order to eliminate the influence of mouth and nose 

radiation, speech signals are usually pre-emphasized by a 

first-order high-pass filter [7]. Pre-emphasis refers to 

improving the resolution of the high-frequency part of 

speeches by emphasizing the high-frequency part of 

speeches based on the difference between signal 

properties and noise properties. Usually pre-emphasis is 

realized using first-order FIR high-pass digital filter [16]. 

The formula used by the filter is shown below. 

  11 εH x x  ,                                             (1) 

Where ε refers to the pre-emphasis coefficient and is 

set to 0.98 in this study. Set the speech signal at the nth 

time point to be  ns , then the weighted signal is: 

     2 ε 1s n s n s n    ,                               (2) 

Where  ns2  refers to the speech signal after pre-

emphasis and  1ns refers to the last filter output value.  

(3) Windowing processing  

In order to ensure continuous and complete voice 

signals in each frame, a window function is generally 

multiplied before processing each frame of speech [8]. 

This paper uses Hamming window function to window 

the signal, with the formula as follows: 
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(4) Endpoint detection  

According to the characteristics of the Android 

platform, this paper uses the combination of short time 

average energy [9] and short-time zero-crossing rate to 

detect the endpoint. The short-term average energy is 

calculated as follows: set the short time average energy 

and frame length of the n-th frame of speech signal  hsn  

to nE and N respectively, then the calculation formula is 

as follows: 
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According to the size of the short-term energy, the 

learner's voice and noise can be distinguished, and high 

energy signal is the speech signal. However, this method 

is less stable under low SNR conditions. Therefore, it is 

necessary to use short-time zero-rate method. Set the 

speech signal to be  mxn , then the short-time zero-

crossing rate is:  

       
 

 






 



 01

01
sgn1sgnsgn

2

1 1

0 x

x
xhxhxz

N

m

nnn

,  

(5) 

Where  sgn refers to the sign function. According to 

the low frequency band of voiced sound energy and the 

high frequency band of voiceless sound energy, the zero-

crossing rate of the speaker is stable relative to the 

ambient noise and the sound segment can be clearly 

identified. 

3.1.2 Extraction of speech signal features 

Feature extraction [17] was performed after the 

preprocessing to highlight the data features of pattern 

matching, improve recognition rate, compress 

information and reduce computation load and storage. 

The commonly used feature parameters include Mel-

frequency cepstral coefficient (MFCC) which has strong 

recognition performance and anti-noise capacity, linear 

predictive coefficient which has small computer load but 

general efficacy and accent sensitivity parameter which 

has favorable performance in recognition the middle 

frequency band of signals. 

In this system, Mel Frequency Cepstrum Coefficient 

(MFCC) [10] is used as the characteristic parameter of 

oral training. MEL scale and frequency have the 

following relationship: 

 2595 ln 1 700melf f  ,                (6) 

Where
f

refers to the actual frequency of the signal.  

Fourier transform [11] is performed on each frame of 

speech signal after preprocessing to obtain the signal 

spectrum. Then, the spectrum square is cut off, Mel 

band-pass filter is applied for filtering, all of the filter 

outputs undergo logarithm calculation, and then discrete 

cosine transform is made on DCT to obtain MFCC, the 

process is shown in Figure 1. 
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Where L refers to the number of filters,  lw refers 

to the output of each triangle filter, N refers to the length 

of each frame, and p refers to the order of parameters. 
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Figure 1: MFCC feature extraction process. 

3.2  Speech signal pattern matching 

In this paper, Dynamic Time Warping (DTW) [12] is 

used to match the characteristics of speech signals. 

Firstly, set the eigenvector sequence of the standard 

template to be
        MBmBBBB ,...,,...,2,1

, where 

M is the total speech frame number, m is the time series 

label of the signal frame and
 mB

 is the eigenvector of 

the m-th frame.  

The eigenvector sequence of the speech test template 

is
        QTnTTTT ,...,,...,2,1

, where Q is the number 

of frames, n is the sequence number of the speech in the 

template and 
 nT

is the eigenvector of the nth frame. 

The similarity between the test template and the standard 

template is represented by vector distance, and the 

similarity decreases with the increase of vector distance. 

Euclidean distance [13] is used to represent the distance 

between
 nT

and
 mB

, as follows: 
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Where it
 refers to the eigenvector of the i-th 

dimension of
 nT

, ib
refers to the eigenvector of the i-th 

dimension of
 mB

. The dynamic time warping is to map 

the time axis n of the speech test template to the time 

axis m of the standard template to obtain the minimum 

vector distance of the template, as follows: 
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Dynamic time warping generally requires finding a 

path which goes through each intersection with the 

distance measure sum of the intersection at the path 

minimized. Generally, constraint conditions are given: 

Boundary condition:  

    MNww  ,11
                                           (10) 

Continuity condition: 
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With the above two conditions met and the frame 

distance accumulated sum the minimum, the optimal 

path 
 nwm 

is sought as follows: starting from (1, 1), 

backstepping is repeated until (N, M) to find the optimal 

matching path. 
 MND ,

refers to template distance of 

the matching path and the minimum matching distance 

is
 MND ,min

, which is taken as the measuring 

criterion for the similarity matching degree between 

templates.  

3.3 Pronunciation scoring  

Firstly, the average matching distance of frames is 

calculated: 
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Where  MND ,  refers to the total matching distance 

of the test templates, N refers to the frame length of the 

test templates. When selecting the average frame 

matching distance, the effect of the speech length is 

eliminated. In terms of scoring, this paper proposes a 

scoring method based on the single reference template. 

The range of pronunciation score is 0~100, and the 

scoring method is as follows: 

  f
de

score



1

100
,                                           (13) 

Where d refers to the average frame matching 

degree, and e and f are the scoring parameters obtained 

based on the experience of spoken English teachers and 

matching distance.  

3.4 Scoring parameter selection  

In this study, the formant was taken as a criterion to 

evaluate the learner's spoken language pronunciation, and 

the learners' spoken English pronunciation quality was 

judged by the similarity contrast between the 

pronunciation formant of the test model and the standard 

model. Formant refers to the areas where energies are 

concentrated in the speech spectrum and it reflects the 

physical characteristics of the resonant cavity. In the 

process of producing vowels and consonants in the oral 

cavity, the harmonic vibration frequency of the sound is 

regulated by the sound cavity, which is strengthened or 

attenuated irregularly, and the region with high degree of 

enhancement forms the resonance peak. In the spectrum 
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of vowels, the first three resonant peaks play a key role 

in the quality of sound. The first two resonant peaks are 

particularly sensitive to the height of the tongue position. 

The higher the first resonance peak, the lower the tongue 

position, and the second and third formants also have a 

certain relationship with the tongue position, but the 

relationship between them is not particularly prominent. 

Therefore, the first resonance peak is chosen as the 

judging basis for the pronunciation quality. In this paper, 

the resonance peak is extracted using linear prediction 

method [14]. Regarding the sound channel as a resonant 

cavity, then the resonant peak is the resonant frequency 

of the wall. 

3.5 Function and interface design  

The oral English training system based on the Android 

smartphone platform can provide effective feedback to 

learners' oral English pronunciation through animation, 

audio, video and image forms. The function design of the 

system is as follows: First of all, the system should have 

standard pronunciation audios and videos to guide 

learners, and introduce the key points of English 

pronunciation and tongue type in the form of pictures and 

texts. Before establishing the system, spoken phonetic 

materials such as phonetic symbols, words, and sentences 

need to be collected. Folders of pictures, videos and texts 

should be established separately for system access. We 

use AudioTrack for audio and video playback, 

specifically, class method for speech signal playback and 

Video View class method in Android SDK for video 

playback. Secondly, the system should be able to prompt 

the learner to read the words and phrases, record and play 

back the voice signals, create a cache folder, and record 

the recorded voice signals according to the MP3 format. 

AudioRecond class method is used to record voice 

signals, and the sampling frequency is set to 8000Hz, 

channel mono, 16-bit sampling bits.  

Then, the system uses the speech recognition and 

related algorithms to score learners' spoken 

pronunciations and establish a spoken appraisal folder. 

The Shared Preferences component of the Android 

system is used to store the learner's spoken rating results. 

Finally, the system should have the function of 

comparing learner's spoken pronunciation with standard 

pronunciation, and use the Achart Engine to show the 

comparison chart of the changes of formant to the oral 

learners so as to make the learners find the problems 

more intuitively. Besides, the system should give advice 

on spoken pronunciation based on the relationship 

between tongue shape, mouth shape and signal formant.  

Interface design: The main interface includes four 

oral training options of vowels, consonants, words and 

sentences and the learners can choose the items 

according to their own willingness. At the same time, the 

resonance peak comparison chart and historical scoring 

items are added on the main interface to facilitate 

learners to view. Help options and exit keys are also set. 

Training score interface elements include pronunciation 

demonstration, pronunciation following, pronunciation 

contrast, pronunciation evaluation, main menu, oral 

demonstration (animation, audio and video, pictures and 

other forms) and the corresponding text description.  

The development of the system is mainly done in the 

Eclipse integration environment. Specific development 

and operating environment: PC operating system 

Windows7 (32bt); Development components: Java JDK 

8.0, Eclipse [15] 4.5 (Mars), Android SDK 4.0; 

Hardware Environment: Glory Play 6X (RAM: 3GB, 

ROM: 32G, Android 6.0); Programming Language: Java. 

Figure 2 shows the interface effect. 

 

Figure 2: Oral training system main interface and rating 

interface. 

4 System test results  
This study invites three experienced English teachers as 

score judges and 10 college students as the subjects of 

the oral English training system. The scoring is based on 

tongue type, mouth type, pronunciation completeness 

and clarity, 25 points for each item. The average of the 

scores given by the three teachers is taken as the final 

score. 

4.1 Speech input test  

First, the subjects' speech was recorded and the 

recognition rate of the speech input system was tested. 

According to the system instructions, the subjects read 

after the system of 20 monophthong words, 15 diphthong 

words and 15 polysyllabic words. The three teachers 

judged whether the speech input was successful and the 

results are shown in Table 1. 

 

Word type  Monophthong Diphthong Polysyllabic  

Total 

number  
20 15 15 

Accuracy   100% 100% 96% 

Table 1: Speech input success rate of the system. 
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4.2 Scoring accuracy test  

Based on the speech input, scores were given by the 

system and the three teachers respectively. Suppose the 

system score of the i-th word was ix
, and the score by the 
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, as shown in Table 2. 

 

Word type  Monophthong Diphthong Polysyllabic 

Total 

number 
20 15 15 

Accuracy  97.15% 94.96% 93.62% 

Table 2: System test accuracy results. 

As shown in Table 2, the accuracy on monophthong 

word pronunciation reached 97.15%, and that on 

diphthong words and polysyllabic words reached 94.96% 

and 93.62% respectively. With the increase of vowels in 

the words, the pronunciation became complicated, which 

affected the scoring mode. But, the scoring accuracy 

reached above 90% on average. 

5 Conclusion  
With the rapid development of mobile network and the 

upgrading of mobile network equipment, the concept of 

mobile learning has been gradually integrated into our 

life. This paper focused on mobile learning and designed 

an oral English training system that could be used on 

Android smartphones. Firstly, we designed the speech 

signal preprocessing, feature extraction and signal pattern 

matching of system speech recognition. According to the 

characteristics of Android system, the dynamic time 

regulation algorithm with small amount of computation 

was introduced as the pattern matching algorithm of 

speech signals. Then, according to the pronunciation 

characteristics of spoken English, we selected the 

pronunciation resonance peak as the reference of system 

scoring, and determined the single reference template as 

the scoring method. Afterwards, the system functions 

were designed from the three aspects of pronunciation 

demonstration, pronunciation imitation and 

pronunciation evaluation. Finally, the system was tested, 

the results of which showed that the system had a high 

success rate in the recognition of the spoken word 

pronunciation and a high accuracy in spoken English 

scoring. In general, the system we designed initially met 

the needs of speech accuracy and scoring accuracy of 

mobile spoken English training, and provided some 

points that need attention in pronunciation, which is 

helpful for spoken English training. 
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With the development of the society, the increased amount of information has extensively appeared on the 

Internet. It includes almost all the content we need. But information overload makes people unable to 

correctly find the information they need. Collaborative filtering recommendation algorithm can 

recommend items for users according to their demands. But traditional recommendation algorithm which 

has defects such as data sparsity needs to be improved. In this study, the collaborative filtering 

recommendation algorithm was analyzed, an improved collaborative filtering recommendation algorithm 

based on the probability matrix decomposition was put forward, and the feasibility of the algorithm was 

verified. Moreover the traditional algorithms including user based collaborative filtering algorithm, item 

based collaborative filtering algorithm, singular value decomposition based collaborative filtering 

algorithm and basic matrix based collaborative filtering algorithm were tested. The test results 

demonstrated that the proposed algorithm had a higher accuracy compared to the traditional algorithms, 

and its mean absolute error and root-mean-square error were significantly smaller than those of the 

traditional algorithms. Therefore it can be applied in the daily life. 

Povzetek: V sestavku je predstavljena dekompozicija verjetnostne matrike s priporočilnim algoritmom na 

osnovi skupinskega filtriranja.

1 Introduction
He increased amount of information which appeared due 

to the development of Internet technology increases the 

difficulty of finding the target information. Therefore, 

many recommendation algorithms were proposed. Such 

recommendation algorithms can filter information 

according to the personal preference; hence they have 

been universally applied in fields such as web browsing, 

film recommendation and e-commerce [1]. Li [2] 

analyzed the sales records in the current tea leaves sales 

system by combining Hadoop distributed system with the 

traditional collaborative filtering algorithm to obtain the 

recommendation rules which could satisfy the preference 

of customer and help users find the tea leaves they needed. 

Yu et al. [3] proposed the weighed cloud model 

attributes based service cluster algorithm and calculated 

the user score similarity using the weighed Pearson 

correlation coefficient method of service cluster algorithm 

and the user service selection index weight. They found 

that the algorithm could accurately calculate service 

recommendation credibility, satisfying the demands of 

users on service credibility, and enhance the success rate 

of the user service selection. The collaborative filtering 

algorithm has high degree of individualization and 

automation, but it exhibits a few problems such as sparsity 

and system extensibility. Therefore, in this study a 

probability matrix decomposition based collaborative 

filtering algorithm was put forward to correct up the 

defects of the traditional collaborative filtering algorithm 

and performed simulation experiments. The experimental 

results suggested that the mean absolute error (MAE), the 

root-mean-square error (RMSE) and the accuracy of the 

algorithm could reach the expected levels. This work 

provides a reference for the application of probability 

matrix decomposition based collaborative filtering 

recommendation algorithm in the searching of Internet 

information. 

2 Collaborative filtering 

recommendation algorithm 

2.1 Collaborative filtering algorithms 

based on different elements 

 



266 Informatica 42 (2018) 265–271 Y. Tan et al. 

2.1.1 Collaborative filtering algorithm based 

on users 

User based collaborative filtering algorithm focuses on 

users. It recommends using user-item score matrix. It 

firstly searches for users which are similar to the target 

users and then recommends the selection of the searched 

users to the target users. The algorithm has two functions, 

i.e. one for calculating the similarity between adjacent 

users to establish matrix and one for recommending the 

target users using algorithm evaluation method. 

2.1.2 Collaborative filtering algorithm based 

on items 

Item based collaborative filtering algorithm can provide 

recommendations to users based on evaluation data after 

establishing user-item evaluation data model. In details, it 

calculates the similarity between different items to 

determine the preference of target users and then 

recommends similar items to target users. The algorithm 

has functions for calculating the similarity between items, 

establishing similarity matrix and recommending target 

users by scoring similar items using algorithm evaluation 

method. 

2.2 Collaborative recommendation 

algorithm based on probability matrix 

decomposition 

The probability matrix decomposition can reflect the 

information of users and items to low-dimensional 

characteristic space in the aspect of probability and then 

analyze the concerns of uses about items using the linear 

combination of low-dimensional vectors [4].  

Item score matrix could be expressed as 
i jF

;  a 

matrix a iM   whose mean value was 0 and variance was 
2

M   and a random number matrix a jN   whose mean 

value and variance were 0 and 

2

N  respectively were 

produced by MATLAB [5], in which a refers to the 

dimension of decomposition, a iM   refers to a-

dimensional characteristic square matrix of users, and 

a jN   refers to the a-dimensional characteristic square 

matrix of item. Vector mM  and nN
 were the 

corresponding potential characteristic vectors. In general, 
T

i j a i a jF M N   
. The matrix 

T

a i a j i jM N F   
 was 

obtained through the learning of machine training. 

Suppose the mean value of the error between actual 

score mnF
 and predicted score mnF



 as 0 and the variable 

of mnF
 and mnF



 as Gaussian distribution of 

2

F , then 

the probability distribution is 
2( |0, )T

mn m n Fq F M N 
. 

2( | , )T

mn m n Fq F M N   was obtained through translation. 

Then the condition of the score matrix F was: 

2 2

1 1

( | , , ) ( | , )
ji

T

F mn m n F mn
m n

q F M N K F M N I 
 

   
 

, (1) 

Where mnI
 stands for indicator function, 1mnI   

means user m has scored item n, and 0mnI   means user m 

has not scored item n. 

As M and N could not include each other, the mean 

value of M and N was 0, and 

2

M  and 

2

N  had Gaussian 

distribution, then 

2 2

1

( | ) ( |0, )
i

M m M
m

Q M K M I 



,  (2) 

2 2

1

( | ) ( |0, )
i

N n N
n

Q N K N I 



,   (3) 

Where Q stands for probability. 

The joint probability distribution of M and N can be 

obtained from equation (1), (2) and (3). 

 

2 2 2

2 2 2

1 1 1 1

( , | , , , )

( | , ) ( |0, ) ( |0, )

F M N

j ji i
T

mn m F mn m M n N
m n m n

q M N F

K F M N I K M I K N I

  

  
   

      
 

(4) 

The logarithm of the probability distribution of M and 

N was calculated: 
2 2 2

2

2 2 2
1 1 1 1

ln ( , | , , , )

1 1 1
( )

2 2 2

F M N

j ji i
T T T

mn mn m n m n n n
m n m nF M N

q M N F

I F M N M N u N

  

     

     
.

 (5) 

The maximum solution of equation (5) was replaced 

with the minimum solution of error function containing 

normalization parameters [6]: 
2 22

min
1 1 1 1

1
( ) ( )

2 2 2

j ji i
T

mn mn m n m n
m n m n

M N
L I F M N M N

 

   

     
,    

(6) 

Where 

2

2

F
M

M







 and 

2

2

F
N

N







. As 
2 2

M N  , then target 

function was: 

2 22

min
1 1 1 1

1
( ) ( )

2 2

j ji i
T

mn mn m n m n
m n m n

L I F M N M N


   

     
 (7) 

The relationship between regularization parameter   

and 
2 2 2, ,F M N    can be obtained from the equation (7). 

The algorithm calculated function using stochastic 

gradient descent method [7]. It could obtain the decline 

direction of numerical values using derivatives and then 

calculate variables constantly on this direction until the 

minimal point was obtained. 

The solution of the point suggested that the updating 

formulas of ,m nM N  were transformed to the following 

formulas in each iteration: 
T

mn m nl F M N 
,   (8) 

( )m m n mM M l N M      
,        (9) 

( )n n m nN N l M N      
,                   (10) 
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Where   stands for the learning rate of the stochastic 

gradient descent.  

3 Experiment 

3.1 Experimental data 

A 100k data set originated from the movies provided by 

GroupLens project team from University of Minnesota 

were used in the experiment, denoted as data set A.  

Data set A included 100,000 scores for 1,682 movie 

items given by 943 users. Each user scored 20 movie items 

at least. The score was an integer between 0 and 5. The 

more the user liked the movie the higher was the score. 

The sparseness of the data set A suggested the percentage 

of the movie items which were not scored by the users, i.e. 

1-100,000/(943×1682) ≈ 0.937. 

The 100,000 scores in data set A were randomly 

divided into two disjoint sets, the training and the testing 

set. The training set which included 80% of the data was 

expressed as S1, while the testing set which included 20% 

of the data was expressed as S2. The data set A was 

divided 10 times to perform cross validation on the 

algorithm. 

To enhance the recommendation efficiency of the 

algorithm, batch processing module was added. The 

100000 scores were divided into 10 batches. 10000 scores 

were processed every time.  This way, the computational 

quantity of the system and the convergence instability of 

the model produced in calculation could be reduced. 

The collaborative filtering recommendation algorithm 

based on probability matrix decomposition performed as 

follows. 

Input: training set and testing set 

Output: Predicted score and square root error 

Data such as regularization parameter were set 

The number of movies and users were set. 

If the iteration epoch < max epoch, then the 100000 

scores were divided into 10 groups, 10,000 in each group, 

for separate processing. 

If the patch processing was lower than 10, then the 

loss function q was calculated, and then matrix calculation 

was performed. 

End 

The predicted scores in the testing set were revised to 

positive integers through rounding off, and then square 

root error was calculated. 

End 

3.2 Scoring criteria 

3.2.1 MAE 

The MAE measure included  the calculation  of the 

absolute and average values of the difference between a 

predicted score and a real score [8]; hence it could be used 

for detecting the average difference between a predicted 

score and a real score. The smaller the value of MAE was, 

the more accurate the algorithm was. 

1
ek ekMAE e M and k N d x

c
   

, (11) 

where 
ekd  stands for the predicted score of the user e 

on item k, 
ekx  stands for the real score of the user e on the 

item k, set M and N stand for the sets of users and items 

in the testing set, and c stands for the number of 
ekd  or 

ekx

. 

3.2.2 Root-mean-square error 

Root-mean-square error refers to the average value of 

quadratic sum of the error between the two scores. The 

smaller the root-mean-square error was, the more accurate 

the prediction was [9].  

21
( )ek ekRMSE e M and k N d x

c
   

, (12) 

where 
ekd  stands for the predicted score of the user e 

on item k, ekx  stands for the real score of user the e on 

item k, set M and N stand for the sets of users and items 

in the testing set, and c stands for the number of 
ekd  or 

ekx . 

3.2.2 Accuracy 

Accuracy could be expressed as: 

X
Accuracy

R


,    (13) 

Where  |ek ek ekX d d x  , i.e. set X was the set of the 

predicted scores which were equal to the real scores in the 

testing set, 
ekd D  (D was the set of the predicted scores), 

and 
ekx R  (R was the set of the real scores). 

Both, the corrected probability of an item and the 

prediction accuracy, could be recommended to users. 

3.3 Design of experiment 

The specific content of the experiment was as follows. 

To analyze the application performance of probability 

matrix decomposition based collaborative filtering 

algorithm in the experimental aspect, the movie evaluation 

mentioned in the preceding text was taken as the data set, 

and the user based collaborative filtering algorithm, the 

item based collaborative filtering algorithm and the 

probability matrix decomposition based collaborative 

filtering algorithm were compared. To better analyze the 

application performance of the probability matrix 

decomposition based collaborative filtering algorithm, the 

other two algorithms, i.e. the basic matrix based 

collaborative filtering algorithm and the singular value 

decomposition based collaborative filtering algorithm, 

were also tested. The parameter setting of the algorithms 

is shown in Table 1. 

The user based collaborative filtering algorithm and 

the item based collaborative filtering algorithm were 

tested six times. The algorithm itself corresponds to the six 

characteristic factor numbers (dimension k) of the 

probability matrix decomposition collaborative filtering 

algorithm and the singular value decomposition based 

collaborative filtering algorithm. The basic matrix 
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collaborative filtering algorithm and the singular value 

decomposition based collaborative filtering algorithm 

used in the performance comparison were developed by 

referring to the relevant literature and revised according to 

the data which needed to be detected. The characteristic 

factor number of singular value decomposition based 

collaborative filtering algorithm was fixed, 6. The setting 

of characteristic factor number of the basic matrix 

collaborative filtering algorithm was the same as the 

probability matrix decomposition collaborative filtering 

algorithm, [10, 60], and the unit stepping was set to10. 

4 Experimental results and analysis 

4.1 MAE and RMSE 

It could be noted from the Figure 1 and 2 that the 

predictive recommendation performance of the user based 

collaborative filtering algorithm was the poorest, and the 

prediction performance of the singular value 

decomposition based collaborative filtering algorithm was 

not affected  by characteristic factor number, but was 

poorer than that of the user based collaborative filtering 

algorithm. The performance of the user based 

collaborative filtering algorithm was far worse than that of 

the probability matrix decomposition collaborative 

filtering algorithm and the basic matrix based 

collaborative filtering algorithm. The performance of the 

probability matrix decomposition collaborative filtering 

algorithm and the basic matrix based collaborative 

filtering algorithm was similar, but the probability matrix 

decomposition collaborative filtering algorithm was still 

superior. The reason why there was a significant 

difference between the performance of the user based 

collaborative filtering algorithm and the item based 

collaborative filtering algorithm is the score given by a  

scorer was probably affected by the view of other scorers 

who had the same interests. The  reason why the 

performance of  the singular value decomposition based 

collaborative filtering algorithm in the prediction and 

recommendation was significantly poorer than that of the 

basic matrix collaborative filtering algorithm and the 

probability matrix decomposition collaborative filtering 

algorithm was the fact that the singular value 

decomposition based collaborative filtering algorithm was 

actually an improved version of the item based 

collaborative filtering algorithm and therefore had similar 

shortcomings as the original algorithm, i.e., the matrix 

obtained after the preprocessing had data distortion 

compared to the original matrix, which could have 

affected the accuracy and the similarity of the score 

prediction. But the performance of the singular  value 

decomposition based collaborative filtering algorithm was 

better than of the  item based collaborative filtering 

algorithm, indicating the  improved accuracy of the 

singular  value decomposition based collaborative 

filtering algorithm. 

It could be noted from the Figure 1 that the values of 

the root-mean-square error (RMSE) corresponding to the 

basic matrix based collaborative filtering algorithm and 

the probability matrix decomposition collaborative 

filtering algorithm gradually decreased with the increase 

of the characteristic factor number; the larger the 

characteristic factor number, the smaller the decrease 

amplitude. When the characteristic factor number was 50, 

the value of RMSE was the minimum, and the prediction 

accuracy was the highest; when the characteristic factor 

number was between 10 and 20, the decrease amplitude of 

RMSE of  the basic matrix based collaborative filtering 

algorithm and the probability matrix decomposition 

collaborative filtering algorithm was large, around  1.14% 

and 0.700% respectively. It was found that the values of 

the RMSE of the two algorithms were lowly sensitive to 

the characteristic factor number, especially of the 

probability matrix decomposition collaborative filtering 

algorithm. When the characteristic factor number was 

larger than 40,  the fluctuation of the RMSE was quite 

small. 

Similar to Figure 1, the MAE corresponding to the 

basic matrix based collaborative filtering algorithm and 

Algorithm User based 

collaborative 

filtering 

algorithm 

Item based 

collaborative 

filtering 

algorithm 

Probability 

matrix 

decomposition 

collaborative 

filtering 

algorithm 

Basic matrix 

collaborative 

filtering 

algorithm 

Singular value 

decomposition 

based 

collaborative 

filtering 

algorithm 

Neighbourhood 

or model 

Neighbourhood Neighbourhood Probability 

matrix 

decomposition 

collaborative 

filtering model 

Basic matrix 

collaborative 

filtering model 

Singular value 

decomposition 

based 

collaborative 

filtering model 

Characteristic 

factor number 

(dimension k) 

\ \ [10,60] [10,60] 6 

Learning rate \ \ 0.02 0.02 \ 

Table 1: The parameter setting of the five algorithms. 
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the probability matrix decomposition based  collaborative 

filtering algorithm  also decreased with the increase of the 

characteristic factor number and reached the minimum 

values, 0.675 and 0.666 respectively, when the 

characteristic factor number was 60. Moreover it was 

noted that when MAE was taken as the evaluation index, 

the curves of the basic matrix collaborative filtering 

algorithm and the probability matrix decomposition based 

collaborative filtering algorithm nearly coincided, and the 

prediction performance was also close. Moreover, since 

the RMSE is more sensitive to the measurement error, the 

probability matrix decomposition based  collaborative 

filtering algorithm had an advantage over the basic matrix 

collaborative filtering algorithm due to the addition of  the 

regularization term. 

 
Figure 1: Variation of the RMSE of the five algorithms with the increase of the characteristic factor number. 

 
Figure 2: Variation of the MAE of the five algorithms with the increase of the characteristic factor number. 

4.2 Accuracy 

It was found from the comparison of the RMSE and the 

MAE between the five algorithms that the prediction 

performance of the CF-User, the item based collaborative 

filtering algorithm and the singular value decomposition 

based collaborative filtering algorithm was significantly 

different from the basic matrix based collaborative 

filtering algorithm and the probability matrix 

decomposition based collaborative filtering algorithm. 

Therefore, only the accuracy of  the basic matrix based 

collaborative filtering algorithm and the probability 

matrix decomposition based collaborative filtering 

algorithm were considered. The results are shown in Table 

2. 

It could be noted from Figure 3 that the tendency of 

the accuracy of the basic matrix collaborative filtering 

algorithm and the probability matrix decomposition based 

collaborative filtering algorithm was opposite to the 

tendencies of the MAE and the RMSE. When the 

characteristic factor number was small, the accuracy was 

low; the accuracy increased first and then tended to be 

stable with the increase of the characteristic factor number 

Characteristic 

factor number 

PMF BMF 

10 0.40321 0.34666 

20 0.41321 0.36022 

30 0.41403 0.36142 

40 0.41300 0.36134 

50 0.41299 0.36132 

60 0.41298 0.36132 

Figure 3: The accuracy of the basic matrix based 

collaborative filtering algorithm and the probability matrix 

decomposition based collaborative filtering algorithm 

under different characteristic factor numbers. 

 



270 Informatica 42 (2018) 265–271 Y. Tan et al.  

 

and nearly had no fluctuation when the characteristic 

factor number was larger than 30. It was because the 

effective information increased with the increase of the 

characteristic factor number. The accuracy of the 

probability matrix decomposition based collaborative 

filtering algorithm was much higher than that of the basic 

matrix based collaborative filtering algorithm. Therefore 

the proposed algorithm could improve the searching speed 

and preciseness. 

 
Figure 4: Comparison of the accuracy of the probability 

matrix decomposition based collaborative filtering 

algorithm (PMF) and the basic matrix based 

collaborative filtering algorithm (BMF). 

The recommendation system which can filter diversified 

data is an effective filtering approach [10]. It can 

recommend individual information to users according to 

users’ requirements. Therefore it can be convenient for 

information collection and has been extensively applied 

on the Internet. Wei et al. [11] put forward project 

category similarity and interestingness measure based 

collaborative filtering recommendation algorithm which 

could recommend information to users through 

calculating project categories and interestingness and had 

high prediction preciseness. In a study of Chen et al. [12], 

a mixed recommendation system was put forward to 

recommend users with learning projects searching. In the 

test, the algorithm effectively collected information, 

suggesting a favorable performance. 

5 Conclusion 
In conclusion, the probability matrix decomposition based 

collaborative recommendation algorithm was put forward 

in this study, and then it was developed for data searching 

recommendation. Afterwards the MAE, the RMSE and the 

accuracy of the algorithm were tested. Moreover the MAE 

values, the RMSE values and the accuracy of the CF-User, 

the item based collaborative filtering algorithm, the 

singular value decomposition based collaborative filtering 

algorithm and the basic matrix based collaborative 

filtering algorithm were compared. The testing results 

suggested that the improved collaborative 

recommendation algorithm had the highest preciseness 

and accuracy, and the preciseness and the accuracy 

became the largest and stable when the characteristic 

factor number was more than 40. Therefore it could be 

applied in a computer searching system. This work 

provides a reference for the progress of the collaborative 

recommendation algorithm. 
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With the development of knowledge economy, the role of knowledge employees in enterprises is becoming 

more and more important, and employees with rich knowledge represent the tower of strength in the 

development of enterprises. Knowledge employees with strong autonomy and creativity have stronger self-

awareness in daily work. Thus, how to dispatch knowledge employees and assign them to proper positions, 

is of utter importance. To solve the problem of employee dispatch, bacterial foraging algorithm was 

proposed to optimize the configuration management of knowledge employees in enterprises in this study, 

a mathematical model based on the optimal configuration of knowledge employees was established, and 

a simulation experiment was carried out on the model. It was found that the algorithm could effectively 

optimize the configuration of knowledge employees. It is a feasible method for employee dispatch in 

enterprises. 

Povzetek: Predstavljena je metoda za organiziranje zaposlenih v družbi znanja. 

 

1 Introduction 
Since the 21st century, information age has started, and 

knowledge economy has gained a rapid development. 

Producing products using cheap labour force has not been 

able to ensure the survival and development of enterprises; 

therefore, enterprises should improve its competitiveness 

by taking advantages of knowledge employees. 

Knowledge employees are the most active cells in 

enterprises, and the task assignment and scheduling for 

them directly determines the coordination between user 

demand, employee personality and enterprises benefits, 

the utilization of knowledge resources and the 

competitiveness and values of enterprises. Bogdanowicz 

et al. [13] considered that managing knowledge could 

bring challenges to the field of human resource 

development, especially when employees concerned more 

about their employment ability, and that an enterprise 

should pay attention to knowledge employees if placing 

great importance on knowledge. But knowledge 

employees are of high risks to leave enterprises because of 

their autonomy and creativity. How to optimize the 

configuration of knowledge employees is an urgent 

problem. A project may not be completed in time if 

decisions are made only considering the task assignment 

and scheduling of employees involved in that project 

regardless of the integrity of multiple projects. Through 

discussing the concept, connotation and composition of 

knowledge cooperative capability, Cao [1] concluded the 

influence factors and established an evaluation indicator 

system for the flood carrying capacity of knowledge 

employees in enterprises based on collaboration through 

introducing the concept of cooperation process, in order to 

improve the cooperative ability of knowledge employees 

and ensure the effective development of enterprises. Liu 

[2] introduced the loyalty of knowledge employees in 

state-owned coal enterprises, analysed the main reason for 

the decrease of loyalty in details, and finally concluded the 

strategies for improving loyalty, which was beneficial to 

the correct configuration of human resources and the 

improvement of enterprises. Based on the study of optimal 

configuration of knowledge employees, this study put 

forward working arrangement and dispatch for knowledge 

employees based on bacterial foraging algorithm to 

highlight their advantages and satisfy the demands of 

clients efficiently. Bacterial foraging algorithm was used 

to establish a mathematical model for the optimal 

configuration of knowledge employees, and then the 

feasibility of the algorithm was verified by a simulation 

experiment. 
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2 Configuration of knowledge 

employees in enterprises 

2.1 Knowledge employee 

The term “knowledge employee” refers to a person that 

works by applying symbols and concepts and using 

knowledge or information [3]. Knowledge employees as 

the carriers of knowledge play a vital role in the 

competition between enterprises, the innovation and 

utilization of knowledge and the reasonable configuration 

of resources [4]. Compared to non-knowledge employees, 

knowledge employees have the following characteristics. 

(1) Employees have specialty in knowledge, good 

education background and high individual quality. 

(2) They have strong wishes for realizing self-worth and 

high requirements and are interested in challenging works. 

(3) With strong creativity and autonomy, they can 

independently fulfil most of creative tasks and produce 

new knowledge achievements based on their own 

knowledge [5]. 

(4) The working process is difficult to be monitored. The 

work form of knowledge employees with high 

randomness and subjectivity is different with that of 

employees in traditional workshops and offices. 

(5) Their work results cannot be measured directly. The 

labour achievements created by knowledge employees 

exist in the form of inventions which cannot be directly 

measured by ordinary economic forms [6]. 

2.2 Configuration management of 

knowledge employees 

The competition between enterprises and knowledge 

creation in enterprises are usually fulfilled by knowledge 

employees. The configuration management of knowledge 

employees refers to fulfil tasks using the shortest time. 

3 The decision model for optimal 

configuration 

3.1 Bacterial foraging algorithm 

Bacterial foraging algorithm is a swarm intelligent 

optimization algorithm which achieves optimization 

through chemotaxis [7], reproduction and migration 

behaviours [8] according to the basic rules of the growth 

and evolution of bacteria [16]. Firstly, the individual 

evolutionary mechanism is formulated according to the 

reproduction rules of bacteria. Then the motion patterns of 

individuals in the algorithm are established according to 

the characteristics of bacterial foraging. Finally, the 

information share system was established according to the 

information exchange means of bacterial in colonies. 

3.2 The flow of solving optimal 

configuration with bacterial foraging 

algorithm 

X, Y and Z were set as the maximum execution counts of 

taxis, reproduction and migration operations respectively. 

x, y and z are the count values of the three operations. U 

stands for the maximum swimming distance, and w stands 

for the number of swimming steps. 

(1) The parameters of the algorithm were initialized, and 

X, Y and Z were set to 1. 

(2) Taxis operation was performed, x←x+1. The bacteria 

were cycled. Before reaching the maximum times, the 

bacteria were turned over and swam. 

(3) After taxis operation, reproduction operation was 

performed if the reproduction number did not reach the 

maximum value Y. Then the second procedure was 

repeated. The next step was done if the value reached Y. 

(4) Then the bacteria were processed by migration 

operation, and the number of bacteria was initialized 

randomly. 

(5) If the maximum migration number did not reach Z after 

migration operation, then it returned to the second 

procedure; if it did, then the algorithm ended and the result 

was output. 

The flow of the optimal configuration based on bacterial 

foraging method is shown in Figure 1. 

3.3 Modelling 

Figure 2 shows the flow of mathematical modelling. 

3.3.1 Embodiment of abstract problems 

Based on the consideration on actual situation, this study 

found that staff dispatch and allocation should satisfy 

three conditions, i.e., the maximum customer satisfaction, 

uniform workload of knowledge employees and minimum 

enterprises cost [9]. Therefore, the optimal configuration 

of knowledge employees was implemented based on the 

three conditions. The details of the three conditions are as 

follows. 

 (1) Customer satisfaction maximization refers to 

maximizing satisfaction of customers on the services 

provided by enterprises, which is beneficial to the long-

term development of enterprises benefits. Client 

satisfaction can be expressed by the time spent on tasks. 

Maximum client satisfaction also means the shortest time 

spent on tasks. 

 (2) Uniform working load of knowledge employees refers 

to uniform allocation of working load according to the 

working ability and conditions of employees. To realize 

the uniform allocation of workload, the work time and 

average time difference of employees should be the 

minimum.  

 (3) Enterprise cost minimization refers to minimize 

resource cost in the process of production and services. 

The main purpose of enterprises is profits. Minimizing 

enterprise cost can efficiently gain profits. 
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Figure 1: The flow of optimal configuration based on bacterial 

foraging algorithm. 

3.3.2 Assumption 

To effectively study resource optimization, the working 

scheduling of knowledge employees was assumed firstly. 

The starting time point of tasks was set to 0. Each 

employee could only do one task simultaneously. Each 

task could only be fulfilled by one employee. When tasks 

have been going on, the other tasks should have been 

waiting. The completion time of each task was associated 

to the capacity of the employee. Next task could start after 

last task was completed. Only broad setting was given, 

thus hypothesis needs to be formulated according to the 

actual condition of enterprises in practical application. 

3.3.3 Setting variables 

To simplify modelling, variables were designed after 

assumption. 

(1) M: a set of m projects, 

 
(2) N: a set of n knowledge staffs, 

 ( ) 

(3) : a sequenced set of j tasks of project i, 

 ( ) 

(4) : whether knowledge employee  could be 

competent for task . If he could, then ; otherwise, 

. 

(5) : time for employee  completing task  

(6) : the starting time of task  

(7) : the end time of task  

(8) : cost for employee  completing task   

For individual employee,  was the set of tasks which 

needed to be fulfilled: 

 ( ) 

 stands for whether task  could be allocated to 

employee ;  means the task could not be 

allocated to employee ;  means the task could 

be allocated to employee . 

 refers to the time when employee  started the r-

th task;  refers to the time when employee  

completed the r-th task. 

3.3.4 Establishment of mathematical model 

Mathematical expression models were proposed 

against the three conditions which should be satisfied in 

dispatching and allocation. 

Customer satisfaction could be expressed as: 

                                              (1) 

The workload of knowledge employees can be 

expressed as: 

     (2) 

Enterprise cost minimization can be expressed as: 

                                    (3) 

The configuration management of enterprises 

knowledge employees was optimized by three 

mathematical formulas. The formula of the decision 

model was: 

                                  (4)                                   
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Figure 2: The flow of mathematical modelling. 
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Then equation (4) was processed by normalization 

using 
  xfq ii 10log

. The three targets were set as , 

 and . Then the objective function of the model 

was: 

                 (5) 

3.3.5 Establishment of constraint condition 

A constraint condition was needed before every time 

of decision making. When the decision-making objective 

was formulated, there was also a constraint condition. The 

constraint condition was: 

   .               (6) 

Formula (6) means every task was independent and 

could only be completed by one knowledge employee. 

The formulas of the starting time points when taking tasks 

and knowledge employees as subjects respectively are:                                                                                                                                                                                                                                                                                                                                                                                                                                                                                        

                      ,        (7) 

                     .  (8) 

The formulas of the completion time points when 

taking tasks and knowledge employees as subjects 

respectively are: 

                  ,                     (9)         

                        .           (10)                             

Formula (11) was used to ensure allocating a task to a 

knowledge employee when he was able to complete the 

task. Formula (12) was used to ensure that the set variable 

was non-negative. 

          (11) 

                            

   (12) 

4 Simulation experiment and 

analysis of the results 
Task assignment and scheduling of employees are most 

widely used in transportation system [14]. In the field of 

transportation, they have the same characteristics. They 

are limited by time and space; each task must take into 

account the start time and location and ending time and 

location. It has the most extensive application in the 

scheduling of airline crew, followed by the scheduling of 

drivers in the automotive industry. In the field of health 

care, it is necessary to take into account whether the nurses 

have appropriate qualifications and whether they are long-

term in-service nurses or short-term in-service nurses to 

ensure the fairness of nurses' shifts at night and on 

weekends, and the vacation and housing problems of 

them. To ensure the even distribution of workload, the 

bacterial foraging method can be used to optimize the 

configuration management during the task assignment and 

scheduling. It considers whether it is possible to insert a 

task into the existing time slot. If it is, then the time can be 

shortened, and the feasible solution can be optimized. 

Finally, the management of scheduling can be achieved 

with the least time and cost. 

A project team was set up to solve the performance 

management related projects of an enterprise. The 

members of the project team should satisfy the following 

conditions. 

They should know the core knowledge of enterprises 

operation and development, have strong bearing capacity 

to shoulder tasks with different difficulties which were 

allocated by enterprises and be responsible for 

management works. 

According to the characteristics of the team, the 

members in the team were processed by optimal 

configuration management. A simulation experiment was 

performed to verify the role of decision model in optimal 

configuration of resources. 

4.1 Basic data 

In the process of experiment, an issue of optimal 

configuration of knowledge employees was proposed. The 

issue included two projects, each project contained six 

tasks, and each task was completed by one employee. The 

experimental data are shown in Table 1. 
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Nk 

N1 5/0.8 / 6/1.8 / 10/3 6/2.8 11/2.1 / 6/1.8 / 8/1.5 / 

N2 6/3.8 9/4.8 4/0.8 / 4.1/1.8 11/5.8 10/3.3 5/1 9/3.2 / 10/2.6 7/2 

N3 4/0.8 / 5/1.2 16/6 / 7/4.1 14/4.2 / 6/1.1 16/7.1 / 9/2.6 

N4 / 8/3.8 / 13/5.5 5/1.6 / / 8/2.5 / 18/6.9 13/3.3 / 

N5 / 7/5.8 / 10/7 8/5.8 9/5.1 / 7/4.4 / 15/5.2 12/2.9 8/5.3 

N6 6/6.8 8/4.3 7/7 12/5.2 / / 14/8.1 8/3 10/3 16/5.6 / 10/3.2 

Table 1: The time and cost spent on the tasks. 

The symbol / means the task cannot be completed by the employee. 
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4.2 Results analysis 

The algorithm was simulated by MATLAB software [10]. 

The parameters were set according to actual conditions. 

The maximum number of iteration was 200, the total 

number of bacteria was 50, there were 10 chemotaxis 

procedures, and the maximum number of steps was 4. 

After the forward direction was determined, the forward 

step length of bacterial individuals was 0.7, there were 

three copying procedures and three migration procedures, 

the number of cleavage cells was half of the total number 

of bacteria, and the probability of migration was 0.6. The 

simulation results are shown in Figure 3. 

 
Figure 3: Simulation results. 

Figure 3 demonstrates that the average value and 

optimal value of the model for the optimal configuration 

of knowledge employees based on bacterial foraging 

algorithm were basically the same, suggesting the 

algorithm had favourable convergence. When it was 

iterated to the 10th generation, the value began to close to 

the optimal value and maintained at 1.42 all the time. 

When it was iterated to the 100th generation, the local 

optimal solution, i.e., 1.32, was obtained. It indicated that 

the algorithm had strong global searching ability. 

4.3 Performance test of bacterial foraging 

algorithm 

To verify the effectiveness of bacterial foraging algorithm 

in practice, Sphere function, Quartic function and Rastrin 

function were selected as the benchmark functions, as 

shown in Table 2. Then the effectiveness of bacterial 

foraging algorithm and common particle swarm algorithm 

[15] in the three functions were compared. 

To ensure the fairness of the results, the population 

number, operation times and maximum iteration times 

were set the same for the algorithms. Scale of population 

was set to 30, the maximum iteration times was set to 

1,000, and operation times was 50. Chemotaxis times was 

set to 150, replication times was 8, and migration/dispel 

times was 5. After the setting, every example was 

independently operated for 25 times. The results are 

shown in Table 3. 

 

Benchmark 

function 

Results Particle 

swarm 

algorithm 

Bacterial 

foraging 

algorithm 

 xsphere
 

Average 

value 

3.247±30.3

51 

0.716±0.19

8 

Optimal 

value 

3.247 0.416 

Standard 

deviation 

3.268e-4 1.045e-5 

 xquartic

 

Average 

value 

4.1e-

2±0.051 

1.621e-

5±2.18e-5 

Optimal 

value 

4.137e-3 3.529e-5 

Standard 

deviation 

0.902 5.842e-5 

 xrastrigin

 

Average 

value 

1.216e2±20

.152 

1.548e2±20

.421 

Optimal 

value 

1.133e2 1.213e-2 

Standard 

deviation 

0.028 4.489e-2 

Table 3: The experimental results of the examples. 

When the times of iteration was the same, the optimal 

value obtained by bacterial foraging algorithm was 

smaller than that obtained by particle swarm algorithm. 

5 Conclusion 
Today knowledge employees have been an indispensable 

part in knowledge-based enterprises. How to optimize the 

configuration of knowledge employees has been a 

research task of many experts. Wang and Zheng [11] 

performed optimal configuration on knowledge 

employees using particle swarm optimization and found 

that the algorithm was scientific and effective in the 

dispatch of knowledge employees. Lin et al. [12] 

optimized the configuration of knowledge employees in 

modern enterprises with sliding mode control strategy and 

Benchmark function Index range Optimal solution Peak value 

  



n

i

ixxsphere
1

2

 

[-100,100] 0 Unimodal 

   1,0
1

4 randomixxquartic
n

i

i 
  

[-1.28,1.28] 0 Unimodal 

    



n

i

ii xxxrastrigin
1

2 102cos10 
 

[-5.12,5.12] 0 Unimodal 

Table 2: Benchmark functions. 

 



278 Informatica 42 (2018) 273–278 C. Yang et al. 

found the robustness of knowledge employee system 

through offline rectangle inequality. This study realized 

the optimal configuration of knowledge employees in 

enterprises using bacterial foraging algorithm, 

investigated the issue of employee dispatch, and 

established mathematical decision models. A simulation 

experiment was carried out to prove the effectiveness of 

the algorithm in optimizing the configuration of 

knowledge employees. The convergence performance of 

bacterial foraging algorithm and particle swarm algorithm 

was compared using three example functions, and the 

results demonstrated that the optimal value obtained by 

bacterial foraging algorithm was smaller than that 

obtained by particle swarm algorithm. This work can 

provide a reference for the dispatch of knowledge 

employees in the future.  
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We present a web application to inform users about different types of viral hepatitises. The core of the 

application is a questionnaire about past behavior and risk factors. Based on the answers, it produces a 

personalised overview of any risky actions that the user might have taken in the past. The site also contains 

general information about these diseases, which can help users identify them or seek proper precautions 

in order to avoid them. 

Povzetek: Predstavljamo spletno aplikacijo za informiranje uporabnikov o različnih tipih virusnega 

hepatitisa. Središče aplikacije je vprašalnik, ki na podlagi odgovorov in dejanj uporabnika poda osebno 

oceno stopnje nevarnosti za različne okužbe hepatitisa. Stran vsebuje tudi splošne informacije o teh 

boleznih, ki lahko uporabniku pomagajo pri iskanju hitre in ustrezne pomoči. 

1 Introduction 
Hepatitis is an inflammation of the liver. Hepatitis viruses 

are the most common cause of hepatitis. It presents an 

important global healthcare problem as it has been 

estimated to affect 330 million people worldwide [1]. In 

Slovenia, it is estimated that less than 1% of the population 

is infected with HBV (hepatitis B virus) and around 0.4% 

with HCV (hepatitis C virus) [2]. They are of greatest 

concern because of the burden of illness and death they 

cause and the potential for outbreaks and epidemic spread. 
Viral hepatitis may be present as an acute or chronic 

disease. In acute disease which may occur with mild or no 

symptoms, or may include symptoms such as jaundice, 

dark urine, pale stool, extreme fatigue, nausea, vomiting 

and abdominal pain. Acute HBV and HCV infection are 

most likely to become ongoing and chronic and are the 

most common cause of liver cirrhosis and hepatocellular 

carcinoma, which can lead to liver failure and death [3]. 

Due to mild and nonspecific signs and symptoms, patients 

with chronic viral hepatitis typically do not know they are 

infected and are the main source of spreading the disease, 

mostly by risky behavior. 
The main problem with hepatitis virus infections is 

that the patients do not know they are infected until the 

disease has already developed to an advanced stage of 

liver failure, at which point it becomes difficult to treat. 

Since serious liver complications of chronic hepatitis 

infections can be prevented or managed if the disease is 

detected and treated in its early stages, it is important to 

identify the infected individuals as soon as possible and 

act accordingly. 
Collecting and identifying valid health information 

online is difficult. Patients would be much better served 

by a centralized site which is endorsed by medical 

professionals and contains all the relevant information in 

one place. In this paper, we present a web application  

(https://hepy.mf.uni-lj.si/) that aims to educate users about 

viral hepatitis infections and to assess possible risks of 

infection, in a safe anonymous environment. The 

application is a follow-up of an application to educate 

about and assess risks for sexually transmitted infections 

ASPO [4], built on an improved platform with modified 

goals. We discuss the implementation and the 

functionality in the subsequent sections. 

2 Related work 
To date, the number of web applications dealing with 

assessment of risk for viral hepatitis infection and 

informing general population on different types of viral 

hepatitises is limited. A descriptive observational study of 

available viral hepatitis smartphone applications was 

carried out by Cantudo-Cuenca et al. in 2013 [5]. They 

identified 232 applications related to viral hepatitis in 

Google Play Store (Android) and Apple App Store (iOS) 

of which 33 were selected for further analysis. Most of 

these apps were uploaded under the medical category. 

mailto:polz@fri.uni-lj.si
mailto:matjaz.gams@ijs.si
https://hepy.mf.uni-lj.si/
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Only 6 apps had exceeded 1000 downloads. A total of 12 

apps were aimed at health professionals, while 4 focused 

on patients (7 on both of them). The participation of health 

professionals in the development of apps was 57% [5]. 

Lack of professional healthcare involvement and lack of 

public organisation participation in the development of 

such applications is raising concern regarding the 

reliability and accuracy of their medical content [6]. 

3 Website description 

3.1 General information 

The main purpose of our web application is to provide 

static information about different hepatitis diseases and 

general guidelines on how to identify the symptoms, as 

well as avenues to seek help if need-be. It provides a 

general overview of each individual disease as well as all 

recommended steps needed in order to avoid contracting 

one. This makes it useful both for a potentially sick 

patient, as well as a healthy person, as it provides 

necessary curative and preventative information. 

 
Figure 1: Landing page of the website. 

3.2 Questionnaire 

The aim of the questionnaire is to analyse one’s symptoms 

and provide personal feedback based on the given 

answers. The questions are formed in a way that makes the 

user reflect on their actions and become acutely aware of 

the behavior they have exhibited in the past which might 

have led up to them contracting a potential disease. This is 

enforced by short messages which appear as the user is 

answering particular questions, informing them that such 

behavior is risky and why. At the end, users get a general 

overview of their answers and how risky their actions 

were, using color-coding for severity; green, orange, or 

red. 

4 System description 

4.1 Frontend 

The frontend uses Bootstrap [7] for styling and AngularJS 

[8] for dynamic content delivery. These technologies 

allow the page to seamlessly display information and track 

the user’s progress even in the case of a temporary server 

or internet outage. Each answer is only recorded on the 

client during the solving of the questionnaire. When 

finished, the user is prompted and can decide whether to 

permanently delete the data or to send it anonymously to 

the server for statistical analysis. If the user does not agree, 

no data is stored or sent to the server. After completing the 

questionnaire, they get their final risk assessment that 

consists of a personalised message based on their answers 

and risk factors. These may include not being vaccinated, 

travelling to foreign countries, etc. 

4.2 Backend 

Django [9] was used for the backend in order to allow a 

combination of a static website and a dynamic 

questionnaire, as well as to make potential future 

improvements easier. The questionnaire contains single 

and multiple-choice questions. Since there is a large 

number of questions in total and some are mutually 

exclusive, answers to certain questions disable other 

questions. For example, as mandatory vaccination for 

HAV and HBV was introduced in 1993, people born after 

this year are not asked about their vaccination status. 

Similarly, people who did not travel to high-risk countries 

are not asked about their experience during such trips. This 

approach allows us to set an intricate web of questions 

while minimising the amount of time it takes for the user 

to answer them while still giving full feedback without 

skimping out on the important details. For easier access 

and maintenance, rules and other data regarding questions, 

along with the questions themselves, are stored in a 

relational database and made accessible via the Django 

REST framework [10]. 

5 Methodology 

5.1 Designing the database 

At first, we had to design our system very generally to 

allow the administrator to design the website as liberally 

as possible. This meant designing the structure in a such a 

way which would allow for possible expansion, as well as 

allow quick changes to content that is already available on 

the site. The goal was to create an interface where the 

administrator could log in with their credentials and 

change anything on the website at a moment’s notice.  
Django already provides one such feature in the shape 

of an administrator page. Once set up, it allows a quick 

overview of content on the website and running 

rudimentary queries directly through the page itself (such 

as inserting new instances of data, altering the existing 

ones, etc.). The first obstacle we faced is localisation, if 

we want the web page to be easily translatable and 

accessible via the admin page, all of the content would 

have to be stored inside of the database. This is not a 

problem in and of itself, but it does require some extra 

work to fetch the content, translate it, and put it back in. 

We had to sacrifice that accessibility in favour of the 

content being easily alterable, mostly because we don’t 

expect translations to happen often, but it can be very 

important to update the content in case of new relevant 

medical information. 

Another obstacle in designing the database was the 

functioning logic of the questionnaire itself. We could not 

afford to statically assign the questions as they were 
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continually altered, switched, or completely scrapped 

even in the process of designing the site. We had to come 

up with a system that would allow us to assign different 

types of questions with different values regarding risk 

assessment, change the order and even which questions 

can preclude others from being shown based on their 

answers. All of this had to be easily adjustable by the 

administrator. 

5.2 Designing the questionnaire 

In designing the aforementioned system there were a 

couple of options that we initially considered. We wanted 

to support different types of questions, so the easiest way 

to encode that was to have a number of discrete values and 

some type describing what the question was in the 

database. We could then programmatically extract the data 

and insert the appropriate question based on type in our 

frontend part of the application. This means that inserting 

a completely new type would require writing code, but for 

the purposes of our questionnaire, we mainly focused on 

discrete questions since they allow us to both inform the 

user, as well as guide them through the process of 

answering them. This also means that the administrator 

can switch between types with a single query, for example, 

changing a “radio” type questions to a “checkbox”. 
The second part was enabling a system that could 

potentially exclude other questions based on the user’s 

given answers. At first, we wanted questions to be separate 

entities that would be connected somehow, but we opted 

for a more flexible approach and utilised a queue. Every 

question has an assigned id and an order property. When 

the user begins answering questions, we construct a 

priority queue based on this order. Each question is 

comprised of entities called “answers”. Every answer has 

a property which contains a (possibly empty) set of 

references (ids) to the questions which should not be 

should if this answer is chosen. For example, if the user 

selects a certain answer and its exclusionID is set to 3, we 

will remove question with id=3 from the queue. As the 

user progresses through the questionnaire, this question is 

omitted. This also allows the user to go back and change 

their answer, making question 3 reappear unless some 

other answer disables it. 

It is also possible to alter the order of the questions. 

The administrator can do it by hand by simply changing 

the priority, but it is also possible for a particular answer 

to trigger the change. We grouped questions into clusters 

that have similar semantic meanings. If an entity has a 

special flag that rearranges these, it is possible for an 

answer to alter the order in which these groups appear in. 

This is simply done by having another property which tells 

us which group should come first.  

6 Conclusion 
As the number of hepatitis infections increases, we need 

to find a way to inform the general public and provide its 

members with medically accurate information in order to 

combat the disease before it develops too far. While the 

internet holds a lot of information, not all of it is 

completely medically accurate. The aim of the application 

is to readily provide all relevant information to users, both 

identifying potential risk factors or symptoms and learning 

about preventative measures, while at the same time 

offering a safe anonymous online environment. With the 

introduction of this website, we hope to bridge the gap of 

knowledge and urge users to seek appropriate help and 

spread this valuable information to others. 
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