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Clinical Decision Support Systems (CDSS) form an important area of research. In spite of its importance, 

it is difficult for researchers to evaluate the domain primarily because of a considerable spread of relevant 

literature in interdisciplinary domains. Previous surveys of CDSS have examined the domain from the 

perspective of individual disciplines. However, to the best of our knowledge, no visual scientometric 

survey of CDSS has previously been conducted which provides a broader spectrum of the domain from 

the perspective of multiple disciplines. While traditional systematic literature surveys focus on analysing 

literature using arbitrary results, visual surveys allow for the analysis of domains by using complex 

network-based analytical models. In this paper, we present a detailed visual survey of CDSS literature 

using important papers selected from highly cited sources on the Clarivate Analytics’ Web of Science. 

Our key results include the discovery of the articles which have served as key turning points in literature. 

Additionally, we have identified highly cited authors and the key countries of origin of top publications. 

We also present the universities with the strongest citation bursts. Finally, our network analysis also 

identifies the key journals and subject categories both in terms of centrality and frequency. It is our belief 

that this paper will thus serve as an important guide for researchers as well as clinical practitioners 

interested in identifying key literature and resources in the domain of clinical decision support systems. 

Povzetek: Predsatavljen je pregled sistemov za podporo odločanju v zdravstvu. 

1 Introduction 
Clinical decision support system (CDSS) is a significant 

field of health information technology. It is designed to 

assist clinicians and other healthcare professionals in the 

diagnosis and decision-making. CDSS uses healthcare 

data and the patient’s medical history to make 

recommendations. By using a predefined set of rules, 

CDSS intelligently filters knowledge from complex data 

and presents at an appropriate time [1]. By adopting 

CDSS, healthcare can become more accessible to large 

populations. However, it also implies that at times, CDSS 

may be used by people having literal medical knowledge 

[2]. 

Several researchers have contributed in the form of 

systematic literature reviews (SLR) and surveys to provide 

readers with an insightful information about CDSS, as 

demonstrated below in Table 1. 

Despite the considerable variety of literature 

available, a key problem, researchers facing is the inability 

to understand the dynamics of CDSS-related literature. 

This is compounded due to the fact that this literature is 

spread across several related disciplines. Consequently, it 

is challenging to locate available information from a 

corpus of peer-reviewed articles. It is also difficult for 

researchers as well as clinical practitioners to comprehend 

the evolution of the research area. 

SLR may be outdated, may not meet our 

requirements, may not exist for new and emerging fields, 

and may be written for specific areas of interest. Whereas, 

the visual survey gives a scientometric overview of the 
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scientific literature, which provides a broader spectrum by 

embracing publications across multiple disciplines of the 

domain. The visual survey allows us to explore various 

trends and patterns in the bibliographic literature more 

efficiently and keeps our knowledge up to date. 

In this paper, we present a visual survey of key 

literature from Web of Science (WoS) to provide a 

meaningful and valuable reference for further study in the 

field. We have used CiteSpace a key visually analytical 

tool for information visualisation [14]. Although, 

CiteSpace has been used in a variety of disciplines, such 

as visual analysis of aggregation operator [15], agent-

based computing [16], digital divide [17], anticancer 

research [18], tech mining [19], and digital medicine [20], 

etc. To the best of our knowledge, until now, there is no 

current review of recent literature on CDSS, which uses a 

scientometric analysis of networks formed from highly 

cited and important journal papers from the Web of 

Science (WoS).  

The key contribution of this paper is the visual 

analysis of citations to give a scientometric overview of 

the diversity of the domain across its multiple sub-

domains and the identification of core concepts. The ideas 

of visual analysis and survey stem from Cognitive Agent-

based Computing framework [29] – a framework which 

allows for modelling and analysis of natural and artificial 

Complex Adaptive Systems. 

In summary, the current paper identifies various 

important factors including the identification of emerging 

trends and patterns through exploring central nodes, pivot 

points, turning points, bursting nodes, and landmark 

nodes, the most important cluster in the cited references, 

visual analysis of the key authors, highly cited authors, 

key journals, core subject categories, countries of the 

origin of manuscripts, and the institutions from the 

bibliographic literature of the domain. We hope that this 

work will assist researchers, academicians, and 

practitioners to learn about the key literature and 

developments in the CDSS domain. 

The rest of the CDSS survey is structured as: In 

Section II, we give a brief background of the visualisation 

techniques. Next, in Section III, we present the 

methodology section including data collection and an 

overview of CiteSpace. This is followed by Section IV, 

containing results and discussion. In Section VII, 

correlation from actual literature is provided. Finally, 

Section VII concludes the paper. 

2 Background 
This section presents some of the commonly used 

techniques for the analysis of bibliographic networks.  

A bibliographic network is a network composed of 

authors, journals, categories, terms, articles, or cited 

references and interaction among them. Nodes in the 

bibliographic networks may be authors, institutions, 

countries, articles, terms, cited references, or categories 

and edges may be interactions among them, such as co-

citation, collaboration, coupling, or co-occurrence.  

From bibliographic dataset, a variety of networks can 

be generated. Types of bibliographic networks include co-

authorship networks of authors/organizations, co-citation 

networks of articles/authors/journals, coupling networks 

of authors/journals/articles/organizations, and co-

occurrence networks of categories/terms/keywords. 

2.1 Bibliometrics and scientometrics 

Bibliometrics and Scientometrics are closely related fields 

which focus mainly on the analysis of bibliographic 

Author Ref. 
Study 

Period 
Survey Type Study Area 

Papers 

Reviewed 

Ali et al. (2016) [3] 2000-2014 
Systematic 

Review 
Randomised control trials of CDSS 38 

Vaghela et al. (2015) [4] 1987-2014 Survey Classification techniques of CDSS 18 

Son et al. (2015) [5] 1979-2014 Visualisation E-Health 3023 

Njie et al. (2015) [6] 1975-2012 
Systematic 

Review 

CDSS and prevention of 

cardiovascular diseases 
45 

Madara (2015) [7] 1950-2014 
Systematic 

Review 

CDSSs to improve medication 

safety in long-term care homes 
38 

Martínez-Pérez et al. 

(2014) 
[8] 2007-2013 

Literature and 

Commercial 

Review 

Mobile CDSS and applications 92 

Loya et al. (2014) [9] 2004-2013 
Systematic 

Review 

Service-oriented architecture for 

CDSS 
44 

Fatima et al. (2014) [10] 2003-2013 
Systematic 

Review 

CDSSs in the care asthma and 

COPD patients 
19 

Diaby et al. (2013) [11] 1960-2011 Bibliometric MCDA in healthcare 2156 

Kawamoto et al. 

(2005) 
[12] 1966-2003 

Systematic 

Review 

Features of CDSS important for 

improving clinical practices 
70 

Chuang et al. (2000) [13] 1975-1998 
Methodological 

Review 
Clustering in CDSS 24 

Table 1: The existing literature review in the domain of clinical decision support systems. 
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literature. They explore the bibliographic literature to 

measure the evolution of the scientific domain.  

The bibliometric is defined as “the application of 

mathematics and statistical methods to books and other 

media of communication” [21, 22]. Bibliometrics 

concentrates specifically on books and publications. 

The scientometric is defined as “the quantitative 

methods of the research on the development of science as 

an informational process” [21, 23]. Scientometric 

concentrates specifically on the study of all aspects of the 

dynamics of scientific literature and technology [24]. 

Bibliometric research measures and evaluates the 

impact of scientific literature in qualitative and 

quantitative manners [25]. In addition to this, certain 

features of scientific publications are analysed to obtain 

various scientific communication-related findings from 

the bibliometric study.  

Currently, various scientific techniques and methods 

are introduced for bibliometric studies. SNA is also one of 

the frequently used technique in bibliometric studies 

2.2 Social Network Analysis (SNA) 

SNA is an approach used to study personal relationships 

or social interactions among individuals or organizations. 

The main goal of SNA is to investigate patterns of 

interaction, structure, and organization of the social 

networks [26]. A social network is a network of personal 

relationships or social interactions among individuals or 

organizations. The nodes and edges in the social networks 

are referred to as actors and ties. 

The most important concepts used in SNA are 

centrality, network density, and community structure. 

Here, we demonstrate different performance measures to 

understand network fundamentals. 

▪ Centrality of a node depicts its topological 
importance in the network [27]. Some of the 
commonly used centralities are described below: 
˗ Degree Centrality of a node is the number of 

links incident to it [27]. 
˗ Closeness Centrality is based on the average 

distance. It focuses on how close a node is to 
the rest of the nodes in the network [27]. 

˗ Betweenness Centrality of a vertex measures 
the extent to which that vertex lies in the 

geodesics of pairs of all other vertices in the 
network [27]. A Geodesic is the shortest path 

between a node pair [27].  
˗ Eigenvector Centrality measures the influence of 

a vertex based on degree centralities of its 

neighbours. The eigenvector centrality of a 

vertex is high if it is linked to the important nodes 

with higher degree centralities [28]. 

˗ Eccentricity centrality of a vertex is the 

maximum geodesic distance between that vertex 

and all other vertices [29]. 

▪ Density of a network is the actual connections in the 

network divided by the possible connections in the 

network [30]. 

▪ Component is a maximally connected subnetwork. 

There is at least one path between every node pair of 

the component  [27].  
▪ Giant component is the largest connected component 

in the network  [27]. 
▪ K-core is a maximally connected subnetwork in 

which every node has degree at least k [27]. 

▪ Clique is a maximally complete subnetwork of three 

or more nodes, in which each node is connected 

directly to every other node [27]. 

▪ Bridge is a crucial link whose deletion increases the 

number of disconnected components in the network 

[27]. 

▪ A cut-vertex (or cutpoint) is such a vertex whose 

deletion increases the number of disconnected 

components in the network [27]. 

▪ Communities in a network are the dense groups of the 

nodes which are highly connected to each other inside 

the group and sparsely connected to the nodes outside 

the group [30]. 

▪ Affiliation networks are two-mode networks, which 

represent the involvement of a set of actors in a set of 

events [27]. 

After presenting the background, the next section 

presents the methodology used in this research. 

3 Methodology 
In Figure 1, we illustrate the proposed methodology for 

the visual analysis of bibliographic literature in the 

domain of CDSS to uncover emerging patterns and trends.

 

 
Figure 1: The proposed methodology (adapted from [2, 3]) for the visual analysis of clinical decision support systems 

for the discovery of emerging patterns and trends in the bibliographic data of the domain. 
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3.1 Data collection 

The input dataset was collected from the Clarivate 

Analytics’ Web of Science [31] between the timespan of 

2005 to 2016. Data were retrieved on 11 Nov 2016, by an 

extended topic search for CDSSs including the Web of 

Science. The databases searched include SCI-Expanded, 

SSCI, and A&HCI. The search was confined to document 

types including articles, reviews, letters, and editorial 

material published in the English language. Each data 

record includes information as titles, authors, abstracts, 

and references. The input dataset contains a total of 1,945 

records. 

Figure 2 shows an example of our input data. The two-

character field tags in the input data, identify fields in the 

records. The detailed description of the field tags  [32] can 

be found in Table 2. 

It is pertinent to note here that there is a problem in 

data collected from Web of Science.  The WoS data 

identified two cited-authors named as “Anonymous” and 

“Institute of Medicine.” In terms of frequency, 

Field Tags Fields in Record Field Tags Fields in Record 

FN File Name Z9 Total Times Cited Count 

VR Version Number U1 Usage Count (Last 180 Days) 

PT Publication Type  U2 Usage Count (Since 2013) 

AU Authors PU Publisher 

AF Author Full Name PI Publisher City 

TI Document Title PA Publisher Address 

SO Publication Name SN ISSN 

LA Language J9 29-Character Source Abbreviation 

DT Document Type JI ISO Source Abbreviation 

DE Author Keywords PD Publication Date 

ID Keywords Plus® PY Year Published 

AB Abstract VL Volume 

C1 Author Address IS Issue 

RP Reprint Address DI DOI 

EM E-mail Address PG Page Count 

RI Researcher ID Number WC Web of Science Categories 

OI ORCID Identifier  SC Research Areas 

FU Funding Agency and Grant Number GA Document Delivery Number 

FX Funding Text UT Accession Number 

CR Cited References PM PubMed ID 

NR Cited Reference Count ER End of Record 

TC 
Web of Science Core Collection Times 

Cited Count 
EF End of File 

Table 2: The field tags representing record fields in the input data  [32] 

 

 

Figure 2: An example of input data from our dataset collected from Clarivate Analytics’ Web of Science between 

the period of 2005-2016. The two-character field tags, such as AU and FN represent fields in the records. 
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Anonymous is the landmark node. However, 

“Anonymous” itself is not an author, however, as a whole 

it is indicating all articles with missing author names. The 

larger diameter of the node “anonymous” indicates that 

several publications have missing author names. Whereas 

on an extensive search on the internet, we found multiple 

papers having “Institute of Medicine” as an author. 

3.2 Why CiteSpace? 

A variety of tools are available for network analysis and 

visualization. In this section, we will give a brief overview 

of some of the most commonly used and freely available 

tools. Gephi and Pajek are the most common tools used 

for the general analysis of the networks. However, they 

require other software tools for extracting scientometric 

data from WoS. For Pajek, WoS2Pajek can be used and 

for Gephi, Sci2 is used for this purpose. Pajek is focused 

less on network visualization and more on network 

analysis, whereas Gephi is focused more on network 

visualization and less on network analysis. 

VOSview, CiteNetExplorer, and CiteSpace are 

specifically developed for visualization of bibliometric 

networks. However, VOSview has computational 

limitations and memory constraints. It also ignores the 

time dimension. Whereas, CiteNetExplorer is designed 

only for the visualization of citation networks of 

publications [33]. Unlike other tools, CiteSpace provides 

visualization of dynamic networks. CiteSpace is 

extensively used for network visualization. 

In this research, we have used CiteSpace a key 

visually analytical tool for information visualisation [14]. 

3.3 CiteSpace: an overview 

CiteSpace is custom designed for visual analysis of 

citations. It uses colour coding to capture some details, 

which otherwise cannot be captured easily by using any 

other tool. In CiteSpace users can specify the years’ range 

and the length of the time slice interval to build various 

networks. CiteSpace is based on network analysis and 

visualisation. It enables interactive visual analysis of a 

knowledge domain in different ways. By selecting display 

of visual attributes and different parameters, a network can 

be viewed in a variety of ways. CiteSpace has been used 

to analyse diverse domain areas such as agent-based 

computing [16], cloud computing [34], cross-language 

information retrieval [35], and clinical evidence [36]. 

One of the key features of CiteSpace is the calculation 

of betweenness centrality [14]. The betweenness centrality 

score can be a useful indicator of showing how different 

clusters are connected [37]. In CiteSpace, the range of 

betweenness centrality scores is [0, 1]. Nodes which have 

high betweenness centrality are emphasised with purple 

trims. The thickness of the purple trims represents the 

strength of the betweenness centrality. The thicker the 

purple trim, the higher the betweenness centrality. A pink 

ring around the node indicates centrality >= 0.1. 

Burst identifies emergent interest in a domain 

exhibited by the surge of citations [16]. Citation bursts 

indicate the most active area of the research [37]. Burst 

nodes appear as a red circle around the node.  

3.3.1 Colours used 

CiteSpace is designed for visualisation; it extensively 

relies on colours, therefore the description in this paper is 

based on colours. 

The colours of the co-citation links personify the time 

slice of the study period of the first appearance of the co-

citation link. Table 3 demonstrates CiteSpace’s use of 

colour to visualise time slices. The blue colour is for the 

earliest years, the green colour is for the middle years, and 

orange and red colours are for the most recent years. A 

darker shade of the same colour corresponds to earlier 

time-slice, whereas lighter shades correspond to the later 

time slice. 

Link Colours Corresponding Time Slice 

Blue  Earliest years 

Green Middle years 

Orange and Redish Most recent years 

Darker shade of the same 

colour 
Earliest time-slice 

Lighter shade of the same 

colour 
Later time-slice 

Table 3: CiteSpace’s use of colours to visualise links, and 

time slices. 

3.3.2 Node types 

The importance of a node can be identified easily by 

analysing the topological layout of the network. Three 

most common nodes, which are helpful in the 

identification of potentially important manuscripts are i) 

hub node, ii) landmark node and iii) pivot node [14].  

▪ Landmark nodes are the largest and most highly cited 

nodes. In CiteSpace, they are represented by 

concentric circles with largest radii. The concentric 

citation tree rings identify the citation history of an 

author.  The colour of the citation ring represents 

citations in a single time slice. The thickness of a ring 

represents the number of citations in a particular time 

slice.  

▪ Hub nodes are the nodes with a large degree of co-

citations.  

▪ Pivot nodes are links between different clusters in the 

networks from different time intervals. They are 

either gateway nodes or shared by two networks. 

Whereas turning points refer to the articles which 

domain experts have already identified as 

revolutionary articles in the domain. It is a node 

which connects different clusters by same coloured 

links. 

4 Results and discussion 
This section briefly demonstrates the results of our 

analysis.  

4.1 Identification of the largest clusters in 

document co-citation network 

To identify the most important areas of research, here we 

used cluster analysis. CiteSpace is used to form the 
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clusters. It uses time slice to analyse the clusters. The 

merged network of cited references is partitioned into 

some major clusters of articles. In Figure 3, years from 

2005 to 2016 show up as yearly slices represented by 

unique colours. We have selected top 50 cited references 

per one-year time slice. The links between the nodes also 

represent the particular time slices. In [14] authors noted 

clusters with the same colours are indicative of co-

citations in any given time slice. The cluster labels start 

from 0; the largest cluster is labelled as (#0), the second 

largest is labelled as (#1), and so on. The largest cluster is 

the indicator of the major area of research.  

It can also be noticed in Figure 3 that the articles of 

David W. Bates (1999) and Thomas D. Stamos (2001) are 

the intellectual turning points, which join two linked 

clusters: (cluster #4) “combination” and (cluster #12) 

“family practice” respectively. Similarly, articles of 

Heleen Van Der Sijs (2008) and Blackford Middleton 

(2013) are the intellectual turning points, which join two 

linked clusters: (cluster #2) “decision support” and 

(cluster #16) “computerised prescriber order entry” 

respectively.  After a gap of five years, Middleton B has 

cited a paper of Van Der Sijs H, which drew the interest 

of many researchers in the field of “decision support”.  

It is interesting to note that a half-life of the article of 

Bates DW is 7 years and a half-life of the article by 

Thomas D. Stamos is 4 years. Whereas a half-life of Van 

Der Sijis H’s article is 5 years and a half-life of Middleton 

B’s paper is 3 years. 

In Table 4, details of top five cited references are 

given in terms of high citation frequency. By observing 

this table, we observed that the top five articles have low 

centrality but are still significant by having more 

frequency. The article by Amit X. Garg (2005) has the 

highest frequency of citations among all the cited 

references. Following it are the articles of Kensaku 

Kawamoto and Gilad J. Kuperman published in 2005 and 

2007 respectively. The articles of Van Der Sijs H and 

Basit Chaudhry are also included in the top five articles in 

this domain.  

In Table 4, it is also interesting to note that the article 

by Amit X. Garg (2005) is the landmark node with the 

largest radii. Amit X. Garg’s article also has the highest 

citation burst of 20.71, which indicates that it has attracted 

 
Figure 3: A merged network of cited references with 611 nodes and 1958 links on our CDSS dataset (2005-2016) 

based on 1-year time slices. The largest component of connected clusters is divided into 13 smaller clusters. The 

largest cluster is “computerised decision support” and the smallest is “computerised prescriber order entry.” The 

diameter of the circle corresponds to the frequency of the node. Whereas red circle indicates high citation burst of the 

article. The article by Garg AX has the highest frequency and highest citation burst among other articles of the domain. 
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huge attention from the research community. It has 223 

citations and 6-year half-life. It has 2357 citations on 

Google Scholar. Following it is the article of Kensaku 

Kawamoto (2005) with 15.46 citation burst, 151 citations, 

and a half-life of 6 years. It has 1684 citations on Google 

Scholar. Next is the article by Kuperman GJ (2007) with 

3.48 citation burst, 135 citation frequency, and a half-life 

of 5 years. It has 547 citations on Google Scholar. It is 

closely followed by the Van Der Sijs H (2007) with a 

citation burst of 15.09, citation frequency 116, and a half-

life of 5 years. It has 690 citations on Google Scholar. The 

article by Basit Chaudhry (2006) has the lowest citation 

burst of 2.99 among top five articles in the domain. It has 

a citation frequency of 112 and a half-life of 6 years. It has 

2491 citations on Google Scholar.  

 

F CB AU PY J V PP HL CL GSC 

223 20.71 Garg AX 2005 JAMA-J AM MED ASSOC V293 P1223 6 3 2357 

151 15.46 Kawamoto K 2005 BRIT MED J V330 P765 6 3 1684 

135 3.48 Kuperman GJ 2007 J AM MED INFORM ASSN V14 P29 5 2 547 

116 15.09 Van der Sijs H 2006 J AM MED INFORM ASSN V13 P138 6 2 690 

112 2.99 Chaudhry B 2006 ANN INTERN MED V144 P742 5 1 2491 

Table 4: The summary table of cited references sorted in terms of frequency includes frequency (F), citation burst (CB), 

author (AU), publication year (PY), journal (J), volume (V), page no. (PP), a half-life (HL), cluster ID (CL), and Google 

Scholar Citations (GSC) of the top 5 cited references. 

 

Table 5 contains cited documents in terms of 

betweenness centrality. The article by Basit Chaudhry 

(2006) is the most influential document with the highest 

centrality score of 0.43. The half-life of this article is 5 

years and it has 2491 citations on Google Scholar. 

Following it is the article by Ross Koppel (2005) with 0.24 

centrality, and a half-life of 5 years. It has 1995 citations 

on Google Scholar. Next is the article by Amit X. Garg 

(2005) with 0.18 betweenness centrality and a half-life of 

6 years. It has 2357 citations on Google Scholar. It is 

closely followed by Jerome A. Osheroff (2007) with 

betweenness centrality of 0.16 and a half-life of 5 years. It 

has 357 citations on Google Scholar. Finally, we have an 

article by Gilad J. Kuperman (2007) with lowest 

betweenness centrality of 0.14 among top five articles in 

the domain. It has a half-life of 5 years. It has 547 citations 

on Google Scholar.  

The merged network in Figure 3 contains a total of 

611 cited references and 1,958 co-citation links. The 

largest cluster, i.e. (#0) of the network is disconnected 

from the largest component of the network. In this 

analysis, we will consider only the largest component. 
  

The largest component of connected clusters contains 

442 nodes, which is 72% of the network. The largest 

component is further divided into 13 smaller clusters of 

different sizes. Table 6 illustrates the details of these 

clusters.  

Cluster #1 (largest cluster) contains 65 nodes, which 

are 10.628% of all nodes in the network. The average 

publication year of the literature in this cluster is 2007. 

The mean silhouette score of 0.737 indicates relatively 

high homogeneity in the cluster. 

Cluster #2 contains 57 nodes, which are 9.328% of all 

nodes in the network. The average publication year of the 

literature in this cluster is 2009. The mean silhouette score 

of 0.7 indicates relatively high homogeneity in the cluster. 

Cluster #3 contains 56 nodes, which are 9.165% of all 

nodes in the network. The average publication year of the 

literature in this cluster is 2008. The mean silhouette score 

of 0.722 indicates relatively high homogeneity in the 

cluster. It is interesting to note that cluster #3 (“AIDS”) 

contains several articles with strongest citation burst, 

which indicates it is an active or an emerging area of 

research. 

Cluster #4 contains 52 nodes, which are 8.51% of all 

nodes in the network. The average publication year of the 

literature in this cluster is 2001. The mean silhouette score 

of 0.791 indicates average homogeneity in the cluster. It is 

interesting to note that most of the highly influential 

articles are the members of cluster #4. 

Cluster #5 contains 49 nodes, which are 8.01% of 

whole nodes in the network. The average publication year 

of the literature in this cluster is 2003. The mean silhouette 

score of 0.772 indicates relatively high homogeneity in the 

cluster. 

Cluster #6 contains 45 nodes, which are 7.364% of 

whole nodes in the network. The average publication year 

of the literature in this cluster is 2012. The mean silhouette 

BC AU PY J V PP HL CL GSC 

0.43 Chaudhry B 2006 ANN INTERN MED V144 P742 5 4 2491 

0.24 Koppel R 2005 JAMA-J AM MED ASSOC V293 P1197 5 0 1995 

0.18 Garg AX 2005 JAMA-J AM MED ASSOC V293 P1223 6 4 2357 

0.16 Osheroff JA 2007 J AM MED INFORM ASSN V14 P141 5 4 357 

0.14 Kuperman GJ 2007 J AM MED INFORM ASSN V14 P29 5 1 547 

Table 5: The summary table of cited documents sorted in terms of Centrality includes betweenness centrality (BC), 

author (AU), publication year (PY), journal (J), Volume (V), page no. (PP), a half-life (HL), cluster ID (CL), and 

Google Scholar Citations (GSC) of the top 5 cited references. 
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score of 0.955 indicates very high homogeneity in the 

cluster. 

Cluster #7 contains 40 nodes, which are 6.546% of all 

nodes in the network. The average publication year of the 

literature in this cluster is 2002. The mean silhouette score 

of 0.73 indicates relatively high homogeneity in the 

cluster. 

Cluster #8 contains 19 nodes, which are 3.10% of all 

nodes in the network. The average publication year of the 

literature in this cluster is 2003. The mean silhouette score 

of 0.854 indicates high homogeneity in the cluster. 

 

Cluster 

ID 
Size Silhouette 

Mean 

(Year) 
Label (Log-Likelihood Ratio) 

Terms (Mutual 

Information) 

1 65 (10.638%) 0.737 2007 
Impact; Adverse Drug Event; 

Physician Order Entry 

Computerized 

Decision Support 

2 57 (9.328%) 0.7 2009 
Alert; Ambulatory Care; Safety 

Alert 
Drug Administration 

3 56 (9.165%) 0.722 2008 
Patient Outcome; Management; 

Guideline 
Aid 

4 52 (8.51%) 0.791 2001 
Decision Support System; Primary 

Care; Expert System 
Combination 

5 49 (8.01%) 0.772 2003 
Adverse Drug Event; Medication 

Error; Prevention 
Chronic Illness 

6 45 (7.364%) 0.955 2012 

Personalized Medicine; 

Pharmacogenomics; Computed 

Tomography 

ACR Appropriateness 

Criteria 

7 40 (6.546%) 0.73 2002 
Prevention; Intervention; Adverse 

Drug Event 
Acute Kidney Failure 

8 19 (3.10%) 0.854 2003 
Emergency Medicine; ASHP; 

Systems Analysis 

Intra Cluster 

Correlation 

Coefficient 

9 18 (2.945%) 0.976 2004 
Personal Digital Assistant; 

Resource; PDA 
Consultation 

10 13 (2.127%) 0.976 2011 
Medication Alert System; 

Interview; Observational Study 
Surgery 

11 12 (1.963%) 0.944 2002 

Guideline Implementation; 

Adverse Event; Clinical Practice 

Guideline 

Factor-V-Leiden 

12 11 (1.800%) 0.979 1999 
Statin; Cholesterol Reduction; 

Treatment Panel III 
Family Practice 

16 5 (0.818%) 0.995 2010 
Smoking Cessation; Control 

Intervention; Usability 

Computerized 

Prescriber Order 

Entry 

Table 6: The summary table of largest clusters of the cited authors.  It contains the ID of the cluster, the size of the 

cluster, the average publication year of the literature in the cluster, and title terms of the clusters. The merged network 

contains 611 nodes and 1958 connections. 
 

Cluster #8 contains 19 nodes, which are 3.10% of all 

nodes in the network. The average publication year of the 

literature in this cluster is 2003. The mean silhouette score 

of 0.854 indicates high homogeneity in the cluster. 

Cluster #9 contains 18 nodes, which are 2.945% of all 

nodes in the network. The average publication year of the 

literature in this cluster is 2004. The mean silhouette score 

of 0.976 indicates very high homogeneity in the cluster. 

Cluster #10 contains 13 nodes, which are 2.127% of 

all nodes in the network. The average publication year of 

the literature in this cluster is 2011. The mean silhouette 

score of 0.976 indicates very high homogeneity in the 

cluster. 

Cluster #11 contains 12 nodes, which are 1.963% of 

all nodes in the network. The average publication year of 

the literature in this cluster is 2002. The mean silhouette 

score of 0.944 indicates very high homogeneity in the 

cluster. 

Cluster #12 contains 11 nodes, which are 1.800% of 

all nodes in the network. The average publication year of 

the literature in this cluster is 1999. The mean silhouette 

score of 0.979 indicates very high homogeneity in the 

cluster. 

Cluster #16 (smallest cluster) contains 5 nodes, which 

are 0.818% of all nodes in the network. The average 

publication year of the literature in this cluster is 2010. 

The mean silhouette score of 0.955 indicates very high 

homogeneity in the cluster.  

After an overview of the identification of clusters in 

the cited reference network, next, we move to the analysis 

of the journals. 
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4.2 Analysis of journals 

In this section, we visualise cited journals. Out of 1,945 

records in the dataset, the 60 most cited journals were 

selected per one-year slice to build the network.  

The pink rings around the nodes depicted in Figure 4 

indicate that there are five nodes in the network with 

centrality > 0.1. “Journal of the American Medical 

Informatics Association” has the largest number of highly 

cited publications. The second largest number of 

publications is associated with “The Journal of the 

American Medical Association.” “Proceedings of the 

AMIA Symposium” (2005) has the strongest citation burst 

among authors from the period of 2005.  

 
Figure 4: Journals’ network in terms of centrality. Concentric citation tree rings indicate the citation history of the 

publications of a journal. The colours of the circles in the tree rings represent citations in a corresponding year. The 

red rings indicate the citation burst of the publication. The colours of the links correspond to the time slice. The pink 

rings around the nodes indicate the centrality >= 0.1. The “J AM MED INFORM ASSN” is the highly cited journal, 

whereas the “Jama-j AM MED ASSOC” is the most central journal of the domain. 

Centrality Title Abbreviated Title Impact Factor 

0.14 The Journal of the American Medical Association Jama-j AM MED ASSOC 37.684 

0.13 
Journal of the American Medical Informatics 

Association 
J AM MED INFORM ASSN 3.428 

0.13 International Journal of Medical Informatics Int J MED INFORM 2.363 

0.13 The American Journal of Medicine Am J MED 5.610 

0.13 Artificial Intelligence in Medicine (AIIM) Artif INTELL MED 2.142 

Table 7: In terms of centrality, the five most productive journals in the bibliographic literature of the CDSS domain. 

Jama-j AM MED ASSOC is the most central journal with a centrality score of 0.14, whereas Artif Intell Med is the least 

central journal with a centrality score of 0.13. 
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Table 7 gives details of the top 5 key journals based 

on centrality. “The Journal of the American Medical 

Association” has the highest centrality score of 0.14 

among all the other journals. It has 37.684 impact factor. 

In addition, it could be seen that in terms of centrality, the 

“Journal of the American Medical Informatics 

Association,” the “International Journal of Medical 

Informatics,” “The American Journal of Medicine” and 

the “Artificial Intelligence in Medicine” are also some of 

the productive journals of this domain with a centrality 

score of 0.13 and impact factor of 3.428, 2.363, 5.610, and 

2.142 respectively. 

Table 8 gives details of the top 5 key journals based 

on their frequency of publications. It is interesting to note 

that the table organised in terms of frequency of 

publications gives a somewhat different set of key 

journals. The “Journal of the American Medical 

Informatics Association” is at the top with the frequency 

of 1169 publications and 3.428 impact factor. This is 

followed by “The Journal of the American Medical 

Association”, “The New England Journal of Medicine,” 

“The Archives of Internal Medicine”, and the 

“Annals of Internal Medicine Journal” with frequencies 

1961, 819, 687, and 655 and impact factor 37.684, 59.558, 

17.333, and 16.593 respectively.  

After a visual analysis of the journals, in the next 

section, we will analyse the authors’ network. 

4.3 Analysis of co-authors 

This section analyses the author collaborative network. 

Figure 5 displays the visualisation of the core authors of 

the domain.  The merged network contains 346 authors 

and 719 co-authorship links. As shown in Figure 5, burst 

nodes appear as a red circle around the node. The citation 

burst in authors network specifies the authors who have 

rapidly grown the number of publications. As shown in 

Figure 5, in terms of frequency, David BW is the landmark 

node with largest radii of the node. Payne TH is the most 

central author of this domain. 

Publication 

frequency 
Journal full title Abbreviated title 

Impact 

Factor 

(2016) 

1169 
Journal of the American Medical Informatics 

Association (JAMIA) 
J AM MED INFORM ASSN 3.428 

1096 
The Journal of the American Medical 

Association  
Jama-j AM MED ASSOC 37.684 

819 
The New England Journal of 

Medicine (NEJM) 
New ENGL J MED 59.558 

687 Archives of Internal Medicine Arch INTERN MED 17.333 

655 Annals of Internal Medicine Journal Ann INTERN MED 16.593 

Table 8: The five most productive journals in the bibliographic literature of the CDSS domain based on frequency. J 

AM MED INFORM ASSN is the most cited journal with frequency 1169, whereas Ann INTERN MED is the least 

cited journal with frequency 655. 

 
Figure 5: Co-authors network visualisation. The merged network contains 346 nodes and 719 links. Top 20% nodes 

are selected per slice (of length 3). Burst nodes appear as a red circle around the node. Concentric tree rings indicate 

the history of the publications of an author. David BW is the highly productive author with the frequency of 59, 

whereas Payne TH is the most central node with a centrality score of 0.08. Gurwitz JH and Field TS have longest 

publication burst periods. 
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Visualisation in Figure 6 illustrates the authors who 

have the strongest publication bursts and years in which it 

took place. It can be seen that Ali S. Raja (2014) from 

“Harvard Medical School, USA” has the strongest burst 

among the top 5 authors since 2005. Ivan K. Ip (2005) 

from “Harvard Medical School, USA” has the second 

strongest burst, which took place in the period of 2013 to 

2016. Following him are Terry S. Field (2005) from 

Meyers Primary Care Institute, Ramin Khorasani (2014) 

from “Brigham and Women’s Hospital”, and Jerry H. 

Gurwitz (2005) from “Meyers Primary Care Institute, 

USA.” 

 

Figure 6: The top 5 Co-authors associated with strongest 

publication bursts. The history of the burstness of authors 

includes names of the authors, publication year, burst 

strength, starting, and ending year of the citation burst. 

“Raja AS” has strongest publication burst among all other 

authors. “Field TS” and “Gurwitz JH” have the longest 

burst period. 

Even though this visualisation gives a general picture 

of the several authors, Table 9 also illustrates a 

comprehensive analysis of the authors’ network.  

 

Frequency Author Abbreviations 

395 David Bates  BATES DW 

296 Amit X. Garg  GARG AX 

255 
Kensaku 

Kawamoto 
KAWAMOTO K 

180 Rainu Kaushal KAUSHAL R 

173 Gilad J. Kuperman KUPERMAN GJ 

Table 9: The top 5 Authors in terms of the frequency of 

joint publications. David Bates is the most productive 

author with 395 publications. 
 

Here we can notice that the most productive author in 

the network is David Bates with 59 joint publications. 

David Bates is a Prof. of Medicine at “Harvard Medical 

School, USA.” His areas of interest are medication safety, 

patient safety, quality, medical informatics, and clinical 

decision support. Next is Adam Wright, an Assoc. Prof. of 

Medicine, “Harvard Medical School, USA” and “Brigham 

and Women’s Hospital, USA.” His areas of interest are 

health information technology, medical informatics, 

biomedical informatics, clinical information systems, and 

CDS. Dean F. Sittig is the Cristopher Sarofim Family 

Prof. of Bioengineering, “Biomedical Informatics, and 

UTHealth, USA.” CDS, electronic health records, medical 

informatics, and biomedical informatics are his areas of 

interest. Next is Blackford Middleton, an Instructor, 

“Harvard TH Chan School of Public Health, USA”. His 

areas of interest include personal health record, clinical 

informatics, CDS, knowledge management, and electronic 

medical record. Finally, we have Ramin Khorasani, MD, 

PhD, “Brigham and Women’s Hospital, USA.” 

Centrality Author Abbreviations 

0.08 Thomas Payne Payne TH 

0.07 David Bates Bates DW 

0.07 Richard D Boyce Boyce RD 

0.07 Robert R Freimuth Freimuth RR 

0.07 Matthias Samwald Samwald M 

Table 10: The top 5 Co-Authors in terms of centrality. 

Payne TH is the most central author with a centrality score 

of 0.08, whereas the rest of the authors have the same 

centrality score of 0.07.  

 

For additional relative analysis, we have observed the 

collaborative authors based on centrality, as depicted in 

Table 10. Thomas Payne a Prof. of Medicine, “University 

of Washington, USA.” His areas of interest are clinical 

informatics and clinical computing. Richard D Boyce, 

Asst. Prof. of “Biomedical Informatics, University of 

Pittsburgh, USA.” His areas of interest are 

Pharmacoepidemiology, medication safety, knowledge 

representation, comparative effectiveness research, and 

semantic web. Next is Robert R Freimuth, “Mayo Clinic, 

USA.” His areas of interest include genomics CDS, 

personalised medicine, genetic variation, data integration, 

Pharmacogenomics, data integration and interoperable 

infrastructure. Matthias Samwald, “Medical University of  

Vienna, Austria.” His interest is in biomedical 

informatics. 

After analysing authors’ network, in the next section, 

we have visualised the cited authors’ network.  

4.4 Analysis of cited-authors 

This section analyses the authors’ co-citation network. 

Figure 7 displays the visualisation of the cited authors of 

this domain. The merged network contains 211 cited 

authors and 656 co-citation links. Burst nodes appear as a 

red circle around the node; the citation burst in cited-

authors network specifies the authors who have rapidly 

grown the number of citations. In terms of frequency, 

David BW is the landmark node with largest radii of the 

citation ring. The pink ring around David BW indicates 

that it is also the most central author of this domain. 

Even though this visualisation gives a general picture 

of the several authors, Tabel 11 also illustrates a 

comprehensive analysis of authors’ network. 

Here we can notice that a highly cited author in the 

network is David Bates with 460 citations. Next is Amit 

X. Garg, a Prof. of Medicine (Nephrology), Biostatics & 

Epidemiology, “Western University, Canada”. His areas 

of interest are kidney diseases, kidney donation, 

and clinical research. Following him is Kensaku 

Kawamoto, an Asst. Prof. of Biomedical Informatics and 

Assoc. CMIO in the “University of Utah, USA”.  

Knowledge management, CDS, and standards and 

interoperability are his areas of interest. Next is Rainu 

Kaushal, “Departments of Medicine, Quality 

Improvement, Risk Management, and Children’s 
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Hospital, Boston, Massachusetts, USA.” Finally, we have 

Gilad J. Kuperman, an Adjunct Assoc. Prof. of 

Biomedical Informatics, “Columbia University Clinical 

Informatics, USA”. 

For additional comparative analysis, we have 

observed the top-cited authors in terms of centrality. Fresh 

names which enter in Table 11 are David Blumenthal 

from the “Harvard Medical School, USA” and Basit 

Chaudhry from the “University of California, USA.” 

After analysing authors’ network, in the next section, 

we will visualise the countries of the origin of the key 

publications of the domain. 

Frequency Author Abbreviations 

460 David Bates  Bates DW 

338 Amit X. Garg Garg AX 

280 Kensaku Kawamoto Kawamoto K 

207 Rainu Kaushal Kaushal R 

198 Gilad J. Kuperman Kuperman GJ 

Table 12: The top 5 cited-authors in terms of the 

frequency of citations. David Bates is the most cited 

author with 460 citations, whereas Kuperman GJ is 

the least cited author with 198 citations. 

 
Figure 7: Cited-authors network visualisation. The merged network contains 211 nodes and 656 links. Burst nodes 

appear as a red circle around the node. Concentric citation tree rings indicate the citation history of the publications 

of an author. The pink rings around the node indicate the centrality score >= 0.1. Bates DW is the landmark with 

largest radii and is also the hub node with the highest degree. 

Centrality Author Abbreviations Year 

0.29 David Bates Bates DW 2005 

0.13 
Gilad J. 

Kuperman 
Kuperman GJ 2005 

0.13 Amit X. Garg Garg AX 2005 

0.13 
David 

Blumenthal 
Blumenthal D 2009 

0.12 Basit Chaudhry Chaudhry B 2007 

Table 11: The top 5 cited-authors in terms of centrality. 

Bates DW is the most central author with a centrality 

score of 0.29, whereas Chaudhry B is the least central 

author with a centrality score of 0.12. 

 

https://scholar.google.com.pk/citations?user=PaB5GcMAAAAJ&hl=en&oi=ao
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4.5 Analysis of countries 

In this section, we demonstrate a visual analysis of the 

spread of research in the domain from different countries.  

For this visualisation, top 30 countries are chosen from the 

entire time span of 16 years (i.e. 2005-2016) for each one-

year time slice. In Figure 8, the concentric rings of 

different colours represent papers published in different 

time slices. The diameter of the ring thus indicates the 

publication frequency of the country. From the display, it 

can be seen that the “United States” has the highest 

publication frequency, which indicates that the origin of 

key publications in the domain is the “United States”. This 

is followed by articles originating from England, Canada, 

Netherlands, and Australia. The pink circle around the 

node represents the centrality >= 0.1. As depicted in 

Figure 8, Canada has the highest centrality value. This is 

followed by the US, England, Germany, and Spain. Red 

circles represent the publication burst. Scotland has the 

strongest publication burst, which provides the evidence 

that the articles originating in the domain from Scotland 

have attracted a degree of attention from its research 

community. 

After a visual analysis of countries, we will present a 

visual analysis of institutions. 

4.6 Analysis of institutions 

In this section, the visualisation of institutions is 

performed. Figure 10 contains a merged network of 

institutions of 319 institutions and 844 collaboration links. 

We have selected top 50 nodes per one-year length time 

slice from 1,945 records. The “Harvard” is the most 

central, as well as the most productive node among all 

other institutions. Following it is the “Brigham and 

Women’s Hospital, USA.” Whereas, the “University of 

Massachusetts, USA” has the strongest publication burst. 

A visual analysis of the history of the burstness of 

institutions identifies universities that are specifically 

active in the research in this domain.  

 
Figure 9: History of the burstness of institutions includes 

names of institutions, years of publication, the strength of 

burstness, beginning and ending year of the citation burst. 

As shown in Figure 9, the “University of 

Massachusetts, USA” has the strongest and longest 

publication burst among all other institutes in the timespan 

of 2006 to 2009. The “Indiana University School of 

Medicine, USA” also has the longest period of the burst 

 
Figure 8: Countries network of 55 nodes and 263 links. The burst nodes appear as a red circle around the node. 

Concentric tree rings indicate the history of the publications of a country. The pink circle around the node represents 

the centrality >= 0.1. The USA is the highly cited node, whereas Canada is the most central node and Scotland has 

strongest publication burst. 
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from 2013 till 2016. Whereas, the “Weill Cornell 

Graduate School of Medical Sciences, USA” has shortest 

publication burst. 

Next, we performed an analysis in terms of the 

frequency of publications associated with the institutions. 

Table 13 represents the top five institutions based on 

the frequency of publications. The “Havard, USA” has the 

highest ranking with the frequency of 165 publications. 

The “Brigham & Women’s Hospital, USA” followed it 

closely with the frequency of 122 publications. Next is the 

“Vanderbilt University, USA” with the frequency of 62 

publications. With 56 publications, next, we have the 

“University of Utah, USA”. Following it, we have the 

“University of Washington, USA” with the frequency of 

55 publications. 

Here, we performed another analysis in terms of the 

centrality of the publications. Table 14 contains the list of 

the top five universities based on the centrality. It is 

interesting to note that the top two universities the 

“Harvard” and “Brigham & Women’s Hospital, USA” 

with centrality scores 0.3 and 0.17 respectively are also 

the highly cited institutions. Following them is the 

“University of Utah, USA” with a centrality score of 0.14. 

 
Figure 10:  The network of Institutions, containing 319 nodes and 844 edges. Concentric citation tree rings demonstrate 

the citation history of the publications of an institution. The purple circle represents betweenness centrality. The thicker 

the purple ring, the higher the centrality score. The “University of Massachusetts” has the strongest burst. The Harvard 

is the highly cited and most central institution of the domain. 

Frequency Institution Countries 

165 Harvard University USA 

122 
Brigham and Women’s 

Hospital 
USA 

62 Vanderbilt University USA 

56 University of Utah USA 

55 University of Washington USA 

Table 13: The top institutions in terms of frequency of 

publications. “Harvard” has the highest publication 

frequency of 165, whereas the “University of Washington” 

has the lowest frequency of 55. 

Centrality Institutions Countries 

0.3 Harvard University USA 

0.17 
Brigham and Women’s 

Hospital 
USA 

0.14 University of Utah USA 

0.09 University of Washington USA 

0.07 Heidelberg University Germany 

Table 14: The top 5 institutions in terms of the 

betweenness centrality. Topmost University has a 

centrality score of 0.3, whereas the “Heidelberg 

University” has the lowest centrality score of 0.07. 
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Next is the “University of Washington, USA” with a 

centrality score of 0.09. With centrality value 0.07, it 

seems however that the “Heidelberg University, USA” has 

the lowest centrality score among all other institutions. 

After visualisation of institutions, in the next section, 

we will present an analysis of subject categories of the 

domain. 

4.7 Analysis of categories 

In this section, our next analysis is to discover publications 

associated with various categories. Figure 11 depicts the 

temporal visualisation of categories in the domain. This 

merged network contains 95 categories and 355 links (co-

occurrences). We have selected top 50 nodes per one-year 

time slice. The detailed analysis based on the centrality 

and frequency is given below. 

Table 15 lists the top 5 categories based on centrality. 

The category “Health Care Sciences & Services” leads 

over other categories with centrality value 0.29. It is 

closely followed by “Engineering” with centrality 0.28. 

Next is “Computer Science” with a centrality score of 

0.25. Following it is the “Surgery” with centrality 0.18. 

Subsequently, we have “Nursing” with a centrality score 

of 0.24. 

For relative analysis, we have also analysed these 

categories in terms of frequency of occurrence in 

manuscripts. The outcomes of this analysis are illustrated 

underneath in Table 16. 

Table 16 lists the top 5 categories based on the 

frequency of occurrence. With the frequency of 658, 

“Medical Informatics” leads the rest of the categories. 

Following it is the “Computer Science” with a frequency 

of 545. Next is “Health Care Sciences & Services” with a 

frequency of 495, which is followed by “Computer 

Science, Information Systems” and “Computer Science, 

Interdisciplinary Applications” with frequencies 320 and 

318 respectively.  

After visually analysing co-authors, journals, co-cited 

authors, countries, institutions, and subject categories, in 

the end, we are presenting the summary of the results. 

 
Figure 11: The category network containing 95 categories and 355 co-occurence. Concentric citation tree rings 

demonstrate the citation history of the co-occurrence of categories. The purple circle represents betweenness 

centrality. The thicker the purple ring, the higher the centrality score. Medical Informatics is the category with the 

highest co-occurence, whereas Health Care Sciences and Services is the most central category. 
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5 Summary of results 
In this paper, we have utilised CiteSpace for the analysis 

of various types of visualisation to identify emerging 

trends and abrupt changes in scientific literature in the 

domain over time. In this section, we give an overview of 

the key results of the visual analysis performed in this 

study. 

Firstly, using clustering of cited references we 

observed Cluster #1, the “computerised decision support” 

is the largest cluster, which contains 65 nodes that are 

10.638% of whole nodes in the network. The articles by 

Bates DW (1999), Stamos TD (2001), Van Der Sijs H 

(2008), and Middleton B (2013) are the key turning point. 

The half-life of these articles is 7, 4, 5, and 3 years 

respectively. 

Subsequent analyses verified that there is conducted 

diversity in authors, journals, countries, institutions, and 

subject categories. 

In the analysis of journals, we observed that the 

“Journal of the American Medical Informatics 

Association” has the largest number of highly cited 

publications in the domain and “Journal of the American 

Medical Association” is the most central journal among all 

other journals. 

In terms of the analysis of the author’s network, we 

observed that since 2005 Ali S. Raja (2014) has the 

strongest burst among the top authors of the domain. We 

also observed that most collaborative author in the 

network is David Bates, a Prof. of Medicine at the 

“Harvard School”, has 59 publications is also the most 

central author with a centrality score of 0.33. His areas of 

interest are medication safety, patient safety, quality, 

medical informatics, and clinical decision support. It is 

interesting to note that David Bates is also the highly cited 

and most central cited author of this domain. 

In the analysis of countries, top 30 countries were 

chosen from the entire time span of 2005-2016 for each 

one-year time slice. We observed that the United States 

has the highest frequency of publications, which indicates 

the origin of key publications in the domain. Whereas, 

Canada has the highest centrality score. Scotland has the 

strongest publication burst, which provides the evidence 

that the articles originating in the domain from Scotland 

have attracted a degree of attention from its research 

community. 

On the visual analysis of institutions, we found that 

“The University of Massachusetts” has the strongest and 

longest publication burst in the timespan of 2006 to 2009. 

The “Indiana University School of Medicine” also has the 

longest period of the burst among all other institutes from 

2013 till 2016. Harvard has a top ranking with a frequency 

of 165 publications. It is interesting to note that the 

Harvard is also the most central institution with the 

centrality score of 0.3. 

In the analysis of categories, we observed that the 

category “Health Care Sciences & Services” leads over 

other categories with centrality value 0.29. Whereas with 

a co-occurrence frequency of 658, the category “Medical 

Informatics” leads the rest of the categories. 

6 Correlation from actual literature 
This section presents the necessary background of the 

Decision Support System (DSS) and CDSS. 

6.1 Decision support system 

The idea of DSS is very broad and different authors have 

defined it differently based on their research and roles 

DSS plays in the decision-making process [38-47]. DSS 

applications are adopted in several areas, such as business 

management [48], finance management [49], forest 

management [50], medical diagnosis [51], waste 

management [52, 53], oral anticoagulation management 

[54], ship routing [55], ecosystem management [56], 

value-based management [57], World Wide Web [58], 

diagnosis and grading of brain tumour [59], agent-based 

medical diagnosis [60, 61], and so on. 

We intend to provide insight to CDSS researchers and 

practitioners about historical trends, current 

developments, and future directions of the CDSS domain. 

6.2 Clinical decision support system 

Since the beginning of computers, physicians and other 

healthcare professionals have expected the time when 

machines would aid them in clinical decision-making and 

other restorative procedures. “CDSS provides clinicians, 

patients, or individuals with knowledge and person-

specific or population information, intelligently filtered or 

presented at appropriate times, to foster better health 

processes, better individual patient care, and better 

population health” [62]. 

There exist two main types of CDSS. The first one is 

derived from expert systems and uses knowledge base. 

The knowledge base depends on the inference engine to 

implement the rules, such as if-then-else on the patient 

Centrality Category 

0.29 Health Care Sciences and Services 

0.28 Engineering 

0.25 Computer Science 

0.18 Surgery 

0.16 Nursing 

Table 15: The top 5 categories based on centrality. The 

subject category “Health Care Sciences & Services” 

leads over other categories with a centrality score of 

0.29. 

Frequency Category 

658 Medical Informatics 

545 Computer Science 

495 Health Care Sciences & Services 

320 
Computer Science, Information 

Systems 

318 
Computer Science, Interdisciplinary 

Applications 

Table 16: The top 5 categories based on the frequency of 

occurrence. The subject category “Medical Informatics” 

leads over other categories with a frequency of 658. 
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data and presents the findings to end-users [2]. The second 

type of CDSS is based on non-knowledge based systems, 

which depends on machine learning techniques for the 

analysis of clinical based data [63].  

CDSSs are considered as an important part in the 

modern units of healthcare organisations.  They facilitate 

the patients, clinicians, and healthcare stakeholders by 

providing patient-centric information and expert clinical 

knowledge [64]. To improve the efficiency and quality of 

healthcare, the clinical decision-making uses knowledge 

obtained from these smart clinical systems. The automated 

DSSs of Cardiovascular are available in primary health 

care units and hospital in order to fulfil the ever-increasing 

clinical requirements of prognosis in the domain of 

coronary and cardiovascular diseases.  The computer-

based decision support strategies have already been 

implemented in various fields of cardiovascular care  [65]. 

In the US and the UK, these applications are considered as 

the fundamental components of the clinical informatics 

infrastructures. 

Many reviews have identified the benefits of the 

CDSSs, in particular, Computerized Physician Order 

Entry systems [66-68]. The CDSS as part of the 

Computerized Physician Order Entry has been found to 

alleviate adverse drug events and medication errors [69-

71]. The key benefits of CDSS reported in the studies 

conducted in [72-76] are higher standards of patient 

safety, improving the quality of direct patient care, 

standardisation and conformance of care using clinical 

practice guidelines, and the collaborative decision-

making.  

CDSSs also have demonstrated to improve clinician 

performance, by way of promoting the electronic 

prescription of drugs, adherence to guidelines and to an 

extent the efficient use of time [69, 71]. CDSSs perform a 

key role in providing primary care and preventative 

measures at outpatient clinics, e.g. by alerting caregivers 

of the need for routine blood pressure checking, to 

recommend cervical screening, and to offer influenza 

vaccination [67, 77]. 

The adoption of CDSSs in diagnosis and management 

of chronic diseases, such as diabetes [78], cancer [79], 

dementia [80], heart disease [81], and hypertension [82] 

have played significant clinical roles in the  main 

healthcare organisations in the improvement of clinical 

outcomes of the organisations worldwide at primary and 

secondary care. These CDSS  also provide a foundation to 

system developer and knowledge expert to collate and 

build domain expert knowledge for screening by clinicians 

and clinical risk assessment [72, 83]. 

Ontology-driven DSSs are also used widely in the 

clinical risk assessment of chronic diseases. The ontology-

driven clinical decision support (CDS) framework for 

handling comorbidities in [84] presented remarkable 

results in the disease management and risk assessment of 

breast cancer patients, which was deployed as a CDSS 

handling comorbidities in the healthcare setting for 

primary care clinicians in Canada.  

The ontology-driven recommendation and clinical 

risk assessment system could be used as a triage system in 

the cardiovascular preventative care which could help 

clinicians prioritize patient appointments after reviewing 

the snapshot of a patient’s medical history containing 

patient demographics information, cardiac risk scores, 

cardiac chest pain and heart disease risk scores, 

recommended lab tests and medication details. 

7 Conclusions and future work 
In this paper, we have demonstrated a comprehensive 

visual and scientometric survey of the CDSS domain. This 

research covers all Journal articles in Clarivate Analytics 

from the period 2005-2016. Our survey is based on real 

data from the Web of Science databases. This allowed us 

to comprehend all publications in the domain of CDSSs.  

Our analysis has produced many interesting results. 

The CDSS has gained the interest of the research 

community from the era of 2005. David Bates is the highly 

cited author in the literature of CDSS, whereas Ali S. Raja 

is the author who has rapidly grown the number of 

publications during the period of study. The “Journal of 

the American Informatics Medical Association” is the top-

ranking source journal. It contributes 1169 publications 

during the period of study. The United States has 

contributed the highest number of publications, whereas 

the United Kingdom is the second highest productive 

country. Most of the contributions came from Harvard, 

whereas the “University of Massachusetts” remained 

specifically active in the research in this domain. The 

“Health Care Sciences & Services” leads the rest of the 

categories in CDSS.  

A significant dimension of future work is to conduct 

scientometric analysis for identifying disease patterns, 

specifically in the cardiovascular, breast cancer, and 

diabetes domains. 
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Human facial expression is important means of non-verbal communication and conveys a lot more 

information visually than vocally. In human-machine interaction facial expression recognition plays a 

vital role. Still facial expression recognition through machines like computer is a difficult task. Face 

detection, feature extraction and expression classification are the three main stages in the process of 

Facial Expression Recognition (FER). This survey mainly covers the recent work on FER techniques. It 

especially focuses on the performance including efficiency and accuracy in face detection, feature 

extraction and classification methods. 

Povzetek: V prispevku je predstavljena primerjalna študija tehnik prepoznavanja izrazov obraza. 

1 Introduction 
Social psychology says facial expressions are means of 

coordinating conversations and communication. With the 

advancements in artificial intelligence and pattern 

recognition, people started considering Facial Expression 

Recognition (FER) as the most important technology of 

intelligent human interactive interface [1]. Beside 

differences, the expressions of different people are still 

recognizable. Facial information from human face, 

mostly provide clues for the better depiction of user 

mind. This increases greatly the human-computer 

interaction. Scientists have been working on facial 

expression classification and recognition for the past few 

decades. Problem-solving abilities and vast applications 

of a particular discipline act as an inspiration for further 

exploration and research. The urge to make the visual 

data useful, is the motivation for all image processing 

and computer vision algorithms. The FER has same 

motivation in the domain of computer vision. Its 

applications in the HCI (Human-Computer Interaction), 

visual look of human, touch sensations (moods), sight 

and voice utilization at the same time increases its 

requirement and value today. Moreover, it has 

applications like disables emotion detection system, 

assistance systems for autistic system [2] for detection of 

pain and stress in psychological studies [3], for instructor 

feedback an intelligent tutoring system [4], social and 

emotionally intelligent robot [17] etc. These applications 

reveal that facial expression detection systems work in 

effectively unless they are bound to do so in real-time. 

Face detection and tracking, feature extraction and 

tracking, feature classification and reduction etc. are the 

phases involved in FER. Each individual phase uses 

distinct algorithms, researchers tried to classify basic six 

expressions using these specific algorithms. This 

research mainly discusses algorithms for the phases of 

facial expression. Algorithms like adaptive skin color are 

used for detection and tracking [5, 6], mean shift 

algorithms [6], Stereo Active Appearance Model 

(STAAM) [7] etc. For feature extraction and tracking 

some algorithms are used like Local Binary Pattern 

(LBP) [8], Guided Particle Swarm Optimization (GPSO) 

[9], Gabor feature [8] etc., and there are few algorithms 

used for feature reduction like Principal Component 

Analysis (PCA), AdaBoost [10] etc. along classifiers like 

support vector machine [11-13], Hidden Markov Model 

(HMM) [14] etc. Accuracy and efficiency are two 

important aspects in real time environment for FER. 

Efficiency includes time complexity, space complexity 

and computational complexity. Due to very high 

computational complexity (Gabor feature and mean shift 

algorithm) and space complexity (LBP), it becomes 

difficult to work in real time environment for most of the 

mentioned algorithms. At the level of feature extraction, 

tracking or reduction efficiency can be improved. There 

are some appropriate algorithms for real-time 

environment like Optical flow calculation [6], Pixel 

Pattern-Based Texture Feature (PPBTF) [11], Adaboost 

[7, 10, 11], Pyramid LBP [12], Haar classifier [8, 10, 13, 

15], PCA [10]. This survey mainly covers performance 

aspects of FER domain. We have mentioned the current 

approaches for FER and our views related to limitations 

of these approaches with respect to its execution in real 

time. 

2 Literature review 
Owusu et al. presented discussion and study about 

improving execution time and recognition accuracy [18]. 

https://doi.org/10.31449/inf.v42i4
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In this work, Viola and Jones algorithm was used for face 

detection and Basel transformation is utilized for feature 

extraction. Thousands of facial features are extracted 

using Gabor feature extraction technique and also those 

features represent different facial detection patterns. To 

improve classification speed Adaboost Hypothesis is 

applied which will select few hundred features from 

thousands of extracted features. A three layers neural 

network classifier is then used to further process the 

selected features. JAFFE and YALE facial expression 

database are used to train the system and also for its 

testing. Combination of Basel and AdaBoost is used for 

the reduction of expression dataset. You will be amazed 

to know that Basel downsampling is never been used 

before for FER. So, it is an innovation for improving 

speed and accuracy. Proposed technique gave an 

accuracy of 96.83 and the average recognition rate of 

92.22℅ for mentioned databases JAFFE and YALE and 

execution time required for 100x100 pixel sizes is 

14.5ms. The results show that neutral expression has the 

weakest accuracy 92.23℅ in JAFFE and 86.16% in 

YALE.  

In [19], Xijian and Tjahjadi extracted spatial 

pyramid histogram of gradients to three-dimensional 

facial features. They captured both spatial and motion 

information of facial expression by integrated the 

extracted features with dense optical flow. Support 

vector machine was used in this study with one-to-one 

strategy for training and testing. Investigation on CK+ 

and MMI datasets proved that integrated framework 

gives better performance than using individual 

descriptors. Contribution of this paper includes an 

integrated framework that captures dynamic information 

from deformation of facial regions and also facial 

landmarks movements, PHOG-TOP facial feature, dense 

optical flow having fused weighted PHOG-TOP and 

proposed framework analysis using contribution of 

different Fabian sub-regions. Canny edge detector is used 

for the detection of edges. Then to enhance spatial 

information an image is segmented into number of 3D 

subregions. PHOG-TOP is employed to whole face in a 

video sequence and also on 4 different sub-regions 

(forehead, eye, mouth and nose). Optical flow is 

implemented in order to extract dynamic info in video 

sequence. Dense facial points are equally distributed on 

mid of the face. Grid size is responsible for the efficiency 

of computing the optical flow. Average accuracy rate is 

83.7% on CK+ and 73.1% on MMI dataset. It is also 

observed that happiness and surprise are easy to detect 

than remaining expressions. Proposed framework has 

limitations of generalizing to other datasets and it is also 

difficult to detect expressions other than happiness and 

surprise. This is due to the reason of smash and 

expressed datasets. Another limitation is that it is unable 

to detect faces wearing glasses or changed hairstyle. 

Proposed technique by Zhang [20] includes 

following databases consisting of videos and images 

from movies and websites (AFEW, SFEW, HAPPEI, 

CENKI-4Kand QUT FER). Database used for FER falls 

in two different categories. One category consists of data 

collected in laboratory environment and the second 

category which collects data from broadcast TV and 

World Wide Web includes different databases. They 

used two lab-based facial FER databases for 

comparisons. They first applied video selection and 

segmentation process. Videos are captured from real-

world environment and then segmentation is done using 

video splitter software. Annotator’s pre-training consists 

of different students. Results from these students are also 

tested and the cycle is repeated again and again until 

96% accuracy is achieved. Clips and vectors are 

classified by annotators and tested by experienced 

members. Detection applied using Viola Jones and ASM, 

failure rate of both algorithms is 4.7%. In Bench Mark 

FER approach face detection and tracking is applied on 

selected images using Viola Jones and ASM algorithms 

then texture features and geometric features are separated 

using SIFT, FAP and ASM algorithms. Features from 

texture features are selected using mRMP. Selected 

features and geometric features are then transferred to 

feature level fusion. Next, SVM classifier with Radial 

Basis Function (RBF) is trained for classification of 

facial expressions. Six basic universal emotions and three 

categorized emotions (positive, negative and neutral) are 

extracted using this method. For detection of six basic 

emotions SIFT+FAP gives 70% accurate results while, 

detection of three categories (positive, negative, neutral) 

gives 65% accurate result on realistic QUT images. 

Realistic QUT video clips have accuracy of 52.9 % for 

(SIFT+FAP), SIFT 48 %, FAP 50.6% on detection of six 

universal emotions. Accuracy for three categorized 

emotions (positive, negative, neutral) is given as 

SIFT+FAP 62.9 %, SIFT 61% and FAP 56.3 %. On the 

other hand, performance on lab-base data, FEEDTUM 

and NIVE database are used which gives 61.0% and 82% 

accuracy. Classification of three categorized emotions is 

slightly difficult from six universal expressions. Fear and 

sadness is highly affected due to nature of data as 

compared to other expressions. 

Fang, Hui, et al., [21]is about automatic facial 

expression which extracts prominent features from 

videos without any preprocessing of subjective and 

without requiring any additional data for frames 

selection. Proposed technique uses machine learning 

methods in parallel with human reasoning to achieve 

dynamic changes in expressions in a better way. It is 

mandatory to detect facial regions first and for this 

purpose Viola-Jones detector is used. Face detection here 

is used only for the initiation of group registration. After 

face detection our next step is to detect features and for 

this purpose key feature is landmarked (eye, lips and 

nose). To align faces in static or dynamic data these 

landmark features are used to eliminate rotation and 

scaling effect. Through these landmarks deformations in 

video could be captured for further feature analysis. 

Traditional base algorithm is then used here to select 

neutral face image or first frame as template and wrap all 

images on it. Then global sharp model, appearance, local 

texture can be used as a knowledge to short the 

searching. Machine learning method can be used to 

locate optional landmarks (i.e. linear regression, 

graphical models). For facial sequences, group-wise 
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registration is applied. Successfully displacement 

between landmarks and other relative measurements like 

lip curvature, eye size is taken for expression recognition 

after landmarks tracking, and geometric features can be 

extracted from result. In following four regions (cheek 

region, eyebrow region, outer eye corner wrinkle, and 

forehead region) a Gabor filter is applied to extract an 

energy value that helps to obtain texture feature for 

learning expressions. These textures and geometric 

features are used for each video sequence. For 

classification of gathered data two techniques can be 

used 50% stratified split, one half for testing and other 

one is for training. The other technique contains stratified 

10x10 fold cross validation which produces models using 

given data. Six classifiers are used J48, FRNN, VQNN, 

random forest, SMO-SVM and logistic and database 

used for this purpose is MMI. Accuracy by proposed 

method is 71.56%. It is noticed that happiness and 

surprise are easily identified by automatic classifiers and 

also human participants but there are difficulties in 

identification in the remaining expressions. 

Zang Wang et al., in [22] proposed that face image is 

usually presented in high dimensional space as a data 

point. Principle Component Analysis (PCA) and Linear 

Discriminant Analysis (LDA) methods are used for 

dimension reduction. Both can reveal global Euclidean 

structure but cannot manifold structure. Various manifold 

learning-based methods has been developed to get 

discriminant features for image detection and 

classification. One of the dimensional reduction methods 

is Local Fisher Discriminant Analysis (LFDA) but this 

method was not sparse like others and has no 

discriminant information so it was removed. A new 

system with Sparse LFDA (SLFDA) was introduced. 

From LFDA the minimum L1 normalization solution was 

obtained as a sparse solution. L1 minimization problem 

overcomes by Bregman. Therefore, Bregman method is 

applied to obtain sparse projection vector. Original 

features weight can be controlled by SLFDA. Moreover, 

in multimode problem SLFDA works well and the 

contrasting power of LFDA enhanced by it. In dimension 

reduction methods competitive to others SLFDA can 

achieve performance shown by the experiments 

performed on the databases (JAFFE and Yale B). The 

best recognition rate of SLFDA is 77.92%. As the 

proposed method strength is in dimension reduction and 

also gives reasonable interpretation of extracted features 

but their only focus was on supervised learning, so there 

is possibility to extend this approach to semi-supervised 

learning framework as well as to find the fast-numerical 

algorithm to solve L1-normalization problem. 

By using both appearance and geometric features 

performance improved but most of existing algorithms 

are based on geometric features such algorithms track the 

facial components like eyes, lips, corner etc. as well as 

shapes and size of the face. Happy et al. [23] discussed 

that major issue is landmarks selection for which a 

relative geometric distance-based approach described to 

detect landmarks. Deformable model also become 

famous for landmark detection but high computation cost 

is a hurdle for them in real-time applications. It is a 

learning free approach to detect eyes, nose, lips etc. in 

face image and mark the required region. Some salient 

patches are extracted in training stage and within-pair of 

expressions; features having maximum variants are 

selected. Then multi-class classifier divides these 

selected features into basic six classes of expressions 

(those are fear, sadness, happiness, disgust, surprise and 

anger). In near frontal image with less computational 

complexity the results of facial landmark system are 

similar to the state of art method. Accurate emotion 

recognition in low-resolution image is ultimate goal of 

effective computing so this facial landmark detection 

technique along with salient patches-based FER 

framework performance is good in different image 

resolutions. Accuracy rate on JAFFE database is 91.8% 

and 94.1% on Cohn-Kanade (CK+) database which is 

satisfactory result but they are just considering few facial 

patches not whole face and also analyzing facial features 

without considering facial hairs. There is possibility of 

improvement in performance with partially occluded 

images and by using different appearance features. 

Moreover, an un-optimized MATLAB code is used for 

execution time. However, to improve the computational 

cost and real-time expression recognition with good 

accuracy rate an optimal implementation is required. 

Ying tong et al. [24] discussed facial expressions of 

human and feature extraction method. Although Gabber 

wavelet, LBP are also used for feature extraction 

methods but they are time-consuming and dimensions 

increased significantly. In [24], the authors made binary 

coding for the separate block images which results a 

LGC statistics histogram. For identification feature they 

linked together the resultant histograms. In order to 

obtain the LGC-HD operator (LGC based on Horizontal 

and Diagonal gradient prior principle) more optimization 

is provided on the LGC operator. This reduces the 

computational complexity without losing the main 

expression information from face texture and also 

reduces the characteristic dimension. By using JAFFE 

database, the recognition average time in seconds are 90 

for 8x8 block size with LGC-HD operator. Even after 

comparison of LBP, LBP uniform pattern, Gabor filter 

and LGC-HD the recognition average rate of LGC-HD is 

90 %, which is higher than others. Experimental results 

show the weakness that either the block is larger or 

smaller will impact the recognition rate. The very small 

block number has smaller sub-block which cannot be 

accurately extracted. The redundancy of LGC-HD factor 

will affect the classification which results in inaccurate 

expression characteristics of large area. 

The common universal facial expression recognizes 

cross-cultural facial expression including Japanese, 

Chinese, European and American. Ali et. al. in [25] 

claims that instead of using whole face only consider 

facial components (eyebrows, eye, etc.) as a lot of work 

has been done on those and through such technique 

satisfactory result is gained. In the race of solving 

problems of facial expressions consider multiple 

classifier decisions instead of using single classifier 

decision. Moreover, neural network-based ensemble 

classifier is made to enhance the accuracy of classifier. 
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Multi-objective genetic algorithm is also used. 

Acquisition and representation of multicultural dataset 

are major problems of multicultural facial expression 

classification. Three databases JAFFE, TFED and 

RadBoud used to overcome these problems. To check the 

presence of expression they used KNN, NB (Nave Bayes 

classifier) and SVM classifier. Furthermore, they used 

established dataset verification strategy for system 

performance evaluation. Four types of classifier 

considered for the classification of expressions those are 

BNN, KNN, SVM and Naïve Bayes classifier so that 

finally this plan worked out accurately. Experimental 

result 93.75% got with the combination of NNE 

collection, with NB predictor and using HOG descriptor. 

This is best in order to get satisfactory result of 

multicultural FER. But on few confuse facial expression 

still future work is needed due to visual representation, 

facial structure and difference in number of samples. 

For recognition of facial expression, theoretical 

description of face operations often highlights the feature 

shapes as a primary visual signal. Although, facial 

surface characteristics can also be affected by changes in 

facial expression. Mladen Sormaz et al., in [26] 

examined that in the recognition of facial expression this 

surface knowledge can also be used. Firstly, facial 

expressions from images with distinct shapes and surface 

characteristics are identified by the participants. Mladen 

Sormaz et al., said various expressions depend on 

properties of shape and surface. They Further elaborated 

that facial expression categorization is feasible in any 

type of image. Moreover, in order to categorize the facial 

expressions, they evaluated the corresponding 

contributions of surface and shape information. This 

involves a correlative method in which shape properties 

and surface properties both are taken from different 

expressions. The experimental results show that in hybrid 

images categorization of facial expressions basically 

depends on the properties of surface and shape of image. 

Collectively, all the data directly demonstrate that 

recognition of facial expression is done through 

significant contribution of both the surface and the shape 

properties. 

Andres Hernandez-Matamoros et al., mainly focus 

facial expression algorithm that significantly encounter 

facial image, present in color picture and segment 

divided into two Regions of Interest (ROI) i.e. the 

forehead and the mouth [27].  Both these regions are 

further segmented into non-overlying NXM blocks. Then 

dimension reduction is carried out after inserting the 

matrix in the Principal Component Analysis (PCA) 

module. Lastly, the resultant matrix generates the feature 

vectors. These vectors are then incorporated into the low 

complexity classifier, which uses the congregation and 

fizzy logical techniques. Though this classifier gives 

similar recognition rate as the high-performance 

classifiers but it gives least computational complexity. 

Results show that when feature vector from only one 

ROI is used in the proposed system then the recognition 

rate was increased to 97%. But the usage of feature 

vector of both ROI increases recognition rate up to 99%.  

It means overall 97% recognition rate in proposed system 

can only be achieved by clogging only one ROI. 

In another work, Khan et al., in [28] highlighted the 

importance of local descriptors like Weber Local 

Descriptor (WLD) and LBP for recognition of facial 

expressions which is robust to illumination and pose 

changes. They argue that the local descriptors cannot be 

used to store the data of face image. In order to handle 

this problem, they proposed a framework in which the 

first they extracted features from face image using WLD 

and LBP and then fuse both type of features.  

Similarly, a novel framework known as Weber Local 

Binary Image Cosine Transform (WLBI-CT) is proposed 

in [29] to recognize facial expression from multi-scale 

images. The results of this framework are robust to 

image resolution and image orientation.  

Recently, in [30] Munir et al., utilized Merged 

Binary Pattern Code (MBPC) descriptor for face feature 

extraction. MBPC descriptor is capable to capture the 

prominent face feature. In this study, the results are 

compared with the variants of LBP.  

Many other works [31]-[32] is presented in literature 

to describe the importance of face recognition and facial 

expression recognition. 
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3 Analysis table 

 

 

References Techniques Used Pros Cons 

  • Viola Jones  

• Basel transformation 

• Gabor feature  

Extraction technique 

• Combination of  

Basel and Adaboost 

• 3 layers neural  

network classifier 

• Improves execution 

time and recognition 

accuracy 

• Basel downsampling is 

used here first time. 

• Proposed technique 

gives an accuracy of 

96.83 and 92.22℅ 

• Neutral expression has 

the weakest accuracy 

Xijian et al. 

[19] 
• Multi-class support 

vector machine  

Based classifier. 

• PHOG-TOP facial 

Feature 

• PHOG descriptor 

• Canny edge detector 

• Integrated framework 

gives better 

performance than using 

individual descriptors 

• Average accuracy rate 

on CK+ 83.7% and 

73.1% on MMI dataset 

• Limitations of 

generalizing to other 

datasets 

• Difficult to detect 

expressions other than 

happiness and surprise 

• Unable to detect faces 

wearing glasses or 

changed hairstyle. 

Zhang et al. 

[20] 
• Video splitter software 

• Annotator’s 

• Viola Jones and ASM 

• SIFT, FAP 

• mRMP 

• SVM classifier with 

• Radial Based Function 

(RBF) 

• Facial Expression is 

applied to real-world 

dynamic data which is 

quite difficult to 

handle. 

• Fear and sadness is 

highly affected due to 

nature of data as 

compared to other 

expressions 

• Classification of 3 

categorized emotions 

are slightly difficult 

from 6 universal 

expressions 

Fang, Hui, et al. 

[21] 
• Viola jones detector 

• Traditional base  

Algorithm used 

• Global sharp model, 

appearance, local texture 

• Machine Learning Method 

• Group-wise registration 

• Gabor filter 

• 6 classifiers are used 

J48, FRNN, VQNN,  

random forest,  

SMO-SVM and logistic. 

• Extracts prominent 

features from videos 

without any 

preprocessing of 

subjective and without 

requiring any 

additional data for 

frames selection. 

• Uses machine learning 

method in parallel with 

human reasoning to 

achieve dynamic 

changes in expressions 

in a better way. 

• Happiness and surprise 

are easily identified by 

automatic classifiers 

and also human 

participants but 

remaining expressions 

faces difficulties in 

identification. 

 

Zang Wang et 

al. [22] 
• PCA 

• LDA 

• Manifold learning based 

method 

• LFDA 

• SLFDA 

• Dimension reduction  

• Interpretation of 

extracted features 

• In multimode problem 

SLFDA work well 

• The best recognition 

rate of SLFDA is 

77.92%. 

• Only focused was on 

supervised learning so 

possibility to extent 

semi-supervised 

learning 

• Find the fast-numerical 

algorithm to solve L1-

normalization problem 

Happy et al. 

[23] 
• Deformable model 

• Landmark detection  

Technique 

 

• Landmark detection 

• Well performance of 

FER in low resolution 

image 

• Not considering the 

whole face 

• Analyzing facial 

feature without 

considering the facial 
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• Accuracy rate on 

JAFFE database is 

91.8% and 94.1% on 

Cohn-Kanade (CK+) 

database 

hairs 

• Un-optimized 

MATLAB code is used  

Ying tong et al. 

[24] 
• LGC-HD operator 

 

• Efficient without losing 

the main expression 

information from face 

texture  

•  Reduce the 

characteristics 

dimension. 

• Recognition average 

rate is 90% 

• Block is larger or 

smaller will impact the 

recognition rate 

• The LGC-HD features 

of each sub-block will 

show redundancy 

Ghulam Ali et 

al. [25] 
• SVM 

• Neural Network(NN) 

• K Nearest Neighbor (KNN) 

• Rule-based classifier 

• Nave Bayes classifier (NB) 

• Binary Neural Network 

(BNN) 

• NB predictor 

• HOG descriptor 

•  Result 93.75% got 

with the combination 

of NNE collection, 

with NB predictor and 

using HOG descriptor 

• Solved the 

representation of 

multicultural dataset 

problems of diverse 

face expression 

classification 

• Future work is needed 

due to some confuse 

facial expression 

 

Mladen Sormaz 

et al. [26] 
• Complementary or 

converging methods 

• Hybrid image 

• Both shape and surface 

play important role in 

the recognition of 

facial expressions 

 

Andres 

Hernandez-

Matamoros et 

al. [27] 

• Voila jones 

• PCA 

• Gaussian functions 

• Gabor filters  

• Empirical mode 

decomposition (EMD) 

• SVM (Support Vector 

Machine) classifier 

• Facial recognition rate 

higher than 97% 

• Dimension reduction,  

• Similar recognition 

performance obtained 

in both using YUV 

color space and RGB 

color space 

• ROI extraction is 

accurate even if the 

brightness changes 

• It only requires Full 

face without occlusion 

or partially occluded 

face for expression 

recognition 

 

4 Conclusion and future work 
During communication transmission facial expressions 

are produced so that the images can be obtained in 

unmanageable condition i.e. occlusion (effect of makeup, 

glasses, facial hair, hijab which can also affect the rate of 

recognition), illumination of light, posed expressions and 

variations in expression etc. This paper presented a 

survey on current work done in the domain of FER. 

Some techniques of feature extraction were explained. In 

addition, comparisons were also done which can help 

other researchers to advance and polish the present 

methods for getting accurate and better results in future. 

In future we are intended to investigate the local 

descriptor in frequency domain for real-world FER. 
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The method proposed in this paper is based on dynamical information system capable toimplement a 

universal multi-level virtual front-office made by FAQs and chatbot self-learning systems.We describe 

statistics and tests necessary to validate the solution, and report acomparison between neural network 

and AIML results. 

Povzetek: V prispevku je opisana nova metoda za izdelavo virtualnega asistenta iz arhiva vprašanj in 

odgovorov. 

1 Introduction 
Robot and artificial intelligence appeared a lot of time ago 

in the design of the “Leonardo's mechanical knight” [1] 

and earlier in the 12th century by Al-Jazari [2]. Artificial 

Intelligence (AI) begins eight centuries later with the 

conceptualizations of Alan Turing (Turing’s test) [3]. The 

merging of robot and artificial intelligence is much more 

recent and opens perspectives with very strong potentials 

and related concerns. Virtual assistants as “Chatbot” (also 

known as a talkbot, chatterbot, Bot, IM bot, interactive 

agent, or Artificial Conversational Entity) can dialogue as 

real personal assistants; their main current use is on 

smartphones [4] to retrieve information useful for 

everyday life, to set the alarm or an appointment on the 

agenda, to send mail or text messages, find places or 

browse or launch apps. As robots enables mechanical 

automatisms, chatbot implementing AI allows the 

information automatism.   

A chatbot is a computer program designed to simulate 

conversation with human users, especially over Internet; it 

acts like a human computer interface created to facilitate 

communication between human and computer, 

understanding natural language questions and answering 

with actual answers. Although chatbot is a current hot 

topic, it has been object for the past fifty years. The 

chatbot systems idea originated in M.I.T back in 1966, 

where professor Joseph Weizenbaum implemented the 

ELIZA chatbot to emulate a psychotherapist [5]. After 

ELIZA have been developed a lot of chatbots, for example 

to simulate the interaction with different personalities [6], 

matching with web-based search engines (AskJevees) [7], 

and with open-source initiatives like ALICE [8] [9] 

implementing artificial intelligent applications called 

AIML (Artificial Intelligence Markup Language) [8]. 

AIML is a widely adopted standard for creating chatbots 

and mobile virtual assistants like ALICE [8], Mitsuku 

[10], English Tutor [11], The Professor [12] and many 

more. Over the years, chatbots have become a 

sophisticated tool, able to perform natural conversations 

and make users happy for the quick support they can 

provide. Although a chatbot cannot handle all customer 

queries, it can be used to deal with many of the routine 

queries activating service requests. 
The knowledge bases of existing chatbots are mostly built 

manually [13], thus requiring a long time, and are difficult to 

adapt to new domains. There are several researches on the 

extraction of knowledge from different types of data sets [14] 

[15] [16] but these approaches use the characteristics of their 

domains and are therefore only suitable for their specific tasks, 

limiting the possibility to transform directly their methods in a 

general knowledge extraction approach.  

Nowadays there are tens of thousands chatbots available 

online, over 30K already on the Messenger platform alone [17], 

and their number is growing rapidly thanks to the ease of 

implementation and distribution provided by services such as 

Facebook Messenger, Telegram, etc. Users around the world are 

logging into messaging apps to not only chat with friends but 

also to connect with brands, to browse merchandise, and to watch 

content (in the mid-2014 the number of messages exchanged on 

the main four platforms of instant messaging has exceeded the 

number of messages exchanged on the 4 main social networks 

[18]). 

The approach described in this paper involves the 

implementation of a smart virtual front-office model that exploits 

the synergy between a list of FAQs and a chatbot [19], [20]. The 

main features of this model are: 

• be able to self-learn their knowledge base from an 

archive of questions and answers (FAQs) organized in a 

static tree structure; 

• the use of machine learning algorithms to dynamically 

generate its own knowledge base; 

• the speeding up of the management of most user 

requests; 

• the possibility to acquire different feedbacks thus 

improving  the efficiency of the system, so as to be able 

to easily reshape the available data according to greater 

effectiveness in supporting users; 

https://doi.org/10.31449/inf.v42i3
mailto:alessandro.massaro@dyrecta.com
mailto:vincenzo.maritati@dyrecta.com
mailto:angelo.galiano@dyrecta.com
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• allowing full control over the management activities of 

the system itself. 

Microsoft today offers a service loading knowledge 

base (KB) for a chatbot by copying and pasting phrases of 

FAQs [21]. Recently some researchers implemented long 

short-term memory (LSTM) neural networks [22], which 

automatically generate responses for users requests on 

social media. Other authors highlighted that a chatbot does 

not understand colloquial usage [23], and cannot yet 

simulate the full range of intelligent human conversation 

[24]. 

In the proposed research are presented the following 

claims with respect to the state of the art:  

-automatic loading and construction of the knowledge 

base of the chatbot system (automatic generation of the 

AIML files constructing the KB by an automatic data 

entry); 

-automatic updating of the training dataset, 

progressively reducing the probabilistic error of request 

recognition (see self-learning multi-level model enabling 

automatic storing of the training dataset described in the 

next section); 

-gradually overcoming the barrier due to the training 

of model including colloquial usage forms. 

2 Case study 
The proposed case study consists of improving customer 

support through a website by exploiting the FAQs archive 

available to its users, and useful for the automated creation 

of a chatbot. The management of requests for assistance 

from a chatbot will reduce the workload of human 

operators dedicated to customer support and will allow the 

assistance service to be operational even in the absence of 

available operators. 

If the system does not find a response to a user 

question, it can redirect the user to a human operator or 

store the user questions and data in order to send these 

information to the first available operator. 

Figure 1 shows a functional scheme of the whole 

system. 

  

The multi-level access to the different modules of the 

system allows the optimization of available resources and, 

at the same time, a better user-experience: 

• according to the sections consulted by users, a series of 

relevant FAQs, organized in a tree structure, are 

proposed (level 1); 

• when the user requests a contact with an operator to ask 

further information, he is put in touch with the chatbot 

that, according to the user's requests and related 

information, proposes the most relevant answers (level 

2); 

• if the chatbot does not find a response for the user, it puts 

him in contact with a specific human operator, selected 

by the system on an available operators list, on one of 

the available channels (e.g. e-mail, chat, telephone – 

level 3), thus optimizing the response time; the response 

provided by the operator is memorized by the system 

and is exploited by a self-learning algorithm to increase 

the knowledge base of the system. 

Operators are able to improve the knowledge base and the 

overall performance of the system taking advantage of: 

• the archive of questions to which the chatbot does not 

respond (the training dataset is gradually enriched by 

adding a new FAQ formulated through of the three level  

responses if Fig. 1); 

• a series of tools, tests and indications provided by the 

system in a fully automatic way in order to make the 

operators capable of optimizing the knowledge base 

(operators is guided by a platform allowing an automatic 

update of the training dataset). 

The system’s interactions are sketched in the diagram 

of Figure 2. 

 
Figure 1 - Functional scheme 

 
Figure 2 - System's interactions 
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The diagram of Figure 3 represents the interactions 

between the chatbot module and the artificial intelligence 

engine. 

 

3 System design 
The system has been designed in a modular way to allow 

fast integration into any web-based platform and isn’t 

bound to a particular environment. It can be logically 

divided into three macro-modules: 

• FAQ: management by authenticated users (operators 

and administrators) and display by unauthenticated users 

of FAQs and Glossary items; 

• Chatbot: management and use of the "Chatbot" 

application that will allow interaction between users and 

the system by simulating communications in natural 

language;  

• Back-office: management of data and the consequent 

information in the system available to users; system 

supervision; statistics; system optimization.  

These three macro-modules are detailed in the use 

case diagram of Figure 4, where there are explained the 

main actions performed; this diagram shows the actors of 

the system: 

• the end user, which accesses to the FAQ and chatbot 

system to find answers to some of his questions; 

• the operator of the system that has access to the back-

office interfaces for managing the information that the 

system makes available to the users; 

• the system administrator who has access to back-office 

interfaces to supervise the system’s activities. 

 

The database is used as aggregator of the data coming 

from the system modules and provides the necessary 

information for data processing. In this way it is possible 

to decouple the logic operations from the data 

administration, as a function of a smart management of all 

the underlying functionalities.  

During a user's visit, the system stores its preferences 

and the sections visited so that these information can be 

used to better evaluate which answers to generate to the 

user's questions. 

Each component of the system cooperates 

synergistically with the others in order to improve the 

user-experience; at the same time this integration allows 

to update the system's knowledge base by simply 

operators tools, exploiting an archive of questions to 

which the system has not been answered, and providing 

useful indications on how to improve the knowledge base 

in function of a better performance. 

The diagram of Figure 5 shows the interaction 

between the system components. 

The autoresponder with self-learning module 

consists of two modules: an artificial intelligence (A.I.) 

module, and a chatbot module; the A.I. module generates 

the answers of the user questions, and allows to train the 

knowledge model. Both modules are connected to the 

database but only the chatbot module modifies it, by 

inserting new data useful for statistical purposes and for 

the optimization of the knowledge base. The use of 

machine learning algorithms based on neural networks has 

been compared with the use of AIML during the design of 

the artificial intelligence part of this module, in order to 

validate the proposed final solution. The chatbot module 

also manages user questions and system-generated 

responses to make them available to administrators for 

control purposes, and to generate statistics on system 

usage. An algorithm has been modeled to read the 

knowledge base available in the database and to transform 

these data into a format that is exploitable by neural 

networks able to generate AIML patterns. 

 
Figure 3 - The interactions between the Chatbot and 

the artificial intelligence engine 

 

 
Figure 4 - Use case diagram 
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The database module deals with exchanging data with 

the database server by recycling and caching queries in 

order to optimize the performance; this module provides a 

single interface for all modules of the system connected to 

the database. 

The FAQ module allows the complete management of 

the FAQs and glossary entries; this module updates the 

system usage statistics regarding the operators activities. 

The operator module manages all the actions 

concerning the operators of the system, by allowing the 

authentication of each operator or administrator, the 

modification of his personal data and, in the case of users 

authenticated as administrators, the management of other 

accounts through the administrator module; the operator 

and the administration write on the database all the actions 

performed by a user for statistical purposes. 

3.1 Data model 

The entity-relationships model of Figure 6 highlights the 

data necessary for each system entities and how these are 

associated with each other. 

 

This simplified diagram shows a clearer description 

of the main characteristics of the database architecture. 

From Figure can be deduced the following data 

structure: 

• FAQs are grouped into categories that can be grouped 

into other parent categories themselves, creating a tree 

structure that simplifies the selection and use of FAQ 

data; 

• every user can have different roles in the system (tables: 

User, UserRole and Role) 

• there may be more different answers to a question and 

there may be different definitions for a glossary entry 

(tables: FAQAlternativeQuestion and 

GlossaryAlternativeDefinition); 

• words without semantic content are stored in a specific 

table (DummyWords); 

• all the users’ questions to which the chatbot has not 

answered are traced (table: NotAnsweredFAQ); the 

operators can use these questions to create new FAQs or 

to add new answers to existent FAQs; 

• all the chatbot answers and the corresponding user 

questions are traced (table: AutoresponderLog); 

• all the actions performed by the operators on the system 

are traced (table: OperatorActionsLog) for statistical 

and control purpose. 

The dynamic training dataset of the chatbot system 

(initial knowledge base) is built from the previous 

described data model: the dataset is constructed by a 

starting database containing glossary, by the FAQs 

database, and by the DummyWords list (words to ignore).   

3.2 Self-learning algorithm 

Upon receipt of a natural language question asked by a 

user, the first operation to be performed is the elimination 

of all words without semantic meaning according with the 

context in which the chatbot operates; this operation is 

performed through a comparison with a list of words, 

characters and symbols to be ignored. 

 
Figure 5 - Composite structure diagram 

 
Figure 6 - Entity-relationship diagram 
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Once the words without semantic meaning are 

removed from the original question, a list of remaining 

keywords remains is passed to the A.I. engine thus 

activating the answer searching process. 

If the A.I. engine finds a response to the keyword 

sequence, this is sent to the user; otherwise the question is 

stored to be subsequently verified by a human operator. 

According to the last user choices and the context in which 

the chat has been opened, the question is passed to a 

specific operator. 

When an operator answers to an user question, the 

response provided by the human operator is stored, and it 

is used to regenerate the knowledge-base. 

This algorithm depicted in the next diagram of Figure 

7. 

 

Second action of the previous flow-chart “process 

tags extracted from the application through A.I. engine” 

underlies two A.I. pre-processing algorithms: one for the 

automatic production of standard AIML patterns, and one 

for setting the right weights of the neural network. Pre-

processing algorithms take into account user question 

generating outputs for feeding to the respective A.I. 

engine.  The reply of these engines has the same data type 

(a natural language phrase and a Boolean value indicating 

response validity). 

The AIML A.I. engine is based on an open-source 

library compatible with AIML 1.0.1 standard. The 

artificial neural network (ANN) is a fully connected neural 

network that is used as a universal functions approximator 

performing the training, and behaving as a classifier of 

questions.  

3.2.1 Automated AIML patterns production 

The automatic production of AIML patterns based on 

system knowledge-base (FAQs, glossary entries, dummy 

words), is managed by an iterative algorithm that extracts 

keywords from the input text and using them to construct 

AIML patterns (see Figure 8). All the generated AIML 

patterns are stored in a file ready to be processed by the 

AIML engine. 

 

 

For the automatic reconstruction of AIML files, all the 

questions (between FAQ, Glossary and alternative 

questions of both) are analyzed in a cycle that, for each 

question: 

1. normalize the question in the archive (remove words 

with no semantic meaning and unwanted characters such 

as punctuation, dashes, etc.); 

2. create an AIML pattern on the normalized question; 

3. clean the AIML pattern cache; 

4. for each group of 2 and 3 words taken from words in the 

normalized question of point (1): 

o create a Symbolic Reduction in Artificial Intelligence 

(SRAI) pattern on the AIML pattern; 

o verify that the SRAI pattern has not already been created 

based on the AIML pattern cache; 

5. for each alternative question to the current question: 

o normalize the alternative question, as for the original 

question; 

 
Figure 8 - Self-learning algorithm 

 
Figure 7 – Automatic AIML patterns creation 
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o for each group of 2 and 3 words taken from words in the 

normalized alternative question: 

▪ create a SRAI pattern on the AIML pattern of the 

original question; 

▪ verify that the newly created SRAI pattern has not 

already been created based on the AIML pattern cache. 

This process is started automatically when an operator 

changes the knowledge base of the system. 

 

It is possible to disable the automatic creation of 

AIML patterns in order to allow massive changes to the 

knowledge base and to re-enable this functionality at the 

end of all changes: in this way the operators avoid making 

unnecessary reconstruction of the AIML patterns until all 

the necessary changes have been made to the knowledge 

base. 

The diagram in Figure 9 exhibits the steps for the 

creation of each SRAI pattern related to each original 

question and to all the alternative questions generated by 

the original question. 

By compared Figure 9 with Figure 8, the only passage 

to be explained in this diagram is the "Create keywords 

permutations" action, having the task to create the SRAI 

pattern in different combinations by the 2 or 3 selected 

keywords using the wildcard character [*] provided by the 

AIML standard. 

3.2.2 AIML optimizer 

In order to find the best combination of patterns for the 

construction of the AIML file that will manage the 

chatbot, an automatic algorithm has been implemented.  

The chatbot: 

• is able to find the best combination of keywords / 

patterns among all those that can be created; 

• can find any redundant questions, which lead to different 

answers while being syntactically similar (these 

questions are reported to the operators so that they can 

verify and modify them according with an appropriate 

knowledge base). 

This algorithm is called for each editing process in the 

knowledge-base. The AIML optimizer algorithm is 

described in the next flow-chart diagram of Figure 10, 

where it is highlighted the optimization procedure that 

aims to remove some keywords between those obtained in 

the analyzed question thus activating the system response. 

3.2.3 AIML vs neural network architecture 

An AIML module is based on the recognition of precise 

textual patterns. By using a defined logic in the patterns 

definition, the AIML allows the construction of recursive 

patterns and the use of wildcards that subtend one or more 

words, making AIML a standard ready to simulate a 

conversation in natural language. 

Although the process of creating AIML patterns can 

be automated, the final result is a series of static patterns, 

which will respond to the inputs according to precise rules 

and structures. 
 

Better results can be achieved using an artificial 

neural network instead of an AIML-based system, 

because: 

• there will be a better correspondence between the 

questions proposed to the system and the answers 

provided by it ( depending on the implemented artificial 

neural network architecture, it is possible to construct 

complex maps between the input and the output text 

generated by the system, exceeding the limits and the 

static nature of AIML patterns and handling specific or 

difficult cases); 

• the execution speed is greater, especially in conjunction 

with large archives of texts to be managed (while the 

number of texts to be managed increases, the number of 

AIML patterns necessary to manage all the possible 

cases increases; an artificial neural network does not 

need the addition of new neurons or new layers in order 

to manage a new texts; moreover the recognition of 

AIML patterns occurs through the direct comparison of 

text strings which is a very slow operation, especially 

when compared to the additions and multiplications used 

in neural networks, operations in which the electronic 

computers excel thus requiring parallel computing). In 

Figure 10 is illustrated the flowchart of the AIML 

optimizer. 

 
Figure 9 - SRAI pattern creation 
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3.2.4 Automated neural network  

The automatic creation of the neural network has been 

implemented by exploiting some algorithms able to 

process the knowledge base of the system without the 

intervention of human actors. The main parameters of the 

neural network, like the number of neurons used in the 

hidden layers, are automatically set on the basis of the 

available dataset, so as to allow an adaptation of the 

solution to any new dataset suitable for the system 

implementation. 

The technique called "one hot encoding" [25] 

(discussed in the following paragraph) has been adopted 

to make the text of the questions usable by the underlying 

neural network. Mathematically, one hot encoding 

generates a balanced matrix, which is easy to understand 

during complex computations inside algorithms. One hot 

encoding technique is then used to encode categorical 

features: one-hot is a group of bits among which the 

allowed combinations of values are only those with a 

single high bit (1), and all the others are low (0) [25]. 

3.2.4.1 One-hot encoding 

The words found in the questions archive, allow to create 

a dictionary. In this dictionary, each word will correspond 

to an index. In order to transform any new sentence into 

binary vectors, a binary vector is created having a length 

equal to the number of words of the dictionary and having 

all the elements equal to zero. Below is shown an example 

useful to understand the one-shot encoding approach. 

For example, taking the following three sentences: 
[ today is a beautiful day ] 

[ she is a beautiful girl ] 

[ that girl has a red car ] 

is created the following dictionary of 11 words: 
[today,is,a,beautiful,day,she,girl,that

,has,car,red] 

A new sentence like: 
[ your new red car is simply beautiful ] 

would be converted to the following binary vectors: 
[ 0, 1, 0, 1, 0, 0, 0, 0, 0, 1, 1 ] 

which turned into text would be for the four weighted 

keywords: 
[ new beautiful car red ] 

The semantic meaning of the sentence has been lost 

during the transformation, but a fully connected ANN 

processing this input can still find a combination of its 

weight values to match the best answer to each question 

ignoring the order in which the words of the sentence are 

placed: the combination of words is processed by taking 

into account only the maximum weight of their occurrence 

into a sentence.  

Another way is to create a binary vector for each word 

of the input question and thus create a binary matrix able 

to bring back the order in which the single words succeed 

each other in the original question. 

The [ your new red car is simply beautiful 

] sentence would be converted to the following binary 

array: 

 
[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0 ] 

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0 ] 

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0 ] 

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1 ] 

[ 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0 ] 

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0 ] 

[ 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0 ] 

 

where the units represent the keyword presence 

structured in a predetermined sized matrix, allowing also 

to extract information of the word position into the 

sentence (important aspect for colloquial usage forms). In 

this matrix each line corresponds to a word of the 

sentence, and the lines are ordered following the order of 

the analyzed sentence. In each row, the position of a "1" 

indicates which word to consider in the sentence sequence   

 
Figure 10 - AIML optimizer 
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This array make possible to quickly process the 

relative textual information. If the array is processed by 

the recurrent neural network, will be also possible to 

analyze the order of the input keywords. 

To obviate the problem of the management of 

sentences composed by different number of words, it is 

used the technique of zero-padding: by this approach are 

added null vectors having a number equal to the number 

of missing words up to a value N, where N is the number 

of words managed; if a sentence has a number of words 

that exceeds the limit of the words managed, only the first 

N words will be considered for the data processing. 

3.2.4.2 Neural network based chatbot 

In our model a normalization function on the texts to be 

processed is considered. This function clean the words 

with no semantic meaning and not useful for the project 

aims. All input texts are cleaned by articles, adverbs, 

prepositions, special characters, accented letters, etc. in 

order to analyze the input text exclusively by the key 

words useful in tracing the most appropriate answer for 

the input question. 

In Figure 11 is illustrated the diagram of the used 

model. 

The learning phase (upper part of Figure 11) is started 

at each database variation made by an operator updating 

the questions/answers knowledge base. The learning 

phase duration depends on the number of questions to be 

analyzed, but is faster in the execution if compared with 

the equivalent algorithm of the AIML patterns creation. 

Another advantage in the execution time is also 

checked when the neural network is used to answer new 

questions. 

3.2.4.3 Neural network model 

The ANN model used in the project is reported in the 

following Python script based on the Keras library: 

 
  model = Sequential() 

  model.add(Dense(input_features, 

activation='relu', 

input_dim=input_features )) 

  

model.add(Dense(int(input_features/1.5), 

activation='relu')) 

  

model.add(Dense(int(input_features/1.5), 

activation='relu')) 

  model.add(Dense(int(input_features/2), 

activation='relu')) 

  model.add(Dense(int(input_features/2), 

activation='relu')) 

  model.add(Dense(int(input_features/3), 

activation='relu')) 

  model.add(Dense(int(input_features/3), 

activation='relu')) 

  model.add(Dense(output_class, 

activation='softmax')) 

  model.compile(loss='categorical 

crossentropy', optimizer='nadam', 

metrics=['accuracy']) 

 

The main characteristics of the proposed model are: 

• parameterization of the number of neurons for each layer 

based on the dictionary size; 

• use of the ReLu activation function to speed up the 

learning process [26], [27]; 

• use of Nesterov Adam optimizer [28] to obtain a faster 

convergence of the neural network; 

• reduction of the number of neurons per layer to induce 

the ANN to behave like an encoder able to classify the 

questions according to the available answers. 

4 Tools and development 
The system is based on Python 3.x, using the Django  web 

framework. The database is built in MySQL Community 

Edition 5.7. 

The Python libraries used are: 

• Keras - deep learning library; 

• Tensorflow - an open source software library for 

Machine Intelligence; 

• MySQLdb - thread-compatible interface to MySQL 

database server; 

• NumPy - a package for scientific computing; 
• PyAIML - an interpreter package for AIML. 

Some features of the system are performed by 

exploiting Jupiter Notebook on an Anaconda distribution; 

this development method allows to quickly test thus 

validating some modules of the system before inserting 

them as components of the final prototype system 

(preliminary test phase). 

Eclipse Oxygen was used as IDE, with PyDev plugin 

installed to support Django’s modules development. 

Some useful functions are adopted to test the system 

and to optimize the underlying dataset. By using these 

functions, it is possible to evaluate the efficiency of the 

AIML Chatbot system vs Neural Network Chatbot system 

without an huge dataset of new questions to be submitted 

to the system. 

 
Figure 11 - Neural network learning and using model 
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The most relevant function for the optimization of the 

dataset used for the learning stage of the A.I. module, is a 

function that adds random noise in the questions used for 

training and that uses the new produced questions to verify 

the effectiveness of A.I. algorithm. This function is based 

on the optimizer of the algorithm described in 3.2.2 where 

the only difference is that the ANN is used instead of the 

AIML engine for the evaluation of the chatbot 

performance.  

Comparing the answers generated by the system on all 

the questions in the archive, and modifying these 

questions in different ways, it is possible to construct a 

metric able to indicate the redundancy degree of the 

questions sored into the archive. Staring to the results 

provided by this function, it is possible to create visual 

interfaces for operators able to highlight any questions to 

be modified. These interfaces are useful  to build a more 

appropriate knowledge base. 

The following table shows the average results 

obtained by applying the described algorithm applied on 

10 datasets of questions and answers concerning 5 

different application domains; each dataset includes 

180÷300 questions and answers whereas a set of questions 

can be referred to a single answer:  
 

Keeped 

Keywords 
Accuracy 

Mistaked 

Answers 
No reply 

All 98,925% 0% 1,075% 

None 0% 0% 100% 

50% 37,634% 3,226% 59,14% 

66,6% 83,871% 0% 16,129% 

75% 89,247% 1,075% 9,677% 

80% 98,925% 0% 1,075% 

83,3% 98,925% 0% 1,075% 

85,71% 98,925% 0% 1,075% 
 

where “all keeped keywords” refers to the results of 

the original dataset, the “none keeped keywords” refers to 

the obtained results skipping every keywords (the system 

has not knowledge base), the “50% keeped keywords” 

refers to the obtained results skipping a keyword every 

two keywords, the “66,6% keeped keywords” refers to the 

obtained results skipping a keyword every three keywords 

and so on. 

Analyzing the questions to which the system 

responded by proposing an incorrect answer, it is possible 

to make a correction on the same questions, exploiting the 

keywords highlighted as equivocal to replace these 

questions with similar ones but based on different 

keywords. The analysis of the unanswered questions 

generated by the system provide an indication to the 

operators on which topics to generate new questions and / 

or answers in order to enrich the system knowledge base 

in an optimized way. The accuracy index provides a useful 

value to compare the system's performance before and 

after any substantial changes to the knowledge base so as 

to report to the operators any final performance decays. 

5 Results 
The approach described in this document allows to obtain 

a highly automated management system of front-office 

services applicable in any context characterized by a 

knowledge base consisting only of an archive of questions 

and answers like a FAQs archive. The main advantage in 

adopting this approach is given by the high automation of 

the different processes underlying the system, which 

allows: 

• an easier management of front-office procedures by 

implementing an efficient multi-level architecture able 

to automatize the self-learning training process; 

• an easier data entry procedure interfaced with a portal 

framework (the user adds requests online into a web 

page thus enriching automatically the training dataset 

and eliminating other manual steps for the dataset 

construction);  

• a lower workload for operators, enabled by the chatbot 

that replaces operators in most users' questions (when 

the training dataset will be efficient the operators will be 

totally theoretically replaced by the virtual assistant); 

• the applicability in any context, not dependent on the 

technologies used (the self-learning process could be 

applied in different applications where users require 

responses); 

• the usage of the chatbot system also for colloquial usage 

forms. 

The comparison between AIML and ANN for the 

automatic construction of chatbot based on the same input 

datasets, allowed to verify the best performances of the 

second approach. Using the metrics described in the 

previous paragraph it has been possible to find a better 

accuracy, a smaller number of wrong answers and a 

smaller number of missed answers through the use of an 

ANN through to the use of AIML, as shown in the 

following table: 
 

Artificial 

intelligence 

module 

Accuracy 
Mistaked 

Answers 

No 

reply 

AIML 85% 5% 10% 

Fully connected 

neural network 
99% 0% 1% 

 

An improvement to the proposed solution may be 

provided by the use of a recurrent ANN, in order to exploit 

the memory of the neural network to better associate the 

responses available in the system to the questions of its 

users, thus recognizing the order in which the keywords 

are arranged in the sequences created from a user’s 

question. 

6 Conclusion 
Authors proposed in this work an innovative self-learning 

multi-level virtual front office, by improving a structured 

FAQ procedure together with an innovative chatbot 

system. The proposed model is suitable for industrial 

applications requiring the optimization of human 

resources activities. The goal of the self-learning model is 
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to eliminate totally the humans responses represented by 

level 3 of the model of Fig. 1, by constructing dynamically 

and automatically the training dataset. The model could be 

applied to Big Data and Machine to Machine (M2M) 

systems [29]. The experimental dataset is reported in [30]. 
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This paper addresses a problem of automatic estimation of three journalistic news values, more 

specifically frequency, threshold and proximity, by applying various text mining methods. Although 

theoretical frameworks already exist in social sciences that identify if an event is newsworthy, these 

manual techniques require enormous amount of time and domain knowledge. Thus, we illustrate how 

text mining can assist journalistic work by finding news values of different international publishers 

across the world.  Our experiments both on a collection of news articles from different publishers about 

Apple’s launch of new iPhone 6 and Apple Watch and on a wider collection of documents confirm that 

some journalists still follow some of the well-known journalistic values. Furthermore, we acknowledge 

that news values are often orthodox and outdated, and no longer apply to all publishers. We also outline 

possible future implications of our approach to work on interaction between text mining and journalistic 

domains.   

Povzetek: Članek obravnava problem avtomatske ocene novičarskih vrednosti, natančneje: pogostosti, 

prag pomembnosti ter bližine (oz. relevance), z uporabo različnih metod avtomatske analize teksta. 

Čeprav v družboslovju obstaja več teoretičnih ogrodij, ki določajo ali je nek dogodek vreden poročanja, 

te temeljijo na »ročnem« delu in zahtevajo veliko časa ter globoko poznavanje domene. V članku 

nakažemo, kako lahko avtomatska analiza teksta pomaga pri novinarskem delu z uvidom v novičarske 

vrednosti na globalnem nivoju in med velikimi, mednarodnimi mediji. Rezultati naših poskusov na zbirki 

člankov iz različnih virov (spletnih časopisov) o splovitvi izdelkov iPhone 6 in Apple Watch podjetja 

Apple potrjujejo, da novinarji še sledijo nekaterim uveljavljenim novičarskim vrednostim. Ob tem 

ugotavljamo, da so nekatere novičarske vrednosti preveč ortodoksne in zastarele ter ne veljajo več za 

vse novičarske vire. Na koncu orišemo načrtovano nadaljnje delo in možne implikacije uporabe 

avtomatskih metod analize teksta na novinarsko delo. 

1 Introduction 
Every news outlet has a different agenda for selecting 

which news stories to cover. Mass media have 

traditionally relied on the so-called news values to 

evaluate newsworthiness of a story i.e. what to publish 

and what to leave out, introduced firstly by two 

Norwegian scholars Galtung and Ruge (Galtung & Ruge, 

1965). News values are certain guidelines to follow in 

producing a news story, so-called ideological factors in 

understanding decisions of journalists (Cotter, 2010). 

The more news values (12 in total) are present in a piece 

of information, the more likely that you will see the story 

featured in different mass media across the globe.  

In the last years there has been a growing interest to 

work on the intersection of social and computer sciences 

(Greening, 2000). Text mining is emerging as a vital tool 

for social sciences and the trend will most likely increase 

(Amolfo & Collister, 2015). Due to the abundance of 

news information and with the advances in text mining, 

it is now possible to help journalists to process 

information in every day job and at the same time to 

prove old media theories and to discover old, often 

biased patterns in the news across the world.  

Some research has been already done on detecting 

news bias (Ali & Flaounas, 2010), (Flaounas & Turchi, 

2010), less attention has been paid to automatic detection 

of news values (De Nies & D'heer, 2012), (Al-Rawi, 

2017). We argue that in order to understand and 

automatically detect news bias, it is first important to 

understand the logic of news selection processes (news 

values) and try to detect news values on a large-scale. 

We make a first attempt to automate the detection of 

initially three news values by applying several text 

mining techniques from selected publishers and when 

reporting about Apple Corporation. Apple has a great 

impact on our lives and as any technology it has become 

newsworthy almost by default. Our goal is to distinguish 

if the theory of newsworthiness by Galtung and Ruge 

(Galtung & Ruge, 1965) is still a valid approach to 

predict news selection values. If yes, what are the 

relevant news criteria we find in our experiments and do 

we see some interesting recurring patterns in the news? 

https://doi.org/10.31449/inf.v42i4
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2 Data description 
News articles analyzed in this paper were first 

aggregated by the Newsfeed and then analyzed by Event 

Registry1 – a global media monitoring service that 

collects and processes articles from more than 100.000 

news sources globally in more than 10 languages (Leban 

& Fortuna, 2014).  

We extracted news about the Apple Corporation 

(iPhone 6 and Apple Watch launch) from 16 selected 

online outlets during the period of 01.09.2014 – 

31.10.2014. We considered the occurrences of the 

company name Apple and the terms “iPhone” and 

“Apple Watch”. The time range corresponds to the 

announcements of the launch of the two above-

mentioned products and the start of sales. We also 

considered to include two months of coverage and to 

check the news about Apple before and after the big 

events in order to control for variation in media interest 

in the company. The time range of complete, 

uninterrupted two months is important because we are 

also interested in the extent to which editors and 

journalists write about Apple and how the coverage 

changes in case if a greater event.  The sources under our 

analysis correspond to the most influential daily news 

websites, easily accessible, widely read in the following 

three languages: English (EN), German (DE) and 

Spanish (ES). 

Apple represents an important context for the 

purpose of this study. The more new and novel ideas and 

products come from Apple, the more space will be 

allotted to it by the international media.  

The Table 1 summarizes the total number of events 

and the total number of articles reporting on Apple 

collected and analyzed per publisher during the above-

mentioned period including the information on the 

headquarters of each publisher. All journals listed in the 

Table 1 publish daily. 

Important to note is that the websites were also 

selected with the purpose to cover different geographical 

places (Europe and the USA) in order to identify one of 

the three news values, i.e. proximity – geographical or 

cultural proximity of the event to the source. The core 

available piece of information for each article for our 

experiment included the date, the location of the event 

and the location of the publishers’ headquarters, as well 

as the size of the events (i.e. the number of articles about 

them). 

3 Socio-cognitive perspective on 

news values 
One of the most critical questions in the media research 

field is why certain aspects of reality are selected by 

journalists and eventually registered to become news. 

The news selection process is a very complex process 

influenced by economic, political, organizational and 

social factors. Over the years the most used explanation 

of the phenomena prevails to be the so-called theory of 

                                                           
1 http://eventregistry.org 

newsworthiness, which focuses on explaining the logic 

of the journalists and media organizations and on 

predicting what will most likely strike attention of the 

audience and be selected as news. News selection, i.e. 

selecting novel pieces of reality, is not purely a 

journalistic problem; it has its roots in psychology of 

perception and cognitive science. Looking for new 

information in order to reach an optimal level of 

stimulation is fundamental to human behavior 

(Martindale, 1981). Humans constantly search for 

arousal or stimulation, often driven by pleasure centers 

of the brain (Martindale, 1981), (Donohew, Sypher, & 

Higgins, 1988). 

 According to Van Dijk, the notion of news values is 

part of the social cognition since news values are shared 

by journalists and even by the public of the mass media 

in an indirect way. They “provide cognitive basis for 

decisions about selection, attention, understanding, 

representation, recall and the uses of news information.” 

(Van Dijk, 2009). News audience is not only a vital part 

of the cognitive processes to label their psychological 

activation, but the arousal itself is the end product of 

cognitive process that often occurs automatically. 

Journalists only need to select an important piece of 

information and code it in a nice fashionable way so that 

it “facilitates recognition and heightens the impact of 

these cognitive processes” (Martindale, 1981). For most 

journalists, news criteria are something very physical, 

something that is always present in the back of mind and 

is an integral part of themselves (Schulz, 2007). These 

criteria are often unconscious in journalistic practice. 

News values are considered to be ground rules or 

“distillation” of what an identified audience is interested 

in reading or listening (Richardson, 2007). The most 

influential contribution came from Galtung and Ruge 

who underlined a list of 12 news factors, which they 

divided into eight “culture-free” factors and four 

“culture-dependent” factors. The following Table 2 

outlines Galtung and Ruge’s theory of news selection 

Publisher Total No. 

Events 

Total No. 

Articles 

Headquarters 

The Next 

Web 

1064 1670 Amsterdam 

Gizmodo 2007 3911 New York 

The 

Guardian 

14299 19997 London 

BBC 15582 23852 London 

USA Today 7692 13629 Tysons Corner 

Wall Street J. 7197 18837 New York 

Heise 4194 2190 Hannover 

Chip online 907 1212 Munich 

Stern 4194 10092 Hamburg 

Die Zeit 3722 5600 Hamburg 

Die Welt 14683 30359 Berlin 

Der Spiegel 2261 2759 Hamburg 

El Mundo 6707 8705 Madrid 

ABC.es 7431 10388 Madrid 

El Pais 686 979 Madrid 

El Dia 6700 12752 Barcelona 

Table 1: Publishers and Totals of Events/Articles on 

Apple. 



Automatic Estimation of News Values... Informatica 42 (2018) 527–533 529 

 

   

 

and its news values (Galtung & Ruge, 1965). Most of the 

news values have a common-sense perception and are 

simple to understand. The more an event satisfies the 

bellow-mentioned criteria, the more likely it will be 

reported in the news. 

Later on there have been several attempts to revise 

the theory of news worthiness (MacShane, 1979), 

(Harrison, 2006), (Harcup & O'Neill, 2017) despite the 

existence of several new lists of news values, the theory 

by Galtung and Ruge has not really been challenged and 

is still taught at many Journalism schools across the 

globe. Various scholars from the social sciences field 

have discussed the theory of news values extensively.  

However, technologies have now added new “shades” of 

how we want to test the theory on a larger scale and if 

and of how the news values have changed over time.  

4 Mining news values 
Galtung and Ruge originally came up with a taxonomy 

of 12 factors, but due to the space limitations, the goal of 

this work is to identify automatically the first three news 

values: frequency, threshold and proximity. Frequency 

and threshold are both impact criteria, calculated through 

the number of articles per publisher (frequency) and a 

number of articles per events (threshold), whereas, the 

proximity criterion is considered more about the 

audience identification and geographical distance. The 

above-mentioned news values are convenient for the 

analysis by text mining methods and represent a starting 

point of a complete framework of automatic detection of 

12 news values. 

4.1 Frequency 

Frequency as news value refers to the time-span of an 

event (Galtung & Ruge, 1965). For example, a single 

event on a certain day is more likely to be reported rather 

than a long process (Fowler, 1991). Since Apple has 

become a new religion of the 21st century, it is 

newsworthy by default and news about Apple exists in 

most outlets around the world on daily basis. In this 

paper, we understand frequency value as the frequency 

of all articles from the selected publishers mentioning 

iPhone 6 and Apple Watch (also known as Watch) 

respectively. We are interested in finding trends or 

particular patterns among publishers during the selected 

period of time. The Figure 1 summarizes the time 

distribution (i.e. frequency value) of the mentions related 

to iPhone 6.  

The frequency measurement experiment indicates 

that there are two sudden busts in frequency among 

certain publishers; one peak corresponds to the 

announcement of the Apple Watch launch on the 9th of 

September 2014 and the second peak being the 

announcement of the iPhone 6 release on the 19th of 

September 2014. Both announcements received a much 

bigger coverage (especially, among the following 

publishers: Wall Street Journal, Stern Magazine and die 

Welt) in respect to the actual start of sales of the 

products at the end of October. Applying the logic of the 

media in our context – announcement of the launches 

and of the start of sales – announcement is news since 

the audience did not know when Apple would launch the 

products and announce the official sales date. The 

surprise is even larger if the organization is Apple, which 

is perceived to be the trend maker in technology in 

general. 

The frequency distribution of new Apple Watch has 

a similar to iPhone 6 trend, having, however, less 

coverage (number of articles) per publisher, per day. The 

following Figure 2 outlines the frequency of Watch 

coverage among the selected publishers during 

01.09.2014 – 31.10.2014. The two bursts are also visible 

in the coverage of the Watch due to the fact that 

journalists are more likely to complement news pieces 

with additional, background information (Bell & Garrett, 

1998), in our case if a journalist is writing about the 

Apple Watch he is likely to mention Apple and another 

Apple product. 

 We also measured frequency between specific tech 

publishers in comparison to other international 

publishers. Our first assumption that technology-oriented 

outlets do publish more news with higher frequency 

(number of articles) on Apple was not confirmed as also 

seen from the Table 1 and Figure 2. This partially could 

be explained by the small size of editorial and 

journalistic teams working for tech publishers in 

comparison to big media corporations with journalists all 

over the world, for example, BBC, Wall Street Journal or 

USA Today. 

4.2 Threshold 

The threshold criterion often refers to the impact of an 

event and its effect on the readers, i.e. a size needed for 

an event to become news, for example, thousands of 

people buying a new iPhone 6 and not just one person 

buying it in a small local store will get more attention of 

News Values Short Description 

Frequency Time span of an event 

Threshold The size of an event 

Meaningfulness/Proximity Geographical 

closeness 

Unambiguity Clarity of the meaning 

Consonance Conventional 

expectations of the 

audience 

Continuity Continuous over time 

Unexpectedness Unplanned/unexpected 

Composition Include other pieces of 

information 

Reference to elite nations Relate to famous 

nations 

Reference to elite people Relate to famous 

people 

Negativity Bad news, conflict-

oriented 

Personalization Action of individuals 

Table 2: News Values by Galtung and Ruge. 
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the media. In other words, the bigger, the better, and the 

cooler a product is, the higher the “amplitude” and the 

more fuss it will create in the media. 

It is indeed difficult to measure something that 

should have a larger effect on the readers. We 

understand that events can meet this threshold value 

either by being large in absolute terms i.e. having a 

higher frequency or an increase in reporting of a topic. In 

this experiment, we decided to look at the size of events 

among the selected publishers without limiting our 

search to reports about Apple in order to take in more 

data. The main reason we limit ourselves to Apple 

related stories in frequency analysis is that we can 

manually show that remarkable and frequent events like 

a new product launch draw more media attention.  

An event is understood as a group of articles that are 

clustered to report on the same issues in the world 

(Leban, Kosmerlj, & Belyaeva, 2014). Our assumption is 

that a single article might not be very informative, but a 

group of articles on a certain issue, which is picked up 

by more publishers can form a part of a bigger story with 

more impact on the readers and thus match the threshold 

value. Note that frequency and threshold values are both 

impact criteria, we see threshold as the size of an event, 

whereas frequency should also be understood as events 

unfolding within production cycle of a news media and 

will be reported on repeatedly.  

Therefore, for the threshold analysis we aim at 

capturing the size of clusters (number of articles of all 

publishers in event clusters) and assume to witness a 

greater number of articles that form an event. To note 

that news articles are first aggregated by the Newsfeed 

service2 - a real-time stream of articles from more than 

100.000 RSS-enabled websites in several major world 

languages, then we process the articles by a linguistic 

and a semantic analysis pipeline that provides semantic 

                                                           
2 http://newsfeed.ijs.si 
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Figure 1: Apple Watch Frequency distribution. 
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annotations. The semantic annotation tool developed 

within XLike project comprises three main elements: 

named entity recognition based on corresponding 

Wikipedia pages, Wikipedia Miner Wikifier – detecting 

similar phrases in any document of the same language as 

Wikipedia articles and cross-lingual semantic analysis 

that links articles by topics (Carreras & Padro, 2014). 

The analysis and clustering are then done by the Event 

Registry. The data in the following scatterplot shows the 

average event size per publisher during the same period 

of time and confirms our hypothesis: the higher the 

threshold (number of articles per event), the greater the 

impact of a publisher (i.e. The Guardian, BBC), more 

intense and more frequent the coverage about an event 

is. 

If an article is written by an influential publisher 

other bigger and smaller publishers will most likely pick 

the event up and eventually it will form an event 

(cluster). Interestingly, Spanish and German publishers 

have a smaller average event size, which could be 

explained as those publishers are more interested in local 

events or events within their countries of origin.  

4.3 Proximity 

The Proximity value (also often referred to as 

Meaningfulness factor) corresponds to physical i.e. 

geographical or cultural (in terms of religion or 

language) closeness of a news story to a listener and thus 

the media publisher. Proximity helps readers to relate to 

a story on a more personal, familiar level. It can change 

over time and is open to subjective interpretations. 

However, proximity might also mean an emotional (fear, 

happiness, pride tec.) trajectory in the audience’s eyes, 

regardless of where it takes place (Schults, 2005). An 

event may happen in a distant place but still be of 

interest in terms of a certain relevant meaning to the 

reader: Apple is an American company with 

headquarters in California, but as the largest technology 

company its products are praised and sold in every part 

of the world. 

Our assumption when measuring this journalistic 

value is that the closer the geographical location of the 

story to the news publisher is, the more frequent and 

more intense (also higher threshold) the coverage is. 

Event location detection is done automatically in the 

Event Registry in the following way: we first try to 

identify a dateline in the article (a piece of text at the 

beginning of every article) that names a location: we 

assume that this is the location of the event. When the 

dateline does not appear in the article, we check the 

Event Registry to use the event’s location. A 

classification algorithm that considers all articles 

belonging to the same event determines it. In some 

cases, the Event Registry does not determine the 

location; we omit such cases in our analysis. 

The headquarters of each publisher was manually 

searched for on the official websites of the selected 

publishers and Wikipedia3. We did not limit our search 

to the stories reporting about Apple since we assume to 

see some recurring proximity patterns of the selected 

publishers in spite of the story topic.  

Since our system was not able to automatically 

identify location of all events, we use only a sub-

selection of our data for each publisher for which we 

compute the distance in kilometers and calculate how 

many of them report from the same country and same 

city where the publisher is. The following Table 3 

outlines the proximity experiment results: Total number 

of sub-Selection of Events where Country/City were 

detected and a Total number of events where publishers 

reported either on the same country or the same city 

where a publisher has headquarters. 

It has been found that the coverage of most 

publishers is not local, they do not report on the events 

close to their headquarters: it can be explained by the 

fact that the selected publishers are not local publishers 

and are no longer “national” publishers, but some have 

become over time “international” outlets whose news is 

read across the world.  Interesting to note that proximity 

value was not confirmed for, for example, The Next 

Web – technology oriented website with headquarters in 

Amsterdam, Netherlands, reported only once on the 

                                                           
3 https://www.wikipedia.org 
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events from their headquarter city. Whereas, some 

selected publishers, mainly Spanish and German (in 

italics in Table 3) dedicate more or less half of their 

attention to the news from the same country, which 

confirms relatively strong the proximity value. Not 

surprisingly, the Guardian, the BBC and the Wall Street 

Journal do not support journalistic proximity value since 

their geographical scope is scattered around the world. 

Publishers and some figures in italic letters in the Table 

3 represent newspapers that confirm the proximity value 

that is they report on the events that happen in the same 

country of their headquarters in respect to the remaining 

publishers under selection. 

5 Discussions and future work 
We made an initial attempt to automate detection of 

journalistic news values, in particular, frequency in the 

context of Apple news, threshold and proximity in the 

context of selected publishers. We believe that using 

text-mining methods is an essential step of interaction 

between social and computer sciences approaches. This 

hybrid approach will not only help journalists in their 

everyday work, but it will also potentially help to 

identify various ideological patterns or news bias of 

various global publishers.  

The study tested some news values from the theory 

of newsworthiness formulated by Galtung and Ruge. The 

assumption that a product launch is likely to get more 

coverage and thus meet the frequency value was 

confirmed for most outlets. No assumptions were 

confirmed on technology-oriented publishers writing 

more frequently and more intensely on Apple. No 

influences were found for the proximity news factor in 

case of international publishers; however, the proximity 

factor was confirmed for most Spanish and German 

publishers. These findings suggest continuing exploring 

the topic in depth. 

Future work will include developing our framework 

further, which will automate the process of assessing 

newsworthiness of all 12 news values applied to 

different languages, as well as to different domains like 

conflicts, natural disasters, political crises etc. By 

detecting news values through text mining we also aim 

at confirming still existing ideological patterns i.e. news 

slant or bias of different publishers. Research designed 

more specifically and comprising automation of all news 

values could provide more answers to the problems of 

outdated and orthodox new values that keep on 

contributing to the news bias. To our knowledge, there 

are no automated systems to compare our approach with, 

thus, in the future we also plan on conducting several 

evaluations including manual to verify our results. 
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Software Process Improvement provides benefits to organizations. However, improvement efforts are not 

guided by the combined use of Good Practices and Critical Factors that influence success. Resources are 

dedicated without a prior analysis that guides the actions intentionally. The objective of this research is 

to support decision-making in Software Process Improvement. To achieve this, an intelligent system is 

conceived, which based on association rules, identifies dependencies between Good Practices and Critical 

Success Factors. In addition, this system implements a Genetic Algorithm to optimize improvement 

scenarios and an evolutionary Artificial Neural Network to predict success in Software Process 

Improvement. The methods used to validate the results corroborated the contribution and usefulness of 

the proposal. 

Povzetek: Predstavljen je inteligentni sistem KAIROS, ki na osnovi metod umetne inteligence zasnuje 

scenarij izdelave sistema pred začetkom softverskega procesa. 

 

1 Introduction 
The analysis around the Critical Success Factors that 

influence the Software Process Improvement (SPI), allows 

to infer that its use in function of the organizational 

contexts, contributes to the success of the improvement 

project [1; 2]. In spite of the advances in the treatment of 

Critical Success Factors [3; 4; 5], insufficiencies 

associated with the reuse of knowledge persist. This 

hinders to obtaining evaluations that are close to reality 

and makes it difficult to provide scenarios that guide 

organizations in the improvement. Also, the influence 

performed by the combination between Critical Success 

Factors and Good Practices in the SPI is not analyzed [6]. 

The weights assigned to the Critical Success Factors are 

not adjustable and their relevance changes according to 

the context.  

An analysis to guides organizations at the beginning 

of the SPI is appropriate. It is cumbersome to process 

information when a large number of elements affects the 

decision-making of an organization. An effective 

alternative is the application of artificial intelligence 

techniques that transform SPI experiences into useful 

knowledge to guide insertion in an improvement project.  

The research problem is: how to recommend 

improvement scenarios from the use of Critical Success 

Factors and Good Practices, to support decision-making at 

the beginning of the SPI? The objective of this paper is to 

develop an intelligent system for scenarios 

recommendation, which combines the use of Critical 

Success Factors and Good Practices to decision-making 

support at the beginning of the SPI. To the development 

of this research were used some scientific methods: 

• Historical-logical and dialectical to the critical analysis 

of researches associated with the use of Critical 

Success Factors and Good Practices in the SPI. 

• Induction-deduction to the identification of the 

problem, as well as its solution variants. 

• Hypothetical-deductive to the proposal of this research 

line. 

• Analytical-synthetic to the decomposition of the 

problem in elements that allow its analysis.  

• Bibliographic analysis for literature review. 

• Survey to know the degree of customer satisfaction 

with the system developed. 

• Experimental to evaluate the utility of the obtained 

results. 

• Consult experts to the research validation. 

• Focal group to the conceptualization of Good Practices 

and recommendations. 

• Iadov technique to evaluate the solution satisfaction. 

• Statistical methods to the analysis of applied surveys. 

Scientific contributions of the research: 

• An informatics system (KAIRÓS) which combines 

artificial intelligence techniques, to support decision-

making in SPI. In order to achieve this, the system 

optimizes improvement scenarios and predicts their 

success in the SPI.  

• A genetic algorithm (GA) to optimize improvement 

scenarios from the redefinition of selection and 
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crossover operators and from the definition of a new 

mutation operator. 

• An evolutionary ANN that uses genetic algorithms to 

topology design, and integrates the backpropagation 

algorithm and genetic algorithms for the net learning. 

Also, it uses the Principals Components Analysis 

technique to handle the changeful number of neurons 

in the input layer. 

2 Theoretical bases 
To solve the introduced problem, it was realized a research 

study to clarify the approach of the Good Practices use in 

SPI. In addition, it was analyzed the artificial intelligence 

techniques that facilitate the reutilization of Good 

Practices and Critical Success Factors experiences.  

2.1 A survey of Good Practices and 

Critical Success Factors association in 

SPI 

The literature analysis reveals the need to apply Good 

Practices for a successful SPI projects execution. 

However, only four papers consider the influence of Good 

Practices on the behavior of Critical Success Factors [5; 7; 

8; 9]. These papers contribute important elements, 

associated with the Good Practices incorporation to have 

a positive influence in Critical Success Factors behavior. 

However, there are some insufficiencies that affect the use 

of this relationship:  

• The dependencies between Good Practices and Critical 

Success Factors are considered without detailing 

which are the relationships specifically. 

• The experiences reuse is assumed, but based on the 

Critical Success Factors and without considering the 

influence of Good Practices or their combined use. 

• Trujillo [5] defines the Critical Success Factors and 

their measurements, establishes the weighting 

coefficient of Critical Success Factors, but does not 

assess its dynamic treatment. 

• Improvement scenarios are not offered to support 

decision-making of organizations in the SPI. 

In this sense, it is necessary to extend the treatment of 

Good Practices and Critical Success Factors, and to 

consider the influence performed by the combination of 

Good Practices on Critical Success Factors. Also, the 

dynamism of Critical Success Factors relevance, must be 

taken into account. 

2.2 Artificial intelligence applied to SPI 

For the forecast and recommendation of scenarios before 

the investment in SPI, it was considered the application of 

artificial intelligence techniques. With the aim of 

supporting decision-making in SPI from two perspectives: 

guide the efforts of organizations towards better scenarios 

in the SPI and forecast the result prior to investing in the 

SPI, the experiences reuse, associated with Critical 

Success Factors and Good Practices is adopted. In this 

sense, three needs were identified: 

• Recommendation of scenarios to improve an 

organization initial state, prior to invest in SPI. It is 

considered as an optimization problem and is solved 

with the implementation of a GA [10; 11]. 

• Identification of relationships between Good Practices 

and Critical Success Factors measurements. It is 

considered as an association problem, taking into 

consideration the dependencies identification between 

dependent variables (Critical Success Factors 

measurements) and independent variables (Good 

Practices), whether metric or non-metric. It is solved 

with the use of association rules [12; 13]. 

• Forecast of success or failure of scenarios in SPI. It is 

considered as a classification problem, where it is 

necessary to identify the tendency to success or failure 

of an organization in the SPI. It is solved by the 

implementation of an evolutionary Artificial Neural 

Network (ANN) [14; 15; 16]. 

2.2.1 Considerations for KAIRÓS 

optimization  

The GA of KAIRÓS for scenarios optimization takes the 

functioning principles from the operators descripted by the 

literature and provides new operators, capable to solve the 

particularities of the problematic. It was considered to not 

provide solutions unattainable since the organization 

capabilities to the implementation of selection operator. 

To the crossover and mutation operators, it was considered 

to not change the values of the Critical Success Factors 

measurements, which are not affected by the good 

practices applicable by the organization. 

In this research, the chromosomes represent the initial 

state and the improvement scenarios. Genes are 

measurements of the Critical Success Factors, where M= 

{m∈ R, 0≤m≤1: m is a measurement of Critical Success 

Factors}. 

 

Selection operator redesign: 

Several operators were analyzed where some was 

discarded and others partially satisfy the solution: 

• Selection by roulette is ruled out, due to the 

randomness factor that it uses. 

• Selection by tournament is ruled out, due to its high 

computational cost. 

• Hierarchical selection and selection by rank partially 

satisfy the needs of the problem, because they do not 

necessarily obtain individuals close to the initial state. 

• Selection by rank partially satisfies, because it does not 

consider fitness.  

For those reasons, selection operator was redesigned 

from the hierarchical ordering of the population 

chromosomes, taking as criterion of order the fitness of 

each individual. Then a range of individuals is selected, 

which will be closest to the initial state. 

Crossover operator redesign: 

A set of operators were analyzed where were 

discarded: 
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• Crossover by a point and Crossover by N points, 

because the measurements influenced by Good 

Practices do not have a specific order or position 

within the chromosome. 

• Arithmetic crossover, because it does not allow to 

establish which measurements will be modified, these 

are determined by the randomness. 

• Uniform crossover, because it affects all the genes in 

the chromosome.  

Finally, the authors determined that uniform 

crossover with binary mask is the operator that satisfies 

the most of the problem needs. However, the randomness 

when generating the binary mask does not make it feasible 

to the solution. Therefore, it was redesigned in such a way 

that the binary mask is intentionally generated from the 

dependencies between Good Practices to be applied and 

measurements of Critical Success Factors. The 

dependencies are obtained by applying association rules 

between these variables. 

Mutation operator design: 

A set of operators were analyzed where were 

discarded: 

• Binary mutation, because it does not correspond to the 

coding of the chromosomes in this research. 

• Mutation to the edge and Uniform mutation, exchange 

values of the attributes, which can alter genes not 

influenced by the Good Practices. 

Therefore, a new operator was designed that uses the 

binary mask of the redesigned crossover operator and 

randomly identifies a position of the mask. If the position 

value is 1, proceed to mutate by 1% in this position. 

2.2.2 Considerations for KAIRÓS 

dependences identification  

The dynamic identification from the accumulated 

experience of the association relationships between Good 

Practices and Critical Success Factors measurements, is 

relevant. The objective is to know what measurements to 

enhance in the optimization process, based on the Good 

Practices that the organization can apply. To determine the 

dependencies association rules are applied, due to their 

potential to identify relationships between variables in 

combination, as well as the treatment of both metric and 

non-metric variables. 

To generate the rules combinations the algorithm 

Apriori is used [17; 18; 19], with the aim of reducing the 

number of candidates through the technique of reduction 

by pruning. In this sense, all variants of rules whose 

elements are not frequent are discarded, because their 

combinations will not be. 

2.2.3 Consideration for KAIRÓS classification  

To predict the success of initial state and improvement 

scenarios, it must be taken into account that: 

• The weights relevance associated to the Critical 

Success Factors, must have a dynamic treatment. 

• The Critical Success Factors and their measurements 

can change over time. 

Based on the above, an ANN is implemented because 

it favors learning by readjusting the weights associated 

with network connections. Considering that a 

classification problem is addressed, is appropriate to use 

supervised learning, specifically the multilayer 

perceptron. This architecture is usually trained using the 

backpropagation algorithm. However, an architecture that 

provides a solution to one problem can’t be used to solve 

another [16]. Under the conditions of the problem, the 

construction of a self-adapting intelligent system based on 

ANN is required. This research considers the use of an 

evolutionary ANN, which allows adapting to the input 

patterns. Genetic algorithms are applied to the design and 

learning of the evolutionary network. 

3 Intelligent system KAIRÓS 
In this article, the Critical Success Factors and its 

measurements defined by Trujillo [5] are assumed for the 

processing of KAIRÓS. In addition, with the aim of 

defining Good Practices to improve the behavior of the 

Critical Success Factors, the bibliographic review, Delphi 

and focus group methods were applied. 

For the identification of Good Practices, a 

bibliographic review of 77 articles and documented 

experiences was made, of which 15 allude to the use of 

Good Practices to diminish the influence of the Critical 

Success Factors in the SPI [4; 8; 20; 21; 22; 23; 24; 25; 

26; 27; 28; 29; 30; 31; 32]. Then it was refined with the 

help of experts, managers and members of software 

development organizations, using the Delphi method in a 

first round. The results were submitted to the exploratory 

focal group, where the proposal was enriched with the 

recommendations for the execution of the Good Practices. 

Finally, a second round of Delphi method was applied 

with the refined information. As a result, 49 Good 

Practices and 127 recommendations that guide its 

application were defined [33].  

KAIRÓS [34; 35] has the purpose of processing and 

automating the information associated with Critical 

Success Factors and Good Practices to support decision-

making in SPI. The following describes its components.  

3.1 GA for scenarios optimization in SPI 

For the proposal of improvement scenarios, a GA is 

conceived [34]. The restriction of the optimization 

problem is associated to achieve a distance between the 

initial state and the improvement scenario in an affordable 

range, attending to the Good Practices that the 

organization can apply. 

GA description: 

Step 1. Generate initial population: the size of the initial 

population sample is calculated with the probabilistic 

method of calculating the population sample size, 

knowing the population size [36]. The individuals of this 

population are taken randomly from the knowledge base.  

Step 2. Select scenarios: the scenarios of the initial 

population are assessed with the evaluation function 

(equation 1). The scenarios are ordered hierarchically, 

according to their fitness (value of evaluation function). 
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Then, a population sample corresponding to a new 

calculation of sample size is selected. 

𝑓𝑒𝑣𝑎𝑙 = ∑ 𝑓(𝑆𝑛(𝑖), 𝑆𝑚(𝑖))𝑛
𝑖=1 𝐷𝑔(𝑂𝑣(𝑖), 𝑆𝑚(𝑖)) 𝑛⁄    (1)                                                                

Where: 

feval is the evaluation function. 

n is the amount of measurements (genes) of the scenario 

(chromosome). 

i is the position of the measurement (gene) subject to 

analysis. 

Sn(i) is the value of the measurement (gene) in the position 

i of initial state (chromosome). 

Sm(i) is the value of the measurement (gene) in the 

position i of the scenario (chromosome) to be analyzed. 

f(Sn(i), Sm(i)) is the aptitude function for the measurement 

(gene) i and is determined by the equations 2 and 3. 

Ov(i) is the optimum value achievable for Sm(i) (obtained 

from the analysis of association between Good Practices 

and Critical Success Factors measurements). 

Dg(Ov(i), Sm(i)) is the degree of improvement for the 

measurement (gene) i. 

The aptitude function f(Sn(i), Sm(i)) for each 

measurement, it is calculated depending on whether the 

measurement under analysis i, belongs or not to the set of 

measurements that are affected by the association between 

Good Practices and Critical Success Factors 

measurements. 

Being: 

M= {m∈ R, 0≤m≤1: m is a measurement of Critical 

Success Factors} 

MGP= {mgp∈ R, 0≤mgp≤1: mgb is a measurement 

affected by Good Practices} 

MGP⊂M 

i is the position of the measurement (gene) subject to 

analysis. 

m(i) is the measurement in position i, represented to 

evaluate whether the measurement in a given position is 

affected by the association with Good Practices, m(i)∈ M. 

If m(i)∈ MGP 

𝑓(𝑆𝑛(𝑖), 𝑆𝑚(𝑖)) = {

1       𝑠𝑖     𝑆𝑛(𝑖) < 𝑆𝑚(𝑖)

0,5   𝑠𝑖     𝑆𝑛(𝑖) = 𝑆𝑚(𝑖)

0     𝑠𝑖     𝑆𝑛(𝑖) > 𝑆𝑚(𝑖)
             (2)                                                                                       

Where: 

Sn(i) is the value of the measurement (gene) in the position 

i of initial state (chromosome). 

Sm(i) is the value of the measurement (gene) in the 

position i of the scenario (chromosome) to be analyzed. 

If m(i)∉ MGP 

𝑓(𝑆𝑛(𝑖), 𝑆𝑚(𝑖)) = {
1   𝑠𝑖   𝛿(𝑆𝑛(𝑖), 𝑆𝑚(𝑖)) = 0

0   𝑠𝑖   𝛿(𝑆𝑛(𝑖), 𝑆𝑚(𝑖)) = 1
         (3)                                                                                   

Where: 

Sn(i) is the value of the measurement (gene) in the position 

i of initial state (chromosome). 

Sm(i) is the value of the measurement (gene) in the 

position i of the scenario (chromosome) to be analyzed. 

δ(Sn(i),Sm(i)) is the distance between the value of Sn(i) y 

Sm(i) and it is calculated by: 

𝛿(𝑆𝑛(𝑖), 𝑆𝑚(𝑖)) = {
1   𝑠𝑖  𝑆𝑛(𝑖) − 𝑆𝑚(𝑖) ≠ 0 

0   𝑠𝑖   𝑆𝑛(𝑖) − 𝑆𝑚(𝑖) = 0
            (4)                                                                                  

The improvement degree is calculated by subtracting 

one from the normalization of the difference between the 

optimum value achievable by the measurement and the 

value of said average. 

𝐷𝑔(𝑂𝑣(𝑖), 𝑆𝑚(𝑖))  = 1 − |𝑂𝑣(𝑖) − 𝑆𝑚(𝑖)|                  (5)                                                                                                                            

Where: 

Sm(i) is the value of the measurement (gene) in the 

position i of the scenario (chromosome) to be analyzed. 

Ov(i) is the optimum value achievable for Sm(i) (obtained 

from the analysis of association between Good Practices 

and measurements of the Critical Success Factors). 

Step 3. Check if the solution is among the selected 

scenarios: if the last scenario of the population sample 

fitness exceeds the 0,75 threshold, returns the first and last 

chromosome from the population, else step 4 is executed. 

Step 4. Cross scenarios: the binary mask is generated by 

assigning 1 to the positions of measurements favored by 

the Good Practices and 0 to the rest of the positions. For 

each gene of the scenario if its position corresponds with 

value 1 in the binary mask, the gene of the scenario being 

analyzed is added to the new scenario. If its position 

corresponds with value 0 in the mask, the gene of the 

initial state is added to the new scenario. Finally, the new 

scenario is added to the set of crossed scenarios.  

Step 5. Mutate scenarios: the same binary mask used in 

the crossover is applied for mutation. A random number 

greater than 0 and less than the number of Critical Success 

Factors measurements that compose the initial state, is 

generated. If the random number coincides with the 

position of some measurement affected by the association, 

the value of this measurement will increase by 1%, 

otherwise the scenario in the mutation process will be 

ignored. Finally, the new scenario is added to the set of 

mutated scenarios. 

Step 6. Increase population: the crossed and mutated 

scenarios are added to the population. 

Step 7. Execute step 2. 

3.1.1 Association rules to identify 

dependencies between Good Practices 

and Critical Success Factors 

measurements 

Several practices can influence more than one 

measurement of the Critical Success Factors. It is 

considered relevant to identify dynamically the 

association relationships between Good Practices and 

Critical Success Factors measurements from the 

accumulated experience. For this, association rules are 

applied in the present research. 

GP= {gp: gp is an SPI action that decreases the negative 

influence of Critical Success Factors} 

M= {m∈ R, 0≤m≤1: m is a measurement of Critical 

Success Factors} 



KAIRÓS: Intelligent System for Scenarios... Informatica 42 (2018) 535–544 539 

 

The association rules are represented as: X → Y, 

being X and Y sets of elements, where: X⊂ GP, Y⊂ M y 

X∩Y=∅. 

Step 1. Transformation of knowledge in transactions: a 

search is made in the knowledge base about the measures 

of Critical Success Factors, which evolved positively from 

the initial state to the improvement scenario reached, as 

well as the Good Practices applied by the organization for 

the change. The recovered information is stored as 

transactions in a temporary list for further processing. T is 

a set of transactions where T=GP∪ M.  

T= {GP; M: gp1, gp2, …, gpn, m1, m2, …, mm}, example: 

{GP1, GP2, M1, M2, M3}.  

Step 2. Calculation of support indexes: being the rule        

X → Y, where X⊂GP and Y⊂M, the support of the rule is 

calculated as: 

𝑆𝑢𝑝 (𝑋 → 𝑌) =
𝑁𝑡(𝑋𝑌)

𝑇𝑡
                                                    (6)                                                                                                

Where: 

Sup (X→Y) is the support of the rule X → Y. 

Nt (XY) represents the number of transactions that contain 

the elements of X and Y. 

Tt represents the total of transactions of T. 

Step 3. Identification of frequent elements sets: elements 

sets with equal or greater support than the established 

threshold (0,75) are identified.  

Step 4. Generation of candidate rules: combinations of 

candidate rules are generated. The Apriori algorithm is 

applied [17; 18; 19; 37; 38] to reduce the number of 

candidates, through reducing by pruning. All the rules 

whose elements are not frequent are discarded, because 

their combinations will not be.  

Step 5. Calculation of confidence indexes: being the rule 

X → Y, where X⊂GP and Y⊂M, the confidence index is 

calculated from the equation 7. 

𝐶𝑜𝑛𝑓(𝑋 → 𝑌) =
𝑁𝑡(𝑋𝑌)

𝑁𝑡(𝑋)
                                                  (7)                                                                                              

Where:  

Conf (X→Y) is the confidence of the rule X → Y. 

Nt (XY) represents the number of transactions that contain 

the elements of X and Y. 

Nt (X) represents the number of transactions that contain 

the elements of X. 

Step 6. Obtaining association rules: rules with a 

confidence index lower than the defined threshold (0,75) 

are discarded and then, the association rules are generated. 

Step 7. Application of association rules: the information 

of the association rules generated, is provided to the GA. 

This information is about which Critical Success Factors 

measurements are favored by which Good Practices. 

3.2 ANN for the forecast in SPI 

Considering the characteristics of the classification 

problem, the implementation of an evolutionary ANN 

based on the execution of GA for its design and learning 

is required. The ANN operations are represented in figure 

1 [35]. The Critical Success Factors measurements are 

input patterns and they can be dynamic, the output layer 

responds to the success or failure in SPI.  

The design of the network topology is done in the 

Configuration component, where the initial configuration 

is created to build the network topology in the 

Construction component. Later the decoding of the 

network and the final configuration are performed. 

Subsequently, the network training begins.  

The Codification component encodes the weights of 

the ANN, which are used in the Morphological Crossover 

component to perform the evolution of the weights for the 

network topology obtained. These values are used as 

initial weights in the Backpropagation component. Once 

the data of the knowledge base is obtained, the training of 

the ANN is realized. The fitness (mean square error of the 

network) is calculated as a value that allows to determine 

how effective is the network. Then, the Crossover 

component is executed to obtain a new ANN topology. 

 
Figure 1:  ANN operations for the forecast in SPI 
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The entire process is repeated until an ANN architecture 

of lower fitness is obtained. 

The design and training of the ANN are described in the 

following steps: 

Step 1. Principal Component Analysis (PCA) is applied 

to reduce the number of input measurements to the ANN.  

PCA is the problem of fitting a low-dimensional affine 

subspace to a set of data points in a high-dimensional 

space. It has become one of the most useful tools for data 

modeling, compression, and visualization [39]. A binary 

matrix M of dimension Dimx x Dimy is created, which is 

initialized by 0. The size of the matrix depends on the 

number of input and output neurons. Dimx (rows) is the 

number of input neurons n plus the number of output 

neurons m (in this case 1), and Dimy (columns) 

corresponds to the maximum number of hidden neurons to 

consider. 

In the matrix M, which represents the topology of the 

ANN with one hidden layer, the meaning for the position 

(i, j) is defined as follows. Being n the number of input 

neurons, if i ≤ n then (i, j) represents a connection between 

the input neuron i and the j-th hidden neuron; if i > n, (i, 

j) represents a connection between the j-th hidden neuron 

and the (i - n)-th output neuron. The individuals or 

chromosomes (seeds of growth and pruning) of the 

population are generated randomly and in random 

positions. 

Step 2. The growth seeds are located in the matrix 

according to the values of their genes. The initial 

configuration of the network is performed, replicating the 

growth seeds sequentially over its quadratic 

neighborhood. During replication if a new seed has to be 

placed in a position previously occupied by another seed, 

the first one will be replaced. 

Step 3. Each chromosome is decoded and converted into 

network locations, where each seed is represented by two 

genes (X, Y), corresponding to the coordinates in the 

matrix.  

Step 4. The algorithms of growth and pruning of seeds 

are applied.  

Being 𝑎𝑖, the value in the position (i, j) of the matrix 

and S the set of growth seeds, 𝑆 = {𝑠𝑘: 𝑠1, 𝑠2, … , 𝑠𝑛}, a 

seed sk is copied, which grows when a position is inactive 

(𝑎𝑖,𝑗=0) and there are at least three seeds that grow 

identical in their quadratic neighborhood. 

The pruning configuration is performed. The pruning 

seeds are placed in the positions where 𝑎𝑖,  =0. The pruning 

rule is designed to eliminate the seeds that grow in the 

network. 

Being 𝑎𝑖,𝑗 the value in the position (i, j) of the matrix 

and D the set of pruning seeds, 𝐷 = {𝑑𝑟: 𝑑1, 𝑑2, … , 𝑑𝑛}, a 

sk growth seed is extracted, when two contiguous 

neighboring positions contain identical growth seeds and 

another neighboring position contains a pruning seed dr. If 

two pruning seeds are present in the vicinity, the rule is 

not activated. 

Step 5. The matrix is decoded and the compliance of the 

necessary restrictions is verified, to obtain the model of 

the ANN architecture. 

• Every seed of growth takes value 1 and pruning seeds 

acquire value 0. Every 1 in the matrix is interpreted as 

a connection and 0 as absence of connection. 

• Columns with values 0 in the matrix are eliminated. If 

the elements of the column of order k are 0, there are 

no connections from the inputs to the hidden neurons 

k-th and there are no connections from the k-th hidden 

neuron to the outputs.  

• The columns where the value 𝑎𝑖, =0, if i>n (where n is 

the number of input neurons), are eliminated. If a 

neuron in the hidden layer has no connection with the 

output layer, it is eliminated, as it will have no 

influence on the outputs.  

• The rows with values 0 in the matrix are eliminated. 

When there is a neuron of the input layer without any 

connection with the hidden layer, it is eliminated, 

because it will not influence the outputs. 

Step 6. The ANN weights are initialized for the defined 

architecture, in order to obtain a fast convergence in a 

multilayer perceptron. The weights are encoded by real 

coding, which allows to explore the domain of the 

evaluation function (medium square error) with great 

precision. 

Step 7. The ANN is trained through the evolution of 

connection weights (morphological crossover) to find the 

best weights configuration. 

The selection is made by tournament. They are chosen 

at random, as many individuals (weights) of the 

population as has been prefixed in the size of the 

tournament (given by the number of input neurons). The 

best individual of the tournament group is selected and the 

process is repeated until the desired number of individuals 

to be selected is obtained. Individuals with the best initial 

weights are considered, to be used by the 

backpropagation. Subsequently, the morphological 

crossover is performed, which reinterprets the 

morphological gradient operation, to obtain a measure of 

the genetic diversity. 

The morphological crossover operates with 

populations of λ individuals constituted by chains of real 

numbers with length l. Starting from an odd n number of 

progenitor chains (n ≤ λ), obtained without repetition of 

the current population, a set of intervals called crossing 

intervals (Ci), is obtained. The descendant chains of the 

operator are generated from the crossing intervals. The 

following actions are carried out for the morphological 

crossover: 

• Calculation of the measure of genetic diversity, gene 

to gene from the n individuals taken as parents. Being 

G the progenitor matrix with dimension (n x l), for the 

l columns of G, the one-dimensional vector fi is 

defined. fi contains the n values of the n progenitors for 

the gene i. 



KAIRÓS: Intelligent System for Scenarios... Informatica 42 (2018) 535–544 541 

 

𝐺 = [

𝑎10

𝑎20
⋯

𝑎𝑛0

𝑎11

𝑎21
⋯

𝑎𝑛1

⋯
⋯
⋯
⋯

𝑎1𝑙−1

𝑎2𝑙−1
⋯

𝑎𝑛𝑙−1

] 

𝑓𝑖 = (𝑎1,𝑖 , 𝑎2,𝑖 , … , 𝑎𝑛,1)    𝑤𝑖𝑡ℎ    𝑖 = 0, … , 𝑙 − 1 

It is defined as a measure of genetic diversity of gene i in 

the population, the value gi ∈ [0,1] calculated as: 

𝑔𝑖 = 𝑔(𝐸(𝑛 2⁄ ) + 1) = (𝑓𝑖 ⊕ 𝑏)(𝐸(𝑛 2⁄ ) + 1) −
(𝑓𝑖 ⊖ 𝑏)(𝐸(𝑛 2⁄ ) + 1)                                                              (8) 

Where: 

gi is the measure of genetic diversity. 

E(n/2) +1 is the component located in the middle position 

of the vector fi. 

fi is the one-dimensional vector. 

n is the number of progenitors for the gene i. 

fi ⊕ b is the dilation of vector fi on the point E(n/2) +1, 

with the structuring element b. The result is the maximum 

value of the components of the vector, because the 

structuring element b iterates through fi from the 

component E (n/2) + 1−E (n/2) = 1, to E (n/2) + 1 + E (n/2) 

= 2 E (n/2) + 1 = n (where n is odd). 

fi ⊖ b is the erosion of vector fi on the point E(n/2) +1, 

with the structuring element b. It is obtained in the same 

way as dilation, but calculating the minimum value of the 

components of vector fi. 

• The crossing intervals are calculated, determining the 

lower and upper bounds of the crossing interval Ci 

denoted by C= {C0, ..., Cl-1}. The maximum gene is 

calculated from the equation 9 and the minimum gene 

by the equation 10. The crossing intervals Ci= [gimin, 

gimax]. 

𝑔𝑖𝑚𝑎𝑥 = 𝑚𝑎𝑥(𝑓𝑖) − 𝜙(𝑔𝑖)                                           (9)                                                                             

Where: 

gimax is the maximum gene of the crossing interval Ci. 

max(fi) is the dilation of the vector fi at the midpoint of Ci. 

ϕ(gi) is the value of the exploration / exploitation function 

at the point gi. 

𝑔𝑖𝑚𝑖𝑛 = 𝑚𝑖𝑛(𝑓𝑖) + 𝜙(𝑔𝑖)                                            (10)                                                             

Where: 

gimin is the minimum gene of the crossing interval Ci. 

min(fi) is the erosion of the vector fi at the midpoint of Ci. 

ϕ(gi) is the value of the exploration / exploitation function 

at the point gi. 

• Obtaining descendants. It is the final result of the 

morphological crossover operator. The descendants 

are determined by: 

o= (o0, ..., ol-1) and o’= (o’0, ..., o’l-1).  

oi is a random value of the crossing interval Ci 

o’i is obtained by the equation 11: 

𝑜’𝑖 = (𝑚𝑖𝑛(𝑓𝑖) +  𝑚𝑎𝑥(𝑓𝑖)) − 𝑜𝑖                                (11)                                                                        

Where: 

i = 0, 1, …, l-1. 

min(fi) is the erosion of the vector fi at the midpoint of Ci. 

max(fi) is the dilation of the vector fi at the midpoint of Ci. 

• Then, the worst individuals of the starting population 

are replaced with the new descendants, taking as an 

evaluation function the mean square error.  

• Subsequently, the selection by tournament is made 

again, obtaining a new progenitor matrix. This 

procedure is carried out in several iterations until 

obtaining the values of the connection weights, which 

minimize the mean square error for the configuration 

of the network in question. 

The application of GA for the evolution of weights is 

not very efficient in local searches, but it is effective in 

global search. Therefore, training can be improved with 

the incorporation of the local search method, 

backpropagation. It is very appropriate to perform a 

combination where the GA searches for a suitable region 

in the search space and then the backpropagation refines 

the solution found, obtaining a result closer to the 

optimum in said region. 

Step 8. The training of the RNA is refined using the 

weights optimized for the architecture obtained, through 

backpropagation. The fitness defined by the mean square 

error is obtained to determine the network efficiency. This 

step is carried out in several iterations until obtaining the 

values of refined connection weights, which minimize the 

mean square error. 

Step 9. The ANN resulting from the previous step is 

encoded. 

Step 10.  From the set of chromosomes used in the 

Configuration component, the genes that compose the 

chromosomes are crossed and new populations of 

topologies are obtained, which will be used in next 

iterations in Configuration component. 

Step 11.  The steps from 3 to 10, are executed through 

different iterations, until obtaining in the intermediate step 

between Backpropagation and Crossover, an ANN with 

fitness lower than the established threshold (0,05). This 

ANN will be used for the forecast of result in the SPI of 

an initial state or improvement scenario. 

In this way, KAIRÓS automates the processing in 

combination of the Critical Success Factors and Good 

Practices, to support the decision-making in the SPI. It 

implements artificial intelligence techniques for the 

scenarios optimization, the proposal of recommendations, 

the forecast of the state of organizations to face an SPI 

project and the generation of association rules between 

Good Practices and Critical Success Factors 

measurements. 

4 Solution validation 
To assess the effect of implementation on decision-

making support, a quasi-experiment of multiple 

chronological series was developed with two pre-tests, 

two post-tests and a control group in 12 software 

development centers of the University of Informatics 

Sciences, with degrees of manipulation (with and without 

stimulus). 
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• Pre-test 1: the initial diagnosis was applied and it was 

identified with KAIRÓS, that the forecast of the initial 

state was failure for four centers in both groups. The 

forecast of the minimum improvement scenario was 

successful in four centers for both groups. No 

significant differences were identified.  

• Pre-test 2: five days after the application of the 

diagnosis, the improvement plans of the centers were 

analyzed. The objective of this test was to evaluate the 

ratio between the improvement actions associated with 

the Good Practices and the recommendations proposed 

by KAIRÓS for the minimum scenario. There were no 

significant differences (significance level of 0,065). 

• Post-test 1: the processing results of KAIRÓS were 

presented to the experimental group. After 15 days, the 

recommendations proposed by the system in the 

Improvement Plan of the experimental group had been 

incorporated, which didn’t happen in the control 

group. Significant differences were identified between 

the groups (significance level of 0,003). 

• Post-test 2: after the application of the stimulus, it was 

observed that the ratio between improved Critical 

Success Factors measurements and measurements that 

should be intentional according to KAIRÓS, ranged 

between 0,14 y 0,31 in control group, and in the 

experimental group between 0,87 and 1,00. In the 

control group, four successful minimum scenarios 

were predicted and after two months, only the center 

with initial status predicted as success could maintain 

this condition. In the experimental group, four 

successful minimum scenarios were predicted and 

after two months, successful states were reached by 

these centers. Significant differences were identified 

between the groups (significance level of 0,004). 

To assess the applicability and satisfaction, six quality 

consultants and seven managers of software development 

centers were surveyed. The variables evaluated were 

customer satisfaction, applicability and utility through the 

use of Iadov. A group satisfaction index of 0,92 was 

obtained. There was a concordance of 84,62% with 

“Excellent” qualification for the utility and a 92,31% with 

“Excellent” qualification for the applicability in real 

environments. About its contribution to the decision-

making at the beginning of SPI, there was a concordance 

of 92,31% with “Excellent” qualification. The rest of 

qualifications was "Good". 

5 Conclusions 
Based on the results obtained, it is considered that 

experiences reuse for the scenarios recommendation and 

the forecast before the investment in SPI, favor the 

decision-making in SPI. For the analysis of the 

information associated with Good Practices and Critical 

Success Factors combined, it is necessary to lean on 

artificial intelligence techniques, which facilitate the 

information processing for decision-making support in 

SPI. 

KAIRÓS intelligent system, automates the processing 

of Critical Success Factors and Good Practices combined, 

through the integration of artificial intelligence 

techniques. The implementation of a GA favors the 

optimization towards better scenarios in SPI. The 

association rules allow to identify dependencies between 

Good Practices and Critical Success Factors 

measurements. The use of an evolutionary ANN, helps to 

predict the results of organizations in SPI. 

The validation results of the solution corroborate that 

its application contributes to support decision-making at 

the beginning of SPI, through the combination treatment 

of Critical Success Factors and Good Practices. A high 

satisfaction with the solution is evidenced, in the positive 

criteria about the contribution of the system and in the 

evaluation of its implementation effect. 
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The article discusses the problem of heteroskedasticity, which can arise in the process of calculating 

econometric models of large dimension and ways to overcome it. Heteroskedasticity distorts the value of 

the true standard deviation of the prediction errors. This can be accompanied by both an increase and a 

decrease in the confidence interval. We gave the principles of implementing the most common tests that 

are used to detect heteroskedasticity in constructing linear regression models, and compared their 

sensitivity. One of the achievements of this paper is that real empirical data are used to test for 

heteroskedasticity. The aim of the article is to propose a MATLAB implementation of many tests used for 

checking the heteroskedasticity in multifactor regression models. To this purpose we modified  few  open 

algorithms of the implementation of known tests on heteroskedasticity. Experimental studies for 

validation the proposed programs were carried out for various linear regression models. The models 

used for comparison are models of the Department of Higher Mathematics and Mathematical Methods 

in Economy of Simon Kuznets Kharkiv National University of Economics and econometric models which 

were published recently by leading journals. 

 Pozvetek: Avrorji prispevka se ukvarjajo s problemi ekonometričnih modelov z veliko dimenzijami, kjer 

je izračun problematičen. Razvijejo metodo v MATLABu za multifaktorske regresijske modele. 

1 Introduction 
 

In econometrics, a linear regression model is often used 

to describe different processes and phenomena. Using 

matrix notation, the linear model regression can be given 

as:  

 

+= XBY                            (1) 

 

where Y and   are 1n  matrices, X  is )1( + mn , 

and B  is 1)1( +m ; n  is  the number of measurements 

(sample size); m  is the number of independent variables 

in the regression model. 

For the ith row of X (the ith observation) the linear 

regression model can be written as follows:  

 

iimmiii xbxbxbby +++++= ...22110           (2) 

  

where iy  are the values of the dependent variable, 

Yiy ; i  is the experiment identification number, 

ni ,1= ; ijx  are the values of the independent variable 

Xjх  ( mj ,1= ) in the ith experiment; 0b  is the 

constant term of the equation; 
jb  are the regression 

coefficients, Bjbb ,0 ; i  are the residuals (model 

errors).  

An error term is introduced in a regression model 

because the model does not fully represent the actual 

relationship between the variables of the model. As a 

result of this incomplete relationship, there are 

differences between the observed responses (values of 

the variable being predicted) in the given dataset and 

those predicted by a linear function of a set of 

explanatory variables. The error term is the amount at 

which the equation may differ from measurements. In 

other words that is the ‘white noise’. 

As a rule, the building a linear regression model is 

done by the method of ordinary least squares (OLS). This 

method for estimating the unknown parameters is based 

on the minimization of the sum of the squares of the 

model errors. The estimators of model parameters 

determined by OLS are known as best linear unbiased 

estimators (BLUE). The variances of the model 

parameters are determined by: 
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where 
jjz  is the diagonal element of matrix 1)'( −= XXZ  

which corresponds to the parameter 
jb ; e  is the 

standard error. 

The OLS application requires the realization of a 

number of conditions [1 – 3]. Only if these conditions are 

met, the estimates calculated by such a model will be 

unbiased, efficient and well-off. These conditions are 

formulated in the form of the Gauss ‒ Markov theorem.  

According to this theorem there are four principal 

assumptions which admit the using of linear regression 

models for research and prediction. One of them is the 

homoskedasticity (constant variance) of the errors in 

relation to any independent variable.  

Homoskedasticity makes the assumption that the 

errors have a constant variance: const=)var(  and 

independent of causal variables: 0),cov( =jx  for all j ,

mj ,1= . The error   is a random variable distributed 

according to the normal law: ),0(~ 2
 Ν where the 

mathematical expectation of the error term is zero and 

the variance is constant. Failure to comply with this 

requirement leads to bias in the estimates obtained using 

such a regression model. Thus [4] indicate that 

estimation uncertainty may increase dramatically in the 

presence of conditional heteroskedasticity.  

The requirement of homoskedasticity also exists in 

the construction of the econometric model using the 

maximum likelihood method [5 – 7]. 

When the scatter of the errors is different, varying 

depending on the value of one or more of the 

independent variables, the error terms are 

heteroskedastic. Namely the distribution law of errors 

remains normal with a mathematical expectation equal to 

zero, but the errors of the model are a function of the 

values of the independent variables:  ~ ))(,0( XfΝ , 

where )(Xf  is a function that describes the change in 

the variance of errors as a function of the values of the 

independent variables.  

A similar problem arises during the building of 

semiparametric [8 – 10] and nonparametric [11, 12] 

models. 

Heteroskedasticity makes difficult to gauge the true 

standard deviation of the forecast errors. The OLS 

estimates are no longer BLUE. Thus, if the variance of 

the errors is increasing over time, confidence intervals 

for out-of-sample predictions will tend to be 

unrealistically narrow. In particular, heteroscedasticity 

does not allow us to use equation 3 for the computation 

of 
jbS , since it assumes a uniform dispersion of the 

errors. Under heteroskedasticity, the sample variance of 

OLS estimator is 
112 )'(')'()ˆ( −− = XXXXXXVar ejb    (4) 

 

where Ω is the covariance matrix, the elements of which 

are defined as the variance of the model parameters. 

Under homoskedasticity,_Ω= I. Equation 4 is correct if 

there is no autocorrelation.  

For these reasons, all the conclusions obtained on the 

basis of the corresponding −t statistics and −F statistics, 

as well as interval estimates, will be unreliable. 

A unified approach to the estimation of 

heteroscedasticity is lacking. To solve this problem, a 

large number of different tests and criteria have been 

developed: the Spearman rank correlation test, the Park 

test, the Glaser test, the Goldfeld ‒ Quandt test, 

the Breusch – Pagan test, the  Leven's test, the White test, 

and so on.  

The application of all the above tests is very difficult 

for the so-called ‘manual’ account, and for a large set of 

initial data it is completely impossible. 

There are a lot of software with which you can 

identify heteroscedasticity. These are professional 

packages (SAS, BMDP), universal packages (STADIA, 

OLIMP, STATGRAPHICS, STATISTICA, SPSS) and 

specialized packages (DATASCOPE, BIOSTAT, 

MESOSAUR).  

When using economic data researcher can face two 

main problems. Firstly, all the listed software are quite 

expensive and price of the product may be an 

insurmountable barrier for the young researcher. 

Secondly, company-developer never provides the source 

code, considering that this is not necessary for an 

ordinary user. Therefore, we can not modify the built-in 

algorithms to detect and eliminate heterosquadity.  

Another drawback of the above program products is 

the outdated conceptual approaches to econometric 

methods, which are constantly being improved.  

For example, the program products SPP and 

MICROSTAT calculate the coefficient of multiple 

correlations as the square root of the coefficient of 

determination. STATGRAPHICS calculates it as the 

square root of the adjusted coefficient of determination 

[13]. While in theory the coefficients of multiple 

correlations is estimated using elements of the correlation 

matrix [2].  

Another important aspect that should be taken into 

account is the existence of different algorithms to 

identify heteroskedasticity and the specific problem of 

division by zero [14]. 

Ideal option would be to create your own software 

product that would take into account the research tasks.  

However, to write such a program, the economist 

should be an expert in algorithmic programming. But this 

happens rarely.  

In this article, we carry out a comparative analysis of 

the tests most often used to detect heteroskedasticity [1, 

2, 14] and give their source code. The use of program 

code allows you to modify the program in accordance 

with the objectives of the study. 

2 Analysis of literary data and the 

formulation of the problem 
Before starting the construction of the regression model, 

it is necessary to verify whether the conditions of the 

Gauss-Markov theorem are fulfilled.  
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One of the main methods of preliminary research on 

heteroskedasticity is a visual analysis of the graph of 

residues. On these graphs, the scattering of points can 

vary depending on the value of the independent variables 

[14, 15].  

To estimate heteroskedasticity, are used such 

quantitative tests [15 ‒ 17] as the White test, the Goldfeld 

‒ Quandt test, the Breusch ‒ Pagan test, the Park test, the 

Glazer test and also the Spearman test. Unlike other tests 

the Spearman rank correlation test is a nonparametric 

statistical test for the heteroskedasticity of random errors 

in the econometric model. The test algorithm can be 

studied in detail in [18, 19]. However, it is still not 

implemented in software products which are used to 

build multiple models [20 ‒ 27].  

In this paper we examined the software packages 

most commonly used in economic activity, which 

contain tests for heteroskedasticity [15, 28]. Indeed, these 

software products do not contain the Spearman rank 

correlation test. 

The most widely used for evaluating 

heteroscedasticity is the Park test [20, 21]. However, the 

Park test contains the assumption that the change in the 

remnants of the model is described by a functional 

dependence of a certain type. It was noted in [24, 25] that 

this can lead to unreasonable conclusions. Therefore, the 

authors propose to consider the Park test together with 

other tests.  

The software implementation of the Park test for 

multiple models also does not exist [28]. As far as we 

know software implementation of the Park test for 

multifactor models also does not exist.  

Another test that the authors of the article 

implemented in the MATLAB environment is the 

Goldfeld ‒ Quandt test. This test to check for 

heteroskedasticity of random errors is used when there is 

reason to believe that the standard deviation of errors is 

proportional to some variable.  

The test statistics has a Fisher distribution [18, 27]. 

The Goldfeld ‒ Quandt test can also be used if there is an 

assumption of intergroup heteroskedasticity, when the 

variance of errors takes, for example, only two possible 

values. In this case, for the application of the test, there is 

a need for its software implementation, since applied 

commercial software has not taken this possibility into 

account [25, 28]. 

In scientific articles on for the problem of detecting 

heteroskedasticity, the Breusch ‒ Pagan test is often 

considered [10, 29]. We also carried out research this 

problem. But it oversteps this article.  

Analysis of literature sources shows that all tests of 

heteroskedasticity detection are difficult for ‘manual’ 

application and require the development of special 

software. In turn, the software of econometric research 

does not contain built-in functions for heteroskedasticity 

testing with open source code.  

That is way the authors of this article attempted to 

implement the above tests for heteroskedasticity in the 

construction of multifactor econometric models in the 

MATLAB software environment. 

It should be noted that MATLAB does not contain 

ready-made software implementation to verify 

compliance of homoskedasticity. We chose it as a 

programming environment. For this purpose, other 

programming environments can also be used, for 

example, a the free software environment R. 

The authors have chosen MATLAB by the following 

reasons. First, MATLAB is used as a high-level 

programming language for writing scripts (Spearman.m, 

Parks.m and Gold_Quan.m). Secondly, MATLAB 

includes built-in functions for constructing regression 

models (Econometric toolbox), which gave the authors 

relief from the duty of programming the standard 

functions of regression analysis. Thirdly, the authors 

worked with data structures based on matrices. 

3 Aims and objectives of the study 
The purpose of the article is to present functions to check 

for heteroskedasticity in multifactor regression models. 

The implementation is made in MATLAB.  

To achieve this purpose, it is necessary to solve a 

number of problems. Namely:  

• writing the program code in the MATLAB 

programming environment;  

• planning and execution of computer calculations;  

• completion of programs;  

• analysis and interpretation of results;  

• comparison with the results of calculations using 

software products of leading companies.  

4 Practical implementation of the 

criteria for the detection of 

heteroskedasticity in econometric 

models in the MATLAB 

4.1 Spearman’s rank correlation test for 

multiple regression models 

The use of the Spearman’s test assumes that the variance 

of model errors will increase (or decrease) with 

increasing values of the independent variable.  

This means that the absolute values of errors i  

),1( ni =  and the values ijx  of the independent variable 

jx  ),1( mj =  will correlate with each other.  

To check whether heteroskedasticity is statistically 

significant the Spearman’s test provides for the following 

stages: 

1) Estimation of the parameters of the econometric 

model by the OLS: 

 

immiii xbxbxbby ++++= ...ˆ
22110

, (5) 

 

where 
iŷ  is the predicted response in accordance with 

the model when the independent variables are 

)...;;( 21 imii xxx ; 
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2) Calculate model errors as the difference between 

the empirical and the ratchet value of the dependent 

variable: 

 

iii yy ˆ−=    (6) 

 

where iy  is the value of the dependent variable in the ith 

experiment;   

3) The pairs ),( iijx   are ranked in order of 

increasing values of the independent variable 
jx ;  

4) The coefficient of rank correlation between i  and 

ijx  is calculated as 

( )1
61

2
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−
−=
 =

nn

d
r

n

i i
x

,                (7) 

 

where id  is the difference between the two ranking; 

5)  The significance of xr  is tested by using −t  

statistic: 
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6) In accordance with the predetermined confidence 

probability р  (where р−=1 ) the tabulated value of  

)2(5.0. −= nttcr   is found. Then the calculated value is 

compared with the critical one. 

If the t-statistic value is greater than the critical 

value, we must say that heteroscedasticity is statistically 

significant. Here   is the significance level which is 

chosen to test the null hypothesis: 0=x
. In the 

opposite case, the null hypothesis is non-contradictory. 

As an example of the implementation of this test, we 

can suggest the following m-file named Spearman: 

======================================== 
% initialization: 

X1 = load('data1.scv'); 

X2 = load('data2.scv'); 

X3 = load('data3.scv'); 

X4 = load('data4.scv'); 

X5 = load('data5.scv'); 

Y = load('data.scv'); 

% Formation of the source data array: 
X = [ones(n,1) X1' X2' X3' X4' X5']; 

% Construction of a linear multifactor  

% model by OLS - method: 

[b,bint,r,rint,stats] = regress(Y,X,0.05); 

y_p = b(1) + b(2).*X1 + b(3).*X2+ 

b(4).*X3+b(5).*X4+b(6).*X5 

sprintf('Model:') 

fprintf('y_p = %f + %f *X1+%f *X2+%f *X3+%f 

*X4+%f *X5',b) 

% Calculation of model remains: 

e = Y - y_p'; 

% Preparing an array for further work: 

X = [X1' X2' X3' X4' X5']; 

[n,m] = size(X);% Determining the size of the 

source data 

%========================================== 

%% Spearman rank correlation test 

% Ranking of factors: 

[Xs I] = sort(X) 

Dx = zeros(n,m); 

for j = 1:m 

    for i = 1:n 

        Dx(i,j) = i; 

    end 

end 

TMP = zeros(n,m); 

% Filling an array of factors with ranks 

% taking into account their sequence numbers: 

for j = 1:m 

    for i = 1:n 

        i1 = I(i,j); 

        TMP(i1,j) = Dx(i,j); 

    end 

end 

X = [X TMP]% Output array 

% Ranking of remains: 

[es I] = sort(e); 

es = [es ones(size(e),1)]; 

e = [e ones(size(Y),1)]; 

sprintf(' critical values t:','\n') 
t_r(:,j) = (r(:,j)*sqrt(n-1))/sqrt(1 - 

r(:,j)^2); 

end 

t_r % output array t-statistics by Spearman 
% Comparative analysis and conclusions: 

c = 0; 

for i = 1:size(e) 

    es(i,2) = i; 

end 

% Filling an array of remains with ranks 

% taking into account their sequence numbers: 

for i=1:size(e) 

    e(I,2) = es(:,2); 

end 

e% an array of remains which contains ranks 

r = zeros(1,m); 

d = zeros(n,m); 

% Calculating the difference of ranks 

for j = 1:m 

    for i = 1:n 

        d(i,j) = TMP(i,j) - e(i,2); 

    end 

end 

d % difference in rank 

% The square of the difference of ranks: 

for j = 1:m 

    d(:,j) = d(:,j).^2; 

end 

d 

Sd = zeros(1,m); 

% The sum of the difference of ranks squares 

% by the corresponding columns of ranks: 

for j = 1:m 

    Sd(:,j) = sum(d(:,j)); 

end     

Sd % output array 

% Calculating Spearman's Statistics: 

for j = 1:m 

    r(:,j) = 1 - (6*Sd(:,j))/(n*(n^2-1)); 

end 

r % Output array 

t_r = zeros(1,m); 

%% Testing of the significance of the Spearman 

coefficient: 

t_t = tinv(0.975,n-2)% tabulated value t 

for j = 1:m 

  if abs(t_r(:,j)) < abs(t_t) 

    sprintf(' Heteroskedasticity is absent ') 
  else 

    sprintf(' Heteroscedasticity is present ') 
    c = c + 1; 

  end 

end 

======================================== 
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4.2 Park's test for multiple regression 

models 

R. Park proposed a test to check for heteroskedasticity, 

which is based on some formal dependencies. Namely, it 

assumes that the heteroskedasticity may be proportional 

to some power of an independent variable 
jx  in the 

multiple models.  

Since the variance of errors ( )ii  22 =  is a 

function of the −i th value ijx  of the explanatory 

variable 
jx , and for its description Park proposed the 

this dependence: iv
iji x  22 = .  

After computing its logarithms, we obtain the 

following relation: iiji vx ++= lnlnln 22  . Since the 

variances 2
i  are usually unknown, they are replaced by 

their estimates 2
i . 

The Park's test provides for such effectuation stages: 

1) Estimation of the parameters of the econometric 

model by the OLS (Equation 5); 

2) Calculation of the value 22 )ˆln(ln iii yy −=  for 

each observation; 

3) Building the regression model: 

 

 iiji x  ++= lnln 2 ,   (9) 

 

where 2ln = . For the case of multiple regressions, 

this dependence is constructed for each explanatory 

variable; 

4) Verification of statistical significance of the 

coefficient   on the basis of −t statistics: 

 

=t .   (10) 

 

5) In accordance with the predetermined confidence 

probability р  (where р−=1 ) the tabulated value of  

)1(. −−= mnttcr   is found. Then the calculated value is 

compared with the critical one. 

 If 1( −− mntt  , then at the level of significance 

  the coefficient   is statistically significant and there 

is a link between 2ln i  and ixln . It means that 

heteroskedasticity is present in statistical data. 

The M-file named Park's which is implementation of 

the Park test has the form: 
 

======================================= 
% initialization: 

X1 = load('data1.scv'); 

X2 = load('data2.scv'); 

X3 = load('data3.scv'); 

X4 = load('data4.scv'); 

X5 = load('data5.scv'); 

Y = load('data.scv'); 

% Formation of the source data array: 

X = [ones(n,1) X1' X2' X3' X4' X5']; 

[n, m] = size(X); 

% ==========  Park Test Algorithm ======= 

%  1 stage of the Park test 

% Construction of a linear multifactor  

% model by OLS - method: 

[b,bint,r,rint,stats] = regress(Y,X,0.05); 

y_p = b(1) + b(2).*X1 + b(3).*X2+ 

b(4).*X3+b(5).*X4+b(6).*X5 

sprintf('Model:') 

fprintf('y_p = %f + %f *X1+%f *X2+%f *X3+%f 

*X4+%f *X5') 

%   2 stage of the Park test 

ln_eps = log((Y' - y_p).^2) 

%   3 stage of the Park test 

for j=1:m 

    for i = 1:n 

        X(i,j) = log(X(i,j)); 

    end 

end 

%  4 stage of the Park test 

for i = 2:m 

 [bet, dev,stat] = glmfit(X(:,i),ln_eps); 

    t_t = tinv(0.95, n-2); 

    t_r = stat.t(2); 

% Comparative analysis and conclusions: 

        if abs(t_r) < abs(t_t) 

            sprintf(' Heteroskedasticity of %i 

factor is absent \n',i-1) 

        else 

            sprintf(' Heteroskedasticity of %i 

factor is present\n',i-1) 

        end 

end 

======================================== 

 

The Park test’s weakness is that it assumes the 

heteroskedasticity has a particular functional form. 

4.3 Goldfeld ‒ Quandt test for multiple 

regression models 

When using the Goldfeld-Quandt test for 

heteroscedasticity, it is assumed that model errors 

depend on one of the external variables 
jx : 222

ijx
i



=  

It is also assumed that errors i  are distributed 

according to the normal law, there is no autocorrelation.  

The Goldfeld-Quandt test provides for such 

effectuation stages: 

1) Estimation of the parameters of the econometric 

model by the OLS (Equation 5); 

2) Ranking of all n  observations in magnitude of the 

independent variable 
jx ; 

3) Segregation this ordered sample into three 

approximately equal parts kknk ,2, − , respectively;  

4) For each part of the sample that has a volume k , 

its regression equation is constructed and the sums of the 

squares of the deviations determine: 
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Than empirical meaning of the −F statistic is 

calculated: 
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5) Evidence of heteroskedasticity is based on a 

comparison of the residual sum of squares (RSS) using 

the −F statistic. The calculated value is compared with 

the critical value )1;1(. −−−−= mkmkFFcr   in 

accordance with the predetermined confidence 

probability р  (where р−=1 ).  

If )1;1( −−−− mkmkFF  , this means that at the 

level of significance   the hypothesis that there is no 

heteroskedasticity does not have grounds to reject. In the 

opposite case, the hypothesis of the absence of 

heteroskedasticity is rejected.  

For multiple regressions, we performed tests for all 

factors. The M-file named Gold_Quan which is the 

implementation of the Goldfeld ‒ Quandt test has the 

form: 
 

======================================== 
% initialization: 

X1 = load('data1.scv'); 

X2 = load('data2.scv'); 

X3 = load('data3.scv'); 

X4 = load('data4.scv'); 

X5 = load('data5.scv'); 

Y = load('data.scv'); 

% Formation of the source data array: 

X = [ones(n,1) X1' X2' X3' X4' X5']; 

[n, m] = size(X); 

%========================================= 

%% Goldfeld ‒ Quandt test: 

[Xsort Is] = sort(X); 

for i=1:size(Y) 

    Ysort(i,1) = Y(Is(i),1); 

end 

Dat = [Xsort Ysort]; 

c = fix(4*n/15); 

k = fix((n - c)/2); 

if floor(k) > 0.4 

    k = k+1; 

end 

k 

% Selective aggregate 1: 

Dat1 = Dat(1:k,:); 

[b1,dev1,stats1] = glmfit(Dat1(:,1),Dat1(:,2)); 

S1 = sum(stats1.resid.^2); 

% Selective aggregate 2: 

Dat2 = Dat(n-k+1:n,:); 

[b2,dev2,stats2] = glmfit(Dat2(:,1),Dat2(:,2)); 

S2 = sum(stats2.resid.^2); 

% Testing the hypothesis: 

if S1 > S2 

    Fp = S1/S2; 

else 

    Fp = S2/S1; 

end 

Ft = finv(0.95,k-m-1,k-m-1); 

if Fp > Ft 

     sprintf(Heteroscedasticity is present ') 

else 

    sprintf(Heteroscedasticity is absent ') 

end 

======================================== 

 

A weakness of the Goldfeld ‒ Quandt test is that the 

result is dependent on the criteria chosen for separating 

the sample measurements into their representative 

groups. 

5 Results of numerical experiments 
The problem of detecting heteroskedasticity in various 

multifactor econometric models was considered.  

For carrying out numerical simulation experiments 

we used both the models of the Department of Higher 

Mathematics, Economic and Mathematical Methods of 

KhNEU [30 ‒ 33], and econometric models which were 

published recently by leading journals [34 ‒ 36].  

To check for heteroscedasticity, we used real data. 

This is one of the advantages of this paper. However, it is 

possible to use the data obtained with the Monte Carlo 

simulation [6, 7, 37 ‒ 39]. 

Numerical experiments were performed on the 

configuration AMD Athlon 64 3200+1.5Gb Ram, 

graphic accelerator – Nvidia GeForce GTX 560 2Gb 

with using technology NVIDIA CUDA 4.2. 

Let's look at a concrete example of what happens to 

an eccentric model, if you do not take into account 

heteroskedasticity.  

As a model problem, the linear regression model was 

calculated for the cost of electronic textbooks produced 

by the Department Higher Mathematics and 

Mathematical Methods in Economy. The initial data and 

designations used in the process of correlation-regression 

analysis are shown in Figure 1, where Y is the resulting 

factor Y (cost of the electronic textbook). 

 

 
Figure 1: Initial data for model building 

 

Figure 1 shows the dependence of the cost of the 

electronic textbook (Y) on such external factors: 

 

 

     ○ - X1 (average cost of developers' wages); 

     + - X2 (publication volume); 

     × - X3 (average CD recording price); 
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     * - X4 (storage and distribution costs); 

     • - X5 (cost of the use of licensed software). 

 

The regression model was constructed using the 

built-in function Matlab-regress (y, X, alpha) with the 

code: 

 

 

 

 

======================================== 
% The program for multiple regression model 

building,  if heteroskedasticity is not taken 

into account : 

[b,bint,r,rint,stats] = regress(Y,X,0.05); 

y_p = b(1) + b(2).*X1 + b(3).*X2+ 

b(4).*X3+b(5).*X4+b(6).*X5; 

sprintf(' Heteroskedasticity is not taken into 

account:') 

fprintf('y_p = %f + %f *X1+%f *X2+%f *X3+%f 

*X4+%f *X5',b) 

======================================== 

 

The program for constructing multiple regressions, if 

you do not take into account heteroskedasticity, gives 

such a result: 

 

.87.033.390.70

61.1033.006.1864ˆ

543

21

xxx

xxy

+++

+++−=
 (14) 

 

The results of calculating the errors of the model 

represented by the Equation 10 are shown in Figure 2.  

 

 
Figure 2: Graphic illustration of the remnants of the 

model 

 

Analysis of the remnants of the model indicates that 

for this model the dispersion of remnants increases with 

an increasing of the value of external factors, that is, 

heteroskedasticity can not be ignored.  

Using the program procedures developed by the 

authors to identify heteroskedasticity, the following 

results were obtained:  

 

 

======================================== 
ans = Heteroskedasticity 1 is absent 

ans = Heteroskedasticity 2 is absent 

ans = Heteroskedasticity 3 is absent  

ans = Heteroskedasticity 4 is absent 

ans = Heteroskedasticity 5 is present 

======================================== 

 

The construction of the regression model, which 

takes into account the heteroskedasticity, was performed 

using the built-in function MATLAB: robustfit (X, y, 

wfun, tune,const).  

It should be emphasized that the presence or absence 

of heteroskedasticity in the initial data is determined 

automatically by using the check box.  

For this we used the code: 

 

======================================== 
%c is a parameter that takes the value 0 or 1 

%(where 0 - Heteroscedasticity is absent, 1 -

% Heteroscedasticity is present), 

%c depends on the result of the scripts’ work 

if c > 0 

X = [X1' X2' X3' X4' X5']; 

[b,stats3] = robustfit(X,Y,'fair',0.001,'on'); 

y_p = b(1) + b(2).*X1 + b(3).*X2+ 

b(4).*X3+b(5).*X4+b(6).*X5; 

sprintf('Heteroskedasticity is taken into account:') 
fprintf('y_p = %f + %f *X1+%f *X2+%f *X3+%f 

*X4+%f *X5',b) 

end 

======================================== 

 

The program for multiple regression model building, 

if heteroskedasticity is taken into account yields this 

result: 

 

.80.018.416.29

33.1094.085.27ˆ

543

21

xxx

xxy

++−

−++=
 (15) 

 

Thus, the above procedure allows eliminating 

heteroskedasticity. In this case, the resulting models will 

be able to adequately reflect the reality. 

Table 1 shows the results of numerical experiments 

on testing of programs which are presented in this article 

on various multifactor models.   

As can be seen from Table 1, software products 

developed by us  using MATLAB can be proposed both 

for constructing multifactor econometric models, and for 

investigating the latter for the presence of 

heteroskedasticity.  

In doing so, we used new numerical algorithms, 

developed on the basis of well-known tests of 

heteroskedasticity detection. 

Open source code allows the researcher to use this 

software to solve their own problems. 
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6 Conclusion and future work 
The article examined one of the key problems of 

regression analysis, which consists in verifying the 

fulfillment of the requirement of homoskedasticity of the 

remainders of the model. To this end we used various 

statistic tests. 

Analysis of literature sources and our own studies 

confirm the complexity of using all existing tests for 

detecting heteroskedasticity in the ‘manual account’ 

mode. Therefore, we gave our own implementation in 

MATLAB for tests used for detecting heteroskedasticity.    

This problem was successfully solved, as shown 

results of numerical experiments which are presented in 

the article. We represent all software products we have 

created with open source code, which enables each 

researcher to customize the program to their problems. 

In conclusion, we want to note that the work 

presented in this article is an on going work having the 

final purpose to create a complete and effective software   

for detecting heteroskedasticity in regression models.  

Another further development consists in developing 

a complete econometric toolbox in MATLAB.                                         
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In distributed computing, network sockets provide mechanism for a process to establish a remote 

connection to another process and send messages back and forth. This interface makes possible a proper 

mechanism that allows a program running as a process on computer A to call a procedure or a function 

on remote computer B and pass parameters to it. In the case of synchronous Remote Procedure Call 

(RPC), processes on computer A need to wait for the finishing of execution of procedures on computer B. 

When the called procedure finishes, produces its result and passes it to the process on computer A that 

can continue execution. The question is what happens between the time of the remote procedure call and 

arrival of the returned values and how much the caller must wait for result. Prompted by the release of 

Protocol Buffers and gRPC by Google, this paper answers that question, describing the structure of third 

generation RPCs and analysing them putting the focus on performance and the way of marshalling 

parameters. To facilitate the choice between them this paper represents the results of performance tests 

carried out by the authors. 

Povzetek: Podana je analiza oddaljenih klicev (RPC) v distribuiranih sistemih predvsem v smislu 

performans. 

 

1 Introduction 
While developing computer applications, using 

procedures and functions is very common. In most cases 

the subroutines work independently so they could even be 

run on a remote computer. To reach the remote subroutine 

(procedure or function) network communication is 

necessary that is performed via RPC mechanisms. Since 

the caller and callee procedures run on different machines, 

they execute them in different address spaces, and 

different operating system which cause complications. 

Parameters and results also have to be passed, which can 

be complicated, especially if the software architectures are 

not identical or the data structures are complex. Still, most 

of these can be dealt with, and RPC is a very popular 

technique that underlies many distributed systems. [1] 

To understand the working of RPC it is necessary to 

examine how local procedure calls are implemented. 

Before calling a procedure the processor stores the local 

variables and the state of the caller procedure on the stack 

while the running of the current procedure will be 

suspended. To perform the call, the caller pushes the 

parameters onto the stack in order, last one first.  The 

processor transfers the control to the address determined 

by the call. In the callee procedure, the compiler is 

responsible for saving the necessary registers, allocating 

stack space for local variables, and then restoring the 

registers and stack prior to the return from the callee. After 

the procedure has finished running the processor puts the 

return value in a register, removes the return address, and 

transfers control back to the caller. The caller then 

removes the current parameters from the stack, returning 

it to the original state. 

This method cannot be performed if the callee 

procedure is stored on a remote computer since there are 

two different running contexts. To solve the problem, 

another function is used that looks like the remote 

procedure and it contains code for sending and receiving 

messages over the network. Its name is stub function. 

Figure 1 represents the working of remote procedure call 

for a function pow that returns a long value 

More text of the introduction. More text of the 

introduction. More text of the introduction. More text of 

the introduction. 

The sequence of operations labeled in Figure 1 is as 

follows: 

The client calls a local function (1) that seems to be 

the actual function but it is the client stub function that 

serializes the parameters into a message (raw byte stream) 

(2), and then sends the message to the server machine (3) 

using socket interfaces. The server stub deserializes the 

parameters from the raw message (4), and then calls the 

server function (5) passing it the arguments that it received 

from the client using the standard calling sequence. After 

completing the server function, it passes the return value 

to the server stub (6) that serializes it into a message (7) to 
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send to the client stub. The message is sent back across the 

network (8) and the network layer passes the message to 

the client stub (9) that reads and deserializes it then returns 

the result to the client function (10). 

Figure 1 represents a remote procedure call applying 

passing parameters by value which is simple since it just 

copies the value into the network message. Passing by 

reference is more complex. To enable this technique it is 

necessary to send a copy of the arguments over, place 

them in memory on the remote computer, pass a pointer to 

them to the server function, and finally send the object 

back to the client, copying it over the reference. For 

complex structures, it is needed to copy the structure into 

a pointerless representation, transmit it, and reconstruct 

the data structure on the remote machine. [2][3][4] 

Both the client program and the callee function see 

only ordinary, local procedure calls, using the normal 

calling conventions. Only the stubs know that the call is 

remote. It also means, the performance of RPC depends 

on the stub implementation apart from the network 

conditions.  

Most languages were not designed to handle remote 

procedures natively with built in transparent stubs. That is 

the reason why they are not capable of generating the 

necessary stub functions. To enable them for performing 

remote procedure calls, the commonly adopted solution is 

to provide a separate compiler that can generate both the 

client and server stub functions. The input of this compiler 

comes from the remote procedure call interfaces written 

by a programmer. These are written in an interface 

definition language (IDL) for example proto3 in gRPC. 

After the RPC compiler is run, the server and client 

programs can be compiled and linked with the appropriate 

stub functions. Both the client and the server codes need 

to be changed to initialize the RPC mechanism. 

2 RPC APIs 
RPC implementations generally use supporting libraries to 

complete the stub operations. They must provide the 

following operations: 

Name service operations: They must register 

themselves and support servers to advertise these bindings 

and clients to find them. 

Binding operations: They establish client/server 

communications using the appropriate protocol. 

Endpoint operations: They register endpoint 

information (protocol, port number, machine name) to the 

name server and listen for procedure call requests. 

 
Figure 1: The RPC mechanism comparing with the Local Procedure Call. 
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Security operations: They provide the authentication 

procedure and a secure communication channel between 

the two computers  

Internationalization operations (possibly): They 

include functions to convert currency formats, time 

formats and language-specific strings through string 

tables. 

Marshaling/data conversion operations: They pack 

data into package for transmitting onto a network and 

functions to reconstruct it. Sometimes, they have to 

serialize the messages as well.  

Stub memory management and garbage collection: 

It may occur that stubs need to allocate memory for storing 

parameters, particularly in case of accomplishing pass-by-

reference technique. RPC library needs to allocate and 

clean up such allocations. For RPC packages that support 

objects, the RPC system must provide the deletion of 

unnecessary references to objects. 

Program ID operations: They allow applications to 

access identifiers of sets of RPC interfaces for 

communication. 

Object and function ID operations: They support 

passing references to remote functions or remote objects 

to other processes. [5] 

The more effective the implementation of these 

operations the faster the RPC solution will be.  

3 Third generation RPCs and Web 

Services 
Microsoft DCOM (Distributed Component Object Model) 

and CORBA (Common Object Request Broker 

Architecture) were the first RPC solutions that supported 

the object oriented programming techniques, and CORBA 

also includes IDL to specify the name of classes, their 

attributes, and their methods. It based on binary 

serialization. [5] 

The increasing popularity of internet use led that web 

browsers became the dominant model for accessing 

information. Clients access the service via the HTTP 

protocol that allows services to be published, discovered, 

and used in a technology-neutral form. 

Web server is configured to recognize the part of the 

URL pathname and pass the request to a specific plug-in 

module. This module can strip out the headers, parse the 

data (if needed), and call any other functions or modules 

as needed. [6][7] 

XML-RPC 

XML-RPC is one of the simplest web service 

approaches that was designed in 1998 as an RPC 

messaging protocol for serializing procedure requests and 

responses into human-readable XML. The XML format 

uses HTTP protocol to send data from a client computer 

to a server computer using traditional web ports for RPC.  

XML-RPC does not define any standard methods for 

generating stub functions or handling remote procedures. 

It only focuses on messaging and therefore consists of 

only three small parts: 

XML-RPC data model is a set of types used in 

passing parameters, return values, and faults (error 

messages).  

XML-RPC request structures that contain method 

and parameter information for supporting HTTP requests.  

XML-RPC response structures that contain return 

values or fault information for supporting HTTP 

responses.  

For the performance test several libraries are available 

for example Apache XML-RPC that was selected to 

compare to other solutions. 

3.1 SOAP and WSDL 

The XML-RPC specification was used as a basis for 

creating SOAP (Simple Object Access Protocol) that is an 

open-standard, XML-based messaging protocol for 

exchanging information among computers. It is platform- 

and language-independent and enables client applications 

to easily connect to remote services and invoke remote 

methods. For creating a standardized messaging structure 

it is necessary to define a service definition document in 

WSDL (Web Services Description Language) so that to 

create and check the proper SOAP messages. Though, 

WSDL is an XML document, it is hard to create and read 

it by human, therefore tools such as Java2WSDL or 

wsdl.exe (in .NET) are used to generate template code for 

programmers. [5] 

SOAP and WSDL are complex and highly-verbose 

formats, therefore their performances are naturally worse, 

than XML-RPC. Furthermore, if correctly implemented 

all XML-RPC libraries are compatible the same cannot be 

said about SOAP. The protocol has extensions which are 

not all implemented in all libraries. These properties make 

it somewhat unsuitable for our cross platform testing and 

was therefore omitted from the tests. 

3.2 JSON-RPC 

JSON (JavaScript Object Notation) is another marshaling 

format. JSON is based on JavaScript and does not need to 

be generated since it is human readable and writable, and 

it contains less redundancies. It was introduced as the “fat-

free alternative to XML” as it has much less markup 

overhead compared to XML. This is just a messaging 

format and JSON do not offer RPC libraries and support 

for stub operations.  

JSON-RPC is very similar to XML-RPC but encoded 

in JSON instead of XML. As XML-RPC was available 

before JSON-RPC this RPC has enjoyed less uptake. 

While JSON has less markup overhead the format is still 

textual and the savings are not large. This was also evident 

as for the example none of the available Ruby libraries had 

documentation. [5] 

3.3 Google RPC and Google’s Protocol 

Buffers 

gRPC (Google RPC) is a cross-platform, language and 

platform independent, general-purpose infrastructure used 

by Google Inc. and they made it public in 2015. It can 

automatically generate idiomatic client and server stubs 

for service in a variety of languages and platforms. It uses 

Protocol Buffers that is a flexible, efficient, automated 

mechanism for binary serialization of structured data. [8] 
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Prompted by this newly released RPC solution, with 

this paper we aim to compare its use and performance to 

other popular solutions that predate it. 

Users need to define how they want their data to be 

structured once in Protocol Buffers language (proto3) and 

the signature of the methods that will be called remotely. 

Then they can use a generated source code to easily write 

and read their structured data to and from a variety of data 

streams and using a variety of languages. Figure 2. shows 

the relevant sections of the proto file used for the 

performance test.

 

The defined data structure is stored in .proto files. 

Each protocol buffer message is a small logical record of 

information, containing a series of name-value pairs. Once 

the user defined their messages, they run the protocol 

buffer compiler for their application's language on their 

.proto file to generate data access classes. These provide 

simple accessors for each field as well as methods to 

serialize/parse the whole structure to/from raw bytes – so, 

for instance, if the chosen language is C++, running the 

compiler on the user’s .proto file will generate a class. 

User can then use this class in his application to populate, 

serialize, and retrieve the class protocol buffer messages. 

The compiler also provides the stub implementations that 

can be inherited to code the remote function definition. 

The protocol buffer message encoded in binary format 

is much smaller than its XML code but is not human-

readable and human-editable. Protocol buffers result not 

only binary format but are 3 to 10 times smaller and 20 to 

100 times faster than XML for serializing structured data 

that may one of the reasons for the higher performance of 

gRPC. [9] 

4 The performance test of the 

implemented RPCs 
Based on the structure of RPC the performance 

differences of the different RPC solutions must come from 

the differently implemented stub operations. The RPC 

solution that performs stub operations the fastest way and 

produces the shortest data for sending must have the best 

performance.  

We have performed benchmarks to test the 

performance of each of these RPC methods and compare 

them against each other. (See the signature of the methods 

in Figure 2.)  

With these benchmarks the aim was to measure the 

processing overhead of the RPC methods and their 

implementations. 

For the request method we have written server and 

client implementations in C++, Java, and Ruby. The server 

part reads sample data that has multiple data formats, 

including strings, integers, floats, and 1MB of binary data. 

After the data has been read it starts listening for 

connections from the client. The client can only send one 

request to the server, which is requesting one of the data 

items with an option to specify whether to include the 

binary data part or not. The request method in the client 

program was invoked 100 times, the client program was 

run 10 times.  

The data on the server component was serialized from 

memory where it was loaded previously, which was not 

part of the measurement. The client component did no 

processing on the data apart from printing receipt of 

request with the identifier from the current item to 

service Database { 

  rpc Request(InfoRequest) returns (Info) {} 

} 

message Info { 

  int32 id = 1; 

  string first_name = 2; 

  string last_name = 3; 

  int32 age = 4; 

  string email = 5; 

  string phone = 6; 

  bool newsletter = 7; 

  float latitude = 8; 

  float longitude = 9; 

  bytes photo = 10; 

} 

message InfoList { 

  repeated Info infos = 1; 

} 

 

message InfoRequest { 

  int32 id = 1; 

  bool photo = 2; 

}  

Figure 2: Services and messages defined in Protocol Buffers. 
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standard output. This was to prevent potential elision of 

deserialization. 

The RPC methods would usually be part of a system 

that further processes data in either a synchronous or 

asynchronous manner that would have different 

performance and latency implications. Asynchronous or 

non blocking systems are usually preferred for more 

optimal resource usage on both client and server side. 

With non blocking operations the components would send 

further requests needed to fulfill their answer, but they 

would not wait for the answer actively while holding up 

resources. Instead these systems store that a request is 

pending, suspend execution of the routine, and continue to 

do other outstanding operations that they have the 

necessary data for. When the answer arrives from the 

server, they load the previously stored request and 

execution state and continue from the point where 

execution was suspended. 

Our implementation of the server and client do not 

follow this asynchronous model of operation, but instead 

blocks until the response arrives from the server. The 

reason for this is to have more reliable and stable 

measurements. As we focus on the RPC itself, the server 

and client components do minimal processing, there are 

no further requests to wait for. Using an asynchronous 

model would mean more outside effects on the 

measurements, as asynchronous signaling is less 

predictable than synchronous blocking operations. 

For gRPC the gRPC and Protobuffers library were 

used, for XML RPC and JSON RPC the most popular 

library was selected for each language. These are: for 

XML-RPC in C++ xmlrpc-c[10], in Java Apache 

XMLRPC [11], in Ruby the standard library XMLRPC 

[12] for JSON-RPC in C++ jsonrpccpp[13], in Java JSON-

RPC 2.0 by [d]zhuvinov [s]oftware [14], in Ruby 

jsonrpc2.0 with webrick [15].  The only restriction was 

that it needed to be able to start listening for connections 

without a large framework that it would be deployed part 

of. This means that for example Servlet based Java 

implementations were excluded. 

Docker containers were created for each of these 

server and client implementations so that they had a 

runtime environment that is not dependant on the host 

system. This caused some overhead when starting the 

client programs, as a new Docker instance had to created 

for each run, but we found that this did not influence our 

overall conclusion. 

We used a Linux rack to run the server instances and 

a commodity laptop to run the client instances to simulate 

somewhat real conditions and connected both of them to 

the subnet with 125 MBit/s wired connections to exclude 

the interference in WiFi or otherwise long distance 

internet connection. 

With the RPC method we cross tested all of the 

languages with each other to get more measurements and 

lessen the influence of particular implementations on the 

overall results [16]. 

It also has to be noted while XML-RPC 

implementations were easy to find, JSON-RPC is not as 

widespread judging from the available libraries. The only 

server library available for Ruby had some issues and no 

documentation. Table 1 and Table 2 show the results. 

  server 

 grpc small cxx java ruby 

client 

cxx 1.446586288 1.538543454 1.843524988 

java 2.385020082 2.574738704 2.862809575 

ruby 2.335048487 2.357542191 2.329401348 

     

 

xmlrpc 

small 
cxx java ruby 

client 

cxx 1.745901795 1.789834515 6.283093411 

java 1.872503282 1.932996376 6.336315439 

ruby 2.531053102 2.39889046 6.991524778 

     

 

jsonrpc 

small 
cxx java ruby 

client 

cxx 1.746023073 5.997436199 6.166025146 

java 1.857895238 6.242739725 6.315714135 

ruby 2.245318859 6.360743144 6.627618996 

Table 1: The measured average values in seconds after 100 invokes and 5 runs with small test data. 
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The overall results we have found in our test runs it 

that overall gRPC performed the best of all three, with 

XML RPC and JSON RPC having similar performance 

characteristics with the differences between mainly 

attributable to implementation details of the libraries. 

(Table 1) 

With small test data, without the 1MB binary, we 

found that while the different methods had similar 

performance, in most cases the gRPC was slightly faster 

except, for example, in the java server java client case 

where the gRPC implementation did 2.5s while the XML 

RPC finished in under 2s. In XML-RPC, the Ruby server 

implementation almost tripled the amount of time required 

to run the tests regardless of client language. The same can 

be observed in JSON RPC with the Java and Ruby server 

implementation. With small test data, C++ 

implementations were faster than the Java or Ruby ones.  

The languages, in which the stub operations are 

implemented also influences the performance. All RPC 

solutions performed better in C++ with small test data. 

With the inclusion of the binary data the differences 

were more pronounced (see Table 2). gRPC performed 

better except one case. How much faster it was depended 

on the language combination used. Only the Ruby server 

with the Java client did beat the time of the gRPC solution. 

The XML-RPC Ruby client was generally slower than 

other clients, taking almost twice the time to complete the 

test runs. 

The increased performance of gRPC can be attributed 

to the transmission format. Both XML and JSON are 

textual formats. While binary versions exist, these are not 

as widely used and the RPC libraries do not use them. 

Because of their text nature to include binary data in them 

it needs to encoded to some representation that only uses 

printable ASCII characters, in most cases to Base64. This 

increases the data to be transmitted by 4/3 and the 

overhead of the markup structure is also not insignificant. 

gRPC uses Protobuffers as its wire format, which is a 

binary format. Binary data can be included as is, no 

conversion necessary. It also does not add much overhead 

to the structure, only field identifiers are added for 

backward compatibility. 

5 Conclusions 
In this paper, the structure of third generation RPCs was 

analysed to find answers for the differences in the 

performance of different RPC solutions: Google RPC, 

XML-RPC and JSON-RPC. The chosen libraries 

implemented the stub operations in different ways and 

used different formats for marshalling. gRPC with 

Protocol Buffers performed best in our tests because of the 

fast binary serialization method of structured data, that 

resulted in smaller sized encoded messages. Our tests 

proved, that the chosen computer language has an 

influence on the performance of RPC invocations. gRPC 

proved faster in C++ implementations than in Java or 

Ruby with small test data. In case of XML-RPC and 

JSON-RPC, Ruby server with Java client proved to be the 

fastest with large test data. 
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This paper presents an idea of using category theory for developing organizational multi-agent systems
by taking inspiration from collective phenomena and organizations in human societies. Category theory
is used for studying and formalizing organizations and collective phenomena in human societies with the
aim of capturing their logics into categorical models. Afterward, the captured models are mapped categor-
ically to categorical MAS organizational models. This way of thinking allows studying properties of result
MAS organizational models as well as properties of organizations in human societies such as stability and
adaptation before taking them as landmarks for developing MAS organizational models.

Povzetek: Predstavljeno je modeliranje multiagentnih sistemov na osnovi kolektivnega delovanja
človeških združb.

1 Introduction

Several characteristics have emerged as essential in nowa-
days computer applications seeing that the widespread of
software use in the various fields and the pervasiveness of
information processing tools in all equipments around us
and which are embedded with more and more means of
communication. Applications must be increasingly dis-
tributed, open, adaptable and robust. Moreover, a great
complexity characterizes software and their development
processes.

Multi-agent systems often abbreviated MASs and orga-
nizational MASs approaches, in which MASs are analyzed
and designed as computational organizations using social
concepts, present privileged solutions to develop applica-
tions outlined above. This is due to their interesting fea-
tures such as the proposed abstractions for structuring the
software as combinations of entities in interactions; the in-
troducing of concepts with very high levels of abstraction
as agents, plans, roles and organizations; and the flexi-
ble coupling that MASs offer through indirect interaction
modes and the late binding between agents in such a way
that the determination of the action to execute and the en-
tity responsible for its execution can be postponed as late
as possible.

The most interesting features of agent-based approaches
include the possibility to combine agents and MASs with
other development paradigms and technologies in order to

strengthen agents and MASs with other interesting fea-
tures. In several works, the agent based development
paradigm is combined with the component based devel-
opment [1]. Although agents and MASs are real techno-
logical advances if compared to software components, the
component based development has reached a stage of ma-
turity and preserves some assets such as good structuring
of applications with variable granularities, reuse of com-
ponents as well as possibilities of dynamic adaptation of
component based applications by adding, removing, substi-
tuting components or reassembling and reconfiguring com-
ponent assemblies. Agents and components are combined
in various forms in several works. In [2],[3],[4], and [5]
as well as in numerous other works, agents via their ca-
pacities of negotiation are used to assist component based
development. For example, this assistance takes forms of
classification, research and rapid selection of reusable com-
ponents, matching between components and assisting ef-
fective assemblies of components. In another alternative,
the maturity of components in structuring and deploying
software as well as possibilities of automatic assemblies of
components encouraged the use of components as building
units to construct agents. This form of combination ap-
pears is several works such as [6],[7] and [8]. Other forms
of combination of agents and components may be found
in the literature. Among the works where the components
are used to build agents, we are particularly interested in
the works of Siam et al [8] where software components are
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used to build self-adaptable agents that form an organiza-
tion in which agents are grouped into coalition groups.

The consideration of a social or organizational stand-
point as framework for analysis and design presents an im-
portant key to develop MASs, notably open and adaptive
ones. The organization is concerned with defining, manag-
ing and changing the relationships between agents. It cor-
responds to the concept linking the description of a society
of agents and that of control and coordination activities.
The concept of organization was the subject of numerous
works giving birth to an even greater number of MAS or-
ganizational models. These works are often inspired from
sociology, social psychology, economics, ethology or cog-
nitive science. However, inspirations processes from these
disciplines were not driven with formal approaches that al-
low for reasoning about inspired solutions as well as inspi-
ration processes.

In this paper, we are interested in looking for solu-
tions for the organization of MASs by taking inspiration
from collective phenomena and organizations in human so-
cieties. First, we use the category theory CT concepts
[9][10] to capture the logics of some collective phenomena
and organizations in human societies. After that, the cap-
tured logics serve as the basis for modeling categorically
adaptive organizations of MASs in which agents are built
based on software components. Category theory presents
a sophisticated mathematical toolbox. It provides instru-
ments that facilitate the modeling of complex situations and
which involves structured objects. Concepts in category
theory are typically formalized in terms of the relationships
that each object exhibits to the other objects in the universe
of discourse. Particularly, agents based methods as well as
component based development methods; typically model
the universe as a society of interacting elements. Also, col-
lective phenomena in human societies may be described via
interactions between individuals. Category theory proves a
great power of expression. This power is the result of the
composition of very natural and comprehensible construc-
tions. Although category theory is not based on complex
concepts, it is extremely powerful and it derives its power
from the idea of composition. Category definition itself
contains composition. In addition, it is possible to build
categories of categories. Categories are to be composed in
order to generate more abstract structures. With the ideas
of compositional thinking and the possibilities of diagram-
matical representation, categories can be very useful in ad-
dressing a large range of problems and consequently that
addressed in this paper.

We present an approach for modeling organizations of
MASs and verifying their proprieties. In this approach, we
propose constructing models of organizations of MASs us-
ing category theory on the basis of categorical models of
social processes and organizations in human societies. The
constructed models permit checking the organization pro-
prieties such as stability. The stability of an organization of
a multi agent system includes three important aspects. The
first one concerns the degree to which social structures, es-

tablished by the organization, resist disturbance. The sec-
ond aspect concerns the convergence of a MAS to a valid
organization when organizing, i.e., when a MAS decides to
change the current organization for different reasons, does
the process of organizing converges always to a valid orga-
nization? The third aspect of organization stability depends
on the frequency of changing organization; if the changes
are less frequent, the organization is more stable.

The paper is structured as follows: the second section
presents important concepts related to multi-agent systems
and organizations; the third section is devoted to present
collective phenomena and organizations in human soci-
eties; the fourth one provides a view on the category theory
and its important concepts; in the fifth section, we show
how category theory can assist in the articulation and the
modeling of collective phenomena and organizations in hu-
man societies primarily and how the logics of collective
phenomena and organizations in human societies captured
categorically serve as basis for modeling organizations of
MAS; in the last section, we conclude the paper and define
directions for future work.

2 Multi-agent systems and
organization

Multi-agent systems present an important and very use-
ful development paradigm through an armada of tools and
methodologies for constructing complex, open, distributed
systems that can autonomously adapt to their environ-
ments. The goal of research in multi-agent systems is to fig-
ure out how a society of autonomous entities called agents
can organize themselves in order to solve problems and
produce global phenomena that each agent cannot solve
or/and produce individually. MASs use social metaphor
of the so-called social insects when agents are reactive or
of human organizations when agents are cognitive.

The organization of MASs is concerned with defining,
managing and the change of relationship between agents.
It presents a powerful technique to constrain autonomous
agents to behave in such a way to meet overall goals. It
corresponds to a concept linking the description of a soci-
ety of agents and that of the control and coordination ac-
tivities. The definition of the organization of MASs is not
a subject of consensus. However, two significations may
present extremities of the interval of organization defini-
tions. In [11], an organization is defined as a collective
entity with its own identity which is represented by a group
of agents exhibiting highly formalized social structures. In
[12], an organization is a scheme or a stable structure of
joint activity that can constrain or affect the actions and
interactions of agents for a specific goal. The MAS de-
sign guided by the organization makes later implementa-
tion questions and introduces concepts of very high level
of abstraction such as roles and groups. MASs designed
according to an organizational view may be equipped with
mechanisms of reorganization or self-organization allow-
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ing them to change their organizations by passing from one
organization to another one in order to respond to environ-
ments’ dynamics. When the organization is treated accord-
ing to a self-organizational point of view, the organization
is seen as a process where the degree of order increases
with time, from less to more organized.

Several organizational models of MAS have been devel-
oped. Many of these models are inspired from organiza-
tions in human societies. A survey of such models can be
found in [13].

The organization of multi-agent systems may be seen
from an angle of emergent phenomena in complex systems
[14]. Indeed, the design of such systems focuses mainly on
agents that compose the system. Accordingly, agents are
the engines of the organization; organizations exist only as
emergent and observable phenomena. According to this
agent-centered view [15], emphasis is put on the agents by
specifying and designing local behaviors and peer interac-
tions. The global functionality of the system is the result
of complex and dynamic interactions in the agent’s society.
However, such design approaches often introduce unpre-
dictable phenomena which cannot be checked in advance.
The overall behavior is more than a simple juxtaposition of
agents’ behaviors. Several studies on emergent phenomena
in multi agent systems and multi agent simulations such as
[16],[17] and [18] may be found in literature.

In the opposite direction of the agent-centered point
of view, organizations exist as explicit entities of system.
Thus, the observer of the system can obtain a description of
the organization. A pattern of cooperation is determined by
the designer to define or constrain the behavior of agents.
Works that are included into this direction may be catego-
rized into two classes: approaches where the organization
is specified and formalized but agents do not know about
it and cannot reason on this subject. Examples of such ap-
proaches are agent-oriented methods focusing on organiza-
tional models as in INGENIAS [19] and MaSE [20]. The
second class includes approaches where organizations are
manipulated by both designer and agents. Agents have a
representation of the organization and can perform organi-
zational acts and potentially change the organization. AGR
[21], ISLENDER [22] and the model proposed in [8] are
examples of this class.

It is remarkable that most of existing organizations of
MAS are focused on the concept of role. A role presents
an important organizational concept. It permits an organi-
zational structuring of MASs. The concept of role has vari-
ous meanings depending on the MAS organizational model
and the context of its use. We will see later that the con-
cept of role is an important concept also for organizations
in human societies.

3 Human societies and
organizations, landmarks and
inspirations

Collective phenomena and organizations in human soci-
eties present a great source of inspiration for artificial orga-
nizations and especially for MASs. Human societies have
always produced collective behaviors patterns, allowing
them to overcome the most of encountered problems and
difficulties. Capturing logics of collective phenomena and
organizations in human societies for the sake of reproduc-
ing them requires thorough observation and in-depth stud-
ies of human societies. Nevertheless, these observations
and studies are the core of sociology. Sociological studies
and the studies produced by psychologists, economists and
AI searchers offer tremendous beneficial potential for ex-
ploration and exploitation to bring out landmarks suscep-
tible to serve as basis for developing organization based
multi-agent systems. We can distinguish two main ele-
ments in human societies, whose study would allow the
discovery of several models that could be operationalized
and reproduced for developing more effective and efficient
MASs. The first element is social processes, and the sec-
ond, organizations.

3.1 Social processes

A social process may be defined as the observable and
repetitive patterns of social interaction that have a consis-
tent direction or quality [23]. It may be seen as a way in
which individuals and groups interact and establish rela-
tionships and models of behaviors. These relationships and
models are permanently adjusted and modified through so-
cial interactions. This concept refers to some of the general
and persistent forms that social interaction may assume,
i.e., forms of social interactions or mutual activities that
occur repeatedly [23].

We use a large-scale process, drawn from classical so-
cial theory to illustrate how category theory can assist, at
first, in the articulation and the capturing of logics of com-
plex social phenomena. In a second time, captured log-
ics formalized in terms of categorical concepts serve as
metaphors and starting points for categorical MASs mod-
eling. The used process which is presented below is the
circulation of elites [24]. In sociological literature, several
social processes may be found along with various works
aimed at using formal models to describe them. For ex-
amples, in [25] and [26] as well as in several other works,
investigations have explored the possible applicability of
mathematical chaos theory [27] to the social sciences. In
[28], Attractor models have been used in the formulations
of some social processes.

In the circulation of elite process, sociologist and
economist Vilfredo Pareto divided social classes into mass
class and elite class [24]. According to him, the elite dis-
tinguishes itself by its eminent qualities, its natural and
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psychological superiority. It is made up of all those who
exhibit exceptional qualities and eminent aptitudes within
their sphere of activity. It contains both governmental and
non-governmental elites. Elite individuals perpetually rise
from the mass; the ruling elite have the choice to fight
emerging non ruling elite or integrate it, until the ruling
one is finally defeated or replaced. Pareto observes elite re-
newal and replacement, or, on the contrary, its closure. The
formation of counter-elite at the moment of the appearance
of degeneration symptoms of the ruling class appeared to
him as the dynamic constituent of history.

This social process may be abstracted as the interaction
of three elements. The first one is the gradual degradation
of the ruling elite; the second consists of the inherent will-
ingness of the most talented members of the non-elite to up-
grade; the third element is the degree of facility for rising
to a higher social position permitted by prevailing social
structure imposed by the ruling elite. Facility for rising to
a higher social or economic position is known in sociology
as "upward mobility". Depending on whether this mobility
is relatively open or closed, the elite is continually reconsti-
tuted by incorporating new talented members and eliminat-
ing unworthy ones; or, talented and aggressive non-ruling
elites accumulate within the non-ruling elite causing insta-
bility.

3.2 Organization

An organization is a social entity in which the members
thereof perform predefined functions. In human societies,
the organization allows the coordination of complex behav-
iors. The changes in human societies, as the emergence of
large organizations such as the army and the administra-
tion instead of artisan corporations, large families and other
forms of organizations, demonstrates that human societies
change its trends of thinking about social life. The replace-
ment of the behaviors based on common values or social
norms by behaviors directed by a more systematic search
for efficiency is an instrumental logic which subordinates
any action to objectives, purposes. Organizational theory
[29] tries to query this instrumental rationality and its con-
crete expression in the organization in several directions
such as: analysis of rationality and decision making, anal-
ysis of relationships of dependence and power and analysis
of the dynamics of change.

The study of organizations in the human societies en-
ables for the identification of several different organizations
which can be classified and cataloged according to various
points of view and criteria. For examples, the following
kinds of organization may be identified in human societies:
the single person organization which is the simplest orga-
nization, bureaucracy structure organizations [29], matrix
structure organizations [29] and team structure organiza-
tions [29]. The organization refers at the same time to the
process of organizing and the result of this process. The
study of an organization (existing or a new one to define)
consists in: analyzing how it works, identifying its main

features, accentuating the pertinent characteristics of the
members, pointing out the roles adopted by members and
the member relationships, identifying norms and rules that
oversee the organization as well as the chain of command,
specifying how tasks are subdivided into independent and
formalized subtasks, identifying which of subtasks have
dependencies, defining how and by what means tasks may
be grouped and pointing out where/when decisions have to
be made.

We can notice that the issues discussed above present the
same concerns to be addressed by a designer in the anal-
ysis and the design of an organization based multi-agent
system added to the defining of environment proprieties to
be considered such as openness and dynamicity as well as
constraints related to the operationalization of organization
computing.

In this paper, we present team and group structure as ex-
amples of organizations for the purpose of illustrating how
category theory can help in capturing of functioning logics
of these organizations and which are subsequently mapped
to organization based multi-MASs. Group and team are
not the same. We use the term crew to cover both groups
and teams. A crew structure is an organic organization.
Contrary to mechanical organizations where tasks are pre-
cisely defined and broken down into separated and special-
ized parts, in organic organizations, tasks are adjusted and
redefined by means of collaborative work in crews. In a
crew based organization, an organization consists of a set
of crews. Crews represent a system with several actors that
share the common goal of accomplishing the crew’s global
task. The global task of a crew is fractionalized into sub-
tasks which are assigned to members of the crew vis-à-vis
members’ degrees of qualifications.

3.2.1 Group structure organizations

In human societies, a group may be defined as two or
more individuals, interacting and interdependent, who have
come together to achieve particular objectives [29]. Groups
may be formal or informal. A formal group is defined by
the organization’s structure, with designated work assign-
ments establishing tasks. In formal groups, the behaviors
group members should engage in are stipulated by and di-
rected toward organizational goals [29]. An informal group
is a group that is neither formally structured nor organiza-
tionally determined; such a group appears in response to
the need for social contact [29].

One of the key concepts behind the concept of group
in human societies is what is called social identity. It is
perspective that considers when and why individuals con-
sider themselves members of groups [29]. It helps peo-
ple reduce uncertainty about who they are and what they
should do [29]. Several characteristics make a social iden-
tity important to a person. Mainly, similarity and distinc-
tiveness; people who have the same values or character-
istics as other members of their organization have higher
levels of group identification; people are more likely to no-
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tice identities that show how they are different from other
groups [29]. According to [29], Groups generally pass
through a sequence of five stages in their evolution. The
first stage (forming stage) is characterized by uncertainty
about the group’s purpose, structure, and leadership. Mem-
bers try to determine what types of behaviors are accept-
able. This stage is completed when members have begun
to think of themselves as part of a group. In the second
stage called storming stage , members accept the existence
of the group but resist the constraints it imposes on individ-
uality. There is conflict over who will control the group. In
the third stage, the group demonstrates cohesiveness with
a strong sense of group identity. This stage is called norm-
ing stage, it is complete when the group structure solidifies
and the group has assimilated a common set of expectations
of what defines correct member behavior. For temporary
groups, the stage four (performing stage) is for wrapping
up activities and preparing to disband. Some group mem-
bers are upbeat, basking in the group’s accomplishments.
In the last stage called adjourning stage, the structure is
fully functional. Group energy has moved from getting to
know and understand each other to performing the task at
hand. For permanent work groups, this stage is the last
one in development. Groups have properties that format
members’ behavior and allow the explaining of individual
behavior within the group besides the performance of the
group. These proprieties include [29] roles, norms, status,
size, cohesiveness, and diversity.

According to [29], a role may be defined as a set of par-
ticular behavior patterns attributed to an actor occupying a
given position in a social unit. Norms are acceptable stan-
dards of behavior shared by members of a group. Norms
express what members ought and ought not to do under cer-
tain circumstances. When become a member of a group7,
its norms influence members’ behavior with a minimum
of external controls. Members are susceptible to conform-
ing to the group’s norms. This conformity means the ad-
justment of one’s behavior to align with the norms of the
group. Different groups, communities, and societies have
different norms, but they all have them. Status is a socially
defined position given to groups or group members by oth-
ers. Status can help to differentiate members in group and
may be an important motivator when individuals perceive a
disparity between what they believe their status is and what
others perceive it to be. Status tends to derive from one of
three sources: the power a person wields over others; the
person’s ability to contribute to a group’s goals and the in-
dividual’s personal characteristics. Each group is charac-
terized by a size. It has influence on its overall behavior in
the sense that individuals perform better in smaller groups
which are faster at completing tasks than larger ones. Con-
versely, large groups consistently get better results than
their smaller ones. It seems that individuals have tendency
to expend less effort when working collectively than alone.
The Cohesiveness of a group expresses the degree to which
members are attracted to each other and motivated to stay
in this one. Cohesiveness has influence on group’s produc-

tivity. Finally, the diversity in a group expresses the degree
to which its members are similar to, or different from, one
another. This propriety appears to increase group conflict.
One of the most important points when studying a group
is the group decision making. Group decisions compared
to those made by an individual alone have advantages in
the sense that groups generate more complete information
and knowledge; groups take more input and heterogeneity
into the decision process as well as they offer a wider range
of points of view. This allows obtaining more approaches
and alternatives. However, Group decisions are time con-
suming; discussions in the group can be dominated by a
few members; and group decisions suffer from ambiguous
responsibility.

3.2.2 Team structure organizations

Work teams are different from work groups. In groups,
members interact primarily to share information and make
decisions to help each member perform within his area of
responsibility [29]. The group performance is simply the
sum of contributions of the group members. The group is
not able to reach the advanced level of collaboration and
cooperation that would create an overall level of perfor-
mance superior than the sum of the inputs. Work teams are
characterized by positive synergy that means cooperation
of two or more substances, or to produce a combined ef-
fect greater than the sum of their separate effects. When an
organization is oriented work teams rather than groups, it
creates the potential for to generate more outputs without
increasing inputs. In teams, skills are complementary, un-
like groups where skills are random and varied. Teams are
crews as well as groups; according to [29], effective teams
have characteristics related to their key components orga-
nized into three general categories summarized in Table 1.

The most common types of teams in an organization
are: problem-solving teams, self managed work teams,
cross-functional teams, and virtual teams [29]. In problem-
solving teams, members discuss ways of improving quality,
efficiency, and the work environment. Generally, problem-
solving teams have not authority to implement any of their
suggestions, i.e., problem-solving teams make recommen-
dations only. Self managed work teams make recommen-
dations, propose solutions and implement them. Members
of such teams perform: planning and scheduling work, as-
signing tasks to members, making operating decisions, tak-
ing action on problems, and working with suppliers and
customers. Cross-functional teams are constituted of em-
ployees from the same hierarchical level but different work
areas, who are regrouped together to accomplish a task.
Virtual teams are teams that use computer technology to
link together physically detached members in considera-
tion of achieving a common goal.
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Context. Composition. Process.
Adequate resources Abilities of members Common purpose

Leadership Personality Specific goals
Structure Allocating roles Team efficacy

Climate of trust Diversity Conflict levels
Performance Size of teams Social loafing
Evaluation Member flexibility

reward systems Member preferences

Table 1: Effective teams characteristics.

4 Category theory, key concepts,
applicability and applications

The effective way of dealing with complexity in order to
represent and reasoning about required information to build
computer systems is via formal methods. Among the most
effective methods and which is adequately capable of ad-
dressing structures is the category theory [9],[10].

Category theory is a sophisticated mathematical tool-
box. It provides instruments that make easier the model-
ing of complex situations and that involve structured ob-
jects. Concepts in category theory are typically formalized
in terms of the relationships that each object exhibits to
the other objects in the universe of discourse. This way of
thinking is totally different from set theory in which con-
cepts are formalized extensionally in the sense that a set
is defined by its elements. The focus on social aspect of
objects lives is the reason of applying CT to software en-
gineering as well as for synthesizing social theory. Partic-
ularly, agents based methods as well as component based
development methods; typically model the universe as a
society of interacting elements. Likewise, human societies
are subject to the same vision.

Our objective is to develop organization based MASs
by taking inspiration from social processes and organiza-
tions that have proven their success and effectiveness in
human societies. For the reasons outlined in the intro-
duction, agents that constitute such MASs are self adap-
tive component-based agents in accordance with the agent
model presented in [8]. MASs development methods, com-
ponent based development methods and the social theory
present three different areas. In these areas, and partic-
ularly in the social theory, the perspective of represent-
ing collective phenomena and social processes at multi-
ple scales and with any level of details is highly probable
to produce complex and interlaced models. The lack of
mathematical formalization can make the results of apply-
ing these models hard to validate and render them difficult
to reproduce. One solution to managing the conceptual and
computational complexity of social models is to move them
toward a higher level of abstraction.

The CT may be involved to formalize these models and
exploring their potential interaction. In one hand, category
theory is able to integrate diverse areas and provides a com-

mon language which can be applied to deal with the di-
versity of social theories in the synthesis of social theory,
as well as dealing with agents, MAS organizational con-
cepts and software components with the same terms. Cat-
egory theory not only allows these areas to be expressed
in the same categorical terms, it also provides a basis for
their possible integration. In the other hand, category the-
ory supplements firm equality with weakened definitions of
equivalence relations and/or classes. This propriety makes
important contribution in studying areas in which concepts
involve proximity assessments which is the case of social
analysis as well as organizations in MASs. The potential is
to address qualitative concepts with greater precision. Cat-
egory theory can assist in the articulation of complex social
phenomena and organizations in human societies; it helps
to capture logics of validated phenomena from the domain
of human societies and move them to the domain of organi-
zations of MASs, categorically. The coherence of such cat-
egorical transformations makes a direct and important con-
tribution to the process of validating MAS organizational
models.

4.1 Some category theory concepts and
notations

A category C consists of objects and morphisms with com-
position, identity, associativity and unit. Objects a, b, c,
. . . etc are denoted ob(C). Morphisms f, g, h, . . . etc de-
noted hom(C)where, for each morphism g there are given
objects: dom(g) and cod(g) called the domain and the
codomain of g. The notation g : a −→ b indicates that
a = dom(g) and b = cod(g). Given the objects a, b, c
and d of C and morphisms f : a −→ b and g : b −→ c,
with cod(f) = dom(g), there is a given morphism: gof :
a −→ c, called the composite of fand g. For each object a
there is a given morphim ida : a −→ a, called the identity
morphism of a.

A category C is characterized by the associativity which
means that for the morphisms f : a −→ b, g : b −→ c
and h : c −→ d, ho(gof) = (hog)of . The unit propriety
means that foida = f = idbof , for all f : a −→ b.
A discrete category is a category where the morphisms
are only identity morphisms. An initial object in a cate-
gory C is an object for which every other object of C is
a codomain of a unique morphism with the initial object
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as a domain. A terminal object has every object of C as
the domain of a unique morphism where the terminal ob-
ject is a codomain. Formally, in a category C an object is
called initial object o if for any other object a in C, there
is a unique morphism o −→ a. An object is called termi-
nal object t if for any other object a in C, there is unique
morphism a −→ t. In the case where objects of a cate-
gory are categories, morphisms are called functor. A func-
tor F : C −→ D between categoriesC andD is a structure
preserving mapping of objects to objects and morphisms to
morphisms with: F (f : A −→ B) = F (f) : F (A) −→
F (B);F (gof) = F (g)oF (f); and F (idA) = idF (A).

This section offers a very brief overview of some cate-
gory theory concepts. To obtain a broad or complete view
on the concepts of this theory, works [9] or [10] can serve
as references.

5 Categorical modeling of
organizations of MASs on the
basis of capturing logics of some
collective phenomena in human
societies

We use two examples to explain the ideas of looking for
organizational solutions by studying collective phenom-
ena and organizations in human societies when modeling
a multi agent system for a given problem. For the first
example, we assume that it is a question of proposing an
organization for a multi-agent system comprising a num-
ber of heterogeneous agents. Each agent has abilities and
skills that differ from other agents. The best agents in terms
of abilities and skills decide the overall strategy of the sys-
tem. For example, in the case of a multi-agent system for
information retrieval [30], the agents best equipped with
planning and researcher capabilities decide how or which
information retrieval algorithm will be applied. Given that
agents are self-adaptive and can acquire skills and quali-
ties as the system progresses in its functioning, the set of
agents that decide changes over time. The second example
presents a case of MASs where agents must be structured
into crews in which agents plays roles while respecting cer-
tain norms. For example, a distributed auction system in
which three roles are played. The role Auctioneer played
by agents that want to sell items; the role Seller played by
agents that sell items on behalf of Auctioneers; and the role
Bidder played by agents that make a bid on an item being
auctioned [8].

After having explored the collective phenomena or the
organizations which have proved their effectiveness and
which seem to have a certain similarity with the problem to
be solved, it is necessary to target a phenomenon or an or-
ganization to be the basis for the organization of the multi-
agent system to be modeled. Once a phenomenon or an
organization is targeted, we proceed to its categorical mod-

eling. Such a modeling allows the study of the properties
considered as important such as the stability presented in
the introduction. A categorical modeling is to construct
categories for which it is possible to find functors allowing
the construction of categories that model a MAS. These
functors are schematized in the figure 1 by the different
connections between the concepts of the category theory
and social concepts on the one hand, and the concepts of
the domains agent, MAS and the component based devel-
opment on the other. This path of reflection can be summa-
rized as follows:

– Analysis of the problem for which we are seeking an
organizational solution;

– Explore collective phenomena or the organizations
which have proved their effectiveness and which seem
to have a certain similarity with the problem;

– Modeling with categories the selected phenomenon or
organization;

– The study of the properties of the categorical model (If
the properties of the chosen model are not satisfactory,
it is necessary to return to step 2);

– Use the correspondences schematized in the figure 1
between categorical and social concepts and agent and
MASs concepts to obtain a categorical organizational
model of MAS;

– The study of the properties of the categorical MAS
model (If the properties of the chosen model are not
satisfactory, it is necessary to return to step 5 or 2);

– Refine the categorical model of the organization of the
MAS by introducing more details where objects of a
category are modeled as new categories. For exam-
ple an agent that is an object in a MAS category can
be modeled as a category whose objects are software
components;

– Make implementation choices.

When modeling a social process or a collective phe-
nomenon in human societies categorically, it is possible to
take social object as objects of categories, then, According
to the behavior to be modeled, adapted sorts of morphisms
can be identified. Social objects include several kinds of
objects. Among these objects, social actors and Social ag-
gregates are identified [31]. A Social actor may be defined
as an active social entity that is considered at any scale,
such as, individuals, Alliances, groups, teams... etc. Social
actors make decisions and try actively to arouse coordina-
tion with internal and external actors. Social aggregates
are passive collections of social actors such as populations,
generation and aggregations. A social aggregate is deter-
mined by exogenous structures, events and process. It is
changed through proximate adaptation and evolution.

After modeling a social process or a collective phe-
nomenon, we use the same set of social mappings to
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metaphorize the process of organizing multi agent systems.
This categorical way of thinking is immensely important
for how we understand organizations both in human soci-
eties and multi agent systems. Thereby, a MAS can be seen
as a category which objects are agents and morphisms are
interactions between agents. We can also build a category
of MASs which objects are MASs and morphisms present
reorganization processes. An agent can be seen as a cat-
egory also. Its objects are different components that con-
stitute the agent and morphisms are interactions between
components or compositions. A functor between two cat-
egories agent A and agent B may present an adaptation
of the agent A to become similar to B, as well as it may
present all sorts of interactions between the agents A and B.
These same principles are valid for components develop-
ment concepts as depicted in figure 1 that illustrates map-
pings from Categories to social concepts, MAS and agents’
concepts and components development concepts. For ex-
ample, component based architecture can be seen as a cat-
egory in which components present objects and interac-
tions present morphisms. Concerning architectural styles,
the choice of a specific category can be seen to reflect the
choice of a specific architectural style.

It is clear that there is a sort of universality in the way
that social theory, MAS, organizations, and component
based development can be approached through categories.
This universality supports the integration of different ap-
proaches.

5.1 Organizing a MAS on the basis of the
circulation of elite process

Assuming that we want to propose a multi-agent
organization-oriented solution for the problem presented
earlier as a first example. In this class of problems, a sub-
set of agents that show good capacities decide about the
global strategy of the system. For example, in the case of
a multi-agent system for information retrieval [30], the de-
cision to choose the information retrieval strategy is taken
by the most qualified agents. An organizational solution
for this class of problems can be inspired from the process
of circulation of elites. According to the process of circula-
tion of elites presented above, a society may be represented
by the set of all individuals noted Ω. At the time i, the so-
ciety is given as the triplet (Ai, Bi, Ci) which is a partition
of the set Ω where: Ai is the set of the mass individuals at
the time i; Bi is the set of the non ruling elite individuals
at the time i; Ci the set of the ruling elite individuals at the
time i. Thus, Ω = Ai ∪Bi ∪ Ci.

At times i(i = 1, 2, . . . , n), a so-
ciety may be described with the stats
M1(A1, B1, C1),M2(A2, B2, C2), ...,Mn(An, Bn, Cn).
The transition of the society from a stateMj to another one
Mk means that: (i) an element from the non ruling elite
is integrated in the ruling elite; (ii) an element form the
ruling elite is excluded from this one; or (iii) an element
from the mass is integrated in the elite.

If we consider two successive states Mi and Mi+1, Di

is the transformation passing the society from Mi to Mi+1.
For two non-successive stats Mj and Mk, there is a se-
quence of transformations D : Mj −→ Mk. If His a
transformation formMk toMk+1, the compositionH ◦D :
Mj −→ Mk+1, changes the society from the stat Mj to
Mk+1. We are in front of a category of social transforma-
tions.

Each stat Mi may be described categori-
cally. Let be the set E defined as: E =
{(x,Xi)/x ∈ Xi, Xi = Ai ∨Bi ∨ Ci}.

Let be the discrete category CatE which objects are the
elements of E and morphisms are identity morphisms. We
define categories CatEm by recurrence. The objects of
a category CatEn are the elements of the set En defined
below. Morphisms of CatEn are identities.

En = {(x,Xn
i )/x ∈ Xn

i , X
n
i = An ∨Bn ∨ Cn}.

With

A0 = A,B0 = B,C0 = C

and

An = A(n−1) −D(n−1);

Bn = (B(n−1) − F(n−1)) ∪G(n−1);

Cn = C(n−1) −G(n−1)

Where sets Di, Fi and Gi are defined as follows:

Di = {x ∈ Ai ∧ T1(x) = Cte1}

Fi = {x ∈ Bi ∧ T2(x) = Cte2}

Gi = {x ∈ Ci ∧ T3(x) = Cte3}

T1, T2 and T3 are functions expressing different situ-
ations allowing an individual x from Ω to pass from one
class to another at the time i as depicted in figure 2. The
arrows to the symbol Φ express the disappearance of an
individual.

We define now a category CAT of the categories
CatEm which objects are categories CatE1, CatE2,. . . ,
CatEm and morphisms (functors) are inclusion maps
(canonical injections) = defined as:

= : (x,Xi) −→ (x,Xj), Xi ⊆ Xj

The formalization presented above stipulates that the tran-
sition of the society to the state n from the state n − 1
means that: some elements from the mass class have be-
come members of the class of non-governing elite (An =
A(n−1)−D(n−1)) ; some elements from the non ruling
elite class have become members of the class of the gov-
erning elite and vice-versa (Bn = (B(n−1)−F(n−1))∪
G(n − 1)) ; or some elements from the ruling elite class
have become members of the class of the non ruling elite
(Cn = C(n− 1)−G(n− 1)).
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Figure 1: Correspondences between categorical concepts and social, MAS and component based development concepts.
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Figure 2: A schematic of passages of individuals between
classes according to the circulation of elite process.

Once the categorical model is established, the study of
all properties becomes possible. For example, the study
of the stability of the circulation of elites process can be
achieved through monitoring cardinalities of the setsAi,Bi

and Ci. With the progressive changes in a society, if the
cardinality of one of the three sets becomes lower com-
pared to a minimum limit or upper compared to a max-
imum limit, the instability is the result. At the time i,
the number of elements of the population Ω is Ni. Ele-
ments of Ω are divided into the three subsets Ai,Bi and Ci

which cardinalities are respectively ni1, ni2 and ni3 with
Ni = ni1 + ni2 + ni3. For example, One of the factors
of system stability is the comply with the condition formu-
lated as:

αj ≤ nij
Ni
≤ δj ,∀j = (1..3)

The functions T1, T2 and T3 and the values Cte1, Cte2
and Cte3 express conditions allowing an individual x from
Ω to pass from one class to another. T1, T2 and T3 ex-
pressions may be determined in several ways. For exam-
ple, for the defining of the functions T1, T2 and T3 that
produce the probability that a member of a class moved to
another class or disappear at the time i, it is possible to take
inspiration from the Maxwell-Boltzmann law used in sta-
tistical physics to determine the distribution of particles be-
tween different energy levels [32]. At the basis of Maxwell-
Boltzmann law and according to the case of one of its vari-
ants relative to bosons (Bose-Einstein) or fermions (Fermi-
Dirac) taking into account the parameters giving the char-
acteristic of elements. It is possible to correspond the level
0 to the elements that disappear; to the elements that remain
in their class the level 1 and those who pass to another class
the level 2. The number of elements in a given level takes
a similar form to that presented in the previous paragraph
by considering as parameters some characteristics of the
elements and the characteristic of each pre-defined level.

The circulation of elite process categorically modeled
can be the basis of modeling multi-agent systems. This so-
cial process may be reproduced in the modeling of a MAS

for information retrieval as well as for a great class of sim-
ilar problems. Agents of such system are partitioned into
steering agents and executor ones. Steering agents produce
plans and decide about strategies of information retrieval
that executor agents execute. The Steering agents are the
best agents in terms of planning capacities. The same cate-
gorical modeling may be used in such a way steering agents
are the ruling elite, executor agents form the mass class.
The agents are self adaptive and can acquire new skills.
As the system progresses in its execution, agents acquire
new skills. The best executor agents in terms of capaci-
ties, progress to join the steering agents passing by an in-
termediary status of a non-ruling elite (non ruling steering
agents). The stability of such organization of MAS may be
studied in the same way in which the stability of societies is
treated i.e. via cardinalities of the groups of ruling steering
agents, non ruling elite agents and executor agents.

For such system we use the model of agent presented
in [8]. In this model, agents are composed of software
components assembled automatically and dynamically by
an assembly engine. The different capabilities of an agent
are implemented based on software components. The ar-
chitecture of the agent includes a control module. Among
the tasks for which the control module is responsible is the
decision to make changes in the internal composition of the
agent. These changes consist in perform assemblies or re-
assemblies of components. By achieving changes in the
composition of an agent, it acquires new skills. Agents are
to present categorically in order to study their capacities.
Each agent may be modeled as a category which objects
are software components and morphisms are interactions
between components. Agent’s capacities may be studied
as proprieties determined using the capacities fuzzy mea-
sure proposed by Siam et al [8]. The figure 3 offers a gen-
eral view of such modeling in which the different status of
the agents society constitutes a category in which objects
are status and morphisms are the transitions of the society
from one status to another one. A transition expresses the
fact that an agent has changed class. A status which is an
object of the category described above is also a category. Its
objects are agents and morphims are interactions between
agents. Agents in their turns are categories where objects
are software components and morphisms are interactions
and compositions of components.

5.2 Organization of a MAS based on
organizations in human societies

It is possible to describe with category theory concepts,
organizations in human societies and their organizational
concepts. All concepts presented in the section 3 such as
organizations, groups, roles, teams, norms...etc may be rep-
resented using categorical concepts. The figure 1 illustrates
correspondences between categorical concepts and organi-
zational ones.

To propose an organizational modeling of a MAS allow-
ing the implementation of the distributed auction system
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Figure 3: A categorical modeling on the basis of the circu-
lation of elite process.

described above, all organizations in human societies in
which a society is structured into groups or teams of mem-
bers who play roles can serve as a source of inspiration.
For example, it is possible to define a category ROL of
roles. The objects of this category are triplets (Ri, Si, Pi)
where Ri is a set of roles; Si are protocols that connect the
roles Ri, Pi denote pair of roles connected by each proto-
col. Morphisms of ROL are relations Ψ between triplets
(Ri, Si, Pi). A relation between two triplets (R1, S1, P1)
and (R2, S2, P2) may be defined as a function f = (α, β)
with α : R1 −→ R2 and β : S1 −→ S2such that
∀s ∈ S1, P (s) = (r1, r2) =⇒ β(s) = (α(r1), α(r2)).

We can verify that the objects (Ri, Si, Pi) with the re-
lations Ψ are a category by checking the different propri-
eties of a category. Objects of the category are (Ri, Si, Pi)
and its morphisms are relations Ψ. The identity morphism
is idΨ = (idR, idS) such that idR and idS are identity
functions; idR maps each role to itself and idS maps each
protocol to itself. To verify the composition propriety, Let
M1,M2,M3 be three objects and f1 = (α1, β1), f2 =
(α2, β2) be two relations such that f1 : M1 −→ M2

and f2 : M2 −→ M3. The composition is defined as:
f2 ◦ f1 = (α2 ◦ α1, β2 ◦ β1). Regarding the associativ-
ity propriety, the relations between triplet objects consist
of functions between sets. Thence, the assiociativity is de-
rived from the associativity of functions between sets.

In the same way, all organizational and social concepts
such as norms, groups . . . etc, may be modeled categori-
cally. After modeling all concepts of an organization with
categories Ci, the organization categorical model may be
obtained by building a new category from the categories
Ci. Several ways are available to build a new category
from existing ones. For examples, by compositions, by
adding structures, using sub categories, using product of
categories. . . etc.

After modeling an organization with categories, it be-
comes possible to study formally its properties such as
stability and adaptation by using advanced categorical
concepts and notions such as natural transformations,
Pushout...etc.

By using correspondences between categorical concepts
and organizational ones and correspondences between cat-
egorical concepts and multi-agent organizational ones il-
lustrated in figure1, the categorical model of an organi-
zation in a human society may be moved in a categorical
model of an organization of MAS. The resulting model
may be extended categorically in the same way with that
presented in the first example. Once the organizational cat-
egorical model of MAS produced, studying organization
proprieties becomes possible. Finally, an implementation
of the MAS is to realize. Several ways to implement MASs
are available; the use of MAS platforms [33] is one of the
most effective.
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6 Conclusion

The important property of category theory is that it allows
studying structures and their proprieties in one domain and
moving them to another one together with the capacities to
deal with all concepts of all domains with the same cate-
gorical terms. In this paper, we presented an idea of study-
ing and formalizing organizations and collective phenom-
ena in human societies with category theory with the aim
of capturing their logics into categorical models. After-
ward, the captured models are mapped categorically to cat-
egorical MAS organizational models. This way of think-
ing allows taking inspiration from efficient organizations
in human societies in order to develop efficient organiza-
tional models for MAS. Categories are compositional; in
a categorical MAS organizational model, agents are often
presented as the objects of certain categories. Such model
may be refined and extended by considering each agent as a
category which objects are software components and mor-
phisms are interactions between components. So, agent’s
proprieties may also be studied. With this way of thinking,
it becomes possible to study the properties of organizations
in human societies such as stability and adaptation before
taking them as landmarks for developing MAS organiza-
tional models. The inspirations from human societies are
conducted with formal concepts. So, it is possible to rea-
son about the inspiration processes themselves regardless
of the source or inspired models.

The present work presents a nucleus around which sev-
eral research projects can be initiated. These projects are to
be managed according to three main axes. In the first one,
it is necessary to study the maximum possible of collective
phenomena and organizations in human societies and sub-
sequently to model them with category theory concepts. A
classification of the produced categorical models must be
carried out. Each class of models responds to the specific
needs of one or more types of problems. This classification
requires a parameterization operation to output a signature
that characterizes and allows classifying each model in one
or more classes. Once reached at an advanced stage in the
study, categorical modeling and classifying collective phe-
nomena and organizations, a library of models is the result.
To look for an organizational solution for a multi-agent sys-
tem designed for a given problem, we have to do the param-
eterization of the problem. The result signature directs the
search for a solution in the model library. The search for a
solution in the model library may be done in an automatic
way. Thus, the reuse of solutions is pushed very far. In
addition, it is possible to evaluate the appropriateness of
each chosen solution with the type of problem for which
the solution is chosen. The traces of the different evalu-
ations allow better directing the search for organizational
solutions for each type of problems. This approach is sim-
ilar to component-oriented development approaches where
off-the-shelf components are ready to use. In the second
axis, works must be driven to study on the basis of the cat-
egorical models the emergent phenomena in both MASs

and human societies. In the third axis, sociology benefits
from the possibilities of making simulations to study the
impact of the variations that societies can undergo. .
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Typically, software development processes are time consuming, expensive, and rigorous, particularly for 

safety-critical applications. Even if guidelines and recommendations are defined by sector-specific 

functional safety standards, development process may not be completed because of excessive costs or 

insufficient planning. The V-model is one of the most well-known software development lifecycle model. 

In this study, the V-model lifecycle is modified by adding an intermediate step. The proposed modification 

is realized by checking the fault diagnosability of each module. The proposed modification provides three 

advantages: (1) it checks whether the constructed model covers all software requirements related with 

faults; (2) it decreases costs by early detection of modeling deficiencies before the coding and testing 

phases; and (3) it enables code simplicity in decision of fault occurrence. 

Povzetek: Osnovnemu modelu V razvoja programskih sistemov je dodana izboljšava na osnovi možnosti 

testiranja napak modulov. 

1 Introduction 
The concept known as Safety Integrity Level (SIL) is used 

to quantify safety. The SIL is a degree of safety system 

performance for a Safety Instrumented System (SIS), 

which is an automatic system used to avoid accidents and 

to reduce their impact both on humans and the 

environment. A SIS has to execute one or more Safety 

Instrumented Functions (SIFs) to maintain a safe state for 

the equipment under control [1]. Bear in mind that, a safe 

state is known as the state where the whole system is 

prevented from falling into a dangerous situation. A SIF 

has a designated SIL level depending on the ratio of risk 

that needs to be decreased. IEC 61508, the standard for 

functional safety of electrical/electronic/programmable-

electronic Safety Related System (SRSs), mentions that a 

SIL should be designated to each SIF and defines the 

safety integrity as the probability of a SRS adequately 

performing the required safety functions under all the 

stated conditions within a given period of time from the 

lowest requirement level (SIL 1) to highest requirement 

level (SIL 4). 

The third part of IEC 61508 applies to any software 

used to develop a safety-related system within the scope 

of first and second parts of the standard, and establishes 

the requirements for safety lifecycle phases. Industry and 

domain specific implementations of IEC 61508 include 

IEC 61511 for industrial processes, IEC 61513 for the 

nuclear industry, and IEC 62061 for machinery etc. 

A lifecycle model is defined in [2] as a model that de-

scribes stages in a software product development process. 

The IEC 61508-4 standard discusses the term lifecycle in 

the context of both safety lifecycle and software lifecycle. 

The safety lifecycle includes the necessary activities 

involved in the implementation of SRSs [3]. IEC 61508 

states that a safety lifecycle for software development shall 

be selected and specified during the safety-planning phase 

in accordance with Clause 6 of IEC 61508-1. The safety 

lifecycle includes the definition of scope, hazard and risk 

analysis, determination of safety requirements, 

installation, commissioning, validation, operation, 

maintenance, repair, and decommissioning. On the other 

hand, the software lifecycle includes the activities 

occurring from the conception of the software to the 

decommissioning of the software. 

mailto:ustoglu@yildiz.edu.tr
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Numerous lifecycle models have been addressed in the 

literature, such as the waterfall, spiral, iterative 

development, and butterfly models [4-8]. However, 

despite the availability of many lifecycle alternatives, 

safety standards such as IEC 61508, EN 50126, EN 50128, 

and IEC 62278 recommend using the V-model for 

software development processes. The V-model lifecycle 

has been applied to various domains such as the 

automotive [9], aerospace [10], railways [11], and the 

nuclear industry [12]. 

In this study, a Discrete Event System (DES)-based 

fault diagnosis method is added to the V-model lifecycle 

as an intermediate step between the module design and the 

coding phases. A DES is a discrete-state, event-driven 

system in which the state evolution of the system depends 

totally on the occurrence of discrete events over time. 

The main difference of the proposed enhancement is 

its simplicity, when compared with the existing model 

checking tools and techniques in the literature [13, 14]. 

Because the fault diagnoser is built from the software 

model itself and; since the modular approach is a must in 

the Software Design Phase of the V-model in EN 50128 

(recommended as mandatory) there is no need for any tool 

to check the diagnosability of a simple software module 

(component) model [15]. The remainder of this paper is 

organized as follows. The V-model lifecycle and the 

modified V-model lifecycle are explained in Sections 2 

and 3, respectively. DES-based fault diagnosis is 

introduced in Section 4, and conclusion section is given in 

Section 5. 

2 V-model lifecycle 
Paul Rook introduced the V-model lifecycle in 1986 as a 

guideline for software development processes [2]. The 

primary aim of the V-model is to improve both the 

efficiency of software development and the reliability of 

the produced software. The V-model offers a systematic 

roadmap from project initiation to product phase-out [2]. 

The V-model also defines the relationship between the 

development and test activities; it implements verification 

of each phase of the development process rather than 

testing at the end of the project. The V-model, as defined 

in IEC 61508-3, is shown in Figure 1. 
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Figure 1: V-model software safety integrity and 

development lifecycle [16]. 

Before initializing a software development process 

according to the V-model, a software planning phase has 

to be realized, wherein a software quality assurance plan, 

software verification and software validation plans, and a 

software maintenance plan are fully defined. Later, the 

software requirements should be determined in 

cooperation with both the customer and the stakeholders. 

Using the selected software architectures (including 

modeling methods), software modules are developed by 

the designers. Each phase is verified immediately after 

completion. Note that, the left side of the V-model in 

Figure 1 represents the decomposition of the problem 

from the business world to the technical world [17]. After 

the coding phase, the right side of the V-model denotes the 

testing phase of the developed software.  

The number of person may expand in the development 

process but this expansion shall be identified from the very 

beginning of the project. In [2], the change of the total 

number of software development teams are illustrated as 

given in Figure 2. Additionally, the cost of detection of 

faults in the different phases of V-model is given in Figure 

3. 
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Figure 3: Software development teams [18]. 

The advantages and disadvantages of the V-model can 

be summarized as follows [4, 5]: 

 

Advantages 

1. Facilitates greater control due to the standardization of 

products in the process. 

2. Cost estimation is relatively easy due to the 

repeatability of the process. 

3. Each phase has specific products. 

4. Greater likelihood of success because of the early 

development of test plans and documentation before 

coding. 

5. Provides a simple roadmap for the software 

development process. 
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Disadvantages 

1. Low flexibility, expensive, and difficult to change 

scope. 

2. No early prototypes. 

3. Addresses software development within a project 

rather than a whole organization. 

4. Too simple to precisely reflect the software 

development process and may steer managers into a 

false sense of security. 

3 Modified V-model lifecycle 
As mentioned in [19], and [20], the required workforce 

and the cost of the development process of the software 

increases towards the end with respect to the initial phases 

of the development lifecycle. Therefore, the proposed 

modification is realized on the left side of the V-model. 

 

In the usual software development process according 

to V-model, the fulfillment of the requirements are 

checked by realizing the module tests after coding. By 

checking the module diagnosability, one can decide if the 

module fully covers the software requirements related 

with faults or not (will be explained in section 4). This 

intermediate phase can be considered as time consuming 

and an extra workload. However, rather than turning back 

again from the module testing phase to the module design 

phase in the V-model, the proposed phase provides a final 

inspection of modules before proceeding to the coding and 

module testing phases. The proposed V-model is given in 

Figure 4. 

The proposed modification in Figure 4 has three 

unique advantages: 

a. It checks whether the constructed model covers all 

software requirements related to faults: If the developed 

software model (see Table A.2 and Table A.17 of [15]) is 

not diagnosable, then the software model does not contain 

all software requirements related with the faults. 

b. It decreases costs through early detection of 

modeling deficiencies before proceeding to coding and 

testing phases: As can be seen from Figure 4, after 

proceeding to the coding phase, the designer can only go 

back to the module design phase at the end of the module 

tests. Many studies showed that, it is 5 times more 

expensive to fix a problem at the design stage than in the 

course of initial requirements, 10 times more expensive to 

fix it through the coding phase, 20 to 50 times more 

expensive to fix it at acceptance testing and, 100 to 200 

times more expensive to fix that error in the course of 

actual operation [20-23]. 

c. It enables designers to write simple and more 

readable code in decision of the faults: This will be 

explained with a simple case study in the next section. 

4 DES-based fault diagnosis 
An event is defined as an encountered specific action, i.e., 

an unplanned incident that occurred naturally or due to 

numerous conditions that are encountered simultaneously 

[24]. Events are classified as observable or unobservable 

events in a DES. 

A DES system is considered as diagnosable if it is 

possible to identify, within a finite delay, occurrences of 

precise unobservable events that are referred to as fault  

Figure 4: Enhanced V-model (Y-Yes, N-No). 

events [25]. In other words, a system is diagnosable if 

the fault type is always identified within a uniformly 

bounded number of transition firings after the occurrence 

of the fault [26]. The diagnoser is obtained from the 

system model itself and carries out diagnostics to observe 

the system behavior. Diagnoser states involve fault 

information, and occurrences of faults are identified 

within a finite delay by examining these states [27]. 

Finite state machines and Petri nets are considered as 

DES-based modeling methods and, these methods are also 

highly recommended by functional safety standards (see 

[15]). 

4.1 Basic petri net (PN) definitions 

A Petri net [28] is defined as; 

( )0, , , ,PN P T F W M=  (1) 

where 

• P = {p1, p2, …, pk} is the finite set of places, 

• T = {t1, t2, …, tz} is the finite set of transitions, 

• F ⊆ (P T)   (T P) is the set of arcs, 

• W: F → {1, 2, 3, …} is the weight function, 

• M0: P → {0, 1, 2, 3, …} is the initial marking, 

• P T =  and P T  . 

For a marking M, ( )iM p n=  represents the token 

number of the ith place where it is equal to n [28]. 

Representation of a marking : {1,  2,  3,  ...}M P→  can be 

realized by a k-element vector, where k denotes the total 

number of places. 

Definition 1 [28]: If a PN has no self-loops, then it is 

considered as pure and when all arc weights of a PN are 

1, then it is said to be ordinary. 

Definition 2 [28]:   0 1 1 2 1k k kM t M t M t M−    

means that, the marking Mk is reachable from the initial 

marking M0 by the 
1 2 kt t t  transitions sequence. Note 
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that, 
0( )R M  denotes the set of all reachable markings from 

M0. 

Definition 3 [29]: A PN is said to be free from deadlocks 

if it is possible to find at least one enabled transition at 

every reachable marking. 

The set of places, P is partitioned into a set of 

observable places and a set of unobservable places (Po and 

Puo). Likewise, the set of transitions, T is partitioned into 

a set of observable transitions and a set of unobservable 

transitions (To and Tuo). Thus, the partitioned sets for P and 

T can be expressed as 

 

 and 

 and 

uo o uo o

uo o uo o

P P P P P

T T T T T

=   =

=   =
 (2) 

 

In addition, a subset TF of Tuo represents a faulty 

transitions set. It is assumed that there are m different fault 

types. Here, 
1 2{ ,  ,  ,  }F mF F F = is the set of fault 

types. TF is expressed as 
1 2 mF F F FT T T T=    , where 

i jF FT T =  (if i ≠ j).  

{ } 2 FN


 =  is used to define the label set, where N 

is used to represent the label “normal,” which specifies 

that all fired transitions are not faulty, and 2 F  represents 

the power set of 
F . In the remainder of this paper, 

unobservable transitions and places are represented as 

shown in Figure 5. 

 

Unobservable transition and place

Observable transition and place

 

Figure 5: Representation of places and transitions. 

4.2 Diagnosis of faults by using PN models 

Since the system model contains unobservable places, it is 

not always possible to distinguish some markings. Thus, 

if 
1 2( ) ( )i iM p M p=  for any 

i op P , then it is denoted as

1 2M M . That is to say, M1 and M2 markings have the 

same observations. As done in [30], the definition of the 

quotient set 
0

ˆ ( )R M  according to the equivalence relation 

( )  is useful; 
0 0 0

ˆ ˆ ˆ( ) : ( )/ : { ,  ...,  ,  ...}nR M R M M M= =  

where 
0 0

ˆM M . An observable marking or the 

observation of a marking is represented by each member 

of 
0

ˆ ( )R M . We assume the following two statements are 

true for simplicity. 

Assumption [25, 26]: Only deadlock free PNs are 

considered and there does not exist an order of 

unobservable transitions whose firing produces a cycle of 

markings that have the same observation. 

A diagnoser is given for a PN [26, 27] by 

 

( )0,  ,  ,  d d o dG Q q=  . (3) 

 

The diagnoser given by (3) is an automaton where the 

set of states are represented by 
dQ Q , the set of events 

are represented by 
0

ˆ ( )o oR M T =  , the notation 

:d d o dQ Q  →  represents the partial state transition 

function, and the initial state is denoted by 

0 0{( , )}.q M N=  A diagnoser state qd is given as 

1 1 2 2{( , ),( , ), ,( , )}d n nq M l M l M l= , which involves pairs 

of a marking 
0( )iM R M  and a label 

il  . The state 

set 
dQ Q  represents the reachable states from the initial 

state q0 by using 
d . Each observed event 

o o   

represents an observation of a marking in 
0

ˆ ( )R M  or an 

observable transition in To. The state transition function 

d  is defined with the use of the label propagation 

function and the range function. 

The label propagation function associates a label 

(faulty or normal) over a sequence of transitions. If the 

sequence of transitions does not contain any faulty 

transition, the resulting marking is labeled as normal (N). 

Detailed explanation of the label propagation function, the 

range function and the state transition function can be seen 

from [25-27, 30, 31]. 

4.3 Obtaining diagnosability 

A PN is diagnosable if, and only if, the states of the 

diagnoser given by (3) shall be Fm-certain or does not 

involve any Fm-indeterminate cycle for any fault type Fm. 

Due to page restriction, the reader is referred [25-27] for 

detailed explanation of DES-based fault diagnosis and the 

proof of this theorem. 

4.4 Railway point example 

Trains can move from one track to another by the help of 

railway points (rail switches or point machines) placed at 

necessary locations. Points have two position indications, 

i.e., Normal (Nr) and Reverse (Rev). At any railway point, 

three main faults may occur. These faults are identified in 

the V-model software requirements specification phase as 

follows: 

 

• F1: Point may not reach the desired position in a 

predefined time (e.g., 5 sec) while moving from Nr to 

Rev. 

• F2: Point may not reach the desired position in a 

predefined time while moving from Rev to Nr. 

• F3: Both position indications may be received 

simultaneously. 

 

Examples of diagnosable and not diagnosable PN 

models of a railway point are given in Figure 6 and Figure 

7, respectively. The meanings of the transitions and places 

of the models in Figure 6 and Figure 7 are given in Table 

1 and Table 2, respectively. Note that the striped places 

and transitions represent unobservable places (Puo) and 

transitions (Tuo), whereas the other places (Po) and 

transitions (To) are observable. M0 represents the initial 

marking of the PN. The underlined numbers in the 

diagnoser are used to represent the marking of an 

unobservable place. 
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Representation of the PN model in Figure 6 is as 

follows: 

 

 

 

 

PM_1 PM_2 PM_5 PM_6 PM_8 PM_10 PM_12
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PM_1 PM_2 PM_3 PM_4 PM_5 PM_6 PM_7 PM_8 PM_9 PM_10 PM_11 PM_12 PM_13 PM_14 PM_ 1 PM_ 2 PM_

, , , , , , ,

, , , , ,

, , , , , , , , , , , , , ,    , ,

o

uo

o uo f f f

P P P P P P P P

P P P P P P

T t t t t t t t t t t t t t t T t t t

=

=

= =  

( ) ( ) ( )( ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )) ( )

3

0 0 PM_1 0 PM_2 0 PM_3 0 PM_4 0 PM_5 0 PM_6 0 PM_7

0 PM_8 0 PM_9 0 PM_10 0 PM_11 0 PM_12

,

, , , , , , ,...

       ..., , , , , 0,0, 0, 0,1,0, 0,0, 0,0, 1,0 .   

M M P M P M P M P M P M P M P

M P M P M P M P M P

=

=

 (4) 

 

tPM_f2

PPM_4

PPM_2

PPM_1

•
PPM_3

PPM_1

PPM_4
PPM_2

PPM_5

PPM_6

tPM_f1

PPM_3

PPM_2

PPM_1

tPM_1

tPM_2

tPM_3

tPM_4

tPM_5

tPM_6

tPM_7

tPM_8

PPM_7 PPM_8

PPM_9 PPM_10

tPM_9

tPM_10

tPM_11

tPM_12

tPM_11

tPM_12

tPM_f3
PPM_11

PPM_12

tPM_13

tPM_14

•

0,0,0,0,1,0,0,0,0,0,1,0, N

M0

0,1,0,0,1,0,0,0,0,0,1,0, N

M1 + tPM_2

M2 + tPM_5

0,0,0,1,0,0,0,0,0,0,1,0, N

M3 + tPM_8

0,0,0,0,0,1,0,0,0,0,1,0, N

1,0,0,0,0,1,0,0,0,0,1,0, N

M4 + tPM_1

M5 + tPM_4

0,0,1,0,0,0,0,0,0,0,1,0, N

M
0
+

t P
M

_
7

0,0,0,0,0,0,0,1,0,0,1,0, F1

M6 + tPM_9

0,0,0,0,0,0,0,0,0,1,1,0, F2

M7 + tPM_10

0,0,0,0,0,0,0,0,0,0,0,1, F3

0,0,0,0,0,0,0,0,0,0,0,1, F3

M10

M10

 

Figure 6: PN model of a railway point and its diagnoser 

(diagnosable). 

Three different fault types given in Figure 6 are 

1 2 3{ ,  ,  }F F F F = , where 
1 PM_ 1{ }F fT t= , 

2 PM_ 2{ }F fT t= , 

and
3 PM_ 3{ }F fT t= . The rectangles are used to diminish the 

complexity of the PN model. Each rectangle represents the 

label of the related place. 

The diagnoser illustrated in Figure 6 is built from the 

PN model of railway point. A rectangle is used to denote 

each state and each state contains a pair of place markings 

and an attached label, normal (N) or fault. In other words, 

in parts of the diagnoser, a marking immediately after an 

observed event is detected precisely. 

In accordance with the definition of the diagnoser in 

(3), a label which represents an observable transition or 

the observation of a marking is attached to all diagnoser 

state transitions. 

In this study, with a slight abuse of notation, labels 

containing the observation of a marking or a pair of the 

observation of a marking and an observable transition are 

attached to all state transitions of the diagnoser. 

 

Place Definition Transition Definition 

PPM_1 
Nr position 

requested 
tPM_1 

Point Nr 

position 

request 

PPM_2 
Rev position 

requested 
tPM_2 

Point Rev 

position 

request 

PPM_3 
Point is moving 

to Nr 

tPM_3 

(tPM_6) 

Request 

ignored 

PPM_4 
Point is moving 

to Rev 
tPM_4 Point left Rev 

PPM_5 Point is in Nr tPM_5 Point left Nr 

PPM_6 Point is in Rev 
tPM_7 

(tPM_8) 

Point reached 

to Nr (Rev) 

PPM_7 
Fault type F1 

has occurred 

tPM_9 

(tPM_10) 

Filter time has 

expired 

PPM_8 
Point is faulty 

(F1) 

tPM_11 

(tPM_12) 

Nr (Rev) 

position 

request 

PPM_9 
Fault type F2 

has occurred 

tPM_13 

(tPM_14) 

Point moved to 

Nr (Rev) and 

the fault 

acknowledged 

PPM_10 
Point is faulty 

(F2) 
tPM_f1 

Point 

indication fault 

PPM_11 
Unobservable 

fault restriction 
tPM_f2 

Point 

indication fault 

PPM_12 
Point is faulty 

(F3) 
tPM_f3 

Point position 

fault 

Table 1: Definition of transitions and places in the 

models given in Figure 6. 

For example, at 
0M̂  in Figure 6, the event label 

10M̂  

represents that the observable marking 
10M̂  is observed 

by firing the unobservable transition tPM_f3. Similarly, the 

diagnoser state changes by firing the unobservable 

transition tPM_f3. Similarly, the diagnoser state changes 

from {((0,0,0,0,1,0,0,0,0,0,1,0,), )},N  to

{((0,1,0,0,1,0,0,0,0,0,1,0), )},N  as a function of firing the 

observable transition tPM_2 with the observation 
1M̂  of the 

resulting marking. According to the definition given in 

Section 4.3, since all states are Fm-certain and there is no 

Fm-indeterminate cycle in the diagnoser, the PN model is 

diagnosable. 

Representation of the PN model in Figure 7 is as 

follows: 
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Figure 7: PN model of a railway point and its diagnoser 

(not diagnosable). 

The diagnoser given in Figure 7 is not diagnosable 

because it is not possible to distinguish the fault type after 

observing the marking 
5M̂ . In this case, the PN model will 

identify only one of the faults (F1 or F2) while the obtained 

code from this PN model is running. Therefore, the 

designers should revise the PN model before proceeding 

to the coding phase; otherwise, this deficiency will result 

in an unsuccessful test case in the module testing phase. 

4.5 Railway signal example 

An example PN model of a Two-Aspect Signal (TAS) 

and its diagnoser is given in Figure 8. TAS is generally 

used in railway depot areas and has two signal color 

indications (red means stop and green means proceed). 

The meanings of the transitions and places of the model in 

Figure 8 are given in Table 3. It is assumed that two 

different faults may occur in TAS which are F1: Both 

signal aspects are lit at the same time; and F2: No signals 

are lit. 

 

 

 

Place Definition Transition Definition 
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moving to Nr 

tPM_1 

(tPM_2) 

Movement 

request is 

received for 

Nr (Rev) 
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PPM_2 
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Point 

position is 
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PPM_4 

Point 

position is 
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PPM_6 
Point is 
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tPM_f1 
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Point 
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Point is 

moving from 

one position 
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Point position 
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Table 2: Definition of transitions and places in the 

models given in Figure 7. 
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Figure 8: PN model of TAS and its diagnoser. 

Place Definition Transition Definition 

PS2_1 Signal is red tS2_1 
Turn signal to 

green 
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PS2_2 Signal is green tS2_2
 Turn signal to 

red 

PS2_3 
Fault type F1 

has occurred 
tS2_3

 

Signal turned 

to red and the 

fault 

acknowledged 

PS2_4 
Fault type F2 

has occurred 
tS2_4

 

Signal turned 

to red and the 

fault 

acknowledged 

PS2_F1 

Unobservable 

fault 

restriction 

tS2_f1 
Point aspect 

fault 

PS2_F2 

Unobservable 

fault 

restriction 

tS2_f2 

Point 

indication 

fault 

Table 3: Definition of transitions and places in the 

models given in Figure 8. 

To compare the simplicity in decision of the faults 

with and without a diagnoser, an example Programmable 

Logic Controller (PLC) code snippet of TAS model is 

shown in Figure 9 and Figure 10, respectively. 

As can be seen from Figure 9 and Figure 10, decision 

of fault occurrence with a diagnoser is simpler than 

without a diagnoser. For the PLC code given in Figure 9, 

the diagnoser compares the actual states of the PN model 

with predefined faulty states. When the faulty state of the 

diagnoser is fully matched with the marking of the actual 

PN states, the diagnoser sets the corresponding fault label. 

Faulty states of the 

diagnoser given in Fig. 6
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Figure 9: Diagnoser block of TAS and decision of fault 

occurrence. 

Decision of the faults

 

Figure 10: Decision of fault for TAS without diagnoser. 

Moreover, since the V-model is modified by adding 

an additional step, we also defined a new task for the 

organizational structure of the software development 

team. The Diagnoser designer (DDes) is added to the 

preferred organizational structure of the enhanced V-

model as given in Figure 11 (PM: Project Manager, RQM: 

Requirement Manager, Des: Designer, IMP: Implementer, 

VER: Verifier, VAL: Validator, DDes: Diagnoser 

Designer, ASR: Assessor). The original organizational 

structure can be seen from EN 50128 [15]. 

RQM, Des, IMP INT, TST VAL

PM ASR

VER, DDes

SIL3 & SIL4

shall report to the Project Manager

can report to the Project Manager

shall not report to the Project Manager

can be the same person

can be the same organization

 

Figure 11: Recommended organizational structure for the 

enhanced V-model for SIL3&SIL4 software. 

5 Conclusion 
Faults in a safety-critical system may cause severe harm 

to humans. Therefore, the development steps of software 

for such safety-critical systems must be executed very 

carefully. Designers, developers, and engineers must 

consider the recommendations of both the international 

safety standards and the national rules to satisfy the 

required safety level and fulfill requirements. 

Although enhancing the V-model with DES-based 

fault diagnosis is time consuming, however, the 

advantages of this intermediate step are threefold: (1) it 

checks whether the developed model fulfills all software 

requirements related to the faults; (2) decision of faults 

with a diagnoser is simpler than without a diagnoser; and 

(3) an early check of the models is possible before 
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proceeding to the coding and testing phase because the V-

model leads developers from the module testing phase to 

the module design phase rather than the coding phase. 

On the other hand, when costs and work hours are 

considered, adding such an intermediate step to the V-

model can result in considerable benefits to both project 

management and product development departments. 
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Abstract: A speech signal is a result of the constrictions of vocal tract and different sounds can be 

generated by different vocal tract constrictions. A speech signal carries two things i.e. speaker's identity 

and meaning. For a specific applications of speaker and speech recognition like voice operated wheel 

chair, both the speaker and speech is to be recognized for movement of wheel chair. Automation in 

wheelchair is,  today's requirement as the numbers of people are increasing with disabilities like injuries 

in spine, amputation, impairments in hands etc. They need assistance for moving their wheel chair. 

Voice operated wheel chair is one of the solution. The intention of this study is to use a speaker and 

speech dependent system to control the wheelchair and minimize the risk of unwanted accident. We have 

proposed a system in which speaker (patient) as well as speech (commands) is recognized based upon 

the acoustic features like Mel Frequency Cepstral Coefficients (MFCC). Optimization of the features 

using Artificial Bee Algorithm (ABC) is done to gain good accuracy with artificial intelligence technique 

as a classifier. We have tested our system on standard dataset (TIDIGITS) and our own prepared 

dataset. Also, validation of proposed work is done by generating control signal to actuate the wheel 

chair in real time scenario. 

Povzetek: Predstavljen je nadzor invalidskega vozička s pomočjo govora in metod umetne inteligence. 

1 Introduction
In the recent years, speaker and speech recognition has 

become a major domain of research because of various 

applications in real world from home to health care 

services. Speaker and speech recognition is jointly used 

in voice operated wheel chair. Wheel chair should move 

only when specific person (speaker recognition) should 

give commands (speech recognition). To guarantee good 

accuracy and less learning time, feature extraction 

process is very important for any recognition system. We 

have done detailed analysis on various feature extraction 

methods [1-2]. MFCC are the most used features for the 

speaker and speech recognition systems. Various 

optimization algorithms like Genetic algorithms with 

convolutional neural networks have been used for 

various applications like human action recognition [3-4]. 

Weights can be optimized using Genetic Algorithm (GA) 

framework.  Dervis Karaboga proposed ABC algorithm 

for optimizing numerical problems[5]. This algorithm 

can be used in various fields like data mining, designing 

of filters, speech/speaker recognition etc. [6]. Initially 

DNN based system are used on phone recognition task. 

After that DNNs are used at large scale on big 

vocabulary continuous speech [7-10].When DNN based 

systems are compared with other systems like dynamic 

time warping (DTW), Hidden Markov Models (HMM), 

Gaussian mixture models (GMM) based systems, then 

recognition accuracy is more for DNN based systems 

[11].There is fast learning in deep neural network by 

parameterization of weight matrix by using periodic 

functions. In this way training time is reduced and 

classification accuracy improves. Different 

configurations of layers in neural network results in 

different results in terms of accuracy by considering 

complexity and memory requirements of the system [12-

13]. Feed forward back propagation network (FFBPN) 

and recurrent neural network (RNN) are most used 

networks type [14-15]. This paper presents the integrated 

speaker and speech recognition system with optimized 

mailto:regs4gurpreet@yahoo.co.in
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MFCC features using ABC algorithm and FFBPN is used 

for classification. The main aim of proposed work is to 

combined the features of speech according to the speaker 

and create a speech and speaker dependent system to 

recognize the command which is given by the speaker to 

operate the wheelchair. If the wheelchair is operated only 

on commands without recognizing speaker then anybody 

can provide the wrong commands. So we need to 

combine the speech with speaker for the movement of 

wheel chair without any error. Operating the wheelchair 

according to the command of speaker is a big task and 

the feature extraction technique plays an important role. 

If the extracted features of speech signal are not unique 

then the accuracy of recognition system is not acceptable 

and the chances of error will increase. So the selection of 

a feature extraction technique is major issue  in the 

speech recognition system.  MFCC is a better option to 

find out the features from the speech signals. But the 

chances of unwanted features are still there, so 

optimization is needed and we have used the artificial 

bee colony algorithm with a novel objective function. So 

in the proposed work, an efficient speech and speaker 

recognition system is presented using the artificial 

intelligence technique along with the ABC optimization 

algorithm. 

2 Related work 
There are many existing speech and speaker recognition 

system using different types of techniques.  

Many researchers have developed smart wheel chairs 

with voice commands using commercially available 

recognition systems. Simpson et al. [16] developed a 

wheelchair with joystick as well as voice controlled 

module. They have used commercially available Verbex 

speech commander recognition system with nine 

commands. With the development of many algorithms in 

artificial intelligence domain, researchers have moved to 

this field. Pacnik et al. [17] proposed a voice operated 

intelligent wheel chair (VOIC) using LPC cepstral 

analysis with neural network. They have analyzed that 

recognition of speech is possible with neural network, 

giving 4% error. Another author Jabardi [18] developed a 

wheelchair based upon artificial neural network with 

86% of accuracy for known speakers and 76% of 

accuracy for unknown speakers. Speech recognition field 

has gain more advancement in terms of recognition rate, 

environmental conditions, speaker variability etc. with 

the development of deep neural networks[19-24]. 

From the above survey we have decided to present 

an integrated speaker and speech recognition system 

using ABC algorithm with artificial intelligence 

technique for the movement of wheel chair. 

 

Figure 1: Integrated Speaker and Speech Recognition System for movement of wheel chair. 
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3 Proposed system 
We have proposed an integrated speaker and speech 

recognition system as shown in figure 1. 

Above figure represent the flow diagram of 

integrated speaker and speech recognition system based 

on the artificial intelligence concept. In the speaker and 

speech recognition system, firstly features are extracted 

from the speech signal. These features should be robust 

to noise and efficient enough so that classification can 

discriminate between the speakers and words. We have 

used MFCC features and to gain in accuracy, 

optimization of these features is done by ABC algorithm. 

Then classification is done with feed forward back 

propagation neural network. The FFBPN output is what 

is recognized i.e. who is speaking and what he or she is 

speaking. The command word is given through the RF 

transceiver to the microcontroller. The MCU (ATMEGA 

8) interprets the commands received and accordingly 

motor is controlled through driver circuit (L293D) to 

move the wheel chair. 

3.1 Feature extraction using MFCC 

algorithm 

In this section, we have described the MFCC algorithm 

which is used to find out the feature set from the speech 

signal with respect to the speaker. The algorithm of 

MFCC is given below. 

Firstly Initialized parameters 

Tw = 25(analysis frame duration (ms)) 

Ts = 10 (analysis frame shift (ms)) 

Alpha = 0.97(pre emphasis coefficient) 

R = [300 3700] (frequency range to consider) 

M = 20 (number of filter bank channels) 

C = 13 (number of cepstral coefficients) 

L = 22 (cepstral sine lifter parameter) 

Hamming=((N)(0.54-0.46*cos(2*pi*[0:N-1].'/(N-1)))) 

MFCCfeatures{i}

= ∑ MFCC( Signal, fs, Tw, Ts, Alpha, Hamming, R, M, C, L)

𝑛

𝑖=1

 

 

Where Signal is the speech data which is uploaded by 

user and MFCC_features are the extracted feature set 

from the uploaded speech data. 

3.2 Optimization with ABC algorithm 

The probability of unwanted signals are more in 

extracted features and due to the unwanted signal the 

accuracy of work is degraded. So we need to enhance the 

features set by removing the unwanted signal using the 

artificial bee colony algorithm as an optimization 

technique. To optimize the features set, we have defined 

a novel objective function and fitness function of ABC 

algorithm as shown in equation 1. 

 

𝐴𝐵𝐶𝑓𝑓 =

{
𝐵𝑒𝑒𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑖𝑓𝐵𝑒𝑒𝑐𝑢𝑟𝑟𝑒𝑛𝑡 > 𝐵𝑒𝑒𝑜𝑛𝑙𝑜𝑜𝑘𝑒𝑟

𝐵𝑒𝑒𝑜𝑛𝑙𝑜𝑜𝑘𝑒𝑟𝑒𝑙𝑠𝑒
}..(1) 

 

Where ABCff is the output of fitness function and     

Beecurrentis the total bee which is called MFCC feature 

and Beeonlooker is the threshold value of feature set. The 

steps of ABC algorithm is given in below; 

Upload dataset for Training 

Select Case (B, F, L, R and S) 

Choose Noise Type 

       A: Without Noise 

       B: White Gaussian Noise (WGN) 

       C: Adaptive WGN 

If user=1 (Without Noise) 

Speech_signal=load (Speech Data) 

Speech_MFCCfeatures{i} = ∑ mfcc( Speech_signal)

𝑛

𝑖=1

 

Initialize ABC Algorithm 

Define - Employed bee 

       - Onlookers bee and  

       - Scouts bee 

Set objective function: 

𝐴𝐵𝐶𝑓𝑓

= {
𝐵𝑒𝑒𝑐𝑢𝑟𝑟𝑒𝑛𝑡                              𝑖𝑓     𝐵𝑒𝑒𝑐𝑢𝑟𝑟𝑒𝑛𝑡 > 𝐵𝑒𝑒𝑜𝑛𝑙𝑜𝑜𝑘𝑒𝑟

  𝐵𝑒𝑒𝑜𝑛𝑙𝑜𝑜𝑘𝑒𝑟                             𝑒𝑙𝑠𝑒                                                   
} 

 

  Opitmized_MFCC{i}

= ∑ ∑ ABC( MFCCfeatures, fs, ft)

c

j=1

𝑟

𝑖=1

 

where fs is selected value and ft is threshold value 

else if  user=2 (WGN Noise) 

Speech_signal_WGN=load (Speech Data) 

 

Speech_WGN_MFCCfeatures{i}

= ∑ mfcc( Speech_signal_WGN)

𝑛

𝑖=1

 

  Opitmized_WGN_MFCC{i}

= ∑ ∑ ABC( MFCCfeatures, fs, ft)

c

j=1

𝑟

𝑖=1

 

where fs is selected value and ft is threshold value 

 

else if  user=3 (AWGN Noise) 

Speech_signal_AWGN=load (Speech Data) 

 

Speech_AWGN_MFCCfeatures{i}

= ∑ mfcc( Speech_signal_AWGN)

𝑛

𝑖=1

 

  Opitmized_AWGN_MFCC{i}

= ∑ ∑ ABC( MFCCfeatures, fs, ft)

c

j=1

𝑟

𝑖=1

 

Where fs is selected value which is called current 

bee and ft is threshold value which is called onlooker 

bee. The best optimized is called scout bee which is the 

optimal feature from the MFCC feature sets. 

end  

Where speech_signal is the speech data which is 

uploaded by users and Opitmized_AWGN_MFCC is the 
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optimized features set which is used in the training of 

proposed system as an input of FFBPN algorithm. 

3.3 FFBPN algorithm 

A Feed forward back propagation neural network 

(FFBPN) is an authoritative machine learning technique 

from the field of deep learning. FFBPNs are trained 

using large collections of optimized features set. From 

these large collections, FFBPNs can learn prosperous 

feature representations for a wide range of features. The 

used algorithm of FFBPN is given as; 

 

Load Opitmized_MFCC_Data 

Trainingdata = Opitmized_MFCC_Data 

Initialize FFBPN  

Generate group of data = group 

Set iteration = 1000 

for i = 1: iteration  

Weight = Opitmized_MFCC_Data(i) 

Hidden_Layer = [25, 25, 25] (tansig) 

Net_algo = trainrp 

Generate Net structure of FBPNN (net) 

Net_Output = train (net, Trainingdata, group) 

end  

 

We have saved the Net_Output as a training data and 

simulated with test data and appropriate results are 

calculated with feed forward back propagation neural 

network. The Net_Output depends on the training data of 

network and it contains the categories of data which is 

used in the classification stage of proposed work. In the 

training phase we have considererd the 25 neurons in 

each hidden layers with tan sigmoid transfer function. 

This is used as a carrier of signal from one layer to 

another layer of FFBPN. Each layer of FFBPN produces 

a response, or activation, to an input feature. However, 

there are only a few layers within a FFBPN that are 

suitable for feature training. Here we have set the 1000 

iteration for the training of input data based on the 

performance criteria of FFBPN. In the each iteration 

FFBPN adjust the weight of input feature and create a 

structure of output according to the defined group at the 

time of initialization of network. 

4 Proposed system 
We have proposed an integrated speaker and speech 

recognition system as shown in figure 1. 

Above figure represent the flow diagram of 

integrated speaker and speech recognition system based 

on the artificial intelligence concept. In the speaker and 

speech recognition system, firstly features are extracted 

from the speech signal. These features should be robust 

to noise and efficient enough so that classification can 

discriminate between the speakers and words. We have 

used MFCC features and to gain in accuracy, 

optimization of these features is done by ABC algorithm. 

Then classification is done with feed forward back 

propagation neural network. The FFBPN output is what 

is recognized i.e. who is speaking and what he or she is 

speaking. The command word is given through the RF 

transceiver to the microcontroller. The MCU (ATMEGA 

8) interprets the commands received and accordingly 

motor is controlled through driver circuit (L293D) to 

move the wheel chair. 

4.1 Feature extraction using MFCC 

algorithm 

In this section, we have described the MFCC algorithm 

which is used to find out the feature set from the speech 

signal with respect to the speaker. The algorithm of 

MFCC is given below. 

Firstly Initialized parameters 

Tw = 25(analysis frame duration (ms)) 

Ts = 10 (analysis frame shift (ms)) 

Alpha = 0.97(pre emphasis coefficient) 

R = [300 3700] (frequency range to consider) 

M = 20 (number of filter bank channels) 

C = 13 (number of cepstral coefficients) 

L = 22 (cepstral sine lifter parameter) 

Hamming=((N)(0.54-0.46*cos(2*pi*[0:N-1].'/(N-1)))) 

MFCCfeatures{i}

= ∑ MFCC( Signal, fs, Tw, Ts, Alpha, Hamming, R, M, C, L)

𝑛

𝑖=1

 

 

Where Signal is the speech data which is uploaded by 

user and MFCC_features are the extracted feature set 

from the uploaded speech data. 

4.2 Optimization with ABC algorithm 

The probability of unwanted signals are more in 

extracted features and due to the unwanted signal the 

accuracy of work is degraded. So we need to enhance the 

features set by removing the unwanted signal using the 

artificial bee colony algorithm as an optimization 

technique. To optimize the features set, we have defined 

a novel objective function and fitness function of ABC 

algorithm as shown in equation 1. 

 

𝐴𝐵𝐶𝑓𝑓 =

{
𝐵𝑒𝑒𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑖𝑓𝐵𝑒𝑒𝑐𝑢𝑟𝑟𝑒𝑛𝑡 > 𝐵𝑒𝑒𝑜𝑛𝑙𝑜𝑜𝑘𝑒𝑟

𝐵𝑒𝑒𝑜𝑛𝑙𝑜𝑜𝑘𝑒𝑟𝑒𝑙𝑠𝑒
}..(1) 

 

Where ABCff is the output of fitness function and     

Beecurrentis the total bee which is called MFCC feature 

and Beeonlooker is the threshold value of feature set. The 

steps of ABC algorithm is given in below; 

Upload dataset for Training 

Select Case (B, F, L, R and S) 

Choose Noise Type 

       A: Without Noise 

       B: White Gaussian Noise (WGN) 

       C: Adaptive WGN 

If user=1 (Without Noise) 

Speech_signal=load (Speech Data) 
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Speech_MFCCfeatures{i} = ∑ mfcc( Speech_signal)

𝑛

𝑖=1

 

Initialize ABC Algorithm 

Define - Employed bee 

       - Onlookers bee and  

       - Scouts bee 

Set objective function: 

𝐴𝐵𝐶𝑓𝑓

= {
𝐵𝑒𝑒𝑐𝑢𝑟𝑟𝑒𝑛𝑡                              𝑖𝑓     𝐵𝑒𝑒𝑐𝑢𝑟𝑟𝑒𝑛𝑡 > 𝐵𝑒𝑒𝑜𝑛𝑙𝑜𝑜𝑘𝑒𝑟

  𝐵𝑒𝑒𝑜𝑛𝑙𝑜𝑜𝑘𝑒𝑟                             𝑒𝑙𝑠𝑒                                                   
} 

 

  Opitmized_MFCC{i}

= ∑ ∑ ABC( MFCCfeatures, fs, ft)

c

j=1

𝑟

𝑖=1

 

where fs is selected value and ft is threshold value 

else if  user=2 (WGN Noise) 

Speech_signal_WGN=load (Speech Data) 

 

Speech_WGN_MFCCfeatures{i}

= ∑ mfcc( Speech_signal_WGN)

𝑛

𝑖=1

 

  Opitmized_WGN_MFCC{i}

= ∑ ∑ ABC( MFCCfeatures, fs, ft)

c

j=1

𝑟

𝑖=1

 

where fs is selected value and ft is threshold value 

 

else if  user=3 (AWGN Noise) 

Speech_signal_AWGN=load (Speech Data) 

 

Speech_AWGN_MFCCfeatures{i}

= ∑ mfcc( Speech_signal_AWGN)

𝑛

𝑖=1

 

  Opitmized_AWGN_MFCC{i}

= ∑ ∑ ABC( MFCCfeatures, fs, ft)

c

j=1

𝑟

𝑖=1

 

Where fs is selected value which is called current 

bee and ft is threshold value which is called onlooker 

bee. The best optimized is called scout bee which is the 

optimal feature from the MFCC feature sets. 

end  

Where speech_signal is the speech data which is 

uploaded by users and Opitmized_AWGN_MFCC is the 

optimized features set which is used in the training of 

proposed system as an input of FFBPN algorithm. 

4.3 FFBPN algorithm 

A Feed forward back propagation neural network 

(FFBPN) is an authoritative machine learning technique 

from the field of deep learning. FFBPNs are trained 

using large collections of optimized features set. From 

these large collections, FFBPNs can learn prosperous 

feature representations for a wide range of features. The 

used algorithm of FFBPN is given as; 

 

Load Opitmized_MFCC_Data 

Trainingdata = Opitmized_MFCC_Data 

Initialize FFBPN  

Generate group of data = group 

Set iteration = 1000 

for i = 1: iteration  

Weight = Opitmized_MFCC_Data(i) 

Hidden_Layer = [25, 25, 25] (tansig) 

Net_algo = trainrp 

Generate Net structure of FBPNN (net) 

Net_Output = train (net, Trainingdata, group) 

end  

 

We have saved the Net_Output as a training data and 

simulated with test data and appropriate results are 

calculated with feed forward back propagation neural 

network. The Net_Output depends on the training data of 

network and it contains the categories of data which is 

used in the classification stage of proposed work. In the 

training phase we have considererd the 25 neurons in 

each hidden layers with tan sigmoid transfer function. 

This is used as a carrier of signal from one layer to 

another layer of FFBPN. Each layer of FFBPN produces 

a response, or activation, to an input feature. However, 

there are only a few layers within a FFBPN that are 

suitable for feature training. Here we have set the 1000 

iteration for the training of input data based on the 

performance criteria of FFBPN. In the each iteration 

FFBPN adjust the weight of input feature and create a 

structure of output according to the defined group at the 

time of initialization of network. 

 

5 Experiments and results 
In this section, the simulation results and analysis of 

proposed work is described. The speech is acquired by 

sound recorder with the help of headphone at 16 KHz 

frequency at room environment in mono format. In our 

case, database is prepared for four speakers of age 27-34, 

two females (F1, F2) and two males (M1, M2). The 

words recorded are 'Forward, Backward, Left, Right, 

Stop'.  Each word is recorded 80 times and hence 400 

words are recorded for each speaker creating a database 

of 1600 words. It is much more difficult to recognize 

speech in presence of noise. Proposed work is tested on 

various types of noises like White Gaussian Noise 

(WGN), Adaptive White Gaussian Noise (AWGN) etc. 

We have tested our system on TIDIGITS database and 

our own created database. For the all types of signal, we 

have extracted the features and then optimized them to 

enhance the features set. After the optimization, we have 

trained the features with FFBPN. 
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In the training phase, we have used the set of 25 

neurons in each hidden layers with tan sigmoid transfer 

function to train the input feature data. After the training, 

we have tested the simulation with a test speech signal 

and process is repeated for testing phase. 

Figure 2: ROC Curve for Proposed Work. 

Figure 2 shows the receiver operating characteristics 

(ROC) curve of proposed speech and speaker recognition 

system. It is a graphical method for comparing two 

empirical distributions where x-axis denotes the false 

positive rate and y-axis denotes the true positive rate. On 

the basis of ROC curve we have calculated the 

probability of recognition accuracy using the area under 

curve (AUC), which varies from 0 to 1. Form the figure 

2, the AUC value is 0.8993 which indicates the training 

to system is good, therefore better classification rate. 

Table 1 shows the recognition accuracy for four persons 

including 2 men and 2 women. We have compiled the 

results for four persons using TIDIGITS dataset. 

Speech 
Signal 

(Words) 

Man 1 Man 2 Woman 1 Woman 2 

One 96.88 97.11 97.35 96.20 

Two 95.38 94.27 95.00 96.24 

Three 99.42 98.30 97.91 99.35 

Four 98.32 99.14 98.10 98.65 

Five 99.16 97.88 99.02 99.35 

Six 96.88 97.11 97.35 96.26 

Seven 95.38 94.27 95.01 96.28 

Eight 99.42 98.30 97.91 99.35 

Nine 98.32 99.14 98.13 98.65 

Zero 99.16 97.88 99.02 99.35 

Table 1: Accuracy of integrated speaker and speech 

recognition for different isolated words (Clean 

Environment). 

Figure 3 shows the accuracy of integrated speaker and 

speech recognition work for the digit database in clean 

environment. The average accuracy is more than 97% in 

clean environment. 

 

Figure 3: Accuracy of integrated speaker and speech 

recognition in clean environment. 

Speech 
Signal 

(Words) 

Man 1 Man 2 Woman 
1 

Woman 
2 

One 88.76 90.93 91.17 90.08 

Two 89.26 88.09 88.82 90.03 

Three 93.26 92.12 91.79 93.17 

Four 92.19 92.96 91.92 92.47 

Five 92.91 91.74 92.85 93.84 

Six 90.75 90.93 91.19 90.56 

Seven 89.21 88.09 88.87 90.07 

Eight 93.24 92.15 91.72 93.17 

Nine 92.14 92.99 91.92 92.45 

Zero 92.98 91.72 92.84 93.17 

Table 2: Accuracy of integrated speaker and speech 

recognition for different isolated words (Noisy 

Environment). 

 

Figure 4: Accuracy of integrated speaker and speech 

recognition in noisy environment. 

Figure 4 and table 2 shows the achieved accuracy in 

noisy environment. Speech signal is corrupted by adding 

White Gaussian Noise and then accuracy is measured. 

The average accuracy is more than 91% in noisy 

environment.  

Table 3 shows the comparison of two methods: One with 

MFCC only and another is with MFCC and ABC 
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algorithm on our own created algorithm using FFBPN as 

a classifier. 

 

No. of 

Iterations 

Proposed 

work using 

MFCC 

Proposed work 

using MFCC with 

ABC Algorithm 

1 92.85 97.64 

2 94.06 98.94 

3 90.68 97.47 

4 89.84 95.94 

5 91.64 97.69 

Average 

(%) 91.82 97.53 

Table 3: Accuracy of integrated speaker and speech 

recognition for own created database. 

 

Figure 5: Comparison of accuracy. 

In the figure 5 the comparison of accuracy for proposed 

work using optimization and without optimization is 

given. The accuracy is better for optimization case. So in 

integrated speaker and speech recognition, optimization 

is a better tool to create a unique feature set.  

Further, we have tested our system in real time scenario 

for the movement of wheelchair. The command from 

MATLAB software is received using RF data modem. It 

works on 2.4 GHz frequency with adjustable baud rates 

of 9600 /115200 for direct interfacing with MCU. The 

MCU (ATMEGA 8) interprets the commands received 

and accordingly motor is controlled through driver circuit 

(L293D). Programming for MCU (ATMEGA 8) is done 

on ARDUINO Compiler. We have achieved average 

87.4% accuracy for five isolated words in different 

environments like lab, canteen, office etc. 

6 Conclusion 
In proposed work, we have presented that speaker as well 

as speech recognition system with MFCC, ABC and 

FFBPN is helpful in achieving more accuracy. To be 

specific, we have found that optimization and feature 

extraction are very important as well as difficult steps in 

any pattern recognition system. In proposed work, we 

have extracted more useful feature set from speech signal 

using MFCC technique, feature optimization using ABC 

optimization algorithm and for the training and 

classification of data, FFBPN is used. The experimental 

results analyzed that proposed method using MFCC with 

ABC algorithm provides good results with 97% of 

accuracy and it is 6% more than without using 

optimization technique. In real time scenario, average 

accuracy achieved is 87.4%. 
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In digital image forensics, local interest points can be employed to faithfully detect region duplication forgery. 

Authentic images may be abused by copy-move forgery to fully contained duplicated regions such as objects. 

Recent existing local interest point forgery detection methods fail to detect this type of forgery in the retouched 

regions by some geometric transformations. To solve this challenge, local interest points should be detected 

which cover all the regions with high primitives like corners and edges. These primitives represent the internal 

structure of any object in the image which makes them have a discriminating property under geometric 

transformations such as scale and rotation operation. They can be exposed based on Scale-Invariant Features 

Transform (SIFT) algorithm. Here, we provide an image forgery detection technique by using local interest 

points. First, the image is segmented based on fuzzy C means to divide the image into homogenous regions that 

have the same texture. Second, local interest points are exposed by extracting Adaptive non-maximal suppression 

(ANMS) from dividing blocks in the segmented image to detect such corners of objects. We also demonstrate that 

ANMS Keypoints can be effectively utilized to detect blurred and scaled forged regions. The ANMS features of 

the image are shown to exhibit the internal structure of copy moved region. We provide a new texture descriptor 

called local phase Quantization (LPQ) that is robust to image blurring and also to eliminate the false positives 

of duplicated regions. Experimental results show that our scheme has the ability to reveal region duplication 

forgeries under scaling, rotation and blur manipulation of JPEG images on MICC-F220 and CASIA v. 2 Image 

Datasets. 

Povzetek: Predstavljena je izvirna metoda za odkrivanje ponarejenih področij v sliki. 

1 Introduction 
In the digital era, it is quite popular for expert users of 

image editing tools to manipulate images easily. 

Nowadays, we are facing the abuse of digital image tools, 

image forgery has begun to crumble the trustworthiness of 

visual images [12], that seeing is no longer believing. 

Image forgery has inspired researchers [20] to investigate 

and check the authenticity of digital images due to its 

effect to the judgment of the truth of suspected images in 

many sectors, such as digital newspapers, law evidence, 

medical documents, etc. Region duplication forgery is one 

of the most common image editing tools to abuse image. 

It is a simple operation that gives high visual impact to 

suspected images. Furthermore, it is known as Copy-

move, cloning or region duplication. Copy-move forgery 

duplicates a region of an image and moves it to another 

location within the same image. This type of forgery has a 

good effect which conveys misleading information in 

order to support an individual agenda. 

Some Existing methods are developed to examine and 

locate Copy-moved regions in a forged image [9, 2]. Some 

can detect duplicate regions [27, 41, 44] and another can 

locate multiple duplicated regions [47]. The region 

duplication forgery detection methods have been 

categorized and evaluated based on their sensitivity 

towards two types of attacks: a) Geometrical manipulation 

attacks and b) Post-processing attacks. For a geometrical 

attacks, the copy-move detection methods are resilient 

against spatial domain changes such as rotation [40], 

scaling [14, 11]. Conversely, some scientific papers have 

examined the robustness against the retouching or 

blending tools which hide visual editing artifacts in the 
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image through some post-processing attacks. Such attacks 

include: blurring [43, 46], additive noise [38] and JPEG 

compression [19, 42] impacts are obtained after applying 

geometrical transformation operations. Hence, this type of 

forgery is a challenging problem that motivates us to 

investigate forged images against scale, rotation and blur 

attacks. As blurring could transform the features of any 

region in the image, further inspection of this attack should 

consider [43]. The blur transformation in the image 

features may also make the standard copy-move forgery 

detection methods struggle to detect the blurred duplicated 

regions. The proposed method starts a forensic job by 

collecting images that contain simple transformation 

attacks and blur attacks. The original images are collected 

from the  Dataset MICC-F220 [4] and CASIA v2.0 [33]. 

Then, the proposed method is implemented to combine the 

Scale Invariant Feature with LPQ matching technique. We 

then compare the performance of the proposed method by 

F-scores with state-of-the-art methods: [4, 25, 39] and 

block-based methods: [3, 24]. 

The paper is organized into five sections. Section 2 

highlights Related Works on copy-move forgery detection 

per some attacks included. Section 3 introduces the 

proposed method. In Section 4, it will discuss the 

experimental results and performance evaluation. In 

Section 5, the conclusion and future works are summrized. 

2 Related works  
The common flowchart of most copy-move forgery 

detection methods has six steps as shown in Figure 1. 

These steps are: 1) image preprocessing, 2) image 

division, 3) feature extraction, 4) building descriptor 5) 

matching and 6) show detection results. The first step is 

optional, which tries to improve the image content by 

defeating undesired noise. The most frequent 

preprocessing step is image color conversion be 

converting an RGB color image into grayscale image [32] 

by using the Eq. 1. 

𝐺𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒 = 0.228 𝑅 + 0.587 𝐺 + 0.114 𝐵                (1) 

Where R,G and B channels represent the Red, Green and 

Blue channels as pixel information in the image.  

Rafsanjany et al. [17] converts the input RGB image to 

Gray scale and Lab color space. Then, they divided it into 

square blocks to extract features. Their method achieved 

about 90% F-measure for JPEG images with size 

512x512. Another color conversion is used such as YCbCr 

color system to give the luminance information Y or 

chrominance information Cb and Cr [26]. Shinfeng et al. 

[21] used YCbCr color system for image conversion and 

divide it into blocks, for each block, DCT coefficients are 

extracted to produce 64 bit feature vector. Later, they 

computed the probability of each block by identifying the 

period of the it’s histogram.  

The main goal of the image conversion is to achieve 

the dimensionality reduction of the image features and 

extract the distinctive local interest points or visual 

features. This could help on performance the proposed 

copy-move forgery detection methods in the aspect of 

time complexity [13]. Similarly, Hue saturation Value 

(HSV) color space is used in method [31], which help to 

detect intense dark duplicated regions or bright regions 

with around 7.22 % false positive rate. 

Based on the way of dividing the image on the second 

stage of copy-move forgery detection, these techniques 

are classified into three classes: block-based schemes [34], 

segmented regions-based schemes [41] and local 

keypoints based schemes [38]. In the block-based, the 

image is divided into a number of sub-blocks either square 

blocking or circle blocking. Similarly, segmented-based 

method tries to segment the image into different regions 

that fully covered the forged objects in the image based on 

color, texture and property palette properties. Conversely, 

the Keypoint based method detects local interest points to 

find primitive features in the image. The benefit of this 

stage is that can minimize the time complexity for 

matching step in order to search the similar feature vectors 

of building descriptor in an image compared to exhaustive 

search. 

After image division, the feature extraction can help 

to choose the relevant data that exhibit the internal 

structure and its properties in the image. These features are 

saved into a feature vector. Finally, matching between two 

feature vectors is employed using the distance of the 

nearest neighbours from all points in the feature space to 

show forged regions. 

Based on Copy-move forgery detection steps, 

common schemes focused on image division and feature 

extraction steps that exhibit invariant features against 

 
Figure1: The basic flowchart of standard copy move forgery detection schemes [38]. 
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geometric transformation and post-processing attacks. 

These schemes are introduced in details [37] as follows: 

I. Block-Based Methods divide the image into square or 

circle blocks to extract features from these blocks as 

shown in Figure 2. The main advantage of this approach 

is that give high detection accuracy for the textured 

forged regions. But, it still gives high computational 

complexity due to exhaustive search between divided 

blocks in the image [34]. 

II. Segmented-Based Methods Segment the input image 

into homogenous regions based on color or texture. This 

approach works well in the forged images that have 

duplicated objects [10]. 

III. Keypoint-Based Methods discard block division step 

and use local interest point detectors to extract features. 

These features are distinctive to represent corners, edges 

or blobs in the image. Then, a robust texture descriptor 

is built to increase a reliability against geometric 

transformation attacks [37].  

Different types of attacks have been considered in existing 

methods for detecting region duplication forgery. These 

methods are called Passive methods due to detecting 

image forgery without requiring explicit prior 

information. The main goal is to analyze the history of the 

image tampering blindly by examining pixel-level 

correlations [35].  

In this article, popular feature extraction methods in 

copy-move forgery detection methods were covered for 

various geometric transformations and post-processing 

attacks. The robustness of detection methods depends on 

invariant features to possible attacks as pointed in [9]. 

Copy-move forgery detection methods based on type of 

features are classified into two classes: Frequency 

transform methods [16], Texture and intensity based 

methods [42].  

A. Frequency Transform Methods convert the image 

pixel information into frequency domain to extract high 

frequency coefficients form the image. This approach is 

robust to JPEG compression and can detect duplicated 

regions with a large size 128 x 128 pixel. The limitations 

are the high computational complexity and struggle to 

detect duplicated regions with scale and rotation attacks. 

The frequency features are: Discrete cosine transform 

(DCT) [47], Fourier Transform (FT) [37], Discrete 

wavelet transform (DWT) [27], Curvelet Transform 

(CT)[1] and Wiener Filter. The limitation of this approach 

is that features are sensitive to blur attack.  

B. Texture And Intensity Based Methods extract 

features that exhibit image texture regions with the 

smoothness property. Various features have been used to 

detect textured duplicated regions in copy-move forgery 

detection methods for instance, Local binary Patterns 

(LBP), Histogram of Gradient (HOG), Zernike moments 

(Zm) [36] which is robust to rotation, log polar transform 

[28] that detects rotated duplicated regions, Principle 

component analysis (PCA) and Singular value 

decomposition (SVD) that reduce the size of feature 

vector to enhance the time complexity. 

All of these methods that utilize frequency and texture 

features were employed in block-based methods and did 

not suppose that forged regions may be geometrically 

transformed. Another direction has been discovered to 

detect duplicated regions against scaling and rotations. 

This can be done by keypoint-based approach for 

instance, Scale invariant transform features (SIFT), speed 

up robust features (SURF) [5] and Harris features. These 

features are slightly blur invariant. This motivates us to 

develop a blur invariant detection method to detect blurred 

forged duplicated regions in the suspected images. 

Blurring is made effectively through image forgery 

process suing averaging of neighbor pixels in a square 

block [49]. The blur is commonly applied by Gaussian, 

defocus and motion blurs. In practice, the Gaussian blur 

filter is well known by users that do tampering in the 

image due to it’s simplicity. If the duplicated region is 

retouched by blur, then the main features of the blurred 

region are minimized and details cannot be seen.  

Blurring on forged regions aims to manipulate 

region’s information and assists hiding retouch and 

blending artifacts. As a result, blurring allow the 

duplicated region to be consistent with its surrounding 

area. The scope of locating tampered regions attacked by 

blurring artifact is even smaller. Only few related papers 

have been discovered that deal with blur attack [5, 15, 49, 

46, 23, 18]. 

The first attempt was made by [23] to detect burred 

duplicated region forgery. The extracted blur invariant 

moments from image blocks. Then, principal Component 

 
Figure 2: The image is divided into 8x8 blocks, features are highlighted and saved for matching process. 
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Analysis was employed to achieve the dimensionality 

reduction of feature vectors, finally, they, used a kd tree to 

locate the duplicated regions. The weakeness of their 

method is that struggle to detect uniform duplicated 

regions and also gives high false positives. Another blur 

detection method is developed by Zhou et al. [49] for 

revealing blurred edges in the duplicated regions. Their 

method starts by preprocessing step to convert the image 

into binary one. Then, the method applied edge 

preserving–smoothing filters, followed by a mathematical 

morphology operation using the erosion filter to expose 

forged duplicated area with malicious blurred edges. The 

average accuracy rate about 89.26% in images with 

blurred edges manually attacked by the Gaussian noise 

filter. Zheng et al. [48] located tampered regions with blur 

attack via wavelet homomorphic filtering to represent 

pretty high frequency edges. Then, erosion operation was 

applied to expose blurred edges in forged reigon from 

normal regions which effectively reduced the false 

positive rates. Wang et al. [5] used non sub sampled 

contourlet transform (NCST) to examine manually blurred 

edges from duplicating regions. The detection of forged 

duplicated regions is done using support vector machine 

(SVM). In [46], blur artifacts were explored in forged 

regions by using combined blur and affine transform 

moments. The relative detection error was employed to 

estimate the stability of local invariant features deformed 

by Gaussian and motions blurs. The method achieved high 

accuracy rate with small feature vector. Guzin et al. [45] 

applied Object Removal operation from Uniform 

Background Forgery by adapting accelerated diffusion 

filter (AKAZE). The Local binary difference descriptor 

was built in AKAZE features which are scale invariant 

features. The size of feature vector is 486 bits. The 

performance of their method in terms of TPR is 85.74%, 

71.35% and 76.73% against Gaussian blurring, rotation 

and JPG compression respectively.  

The paper proposed a region duplication forgery 

detection scheme based on ANMS features and LPQ 

texture descriptor. In this paper, a part of the authentic 

image is copied and pasted to another area to mislead the 

semantic visual meaning of the image. While copy-move 

operation is applied, the duplicated region may be post-

processed using rotation, scaling, blurring to create better 

forgery. The common pipeline of the proposed method is, 

first the input image is segmented-based on color features. 

Fuzzy C-means method is used to cluster and label the 

segments in the image. The centroid of each segment is 

located in the image. We assume that forgery is made by 

for small regions. These regions can be detected by 

calculating the least frequent occurrence of labeled 

segments in the image. For each candidate segment, 

ANMS local interest points are extracted. ANMS features 

are scale invariant to represent the structure of segmented 

region. Second, each segment is split into 4 blocks, the 

size of the block is 4 x 4. The distribution of ANMS points 

the blocks of each segment contributes to detect 

duplicated regions against rotation. Third, blur invariant 

LPQ descriptor is built to the approximation of the ANMS 

points in each segment. Finally, the closest local keypoint 

search of features between two segments is employed by 

Generalized Nearest neighbor (G2NN) to improve the 

performance of our method in terms of True positive rate 

(TPR) and false positive rate (FPR).  

3 Proposed method 
In this section, we introduce in details the flowchart of the 

proposed method for exposing the copy-move forgery, 

with scaling and blurring of the cloned region. Our 

contribution is proposing a forensic keypoint-based 

method for blur and scale invariant copy-move forgery 

detection in digital images. A diagram representing the 

workflow of the proposed technique is shown in Figure 3. 

3.1 Image preprocessing: color image 

segmentation 

Image segmentation is the one of the most important 

techniques for image analysis and object detection [8]. 

The main aim of Segmentation of our method is to perform 

an efficient search strategy to detect duplicated regions 

such objects in the image. It starts from coarse search to 

quickly split an image into homogeneous objects based on 

discontinuity and similarity of image intensity values. 

Then a feature extraction is applied to these query regions 

to improve the TPR of copy-move forgery detection. The 

proposed color segmentation approach, followed by Fuzzy 

C-means clustering (FCM) is introduced in [7]. The fuzzy 

C-means is an unsupervised technique which estimate the 

RGB channel of every pixel in the image and compare it 

with the centroid of the cluster. It makes a decision about 

which category the pixel should relate to. Each pixel in the 

image should be in [0-1], which the value describes how 

much pixel value relates to its cluster. A fuzzy 

 
Figure 3: The Flowchart of the proposed forensic detection scheme. 
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membership criterion denotes that the sum of the 

membership value of a pixel to all clusters equals 1. The 

FCM clustering is an iterative optimization that minimizes 

the cost function which is described as follows: 

𝐽 = ∑  𝑛
𝑖=1 ∑ 𝜇𝑖𝑘

𝑚|𝑝𝑖 − 𝑣𝑘| 2𝑐
𝑘=1                                    (2) 

Where, an image I with n pixels to be partitioned into c 

clusters, pi represents the ith image pixels. 𝜇𝑖 is the fuzzy 

membership value with fuzziness factor k >1. Here, the 

membership function 𝜇𝑖 with the centroid of Kth cluster Vk  

is defined as follows: 

μik
 

 
=

1

∑  c
l=1 (

|pi−vk|

|pi−vl|
)

2 m−1⁄                                              (3) 

vk =
∑ μik

m pi
n
i=1

∑ μik
mn

i=1

                                                            (4) 

Here, vk denotes to the centroid of the kth cluster and |pi – 

vk| refers to the Euclidean distance between two points: pi 

and vk. By using the cluster information (c=5, maximum 

number of iterations=10) and the pixel information pi 

from the forged image I with size 512 x 512, the 

homogeneous regions including copy-moved regions can 

be extracted as shown in Figure 4.  

Consequently, each segment is split into 4 non 

overlapping blocks of 𝑏 x 𝑏 pixels, where 𝑏 = 4 as shown 

in Figure 4. We introduce below, the process of extracting 

features from these blocks to exhibit the internal structures 

of segments and achieve rotation invariance.  

3.2 Adaptive Non Maxima Suppression 

(ANMS) features 

Keypoint-based methods are significantly helpful in 

detecting visual objects in the image. While the block-

based shemes split the image into blocks, keypoint-based 

schemes identify and highlight only regions with high 

entropy, called the local interest points or keypoints. 

However, keypoints such as SIFT are robust against 

geometric transformations such as scaling. Hence, the 

major drawback is that keypoints may be insufficient or 

even none in the forged region of uniform texture. To 

avoid the drawback in SIFT based methods, we adopt the 

ANMS method which is an effective approach suggested 

by Brown, Szeliski, & Winder [6] to select uniformly 

distributed interest points for instance, 

 𝐾 = {𝐾1, 𝐾2, … , 𝐾 𝑚|𝐾 ∈ (𝜇𝐾𝑚
, 𝑉𝐾𝑚

)} in image and 

provide the stability and good performance in scale and 

rotation through detection of duplicated regions. The 

principal of ANMS is to select 𝐾𝑚 ∈ 𝐾, Km is the 

maximum neighborhood of region of interest with radius 

r pixels. K are generated from Harris corners can be 

described in Equation 5:  

𝐸(𝜇, 𝑣)|(𝑥,𝑦) = ∑ 𝑤(𝑥, 𝑦)[𝐼(𝑥 + 𝑢, 𝑦 + 𝑣) − 𝐼(𝑥, 𝑦)]2 (5) 

Where w(x,y) denotes a Gaussian kernel defined 

below and (u,v) is the minimal Euclidean distance. 

𝑤(𝑥, 𝑦) = exp (
−

1

2
(𝑢2 + 𝑣2)

𝜎2
⁄ )                           (6) 

Where 𝜎 is the Standard Deviation. Then, Taylor series 

expansion is employed to the Equation of 𝐸(𝜇, 𝑣) to 

eliminate the weak interest points as follows: 

𝐴 = 𝑤. 𝐼𝑥2, 𝐵 = 𝑤. 𝐼𝑦2,𝐶 = 𝑤. 𝐼𝑥                                 (7) 

Here, . denotes the image convolution operator. Ix, Iy are 

the horizontal and vertical directions in the image I. a 

corner response measure is defined as follows: 

𝑍 = det(𝑉) − 𝛼 × 𝑡𝑟 2(𝑉),  

where V= [
𝐴   𝐶
𝐶    𝐵

]                                                          (8) 

𝑉 is a matrix has two eigenvalues. 𝑡𝑟 is the trace of a 

matrix and 𝛼 = 0.06 in our method. Figure 5 shows the 

results obtained by the ANMS compared with the SIFT 

based method [22]. ANMS points are much better 

distributed in the image and represent the structure of 

windows object by local interest points such as corners. In 

Figure 5, two types of images are regarded: a)Arc - 

architecture content and b) Ani - animal content. 

3.3 Local Phase Quantization (LPQ) 

descriptor 

Ojansivu et al. [30] proposed a blur invariant method to 

extract phase information in the Fourier transform domain 

and consider only the best energy of sampling low 

frequencies varying with blur changes. The blurring 

process in LPQ is applied by convolving the image with a 

Point Spread Function (PSF) which is defined as follows: 

g(x, y) = (f ∗ h)(x, y) + n(x, y)                                (9) 

Where, where g(x, y) denotes blurred image, f(x, y) 

represents the original image, h(x, y) is the PSF of blur and 

n(x, y) is the additive noise. Here * is the image 

convolution operator. In terms of frequency domain, the 

Equation 9 is converted to: 

G(u, v) = (F ∗ H)(u, v) + N(u,v)                            (10) 

Where G(u,v), F(u,v) and H(u,v) dentote to the discrete 

Fourier transforms (DFT) of the blurred PSF image g(x,y), 

the original image f(x,y) and the PSF h(x,y), respectively. 

u,v are frequency coefficients in the blurred image. After 

   
A B C 

Figure 4: A) Original image, B) suspected image with 

duplicated regions and C) Segmented image using the FCM 

algorithm. 

Arc-image content 

 

 

 
 

 

 

Ani- image content 

 
     A) Forged image   

 

 
B) ANMS  

 

 
C) SIFT features 

Figure 5: Keypoints detected from Forged images in column 
(A) by B) ANMS method and C) SIFT method. 
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applying the Fourier transform, the image will have two 

parts: the real part 𝑅𝑒(𝑢, 𝑣) and imaginary part 𝐼𝑚(𝑢, 𝑣). 

Only real valued will be kept as follows: 

𝐺(𝑢, 𝑣) = |𝑅𝑒{𝐹(𝑢, 𝑣)}| + |𝐼𝑚{𝐹(𝑢, 𝑣)}               (11) 

Real valued parts are quantized based on scalar 

quantizer as follows: 

𝑞𝑖 = {
1,    𝑖𝑓 𝑅𝑒𝑖(𝑢, 𝑣) ≥ 0
0,          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒   

}                                    (12) 

Here 𝑞𝑖is the ith component of 𝑅𝑒(𝑢, 𝑣). The quantized 

coefficients are integer values between 0-255. 

 

Finally, LPQ descriptor, which is similar to Local binary 

pattern (LBP) [42] and is calculated as follows: 

𝐿𝑃𝑄(𝑥, 𝑦) = ∑ 𝑞𝑖(𝑥, 𝑦) 2 𝑗−1𝑗=8
𝑗=1                               (13) 

In Figure 6, an example of the computing LPQ for 

sample images from CASIA dataset and the duplicated 

regions are clearly recognized. 

 
 

 

  
Figure 6: LPQ descriptor of sample images. 

3.4 Forgery localization process 

As discussed above, keypoints for each segmented region 

are extracted by ANMS. The LPC descriptor for each 

segment in the image was calculated to do matching 

between keypoints and discover the duplicated regions. 

The best matching between keypoints is founded by 

generalized nearest neighbor (G2NN) [4]. In G2NN, a 

ratio between closest keypoint 𝑑𝑖with the second nearest 

neighbor 𝑑𝑖+1 is calculated as follows: 

𝑑 =
𝑑𝑖

𝑑𝑖+1  
 ≤ 𝑇,     𝑇 ∈ [0,1]                                     (14) 

Where 𝑑 is Euclidean Distance, T is threshold 

value=0.89 in our experiments. x denotes the value on 

which the iterative procedure G2NN stops, then every 

keypoint related to a calculated distance in 

{𝑑1, 𝑑2, 𝑑3, 𝑑4. . . . . . 𝑑𝑥} satisfies 1 ≤  𝑥 <  𝑛, is 

regarded to be matched for keypoint. However, to search 

the similarity between two local keypoints, simply the 

proposed method evaluates the distance between two 

descriptors with respect to a global threshold T. 

4 Experimental results 
The performance of the blur invariant detection method 

was examined through a set of forged images were 

collected from two standard datasets, namely MICC-F220 

and CASIA v2. Firstly, we introduce the experimental 

setup of our method and performance evaluation metric 

where used on detecting duplicated regions. These regions 

have repetitive texture patterns which are required to make 

a convinced forgery via post-processing operation such as 

blurring and scaling. Then, the proposed method is 

evaluated with existing methods developed in [4], [10] and 

[39]. The details of the experiments are discussed below. 

4.1 Evaluation metric  

Our method is developed by MATLAB R2014a on Intel 

Core i5 processor, with 16 GB memory. The forged 

images under copy move forgery were collected from the 

first Dataset MICC-F220 which are produced by a well-

known copy-move forgery detection method [4]. It 

consists of digital images from the Columbia photographic 

image repository [29] and their personal collection. 

MICC-F220 includes of 220 images with various sizes 

from 722 x 480 to 800 x 600 pixels. The size of the 

duplicated regions conceal about 1.2% of the whole 

image. The second Dataset (CASIA v2) has about 5123 

forged images in JPEG Format with various quality 

factors. The image resolutions is varying from 240×160 to 

900×600. A duplicated region on these images was copied 

and moved with considering the post-processing after 

copy move operation to finish the fake image generation; 

simple post-processing attacks comprising scaling, 

rotation, blurring, JPEG compression and additive noise.  

Here, A Gaussian blur filter is applied in duplicated 

pattern regions. The similarity threshold is set 

experimentally to T = 0.8 which give a high detection rate. 

The performance of the proposed detection scheme is 

evaluated via True Positive Rate (TPR) and False Positive 

Rate (FPR). The evaluation metric is defined to include 

others: True positive (TP), True negatives (TN), False 

positives (FP), False negatives (FN) and F-score 

calculated as follows: 

 F score =
2Tp

2Tp+FN+FP
                                                    (15) 

TPR =
No.of detected images as forged being forged

No.of forged images
              (16)        

FPR =
No.of detected images as forged being original

No.of original images
            (17) 

Where TP is the number of exposed forged images, FN is 

undetected forged images and FP is incorrectly detected 

original images. 

4.2 Region duplication Forgery detection 

without attacks  

Normal forgery is defined as creating a forged image 

without applying any attacks to the original part or on the 

whole image. In Figure 7, the small car has been copied 

and pasted to another area of the image without applying 

any attack on the original part, as results illustrate our 

method has better detection results compared with SIFT 

based method [4]. This is due to number of local keypoints 

detected by the ANMS directly improving the detection 

rate in the image. Here, the number of keypoints detect by 

our method in the Car image is 70 while other method 

detects 50 keypoints only. More keypoints are selected 

means better performance in terms of TPR. However, it will 
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spend much time than Sift based method. The average 

detection time of the proposed method is about 13.8 

seconds. 

  

A B 

  

C D 

Figure 7: (A) Original image, (B) Forged image with 

Normal forgery, (C) Detection result of our method 

with TPR=96%, (D) Detection result of SFIT based 

method with TPR=94% and FPR=7%. 

4.3 Scale attacks 

To examine the proposed method under scaling attack, 

Various scaling transformations with scaling Factors( 

SF=0.5,0.7,1,1.5) have been applied to images (A-D) in 

the dataset: MICC-F220, where Sx and Sy are scale factors 

applied to the x and y axis of the image part as shown in 

Figure 8. 

 

A 

 
Original image 

 
Forged image with  

 
  Detection results 

  sx=0.5  

B 

 
   Original image 

 
Forged image with  

 
       Detection results 

          Sy=0.7  

C 

 
   Original image 

 
Forged image with  

 
Detection results 

        Sy=1  

D 

 
Original image 

 
Forged image with  

 
Detection results 

  Sx=1.5  

Figure 8: Detection of duplicated regions with 

horizontal and vertical scaling attacks. 

Furthermore, the proposed method is examined to identify 

the optimal threshold T in the detection step to achieve the 

best detection rate for scaling attack. Table 1 shows that 

the value of 80% is identified as the best threshold value 

where the best true positive rate (TPR) and false positive 

rate (FPR) results are achieved. The goal of our method is 

achieved the lowest FPR which means only a few percent 

of all images didn’t authenticate correctly; the TPR value 

is about 96% which means the majority of images in a 

dataset are authenticated correctly. 

Threshold 

Value 

Average TPR% Average FPR% 

0.1 75% 20% 

0.3 80% 36% 

0.5 90% 10% 

0.7 92% 12% 

0.8 96% 7% 

Table 1: Threshold estimation for images in MICC-F220 

under scale attack with scaling Factors (SF=0.5, 0.7, 1, 1.5). 

4.4 JPEG compression  

Some experiments for JPEG compressions are addressed. 

The performance of our method is evaluated on a set 

of images compressed with various quality factors 

(QF=80, 70 and 50) as shown in Figure 9. The ROC curve 

in Figure 10 shows that the TPR and FPR of the proposed 

method are 90%, 4% respectively for JPEG quality factors 

up to 40.  

 
A)Forged image 

 
B) Detection results with 

QF=50 

 
C) Detection results with 

QF=70 

 
D) Detection results with   

QF=80 

Figure 9: The ability of our method to detect 

duplicated regions via various JPEG factors. 

 

Figure 10: ROC curve in terms of TPR and FPR based 

on MICC-F220. 

As shown in Figure 10, it can be concluded that the 
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proposed method is still reliable and robust against JPEG 

compression even with a low quality factor such as Q=50.  

4.5 Forgery with different block sizes 

100 original images from CASIA v2 image are selected. 

For each original image and each duplicate region with a 

block size 32x32 pixels, 64x 64pixels and 96 x96 pixels, 

four forged images are created with the additive noise 

duplicated regions by SNRs (dB=10, 15,20,30). This 

results in 400 forged images in total. The detection 

performances of duplicated regions for each block size 

with additive noise are presented in Table 2. It shows the 

efficiency of the system in case of very high signal-to 

noise ratios. 

4.6 Blurring Attack 

Some experiments of detecting region duplication forgery 

under blur with their corresponding descriptors 

constructed by our method. Here, we use Gaussian blurs 

with radius varying from 0.5 to 2. The details are shown 

in Figure 11. Comparative study 

As shown in Table 3, the proposed method is examined 

with a well known state of art methods such as keypoint-

based methods: [4], [25], [39] and block-based methods: 

[3], [24]. These methods focused on detecting region 

duplication forgery with different post-processing attacks 

for instance, scaling and blurring.  

Table 3 shows that, the proposed scheme gives a 

TPR=97%, which is better than TPRs in the methods: [25] 

and [39] due to the robustness of ANMS features against 

scale and blur attacks compared with SURF features. [4] 

method gives high FPR due to the weakness  

of SIFT method to detect local keypoints of duplicated 

regions when the textures of some forged regions are 

almost in uniform, since the local extrema may not exist  

in such region. The FPR is about 3% which is less than  

FPR of [25] method due to G2NN clustering technique to 

find best matching. The proposed method extract local 

phase quantized coefficients from divided regions 4 x4 in 

the image. LPQ texture descriptor is insensitive to blurring 

manipulations which gives a high F-score=97% for 

detecting this type of forgery compared with [3] method 

and [24] method.  

 

Methods TPR% FPR% Fscore% Features Block size Time(s) 

Amerini et al.  2011   [4] 100 8 81.40 SIFT NA 4.94 

Mishra et al. 2013      [25] 73.6 3.64 NA SURF and HAC 4 x4 2.58 

Silva et al. 2015         [39] 94.08 1.70 NA SURF on HSV color 

features 

Circle block 

with radii=4 

18.81 

Alkawaz et al. 2016   [3] 96.579 NA 75.166 DCT 4 x4 296.74 

Mahmood et al. 2017 [24] 96.606 NA 96.05 Stationary wavelet 

transforms (SWT) 

4 x4 NA 

The proposed method 97 3 97.05 ANMS and LPQ 4 x4 13.80 

Table 3:  The overall performance of the proposed compared with the state of the art methods on MICC-F220. 

SNR 

(dB) 

Block size 

32 x 32 64 x 64 96 x 96 

TPR FPR TPR FPR TPR FPR 

10 96% 6% 95% 6% 97% 3% 

15 96% 8% 94% 8% 96% 8% 

20 95% 8% 93% 8% 95% 15% 

30 94% 10% 93% 10% 95% 15% 

Table 2: The detection performance of region 

duplication forgery with different block size from 

images in CASIA v2. 

                             Images:A and B 

 

  Blur radius=0.5       

 
    A 

Blur radius =1.5 

 
            B 

 

 
C 

 
 

            
                    D 

 
 

LPQ Descriptor 

Histograms of selected regions in LPQ descriptor 

 
E 

 

F 

Figure 11: Illustrating region duplication forgery 

detection by local phase quantized coefficients from 

images on CASIA v2. (A) Image “window” has blurred 

duplicated region with (Gaussian blur radius = 0.5) 

which highlighted by the red rectangle. Image (B) has 

blurred duplicated region with (Gaussian blur radius = 

1.5). (C) and (D) are LPQ image maps of (A) and (B) to 

extract a significant features of internal structure of 

foreground objects. (E) and (F) The histograms of 

selected regions in LPQ descriptor show the similarity 

of features between blurred region and Normal region. 
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5 Conclusion 
In this paper, robust features such as local interest 

points play an important rule to expose copy move forgery 

on images. ANMS keypoints and LPQ texture descriptor 

have been proposed. The use of image preprocessing like 

color segmentation has reduced the FPR in the suspected 

image. Clustering segmented regions in the image based 

on fuzzy C means will increase the TPR of matching 

duplicated regions over ANMS keypoints. From the 

suspected forged images, the proposed method can find 

the duplicated regions, even if they are post-processed by 

some transformations like scaling or blurring. Future 

works will focus on image forgery with reflections and 

illumination changes. 
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This paper suggests a new type of indexing Arabic Language text that contribute to improving the quality 

of IRS. The proposed method of indexing belongs to semi-automatic category of indexing and consists of 

two types. The first type conducts an online indexing and the output of this process give a rise to a Partial 

index. The second type – under this method- is an offline indexing and the output of this process leads to 

a General index. We illustrate application and the performance of this new method of indexing using an 

Arabic text editor and Information Retrieval tool developed and designed for this purpose. We also 

illustrate the process of building a new form of Arabic corpus appropriate to conduct the necessary 

experiments. Our findings show that the online indexing model successfully identifies the descriptors most 

relevant to the document. In addition, this model is more efficient as it helps minimizing index storage 

size, consequently, improving the response time of the different requests. Finally, the paper proposes a 

solution to issues and deficiencies Arabic language processing suffers from, especially regarding corpora 

building and information retrieval evaluation systems. 

Povzetek: V prispevku je predlagan nov način indeksiranja arabskih besedil z namenom izboljšanja 

jezikovno-računalniških operacij.

1 Introduction 
Recent developments in the internet technology made 

information abundant, which made it highly available to 

users. On the other hand, the vast availability of 

information made it particularly challenging for users to 

obtain and find relevant and useful information. In this 

context, Information Retrieval Systems (IRS) have 

emerged as a tool to address this problem. 

IRS consists of two stages: the ‘indexing’ and the 

‘search’ stages. In the first stage, the descriptors are 

extracted from documents and prepared to facilitate and 

accelerate the search process in the second stage. In 

general, the indexing stage consists of three types. First, 

manual indexing, in which the descriptors selection 

process is performed by a human expert. Second, the 

automatic indexing where the descriptors are 

automatically extracted from documents, and finally, the 

semi-automatic indexing (or supervised indexing). This 

latter provides automated assistance to the expert. 

Currently, IRS benefit from the indexing processes, 

most of which remains under-performing in the extraction 

of accurate descriptors that contribute to improving the 

quality of these systems including extracting the semantic 

of these descriptors. This remains a challenging task of 

automatic indexing that often requires human intervention 

to choose the appropriate descriptors. This is because of 

several reasons including the ambiguity of language, the 

power of language to transfer thoughts from one mind to 

another and the dynamic nature of language.  

While the literature consists of many studies 

concerning various natural languages, there are relatively 

fewer studies on Arabic language, where the complex 

grammatical and morphological features of this language 

make the task of automatic processing even more 

challenging. Thus, this paper suggests a new type of 

indexing to contribute to improving the quality of IRS. 

The proposed method of indexing belongs to semi-

automatic category of indexing and consists of two types. 

The first type conducts an online indexing where one 

document is the indexing unit. This type of indexing refers 

to the indexing process that begins directly after the 
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writing of each unit ends, which allows to assist human 

expert (author of text) to select Arabic appropriate 

descriptors to improve the search results. The output of 

this process give a rise to a Partial index. The second type 

– under this method- is an offline indexing, which refers 

to the process of indexing based on the collection of 

textual documents available from different corpora. The 

output of this process leads to a General index. 

We also illustrate implementing and the performance 

of this new method of indexing using an Arabic text editor 

developed and designed to allow for an online semi-

automatic indexing system and Information Retrieval tool 

that contains an offline automatic indexing system. We 

also illustrate the process of building a new form of Arabic 

corpus appropriate to conduct the necessary experiments. 

Thus, this study contributes to two key areas of the 

literature. First, it offers applications of some tools such as 

SIRAT1 and OIRDA2 that have been developed to show 

the extent to which the integration of online semi-

automatic indexer into text editors is effective in 

improving indexing, and thus improving the precision of 

IRS. Second, the study is conducted on Arabic texts, 

which contributes to the enrichment and development of 

Arabic language processing tools. 

The remainder of the paper is organized as follows. 

Section 2 offers an account of the main developments and 

recent advances of Arabic documents indexing literature. 

Section 3 identifies the main characteristics of Arabic 

language followed by an illustration of the proposed semi-

automatic system in Section 4. Section 5 and 6 illustrate 

implemented applications and analyze the results of the 

conducted experiments respectively. Section 7 concludes. 

2 Literature review 
We being with a review the main literature of Arabic 

documents indexing, and identify the challenges facing 

this research area. We categorize the literature according 

to the most commonly used approach. We then present 

some work related to the automatic Arabic keyword 

extraction, which helps to improve the quality of Arabic 

indexing systems. 

2.1 Arabic documents indexing 

Various studies have proposed different methods for 

Arabic documents indexing. However, to the best of our 

knowledge, all of these studies focused on manual and 

automatic indexing. This prevented us from comparing the 

existing methods to that proposed in this paper. This paper 

proposes various automatic indexing techniques according 

to the following approaches: linguistic, statistical, 

semantic, and hybrid. 

                                                           
1 The Arabic text editor SIRAT (Semantic 

Information Retrieval of Arabic Texts) is an application 

that we have developed to conduct experiments on 

semantic Arabic information retrieval domain. 

2.1.1 The linguistic approach 

The linguistic approaches consist of a morphological and 

syntactic analysis of the document based on the 

grammatical rules and relationships between the different 

textual units. The methods of this approach are widely 

used in Arabic natural language processing due to the 

reliability of syntactic and semantic recognition 

algorithms. Saadi et al. [1] proposed knowledge extraction 

systems, based on a deep linguistic analysis and using a 

domain ontology to extract the semantic content, they 

have achieved promising results, but reveal other 

problems in need of careful investigation.  

Mansour et al.[2] proposed a method mainly based on 

morphological analysis and on a technique for assigning 

weights to words. The morphological analysis uses a 

number of grammatical rules to extract candidate index 

words. The weight assignment technique computes 

weights for these words relative to the container 

document. The weights are based on how spread are the 

words in a document and not only on their rate of 

occurrence. The experimental results carried out for a 

number of texts have demonstrated the advantage of their 

auto-indexing method. 

Al Molijy et al. [3] proposed and implemented a 

method to create and index for books written in Arabic 

language using the syntactic analysis. The process 

depends largely on text summarization and abstraction 

processes to collect main topics and statements in the book 

automatically. 

This approach offers good results in specific 

situations, such as determining the exact meaning of a 

vague word as expressed in the sentence; the name is gold, 

but the verb is gone, but remains less able to match other 

approaches, given the complexity of the Arabic language. 

2.1.2 The statistical approach 

Statistical approaches are mostly based on statistical 

techniques. A variety of these approaches have been 

developed to extract descriptors (terms) and study their 

occurrence in a document, or even in the corpus.  

The frequency distribution of words has been a key 

object of study in statistical approach for the past decades. 

This distribution approximately follows a simple 

mathematical form known as Zipf’s law. According to this 

law, words occur according to a systematic frequency 

distribution such that there are few very high-frequency 

words that account for most of the text and many low-

frequency words. We very briefly mention some of the 

places where this law affects research in our study:  

• Zipf’s Law tells us how much text we have to look at 

and how precise our statistics have to be to achieve 

what level of expected error [4].  

• Zipf’s Law also provides a base-line model for 

expected occurrence of target terms and the answers 

2 It is an indexing and retrieval program for Arabic 

texts, we have developed in Java. OIRDA is abbreviation 

of the French sentence (Outil d’Indexation et de 

Recherche dans les Documents Arabes) i.e. Indexing and 

retrieval tool for Arabic documents. 
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to certain questions may provide considerable 

information about its role in the corpus [5]: what 

does it mean to ask if a word is significant in a 

corpus, beyond mere occurrence or relative 

probability? What is the range of the semantic 

influence of a word in a corpus? What does the 

pattern of occurrences contribute to our assessment 

of its relevance in the corpus? [6] 

• Zipf's Law provides a basis for evaluating parsers 

and taggers [7]. Again we summarize the potential 

role in the form of a series of questions: How does a 

language model developed on one corpus transfer to 

another? How do we translate performance estimates 

on a few test corpora to estimates for the language as 

a whole? How do differences in register, genre and 

medium affect the utility of a system, and how do we 

compensate for these differences? [6] 

The Term Frequency–Inverse Document Frequency 

(TF-IDF) method is also one of the statistical approaches 

that provides a good representation of the weight of 

corpora words whose document size is homogeneous. 

Several alternatives have been proposed for the TF-IDF 

method, which has become the subject of many 

comparative studies.  

The feasibility of this approach also depends on the 

process of extracting the root/stem of each word, 

according to root-based approach; or stem-based 

approach; in order to overcome the polymorphism of the 

word. 

Several studies have shown that the process of 

stemming of the word from its prefixes and suffixes is 

more useful for Arabic information retrieval systems than 

in other approaches. 

Researchers adopted various statistical methods and 

techniques in the indexing process [8] [9] [10] [11] [12] 

[13] [14] [15] [16]. 

In conclusion, these methods, considered as simple to 

implement, are efficient and perfectly tolerant of large 

masses of documentary. On the other hand, the hypothesis 

considering the words as independent units generates a 

loss of semantic information. The resulting indexes may 

generate polysemy problems and deviate from the general 

context of the document [17]. 

2.1.3 The semantic approach 

This approach aims, on the one hand, to reduce the 

ambiguity of the words meaning and, on the other hand, 

allows to extract the semantic relations between these 

words.  Thus, texts are represented focuses on the unit of 

meaning rather than simple words. Semantic relationships 

can also be calculated using methods that evaluate the 

amount of information between words. 

Researchers [18] have integrated semantic process 

into an Internet search engine and used several techniques 

(Harman, Croft, and Okapi) to evaluate the performance 

of this engine. In a recent study [19] [20] have exploited 

the lexical base of Arabic WordNet in an IRS in order to 

index the collection of documents and query of the user. 

Others[21], introduced a query expansion approach using 

an ontology built from Wikipedia pages in addition to 

other thesaurus to improve search accuracy for Arabic 

language. 

This approach provides the best semantic cover for the 

documents due to relies on semantic resources 

(dictionaries, anthologies or others). However, it remains 

restricted by the type of resource used and its ability to 

describe the words of the text being processed. 

2.1.4 The hybrid approach 

Several researchers [22] [23] [24] [25] have experimented 

with different combinations of linguistic, statistical, and 

semantic methods, taking the advantages of each method 

in an attempt to overcome their shortcomings and to 

improve the process of indexing by extracting hidden 

information in a document. These approaches often led to 

better results than those obtained through the use of 

standard methods. 

Despite the positive results of this approach, it suffers 

from the problem of complexity, depending on the 

integration of other approaches. 

2.2 Extraction Arabic keywords 

Keywords (descriptors) are a subset of words or phrases 

that can describe the meaning of a document, where 

several natural language processing applications can 

benefit from keywords. Unfortunately, most documents 

do not contain these words. On the other hand, adding 

high-quality keywords manually is costly, time-

consuming, and error-prone. Therefore, this domain has 

emerged to develop novel algorithms and systems 

designed to extract keywords automatically.  

[26] presented the KP-Miner (Keyphrases-Miner) 

system to extract keyphrases from both English and 

Arabic documents of varied length. This system does not 

need to be trained on a particular document set in order to 

achieve its task (i.e. unsupervised learning). It also has the 

advantage of being configurable as the rules and heuristics 

adopted by the system are related to the general nature of 

documents and keyphrases. In general, Experiments and 

comparison studies with widely used systems suggest that 

KP-Miner is effective and efficient.  

[27] introduced AKEA, a keyphrase extraction -

unsupervised- algorithm for single Arabic documents. 

They relied on heuristics that collaborate linguistic 

patterns based on Part-Of-Speech (POS) tags, statistical 

knowledge and the internal structural pattern of terms. 

They employed the usage of Arabic Wikipedia to improve 

the ranking of candidate keyphrases by adding a 

confidence score if the candidate exists as an indexed 

Wikipedia concept. Experimental results have shown that 

the performance of AKEA outperforms other 

unsupervised algorithms as it has reported higher 

precision values. 

[28] presented a keyword extraction system for 

Arabic documents using term co-occurrence statistical 

information. In case the co-occurrence of a term is in the 

biasness degree, then the term is important and it is likely 

to be a keyword. The biasness degree of the terms and the 

set of frequent terms are measured using χ2. Therefore, 

terms with high χ2 values are likely to be keywords. This 
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technique showed an acceptable performance compared to 

other techniques. 

[29] presented a supervised learning technique for 

extracting keyphrases of Arabic documents. The extractor 

is supplied with linguistic knowledge to enhance its 

efficiency instead of relying only on statistical information 

such as term frequency and distance. An annotated Arabic 

corpus is used to extract the required lexical features of the 

document words. The knowledge also includes syntactic 

rules based on part of speech tags and allowed word 

sequences to extract the candidate keyphrases. The 

experiments carried out show the effectiveness of this 

method to extract Arabic keyphrases. 

[30] presented a framework for extracting keyphrases 

from Arabic news documents. It relies on supervised 

learning, Naïve Bayes in particular, to extract keyphrases. 

The final set of keyphrases is chosen from the set of 

phrases that have high probabilities of being keyphrases.  

Various experiments have shown the effectiveness of 

these methods to extract Arabic keywords in varying 

percentages. However, while supervised techniques are 

costly and limited by the type of language resources used, 

unsupervised techniques suffer from the best semantic 

cover for the documents. 

3 Characteristics of the Arabic 

language 
The complex grammatical and morphological features of 

the Arabic language make the task of automatically 

processing more difficult. Among these features, we 

highlight the following: 

• Arabic scripts have diacritics to represent the short 

vowels, which are marks above or below the letters. 

However, these diacritics have been disappearing in 

most contemporary writings, and readers are 

expected to fill in the missing diacritics through their 

knowledge of the language. The absence of diacritics 

from contemporary Arabic texts makes the automatic 

processing a difficult task. 

• Morphological analysis is a complex procedure 

because Arabic is an agglutinative language. For 

example, the word " قيناكموهاأفاستس " (did we ask you- 

plural- for water to her (it)) is one of the longest 

words in the Arabic language dictionaries. It consists 

of 15 letters and 9 diacritics. Its root is the verb "سقى" 

(to water). We add to the word the prefix "است" to 

become " تسقىاس " (he asked for water). Adding a 

subject pronoun, the word becomes "استسقينا" (we 

asked for water). Then we add the indirect object 

pronoun to become "استسقيناكم" (we asked you – 

plural- for water), and we add the direct object to 

become "استسقيناكموها" (we asked you – plural- for 

water for her (it)) Next, we add “F” of appeal ( ف

 to become a (أ الاستفهام) and “A” of question (الاستئناف

fully-meaningful phrase: "أفاستسقيناكموها؟" (did we ask 

you- plural- for water to her (it)?). 

• Arabic is a highly inflectional and derivational 

language where many of the nouns and verbs are 

derived from the same root. This latter is based on 

more than 150 patterns, which makes them more 

complex and difficult to handle. 

4 Semi-automatic indexing system 
As emphasised in the introduction above, we have 

designed and developed a semi-automatic indexing 

system that is based on: 

1. An Online semi-automatic indexing of Arabic 

documents (Figure 1). 

2. An Offline automatic indexing of Arabic corpus 

(Figure 5). 

4.1 Online semi-automatic indexing system 

This system consists of three units: a unit for automatic 

indexing, a unit for the automatic extraction of keywords 

and a unit for updating partial index of a document after 

the intervention of the human expert to select the relevant 

keywords. 

 

Figure 1: Online semi-automatic indexing system of 

Arabic documents. 

In addition, we integrated our online indexing system 

to an Arabic text editor (Figure 6) that we developed for 

the purpose of testing and running experiments. We also 

created an Arabic corpus in a new format (Figure 7) that 

allows us running the necessary experiments. 

4.1.1 Automatic indexing unit 

Indexing is the process of representing the given text into 

the list of informative terms, which reflects its content in 

order to optimize speed and performance in finding 

relevant documents for a search query. 

The automatic indexing of Arabic texts had 

dominated most of the research literature in Arabic text 

retrieval. In our study, we followed the approach due to 

[25] to create the index with some modifications, which 

we discuss in the next section. This method has proved to 

be effective in improving the process of indexing Arabic 

documents. 
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4.1.1.1 Encoding 

The corpus and queries can be encoded differently, 

making them incomparable. In order to standardize the 

documents with the queries, we must reuse converting 

tools between different encodings systems. Thus, 

everything would be converted into UTF-16 encoding in 

our case, because it allows the representation of letters and 

symbols in a wide range of languages, including Arabic. 

4.1.1.2 Normalization 

Normalization involves the following steps: 

• Remove punctuation; 

• Remove diacritics (primarily weak vowels); 

• Remove the Tatweel ‘ـ’. 

• Replace the ‘إ’ or the ‘أ’ initial by Alif nu ‘ا’; 

• Replace the ‘آ’ by the ‘ا’; 

• Replace the ‘ىء’ of order by the ‘ئ’; 

• Replace the ‘ى’ final by the ‘ي’; 

• Replace the ‘ة’ final by the ‘ه’. 

4.1.1.3 Removing stop words 

The removal of stop words has the advantage of reducing 

the number of indexing terms and may reduce the recall 

rate (i.e. the proportion of relevant documents returned by 

the system to all relevant documents). We use a list of stop 

words to remove stop words. 

4.1.1.4 Stemming 

We used a hybrid method, as proposed by [25], to extract 

the roots of the words and use them as index terms. This 

combines the application of three previously used 

techniques, which deal with three key issues related to 

Arabic stemming including affix removal proposed by 

[31], dictionaries [32] and morphological analysis[33]. 

This method has been found to be effective in indexing 

process compared to other methods. 

4.1.1.5 Term frequency and weighting 

Several statistical measure are available to assign weights 

to words of a document in a corpus. Currently, TF-IDF is 

one of the most popular term-weighting procedure. TF-

IDF value increases proportionally to the number of times 

a word appears in the document and is offset by the 

frequency of the word in the corpus, which helps to adjust 

for the fact that some words appear more frequently in 

general.  

In our study, we used TF-IDF that combine the 

definitions of term frequency and inverse document 

frequency, to produce a composite weight for each term in 

each document. The TF-IDF weighting procedure assigns 

a weight to term t in document d given by 

𝑡𝑓 − 𝑖𝑑𝑓𝑡,𝑑 = 𝑡𝑓𝑖,𝑗 ∗ 𝑖𝑑𝑓𝑖  

where  

• 𝑡𝑓𝑖,𝑗 : the number of times that term i occurs in 

document j. 

• 𝑖𝑑𝑓𝑖 = log
|D|

|{𝑑𝑖∶𝑡𝑗∈𝑑𝑗}|
 

• |D| : total number of documents in the corpus. 

• |{𝑑𝑖 ∶ 𝑡𝑗 ∈ 𝑑𝑗}| : number of documents where the 

term t appears (i.e., tf (t, d) ≠ 0 ). 

Our automatic indexing unit deals differently with the 

first document added to the corpus (Figure 2). Since there 

are no documents available prior to the first document to 

compute 𝑡𝑓 − 𝑖𝑑𝑓𝑡,𝑑, we only count a 𝑡𝑓𝑖,𝑗 value. 

The automatic indexing unit constructs a partial index 

for every document of every corpus. The output of this 

unit is a partial index for each document (Figure 2). The 

main motivation behind constructing partial indexes is to 

allow the expert intervention in the creation of index later. 

 

 

Figure 2: Automatic indexing algorithm. 

4.1.2 Automatic keyword extraction unit 

We have adopted a simple method of extracting keywords 

as long as the human expert is responsible for the final 

decision making regarding the acceptation or modification 

of the appropriate keywords for the document being 

processed (see the example in figure 3).  

 
Figure 3: Automatic keyword extraction example. 

Indexing function pseudo code  

Input:  

Document di ϵ corpus 

Output: 

Indexi // partial index 

Algorithm 

For each token in di loop 

Encoding (); 

Normalize (); 

Removing_stop_words (); 

Stemming (); 

If (tf_type = tf) then 

 Weighting(tf) 

Else 

 Weighting(tf-idf); 

End 

Stored tf for the term = token 

End loop. 

Add di to Indexi. 

Instructions Execute? If no, why? 

1. Input:  
أن ... الأمم المتحدةفي   

(In the united nations that …) 

-  

2.  Selected word from the result 

of the indexing module 

 المتحدة أن ... الامم... في 

Yes  

3.  Add 1st right word 

 المتحدة أن ... الامم في... 
No Stop word 

4.  Add 1st left word 

 أن ... المتحدة الامم... في 
Yes  

5.  Add 2nd left word 

 ... أن المتحدة الامم... في 
No Stop word 

6. Output: 

 الأمم المتحدة
(The united nations) 
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The automatic keyword extraction unit (Figure 4) 

proposes the list of candidate words. This list is limited to 

twelve keywords, each consisting of at most five words. 

These words are extracted in two stages: 

In the first stage, we adopt the results of the automatic 

indexing unit, where we retrieve the index words with the 

highest weights. Then, we add, if possible, to each index 

word, from original text, two nearest neighbor words on 

the right and two others on the left while ensuring that this 

five-word string does not contain Arabic punctuation 

marks in between words. Otherwise, we just take the 

number of words between two punctuations. We also give 

priority to a noun phrase or nominal phrase by setting 

terms for the candidate words in the following order:  

• Words that begin with "ال" letters and end with " ,"ة

 .letters "ء" or ""ي

• Words that begin with "ال" letters. 

• Words that end with "ة", "ي" or "ء" letters. 

• Ordinary words. 

In the second stage, we propose to the human expert 

twelve key words arranged in descending order, after 

which the human expert would accept or modify the 

suggestions generated by the automatic keyword 

extraction unit. 

 

Figure 4: Automatic keyword extraction algorithm. 

4.1.3 Unit of updating partial index 

The role of this unit is to update a partial index of a 

document. The expert's opinions are accounted for by 

updating the weights of the selected index words and 

assigning to them higher values. This phase concludes 

with the integration of this partial index into the document, 

and saving it to an object file in order to exploit it later. 

4.2 Offline indexing system of building and 

updating general index 

The role of this system is to build and update a general 

index based on partial indexes of several corpora (Figure 

5). 

It retrieves all documents indexes (partial indexes) 

that created by the online semi-automatic indexing 

system, and merges them into a single general index. It 

also updates this index whenever necessary. 

 

 

Figure 5: Offline automatic indexing system. 

5 Implemented applications 
To implement the online semi-automatic indexing system 

that we designed, we developed an Arabic text editor that 

contains an online document indexing system. In addition, 

we worked on building a suitable new form of Arabic 

corpus, which contains keywords proposed by a human 

expert, to conduct the necessary experiments. We also 

used OIRDA application for general indexing and 

information retrieval and equipped by an offline automatic 

indexing system of building and updating general index. 

5.1 Arabic text editor 

We first developed an Arabic text editor (Figure 6), which 

-in addition to the regular functions as text editor-, is 

provided with the automatic indexing option to editor's 

users. We have adopted the design of online semi-

automatic indexing system described above (Figure 1) to 

add this option. 

As discussed above, we deal differently with the first 

document added to the corpus, where there are no other 

documents, so it only counts a 𝑡𝑓𝑖,𝑗 value. We then 

integrate the keyword extraction unit, which is based on 

the results obtained from the automatic indexing unit 

prompting some keywords suggestions to the expert 

indexers, giving them the opportunity to modify these 

proposed words. Finally, the index is updated. The output 

Keywords_Extract function pseudo code  

Input:  

Document di ϵ corpus 

Output : 

Keywords [ ]  

Algorithm 

For j = 1 to 12 loop 

word ← Paratial_Index.canditat_word[j]; 

word ← From_Original_text (word); 

if (Setting_terms (fst_right_word)) 

word ←   word + fst_right_word; 

if (Setting_terms (snd_right_word)) 

word ←   word + snd_right_word; 

if (Setting_terms (fst_leftt_word)) 

word ←   fst_left_word + word; 

if (Setting_terms (snd_lest_word)) 

word ←   snd_left_word + word; 

Keywords [i] ← word 

End loop. 

Document 1 

... 
-تقع فلسطين 

التي يعترف بها أكثر 

في  -دولة 135من 

 جنوب غرب

 

Document P 

س لم تكن القد

مة يوماً عاص

""إسرائيل ي   

Corpus 1 

... 

Document 1 

... 
ففي قضية 

حصار قطر مثلا 

واندلاع الأزمة الخليجية 

التي بدأت في الأيام 

Document K 
وطلبت الوكالة 

الإعلام  من وسائل

تجاهل ما ورد من 

تصريحات ملفقة 

Corpus N 

Online semi-automatic indexing system 

... 

Index 1 Index N 

Offline automatic indexing system 

                     :         
1     1:1  5:9 ...  
2      1:2 ...  
3       1:5 ...  
4     2:1 ...  

... ... ... 
5       2:3 ...  

... ... ... 

General index 
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of this editor is an object file that contains the processed 

text and the generated partial index. 

 

Figure 6: Arabic Text Editor "SIRAT". 

5.2 New Arabic corpus form 

To study the efficiency of the proposed system, it was 

necessary to obtain a test corpus consisting of a set of 

Arabic documents that would meet a set of necessary and 

sufficient features for testing. 

We have developed a program to build an Arabic 

corpus, through the organization of a number of web pages 

of Al Jazeera's website3, in a new corpus form that is 

different from the usual ones, by appending keywords 

suggested by the human expert (Al Jazeera journalists) to 

the end of documents (Figure 7). This allows evaluating 

the performance of the automatic keywords extraction 

unit. In addition, we have taken into account the set of 

rules used globally in the building of such corpus, 

especially those provided by (TREC) [34]. 

 

Figure 7: New Arabic corpus form. 

Thus we were able to obtain an Arabic corpus 

containing 2416 documents and 25 requests. The 

                                                           
3 http://www.aljazeera.net/encyclopedia. Uploaded 

on November 16, 2017. 

vocabulary number of this corpus is 1475148 words, of 

which 133474 different words (i.e. 9.03% of the total 

words). 

 

Figure 8: Curve Al Jazeera site corpus according to 

Zipf's law curve. 

According to Zipf's Law, which is concerned with the 

distribution of words across documents, the range, and 

highlight the importance of the corpus words. Figure 8 

illustrates the Al Jazeera's corpus curve (in red color 

represented by symbols (+)) and Zipf’s curve (in green 

color represented by symbols (x)). The Figure suggests 

that Al Jazeera’s corpus curve is very close to Zipf's curve. 

Furthermore, according to some other criteria [31], our 

new form corpus is very rich and qualified to use as a test 

collection for IR system quality. 

This new format enables us to benefit from, among 

other things: 

• The Contribution to building a system for IRSs 

evaluation, which enables researchers to test the 

effectiveness of their applications. In addition to the 

quality and quantity of the documents considered in 

this corpus, we have created two types of requests set 

and their relevant documents. The first is a brief and 

simple; while the second is extensive and complex, 

based on the corpus keywords, for example: " الحرب

ا الجيش السوريالالكترونية التي يقوده " (Electronic warfare 

led by the Syrian Army). 

•  The Contribution to building a system for keywords 

systems evaluation, where we have been able to 

perform extracting experiments using the corpus 

documents, compare the results of these systems 

<DOC> 

<DOCNO> ALJAZEERA-511 </DOCNO> 

<HEADLINE> ماذا تعرف عن الجيوش الإلكترونية؟ </HEADLINE> 
<DATELINE> :إلكترونية عوكالات, مواقالجزيرة +  المصدر  </DATELINE> 

<TEXT> 

مواقع الجيوش الإلكترونية مجموعات مدربة تعمل وفق أجندة خاصة هدفها اختراق 
الخصوم، والترويج لوجهة نظر معينة عبر مختلف منصات الإنترنت، وإسكات وتشويه 

بلبلة، وقد بدأت الدول سمعة المناوئين، إلى جانب ترويج الإشاعات والأكاذيب وخلق ال

في إنشاء وحدات إلكترونية داخل أجهزتها العسكرية والأمنية لحماية أمنها القومي. خدمة 
لكترونية مجموعة من الأشخاص وقراصنة الإنترنت )هاكرز( تعمل رسمية الجيوش الإ

 لصالح أجهزة المخابرات والأمن في الغالب، تسعى لاختراق المواقع الإلكترونية الخاصة

بالشخصيات والمؤسسات والدول، ولا تكاد تترك منتديات أو نقاشات أو تعليقات على 
لكترونية إلا ودخلت إليها للدفاع عن مواقع التواصل الاجتماعي وغيرها من المواقع الإ

وجهة النظر الرسمية، ونشر الإشاعات والأكاذيب التي تربك رؤية الناس وتوجههم باتجاه 

 معين.
… 

لومة والحروب الإلكترونية، بدأت دول عديدة سياسة إنشاء "جيوش وفي عصر المع

د ضد الهجمات إلكترونية" نظامية لها ميزانيتها الخاصة، وتسعى للدفاع عن البلا
الإلكترونية التي لا تكاد تنتهي حتى تبدأ. وقد أعلنت وزيرة الدفاع الألمانية أورسولا فون 

وين جيش إلكتروني كوحدة مستقلة داخل عن تك 2017أبريل/نيسان  6دير لاين يوم 

الجيش الألماني إلى جانب القوات البرية والبحرية والجوية، حيث يمارس مهام دفاعية 
على شبكة الإنترنت. وقالت الوزيرة إن عمل الجيش الإلكتروني لن يقتصر  وهجومية

ت. على صد هجمات القرصنة، بل سيرد عليها أيضا في ساحة المعركة، وهي الإنترن

 ."وأضافت "في حال تعرض شبكات الجيش الألماني للهجوم فمن حقنا أيضا أن نرد
</TEXT> 

<KEYWORDS> روب إلكترونية؛ فيروسات؛ الجيش الإلكتروني؛ إنترنت؛ ح

 <KEYWORDS/> الجيش الإلكتروني السوري؛ موسوعة الجزيرة؛
</DOC> 
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with the available keywords and calculate the 

precision and recall scores. 

6 Analysis and results 
The aim of our experiments is to evaluate different 

methods of indexing performance in Arabic information 

retrieval. A series of experiments was conducted to show 

the effect of each method of indexing in retrieval 

performance. 

We conducted several experiments using the OIRDA 

application and endowed it with an offline indexing 

system for general indexing and information retrieval. 

We first compare the following two indexing models: 

• Keyword-based indexing: the index is composed 

only of keywords approved by the expert. 

• Indexing without keyword-based or normal 

indexing: the index is generated by automatic 

indexing unit without the intervention of the expert. 

 

Figure 9: Experiment 1. 

Figure 9 represents a comparison between these two 

models based on their recall-precision curves. The results 

show that the model of keyword-based indexing, curve in 

red color represented by symbols (-), is more efficient than 

the model of indexing without keyword-based, curve in 

green color represented by symbols (+), on all points of 

recall and precision. 

Then, we compare the two following models of 

indexing  

• Hybrid: different combinations of keyword-based 

indexing and indexing without keyword-based, in a 

way they token the advantages from each of them. 

• keyword-based indexing. 

In the series of our experiments, the results show that 

the keyword-based model, curve in green color 

represented by symbols (-), is more efficient than hybrid 

model, curve in red color represented by symbols (+). One 

can observe this behavior in (Figure 10); the curve 

keyword-based indexing representing the precision based 

on points of recall is above the hybrid curve. 

 

Figure 10: Experiment 2. 

The results, further, show that the keyword-based 

indexing model is the best approach as it is more 

successful in identifying the descriptors relevant the most 

to the document. This is primarily due to the intervention 

of the human expert in keywords identification, especially 

with ambiguous queries that include polysemy, compound 

words, etc., which are in need for an accurate semantic 

processing. 

In addition, this model also proved effective to help 

minimizing index storage size, and thus, improving the 

response time of the different requests. 

The keyword-based indexing model suffers from 

problems, especially in the case where the expert cannot 

identify the descriptors that are relevant the most to the 

document, the aspect this model must improve and find a 

viable solution to. 

7 Conclusion 
The main objective of this study is to show the effects of 

online indexing, which require the semi-automatic 

indexing, on information retrieval system performance. In 

addition, this model proved to be effective to help 

minimize index storage size, and thus, improving the 

response time of different requests. Therefore, we 

recommend integrating this model into word processing 

tools in order to allow the editor to contribute effectively 

to build a high quality indexes while accounting for the 

drawbacks and shortcomings of this model. This study 

also proposes a solution to problems and deficiencies that 

Arabic language processing suffers from, especially 

regarding corpus building by developing an application 

framework for the building and development of corpora. 

In addition, the paper suggests a solution to reduce 

deficiencies information retrieval evaluation systems 

suffer from, which enable researchers to test their indexing 

and retrieval algorithms and complete systems on 

common tasks and datasets. 
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This paper presents new axiomatic definitions of entropy measure using concept of probability and 

distance for interval-valued intuitionistic fuzzy sets (IvIFSs) by considering degree of hesitancy which is 

consistent with the definition of entropy given by De Luca and Termini. Thereafter, we propose some 

entropy measures and also derived relation between distance, entropy and similarity measures for 

IvIFSs. Further, we checked the performance of proposed entropy and similarity measures on the basis 

of intuition and compared with the existing entropy and similarity measures using numerical examples. 

Lastly, proposed similarity measures are used to solve problems in the field of pattern recognition and 

medical diagnoses.  

Povzetek: V prispevku so predstavljene nove aksiomatske definicije entropijske mere za intervalno 

intuicionistične mehke množice. 

1 Introduction 
Fuzzy set theory (Zadeh, 1965) is tool that can handle 

uncertainty and imprecision effortlessly. Interval-valued, 

intuitionistic, interval-valued intuitionistic fuzzy sets 

(Zadeh (1975), Atanassov (1986), Atanassov & Gargov 

(1989)), vague sets (Gau & Buehrer, 1993) and R-fuzzy 

sets (Yang, Hinde, 2010) are various generalizations of 

Fuzzy sets (FSs). From all these generalizations IvIFSs 

and intuitionistic fuzzy sets (IFSs) are two conventional 

extensions of FSs. IvIFSs are more practical and flexible 

than IFSs as they are characterized by membership and 

non-membership degree range instead of real numbers. It 

makes IvIFSs more useful in dealing with real world 

complexities which arises due to insufficient information, 

lack of data, imprecise knowledge and human nature 

wherein range is provided instead of real numbers. 

Distance, entropy and similarity measures are the central 

arenas that are investigated by various researchers under 

intuitionistic and interval-valued fuzzy environment (IFE 

and IvFE). These measures identify the similarity or 

dissimilarity between two FSs. Till date, vivid entropy, 

distance or similarity measures are presented by various 

investigators. Some of these research findings are 

mentioned as follows: Xu (2007 a, b) introduced the 

concept of similarity between IvIFSs along with some 

distance measure. Zang et al. (2009) defined a entropy 

axiomatically for interval-valued fuzzy sets (IvFSs) and 

discussed relation between entropy and similarity 

measures. Xu and Yager (2009) studied preference 

relation and defined similarity measure under IvFE and 

interval-valued intuitionistic environment (IvIFE).  Wei 

et al (2011) derived a generalized measure of entropy for 

IvIFSs. Cosine similarity measures for IvIFSs are defined 

by both Ye (2012) and Singh (2012). Sun & Liu (2012), 

Hu & Li (2013), Zhang et al. (2014) proposed entropy 

and similarity measure along with their relationship for 

IvIFSs. Applications of the aforesaid entropy, distance 

and similarity measures are for recognition of patterns, 

medical diagnoses, and decision making with multiple 

criteria and expert systems problems. However, most of 

these distance, similarity or entropy measures do not 

consider hesitancy index between IvIFSs. Hesitance 

index play a very important role when membership and 

non-membership degree do not differ much for two 

IvIFSs but their hesitant index does. Some of the authors, 

Xu (2007), Xu & Xia (2011), Wu et al. (2014) 

considered hesitancy into the measure of distance, 

similarity and entropy developed by them. Since 

hesitancy index also has a vital role in any decision 

making as it outclasses the existing methods and deals 

with decision process in a better way. Dammak et al. 

(2016) studies some possibility measures in multi-criteria 

decision making under 𝐼𝑣𝐼𝐹𝐸. Tiwari & Gupta(in press) 

proposed generalized entropy and similarity measure for 

𝐼𝑣𝐼𝐹𝑆 with application in decision making. Zang et al. 

(2016) defined some operations on 𝐼𝑣𝐼𝐹𝑆𝑠 and proposed 

some aggregation operators for 𝐼𝑣𝐼𝐹𝑆𝑠 w.r.t. the 

restricted interval Shapley function with application in  

multi-criteria decision making. In this paper we have 

developed some of the distance, entropy and similarity 

measures by taking all the three degrees in account and 

applied it to pattern recognition and medical diagnoses 

under 𝐼𝑣𝐼𝐹𝐸.  

This work is organized in various sections. Section 2 

has basic definition and operations on 𝐼𝑣𝐼𝐹𝑆𝑠. Section 3, 

presents the relationship between distance and entropy 

measures along with example to check the performance 

of entropy measures on the basis of intuition. A relation 

between measure of entropy and similarity measure is 

proposed in Section 4. Further, comparison of new 

similarity measures with the few existing one in done. 
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Thereafter in section 5 we applied new similarity 

measures to recognition of patterns and medical 

diagnoses. Lastly conclusion is drawn in Section 6. 

2 IvIFSs along with its distance and 

similarity measures 
This section has definitions and concepts for IvIFSs. In 

this paper Ω = {𝑥1, … . , 𝑥𝑛} denotes the universe of 

discourse;ℂ(Ω) and IvIFSs(Ω) denote all crisp sets and 

𝐼𝑣𝐼𝐹𝑆𝑠 respectively in Ω. 

Definition 1 ( Atanassov & Gargov,1989): An IvIFS  A 

in the finite universe Ω is defined by a triplet 

〈𝑥𝑖 , 𝑀𝑉𝐴(𝑥𝑖), 𝑁𝑉𝐴(𝑥𝑖), 𝐻𝑉𝐴(𝑥𝑖)〉 as 𝑥𝑖 ∈ Ω where 

𝑀𝑉𝐴(𝑥𝑖) = [𝑀𝑉𝐴𝐿(𝑥𝑖),𝑀𝑉𝐴𝑈(𝑥𝑖)] is called membership 

value interval ,𝑁𝑉𝐴(𝑥𝑖)  = [𝑁𝑉𝐴𝐿(𝑥𝑖), 𝑁𝑉𝐴𝑈(𝑥𝑖)] is called 

non-membership value interval and 𝐻𝑉𝐴(𝑥𝑖) =
[𝐻𝑉𝐴𝐿(𝑥𝑖), 𝐻𝑉𝐴𝑈(𝑥𝑖)], 𝐻𝑉𝐴𝐿(𝑥𝑖) = 1 − 𝑀𝑉𝐴𝑈(𝑥𝑖) −
𝑁𝑉𝐴𝑈(𝑥𝑖), 𝐻𝐴𝑈(𝑥𝑖) = 1 −𝑀𝑉𝐴𝐿(𝑥𝑖) − 𝑁𝑉𝐴𝐿(𝑥𝑖) such 

that 0 ≤ 𝑀𝑉𝐴𝑈(𝑥𝑖) + 𝑁𝑉𝐴𝑈(𝑥𝑖) ≤ 1 for each 𝑥𝑖 ∈ 𝐴. 

Liu (1992) defined distance and similarity measures 

for IvIFSs axiomatically which are given as follows:  

Definition 2: For any two IvIFSs A and B, a real valued 

function D: IvIFSs(Ω) × IvIFSs(Ω) ⟶ [0,1] is termed as 

a distance measure of IvIFSs on Ω, if it satisfies the 

below mentioned axioms: 

1. For any crisp set A, we have D(A, A̅ ) = 1. 

2. Distance between any two IvIFSs A and B is 

zero  iff A = B. 
3. Distance measure is symmetrical w.r.t to any 

two IvIFSs A and B. 

4. For any three IvIFSs A, B and C such that A ⊆
B ⊆ C, we have D(A, C) ≥ D(A, B) 
and D(A, C) ≥ D(B, C). 

Distance between FSs was presented by (Kacprzyk, 

1997). Then its extension was proposed by Atanassov in 

1999 as two dimensional distances whereas third 

parameter hesitancy degree in distance was introduced by 

Szmidt and Kacprzyk (2000) for intuitionistic fuzzy sets. 

Yang & Chiclana (2012) proved three dimensional 

distance consistency over two dimensional distances. 

Grzegorzewski (2004) and Park et al. (2007) gave 

distance measure for IvFSs and IvIFSs respectively. Here 

we extend the distance measures by considering 

hesitancy degree for IvIFSs. For any two IvIFSs A and B, 

we define the following measures of distance: 

1) Normalized Euclidean Distance  

D1(A, B) = {
1

12𝑛
∑ [(𝑀𝑉𝐴𝐿(𝑥𝑖) −
𝑛
𝑖=1

𝑀𝑉𝐵𝐿(𝑥𝑖))
2
+ (𝑀𝑉𝐴𝑈(𝑥𝑖) − 𝑀𝑉𝐵𝑈(𝑥𝑖))

2
+

(𝑁𝑉𝐴𝐿(𝑥𝑖) − 𝑁𝑉𝐵𝐿(𝑥𝑖))
2
+ (𝑁𝑉𝐴𝑈(𝑥𝑖) −

𝑁𝑉𝐵𝑈(𝑥𝑖))
2
+ (𝐻𝑉𝐴𝐿(𝑥𝑖) − 𝐻𝑉𝐵𝐿(𝑥𝑖))

2
+

(𝐻𝑉𝐴𝑈(𝑥𝑖) − 𝐻𝑉𝐵𝑈(𝑥𝑖))
2
]}
1
2⁄

  

    …(1) 

2) Normalized Hamming Distance  

𝐃𝟐(𝐀, 𝐁) =
𝟏

𝟖𝐧
∑ [|𝑴𝑽𝑨𝑳(𝒙𝒊) −𝑴𝑽𝑩𝑳(𝒙𝒊)| +
𝒏
𝒊=𝟏

|𝑴𝑽𝑨𝑼(𝒙𝒊) − 𝑴𝑽𝑩𝑼(𝒙𝒊)| + |𝑵𝑽𝑨𝑳(𝒙𝒊) −
𝑵𝑽𝑩𝑳(𝒙𝒊)| + |𝑵𝑽𝑨𝑼(𝒙𝒊) − 𝑵𝑽𝑩𝑼(𝒙𝒊)| +
|𝑯𝑽𝑨𝑳(𝒙𝒊) − 𝑯𝑽𝑩𝑳(𝒙𝒊)| + |𝑯𝑽𝑨𝑼(𝒙𝒊) −
𝑯𝑽𝑩𝑼(𝒙𝒊)|]    

    …(2)  

3) Hamming Hausdorff Normalized Distance 

D3(A, B) =
1

4n
∑ [|𝑀𝑉𝐴𝐿(𝑥𝑖) − 𝑀𝑉𝐵𝐿(𝑥𝑖)| ∨
𝑛
𝑖=1

|𝑀𝑉𝐴𝑈(𝑥𝑖) − 𝑀𝑉𝐵𝑈(𝑥𝑖)| + |𝑁𝑉𝐴𝐿(𝑥𝑖) −
𝑁𝑉𝐵𝐿(𝑥𝑖)| ∨ |𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐵𝑈(𝑥𝑖)| +
|𝐻𝑉𝐴𝐿(𝑥𝑖) − 𝐻𝑉𝐵𝐿(𝑥𝑖)| ∨ |𝐻𝑉𝐴𝑈(𝑥𝑖) −
𝐻𝑉𝐵𝑈(𝑥𝑖)|]    

    …(3) 

4) Hausdorff  Normalized Hamming Distance 

D4(A, B) =

1

4n
∑ 𝑚𝑎𝑥

{
 
 

 
 
|𝑀𝑉𝐴𝐿(𝑥𝑖)−𝑀𝑉𝐵𝐿(𝑥𝑖)|+|𝑀𝑉𝐴𝑈(𝑥𝑖)−𝑀𝑉𝐵𝑈(𝑥𝑖)|

2
,

|𝑁𝑉𝐴𝐿(𝑥𝑖)−𝑁𝑉𝐵𝐿(𝑥𝑖)|+|𝑁𝑉𝐴𝑈(𝑥𝑖)−𝑁𝑉𝐵𝑈(𝑥𝑖)|

2
,

|𝐻𝑉𝐴𝐿(𝑥𝑖)−𝐻𝑉𝐵𝐿(𝑥𝑖)|+|𝐻𝑉𝐴𝑈(𝑥𝑖)−𝐻𝑉𝐵𝑈(𝑥𝑖)|

2 }
 
 

 
 

𝑛
𝑖=1

    …(4) 

5) Averaged fifth Distance Measure  

D5(A, B) =

1

2n
∑

{
 
 

 
 [

|𝑀𝑉𝐴𝐿(𝑥𝑖)−𝑀𝑉𝐵𝐿(𝑥𝑖)|+|𝑀𝑉𝐴𝑈(𝑥𝑖)−𝑀𝑉𝐵𝑈(𝑥𝑖)|

+|𝑁𝑉𝐴𝐿(𝑥𝑖)−𝑁𝑉𝐵𝐿(𝑥𝑖)|+|𝑁𝑉𝐴𝑈(𝑥𝑖)−𝑁𝑉𝐵𝑈(𝑥𝑖)|

+|𝐻𝑉𝐴𝐿(𝑥𝑖)−𝐻𝑉𝐵𝐿(𝑥𝑖)|+|𝐻𝑉𝐴𝑈(𝑥𝑖)−𝐻𝑉𝐵𝑈(𝑥𝑖)|
]

8
+𝑛

𝑖=1

𝑚𝑎𝑥(

|𝑀𝑉𝐴𝐿(𝑥𝑖)−𝑀𝑉𝐵𝐿(𝑥𝑖)|+|𝑀𝑉𝐴𝑈(𝑥𝑖)−𝑀𝑉𝐵𝑈(𝑥𝑖)|,

|𝑁𝑉𝐴𝐿(𝑥𝑖)−𝑁𝑉𝐵𝐿(𝑥𝑖)|+|𝑁𝑉𝐴𝑈(𝑥𝑖)−𝑁𝑉𝐵𝑈(𝑥𝑖)|,

|𝐻𝑉𝐴𝐿(𝑥𝑖)−𝐻𝑉𝐵𝐿(𝑥𝑖)|+|𝐻𝑉𝐴𝑈(𝑥𝑖)−𝐻𝑉𝐵𝑈(𝑥𝑖)|
)

4

}
 
 

 
 

  

     …(5) 

6) Generalized Measure of Distance , for p ≥ 2, 

D6(A, B) = {
1

12n
∑ (|𝑀𝑉𝐴𝐿(𝑥𝑖) − 𝑀𝑉𝐵𝐿(𝑥𝑖)| ∨
𝑛
𝑖=1

|𝑀𝑉𝐴𝑈(𝑥𝑖) − 𝑀𝑉𝐵𝑈(𝑥𝑖)|)
𝑝 + (|𝑁𝑉𝐴𝐿(𝑥𝑖) −

𝑁𝑉𝐵𝐿(𝑥𝑖)| ∨ |𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐵𝑈(𝑥𝑖)|)
𝑝 +

(|𝐻𝑉𝐴𝐿(𝑥𝑖) − 𝐻𝑉𝐵𝐿(𝑥𝑖)| ∨ |𝐻𝑉𝐴𝑈(𝑥𝑖) −

𝐻𝑉𝐵𝑈(𝑥𝑖)|)
𝑝}
1/p

    

    …(6) 

Definition 3: Let A and B be any two IvIFSs, a real 

valued function S: IvIFSs(Ω) × IvIFSs(Ω) ⟶ [0,1] is 

defined as a measure of similarity for IvIFSs on Ω, if it 

satisfies axioms mentioned below: 

1. For any crisp set A, we have S(A, A̅ ) = 0  

2. Measure of similarity between any two IvIFSs is 

1 iff A = B. 
3. Measure of similarity is symmetric w.r.t. any 

two IvIFSs. 

4. For any three IvIFSs A, B and C such that A ⊆
B ⊆ C. We have  S(A, C) ≤ S(A, B) and 

S(A, C) ≤ S(B, C). 
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From axiomatic definition of distance and similarity 

measures it is clear that S (A, B) = 1 −  D(A, B) where  A 

and B are IvIFSs , D  and S are distance and similarity 

measure for IvIFSs respectively. 

2.1 Entropy measure for IvIFSs 

In 1972, De Luca and Termini defined measure of 

entropy for FSs. Hung & Yang (2006) extended 

definition for IFSs considering hesitancy degree. The 

following definition for entropy is an extension of 

definition of entropy proposed by Hung & Yang (2006) 

for IvIFSs. 

Definition 4: A real valued function E: IvIFSs(Ω) →
[0,1] is termed as measure of entropy under IvIFE, if 

below mentioned axioms are satisfied: 

1. E(A) = 0, ∀A ∈  ℂ(Ω); 
2. E(A) = 1, iff  𝑀𝐴(𝑥𝑖) = 𝑁𝐴(𝑥𝑖) = 𝐻𝐴(𝑥𝑖) =

[
1

3
,
1

3
] , ∀ 𝑥𝑖 ∈ Ω; 

3. E(A) ≤ E(B), if A is less fuzzy than B; 

4. E(A) = E(A̅), where A̅ is complement of  A, 

where A, B ∈ IvIFSs(Ω). 

Above definition is steady with description of measure of 

entropy given by De Luca & Termini (1972). As it is 

known that complete description of an IvIFS A ∈ Ω has 

three degrees membership, non-membership and 

hesitancy with 𝑀𝑉𝐴𝑈(𝑥𝑖) + 𝑁𝑉𝐴𝑈(𝑥𝑖) + 𝐻𝑉𝐴𝐿(𝑥𝑖) = 1 

and 𝑀𝑉𝐴𝐿(𝑥𝑖) + 𝑁𝑉𝐴𝐿(𝑥𝑖) + 𝐻𝑉𝐴𝑈(𝑥𝑖) = 1 with  

0 ≤ 𝑀𝑉𝐴𝑈(𝑥𝑖), 𝑁𝑉𝐴𝑈(𝑥𝑖), 𝐻𝑉𝐴𝐿(𝑥𝑖), 
𝑀𝑉𝐴𝐿(𝑥𝑖), 𝑁𝑉𝐴𝐿(𝑥𝑖), 𝐻𝑉𝐴𝑈(𝑥𝑖) ≤ 1. By taking all the 

three in to consideration we may assume them as 

probability measure. Therefore the entropy is maximum 

when all the variables are equal (i.e. 𝑀𝑉𝐴𝑈(𝑥𝑖) =

𝑁𝑉𝐴𝑈(𝑥𝑖) =  𝐻𝑉𝐴𝐿(𝑥𝑖) =
1

3
 and 𝑀𝑉𝐴𝐿(𝑥𝑖) = 𝑁𝑉𝐴𝐿(𝑥𝑖) =

 𝐻𝑉𝐴𝑈(𝑥𝑖) =
1

3
) and zero (minimum) when only one 

variable is exists (i.e. 𝑀𝑉𝐴𝐿(𝑥𝑖) = 𝑀𝑉𝐴𝑈(𝑥𝑖) =
1, 𝑁𝑉𝐴𝐿(𝑥𝑖) = 𝑁𝑉𝐴𝑈(𝑥𝑖) =  0, 𝐻𝑉𝐴𝐿(𝑥𝑖) = 𝐻𝑉𝐴𝑈(𝑥𝑖) = 0 

or  𝑀𝑉𝐴𝐿(𝑥𝑖) = 𝑀𝑉𝐴𝑈(𝑥𝑖) = 0, 𝑁𝑉𝐴𝐿(𝑥𝑖) = 𝑁𝑉𝐴𝑈(𝑥𝑖) =
 1, 𝐻𝑉𝐴𝐿(𝑥𝑖) = 𝐻𝑉𝐴𝑈(𝑥𝑖) = 1 

or  𝑀𝑉𝐴𝐿(𝑥𝑖) = 𝑀𝑉𝐴𝑈(𝑥𝑖) = 0, 𝑁𝑉𝐴𝐿(𝑥𝑖) =
𝑁𝑉𝐴𝑈(𝑥𝑖) =  0,𝐻𝑉𝐴𝐿(𝑥𝑖) = 𝐻𝑉𝐴𝑈(𝑥𝑖) = 1).  

Again we extend the definition of entropy given by Zang 

et al. (2014) based on distance for IvIFSs. In following 

definition we have considered degree of hesitation, 

which is not considered by other definitions of entropy. 

Definition 5: A real-valued function E: IvIFSs(Ω) →
[0,1] is termed as measure of entropy under IvIFE, if the 

following axioms are satisfied: 

 

1. E(A) = 0, ∀A ∈  ℂ(Ω); 
2. E(A) = 1, iff all the three description of IvIFSs 

intervals satifies   𝑀𝑉𝐴(𝑥𝑖) = 𝑁𝑉𝐴(𝑥𝑖) =

𝐻𝑉𝐴(𝑥𝑖) = [
1

3
,
1

3
] , ∀ 𝑥𝑖 ∈ Ω 

3. If D (A, 〈[
1

3
,
1

3
] , [

1

3
,
1

3
] , [

1

3
,
1

3
]〉) ≥

D (B, 〈[
1

3
,
1

3
] , [

1

3
,
1

3
] , [

1

3
,
1

3
]〉),then E(A) ≤ E(B),

∀A, B ∈ IvIFSs(Ω), where D is measure of 

distance. 

4.  E(A) = E(A̅), where A̅ is complement of  A, 

where A, B ∈ IvIFSs(Ω). 

In the next section, we derive a relation which relates 

measure of distance and entropy for IvIFSs, which 

satisfies all the axioms of the definition of entropy. 

3 Relation between measure of 

distance and entropy 
Here, we develop a technique which obtains entropy 

measure for IvIFSs which satisfies the aforementioned 

properties. 

Theorem 2: Let Dj, j= 1,… ,6 be the above-mentioned 

six distance measure equations (1)-(6) between IvIFSs, 

then, Ej(A) = 1 − 3Dj (A, 〈[
1

3
,
1

3
] , [

1

3
,
1

3
] , [

1

3
,
1

3
]〉), j=

1,… ,6  for any A ∈ IvIFSs(Ω) are measure of entropy of 

IvIFSs. 

Proof: We prove that E𝑗(A), for j = 1, … ,6  satisfies 

conditions given by definition 5. 

Property1): If A ∈  ℂ(Ω) ⇒ 𝐴(𝑥𝑖) = 〈[1,1], [0,0], [0,0]〉 
or 𝐴(𝑥𝑖) = 〈[0,0], [1,1], [0,0]〉, ∀ 𝑥𝑖 ∈ 𝛺, then for j=
1,… ,6 

Dj (A, 〈[
1

3
,
1

3
] , [
1

3
,
1

3
] , [
1

3
,
1

3
]〉) =

1

3
. 

Thus, Ej(A) = 0 

Property 2): For all j = 1, … ,6, Ej(A) = 1 

⟺ 1− 3Dj (A, 〈[
1

3
,
1

3
] , [
1

3
,
1

3
] , [
1

3
,
1

3
]〉) = 1 

⟺ 3D𝑗 (A, 〈[
1

3
,
1

3
] , [
1

3
,
1

3
] , [
1

3
,
1

3
]〉) = 0 

⟺  A = 〈[
1

3
,
1

3
] , [
1

3
,
1

3
] , [
1

3
,
1

3
]〉 

Property3): Let A and B be any two IvIFSs and 

Dj (A, 〈[
1

3
,
1

3
] , [

1

3
,
1

3
] , [

1

3
,
1

3
]〉) ≥

Dj (B, 〈[
1

3
,
1

3
] , [

1

3
,
1

3
] , [

1

3
,
1

3
]〉) then 

1 − 3Dj (A, 〈[
1

3
,
1

3
] , [
1

3
,
1

3
] , [
1

3
,
1

3
]〉)

≥ 1 − 3Dj (B, 〈[
1

3
,
1

3
] , [
1

3
,
1

3
] , [
1

3
,
1

3
]〉) 

⟹ Ej(A) ≤ Ej(B),  for all j= 1,… ,6 

Property 4) : Let A be any 𝐼𝑣𝐼𝐹𝑆 then A̅ =
{〈𝑥𝑖 , [𝑁𝑉𝐴𝐿(𝑥𝑖), 𝑁𝑉𝐴𝑈(𝑥𝑖)], [𝑀𝑉𝐴𝐿(𝑥𝑖),𝑀𝑉𝐴𝑈(𝑥𝑖)]〉 𝑥𝑖 ∈ Ω⁄ } 

⟹ Dj (A, 〈[
1

3
,
1

3
] , [
1

3
,
1

3
] , [
1

3
,
1

3
]〉)

= D𝑗 (A̅, 〈[
1

3
,
1

3
] , [
1

3
,
1

3
] , [
1

3
,
1

3
]〉) 

Thus, E𝑗(A) = Ej(A̅), for all j= 1,… ,6. ∎ 

From theorem 2 and various distance formulas’ 

mentioned (equation (1) to (6)), we get corresponding 

entropy formulas as follows: 
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𝐸1(𝐴) = 1 − 3 {
1

12𝑛
∑ [(𝑀𝑉𝐴𝐿(𝑥𝑖) −

1

3
)
2

+𝑛
𝑖=1

(𝑀𝑉𝐴𝑈(𝑥𝑖) −
1

3
)
2

+ (𝑁𝑉𝐴𝐿(𝑥𝑖) −
1

3
)
2

+

(𝑁𝑉𝐴𝑈(𝑥𝑖) −
1

3
)
2

+ (𝐻𝑉𝐴𝐿(𝑥𝑖) −
1

3
)
2

+

(𝐻𝑉𝐴𝑈(𝑥𝑖) −
1

3
)
2

]}

1
2⁄

   

     

𝐸2(𝐴) = 1 −
3

8𝑛
∑ [|𝑀𝑉𝐴𝐿(𝑥𝑖) −

1

3
| +𝑛

𝑖=1

|𝑀𝑉𝐴𝑈(𝑥𝑖) −
1

3
| + |𝑁𝑉𝐴𝐿(𝑥𝑖) −

1

3
| +

|𝑁𝑉𝐴𝑈(𝑥𝑖) −
1

3
| + |𝐻𝑉𝐴𝐿(𝑥𝑖) −

1

3
| +

|𝐻𝑉𝐴𝑈(𝑥𝑖) −
1

3
|]    

      

𝐸3(𝐴) = 1 −
3

4𝑛
∑ [|𝑀𝑉𝐴𝐿(𝑥𝑖) −

1

3
| ∨𝑛

𝑖=1

|𝑀𝑉𝐴𝑈(𝑥𝑖) −
1

3
| + |𝑁𝑉𝐴𝐿(𝑥𝑖) −

1

3
| ∨

|𝑁𝑉𝐴𝑈(𝑥𝑖) −
1

3
| + |𝐻𝑉𝐴𝐿(𝑥𝑖) −

1

3
| ∨

|𝐻𝑉𝐴𝑈(𝑥𝑖) −
1

3
|]    

 

𝐸4(𝐴) = 1 −

3

2𝑛
∑ 𝑚𝑎𝑥

{
 
 

 
 
|𝑀𝑉𝐴𝐿(𝑥𝑖)−1/3|+|𝑀𝑉𝐴𝑈(𝑥𝑖)−1/3|

2
,

|𝑁𝑉𝐴𝐿(𝑥𝑖)−1/3|+|𝑁𝑉𝐴𝑈(𝑥𝑖)−1/3|

2
,

|𝐻𝑉𝐴𝐿(𝑥𝑖)−1/3|+|𝐻𝑉𝐴𝑈(𝑥𝑖)−1/3|

2 }
 
 

 
 

𝑛
𝑖=1

   

E5(A, B)
= 1

−
3

2n
∑

{
  
 

  
 
[

|𝑀𝑉𝐴𝐿(𝑥𝑖) − 1/3| + |𝑀𝑉𝐴𝑈(𝑥𝑖) − 1/3|

+|𝑁𝑉𝐴𝐿(𝑥𝑖) − 1/3| + |𝑁𝑉𝐴𝑈(𝑥𝑖) − 1/3|

+|𝐻𝑉𝐴𝐿(𝑥𝑖) − 1/3| + |𝐻𝑉𝐴𝑈(𝑥𝑖) − 1/3|
]

8

n

i=1

+

max(

|𝑀𝑉𝐴𝐿(𝑥𝑖) − 1/3| + |𝑀𝑉𝐴𝑈(𝑥𝑖) − 1/3|,
|𝑁𝑉𝐴𝐿(𝑥𝑖) − 1/3| + |𝑁𝑉𝐴𝑈(𝑥𝑖) − 1/3|,

|𝐻𝑉𝐴𝐿(𝑥𝑖) − 1/3| + |𝐻𝑉𝐴𝑈(𝑥𝑖) − 1/3|
)

2

}
  
 

  
 

 

 

𝐸6(𝐴, 𝐵) = 1 − 3∑ [
1

12𝑛
[(|𝑀𝑉𝐴𝐿(𝑥𝑖) −

1

3
| ∨𝑛

𝑖=1

|𝑀𝑉𝐴𝑈(𝑥𝑖) −
1

3
|)
𝑝

+ (|𝑁𝑉𝐴𝐿(𝑥𝑖) −
1

3
| ∨

|𝑁𝑉𝐴𝑈(𝑥𝑖) −
1

3
|)
𝑝

+ (|𝐻𝑉𝐴𝐿(𝑥𝑖) −
1

3
| ∨

|𝐻𝑉𝐴𝑈(𝑥𝑖) −
1

3
|)
𝑝

]]

1
𝑝⁄

    

To check the consistency of proposed entropy measures 

with the intuitionist beliefs we have used the following 

example.  

 

Example: Consider two IvIFSs 𝐴 =
{𝑥, 〈[0.2,0.2], [0.2,0.3], [0.5,0.6]〉, 𝑥 ∈ 𝛺} and 𝐵 =
{𝑥, 〈[0.2,0.3], [0.4,0.6], [0.1,0.4]〉, 𝑥 ∈ 𝛺}, clearly we can 

see that A is more fuzzy than B. Then E𝑗(A) and E𝑗(B) 

are given in Table 1: 

Entropies A B 

E1 0.5570 0.65866 

E2 0.675 0.7 

E3 0.6 0.525 

E4 0.675 0.75 

E5 0.5125 0.6 

E6 0.7171 0.672 

Table 1: Entropies. 

Since E3(A) > E3(B) and E6(A) > E6(B) which 

indicates that E3and E6are consistent with the intuition. 

3.1 Comparison of existing entropy 

measure with proposed entropy 

measures 

We compared performance of existing entropy measures 

with the proposed measures with the help of an example. 

Let A be an IvIFS, then 

𝐸𝑍𝐽(𝐴) =

1

𝑛
∑

𝑚𝑖𝑛(𝑀𝑉𝐴𝐿(𝑥𝑖),𝑁𝑉𝐴𝐿(𝑥𝑖))+𝑚𝑖𝑛(𝑀𝑉𝐴𝑈(𝑥𝑖),𝑁𝑉𝐴𝑈(𝑥𝑖))

𝑚𝑎𝑥(𝑀𝑉𝐴𝐿(𝑥𝑖),𝑁𝑉𝐴𝐿(𝑥𝑖))+𝑚𝑎𝑥(𝑀𝑉𝐴𝑈(𝑥𝑖),𝑁𝑉𝐴𝑈(𝑥𝑖))

𝑛
=1 , 

 

𝐸𝑊𝑊(𝐴) =

1

n
∑

[
min(MVAL(xi),NVAL(xi))

+min(MVAU(xi),NVAU(xi))+HVAL(xi)+HVAU(xi)
]

[
max(MVAL(xi),NVAL(xi))

+max(MVAU(xi),NVAU(xi))++HVAL(xi)+HVAU(xi)
]

n
=1 , 

 

𝐸𝑍𝑀(𝐴) =
1

𝑛
∑ [1 − (𝑀𝑉̅̅ ̅̅ �̅�(𝑥𝑖) +
𝑛
𝑖=1

𝑁𝑉̅̅ ̅̅𝐴(𝑥𝑖))𝑒
1−(𝑀𝑉̅̅ ̅̅ ̅𝐴(𝑥𝑖)+𝑁𝑉̅̅ ̅̅ 𝐴(𝑥𝑖))], 

 

where 𝑀𝑉̅̅̅̅ �̅�(𝑥𝑖) = 𝑀𝑉𝐴𝐿(𝑥𝑖) + 𝜏∆𝑀𝑉𝐴(𝑥𝑖), 𝑁𝑉̅̅ ̅̅𝐴(𝑥𝑖) =
𝑁𝑉𝐴𝐿(𝑥𝑖) + 𝜏∆𝑁𝑉𝐴(𝑥𝑖) and ∆𝑀𝑉𝐴(𝑥𝑖) = 𝑀𝑉𝐴𝑈(𝑥𝑖) −
𝑀𝑉𝐴𝐿(𝑥𝑖) and ∆𝑁𝑉𝐴(𝑥𝑖) = 𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐴𝐿(𝑥𝑖), 𝜏 ∈
[0,1]  
are the measures of entropies given by Zang et al. (2010), 

Wei et al.(2011) and Zang et al. (2011) respectively. 

Example: Consider the example from Sun & Liu (2012) 

to review the entropies for an IvIFSs 𝐴𝑖 which are as 

follows: 

 

“𝐴1 = {𝑥, 〈[0.1,0.2], [0.2,0.4], [0.4,0.7]〉, 𝑥 ∈ 𝛺},  

𝐴2 = {𝑥, 〈[0.2,0.2], [0.3,0.5], [0.3,0.5]〉, 𝑥 ∈ 𝛺}, 

𝐴3 = {𝑥, 〈[0.2,0.4], [0,0], [0.6,0.8]〉, 𝑥 ∈ 𝛺}, 

𝐴4 = {𝑥, 〈[0.3,0.4], [0,0.142857], [0.4571,0.7]〉, 𝑥 ∈ 𝛺}, 

𝐴5 = {𝑥, 〈[0.1,0.1], [0,0.2], [0.6,0.9]〉, 𝑥 ∈ 𝛺},  

𝐴6 = {𝑥, 〈[0,0.2], [0,0.2], [0.4,1.0]〉, 𝑥 ∈ 𝛺}” 
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The values of  𝐸𝑍𝐽(𝐴1) = 0.5 = 𝐸𝑍𝐽(𝐴2), 

𝐸𝑊𝑊(𝐴3) = 0.7 = 𝐸𝑊𝑊(𝐴4) and 𝐸𝑍𝑀(𝐴5) = 0.5 =
𝐸𝑍𝑀(𝐴6) . Thus, the entropies 𝐸𝑍𝐽( 𝐴𝑖), 𝐸𝑊𝑊( 𝐴𝑖) and 

𝐸𝑍𝑀( 𝐴𝑖) are unreasonable. Proposed entropies Ej, j =

1,2, . .6 can discriminate the fuzziness of all the IvIFSs 

𝐴𝑖 , 𝑖 = 1, … ,6 given as follows and give the reasonable 

results given in Table 2. 

Here we have proposed some entropy measures and 

evaluated its performance on the basis of intuitionistic 

belief and comparison with existing measures. In next 

section we propose relation between measures of entropy 

and similarity under IvIFE. Also, we have defined new 

measures of similarity and have evaluated their 

performance by comparing them with some existing 

measures. 

4 Relations between measure of 

entropy and similarity together 

with new similarity measures 
In this section contains definition of new measures of 

similarity under IvIFE and determined an important 

relation between entropy and similarity measure IvIFSs 

which is discussed as follows. 

Theorem 3: Let 𝑆𝑗, for 𝑗 = 1, . . ,6 be measure of 

similarity of IvIFSs w.r.t. the measure of distance 𝐷𝑗 , for 

𝑗 = 1, . . ,6 respectively, and A be any IvIFS. Then 

𝐸𝑗(𝐴) = 3𝑆𝑗 (𝐴, 〈[
1

3
,
1

3
] , [

1

3
,
1

3
] , [

1

3
,
1

3
]〉) − 2, for 𝑗 =

1,… ,6 are measures of entropy for IvIFSs. 

 

Proof: We prove that Ej(A), for j = 1, … ,6  satisfies 

conditions given by definition 5. 

 

Property 1): If A ∈  ℂ(Ω) ⇒ 𝐴(𝑥𝑖) = 〈[1,1], [0,0], [0,0]〉 
or 𝐴(𝑥𝑖) = 〈[0,0], [1,1], [0,0]〉, ∀ 𝑥𝑖 ∈ 𝛺, then for j=
1,… ,6 

Sj (A, 〈[
1

3
,
1

3
] , [
1

3
,
1

3
] , [
1

3
,
1

3
]〉)

= 1 − Dj (A, 〈[
1

3
,
1

3
] , [
1

3
,
1

3
] , [
1

3
,
1

3
]〉)

=
2

3
. 

Thus, Ej(A) = 0 

 

Property 2): For all 𝑗 = 1,… ,6, 𝐸𝑗(𝐴) = 1 

⟺ 3Sj (A, 〈[
1

3
,
1

3
] , [
1

3
,
1

3
] , [
1

3
,
1

3
]〉) − 2 = 1 

⟺ Sj (A, 〈[
1

3
,
1

3
] , [
1

3
,
1

3
] , [
1

3
,
1

3
]〉) = 1 

⟺  A = 〈[
1

3
,
1

3
] , [
1

3
,
1

3
] , [
1

3
,
1

3
]〉 

Property3): Let A and B be any two IvIFSs and 

Dj (A, 〈[
1

3
,
1

3
] , [

1

3
,
1

3
] , [

1

3
,
1

3
]〉) ≥

Dj (B, 〈[
1

3
,
1

3
] , [

1

3
,
1

3
] , [

1

3
,
1

3
]〉) then 

1 − D𝑗 (A, 〈[
1

3
,
1

3
] , [
1

3
,
1

3
] , [
1

3
,
1

3
]〉)

≤ 1 − D𝑗 (B, 〈[
1

3
,
1

3
] , [
1

3
,
1

3
] , [
1

3
,
1

3
]〉) 

⟺ Sj (A, 〈[
1

3
,
1

3
] , [
1

3
,
1

3
] , [
1

3
,
1

3
]〉)

≤ S𝑗 (B, 〈[
1

3
,
1

3
] , [
1

3
,
1

3
] , [
1

3
,
1

3
]〉) 

⟺ E𝑗(A) ≤ Ej(B),  for all 𝑗 = 1,… ,6 

Property 4) : Let A be any IvIFS then A̅ =
{〈𝑥𝑖 , [𝑁𝑉𝐴𝐿(𝑥𝑖), 𝑁𝑉𝐴𝑈(𝑥𝑖)], [𝑀𝑉𝐴𝐿(𝑥𝑖),𝑀𝑉𝐴𝑈(𝑥𝑖)]〉 𝑥𝑖 ∈ Ω⁄ } 

⟹𝐷𝑗 (A, 〈[
1

3
,
1

3
] , [
1

3
,
1

3
] , [
1

3
,
1

3
]〉)

= Dj (A̅, 〈[
1

3
,
1

3
] , [
1

3
,
1

3
] , [
1

3
,
1

3
]〉) 

⟹ S𝑗 (A, 〈[
1

3
,
1

3
] , [
1

3
,
1

3
] , [
1

3
,
1

3
]〉)

= S𝑗 (A̅, 〈[
1

3
,
1

3
] , [
1

3
,
1

3
] , [
1

3
,
1

3
]〉) 

Thus, Ej(A) = Ej(A̅), for all j = 1, … ,6. ∎ 

Next, we present a conversion technique to define 

similarity measures established by entropy measure for 

IvIFSs. 

 

Definition 6  : For any two IvIFSs A and B in Ω, such 

that both A and B are defined by the triplet 

〈𝑥𝑖 , [𝑀𝑉𝐴𝐿(𝑥𝑖),𝑀𝑉𝐴𝑈(𝑥𝑖)], [𝑁𝑉𝐴𝐿(𝑥𝑖), 𝑁𝑉𝐴𝑈(𝑥𝑖)]〉  and  

〈𝑥𝑖 , [𝑀𝑉𝐵𝐿(𝑥𝑖),𝑀𝑉𝐵𝑈(𝑥𝑖)], [𝑁𝑉𝐵𝐿(𝑥𝑖), 𝑁𝑉𝐵𝑈(𝑥𝑖)]〉 respec

tively. we define an IvIFSs  ∅(A, B)using A and B as 

given below: 

𝑀𝑉∅(𝐴,𝐵)𝐿(𝑥𝑖)= 
1

3
{1 − [𝑚𝑎𝑥(|𝑀𝑉𝐴𝐿(𝑥𝑖) − 𝑀𝑉𝐵𝐿(𝑥𝑖)| ∨

|𝑀𝑉𝐴𝑈(𝑥𝑖) − 𝑀𝑉𝐵𝑈(𝑥𝑖)|, |𝑁𝑉𝐴𝐿(𝑥𝑖) − 𝑁𝑉𝐵𝐿(𝑥𝑖)| ∨
|𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐵𝑈(𝑥𝑖)|, |𝐻𝑉𝐴𝐿(𝑥𝑖) − 𝐻𝑉𝐵𝐿(𝑥𝑖)| ∨
|𝐻𝑉𝐴𝑈(𝑥𝑖) − 𝐻𝑉𝐵𝑈(𝑥𝑖)|)]

1/2}; 

𝑀𝑉∅(𝐴,𝐵)𝑈(𝑥𝑖)= 
1

3
{1 − [𝑚𝑎𝑥(|𝑀𝑉𝐴𝐿(𝑥𝑖) − 𝑀𝑉𝐵𝐿(𝑥𝑖)| ∨

|𝑀𝑉𝐴𝑈(𝑥𝑖) − 𝑀𝑉𝐵𝑈(𝑥𝑖)|, |𝑁𝑉𝐴𝐿(𝑥𝑖) − 𝑁𝑉𝐵𝐿(𝑥𝑖)| ∨
|𝑁𝐴𝑈(𝑥𝑖) − 𝑁𝐵𝑈(𝑥𝑖)|, |𝐻𝐴𝐿(𝑥𝑖) − 𝐻𝐵𝐿(𝑥𝑖)| ∨
|𝐻𝐴𝑈(𝑥𝑖) − 𝐻𝐵𝑈(𝑥𝑖)|)]}; 

𝑁𝑉∅(𝐴,𝐵)𝐿(𝑥𝑖)= 
1

3
{1 + [𝑚𝑖𝑛(|𝑀𝑉𝐴𝐿(𝑥𝑖) − 𝑀𝑉𝐵𝐿(𝑥𝑖)| ∨

|𝑀𝑉𝐴𝑈(𝑥𝑖) − 𝑀𝑉𝐵𝑈(𝑥𝑖)|, |𝑁𝑉𝐴𝐿(𝑥𝑖) − 𝑁𝑉𝐵𝐿(𝑥𝑖)| ∨

 𝐸1(𝐴𝑖) 𝐸2(𝐴𝑖) 𝐸3(𝐴𝑖) 𝐸4(𝐴𝑖) 𝐸5(𝐴𝑖) 𝐸6(𝐴𝑖) 

A1 0.58167 0.625 0.45 0.675 0.4875 0.6063 

A2 0.735425 0.75 0.65 0.8 0.675 0.765479 

A3 0.367544 0.4 0.3 0.45 0.15 0.490098 

A4 0.523512 0.582143 0.425 0.607143 0.398214 0.566987 

A5 0.27889 0.3 0.15 0.3 0.05 0.395848 

A6 0.271989 0.375 0.01 0.45 0.1375 0.292893 

Table 2: Comparison of entropies. 
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|𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐵𝑈(𝑥𝑖)|, |𝐻𝑉𝐴𝐿(𝑥𝑖) − 𝐻𝑉𝐵𝐿(𝑥𝑖)| ∨
|𝐻𝑉𝐴𝑈(𝑥𝑖) − 𝐻𝑉𝐵𝑈(𝑥𝑖)|)]

2}; 

𝑁𝑉∅(𝐴,𝐵)𝑈(𝑥𝑖)= 
1

3
{1 + [𝑚𝑖𝑛(|𝑀𝑉𝐴𝐿(𝑥𝑖) − 𝑀𝑉𝐵𝐿(𝑥𝑖)| ∨

|𝑀𝑉𝐴𝑈(𝑥𝑖) − 𝑀𝑉𝐵𝑈(𝑥𝑖)|, |𝑁𝑉𝐴𝐿(𝑥𝑖) − 𝑁𝑉𝐵𝐿(𝑥𝑖)| ∨
|𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐵𝑈(𝑥𝑖)|, |𝐻𝑉𝐴𝐿(𝑥𝑖) − 𝐻𝑉𝐵𝐿(𝑥𝑖)| ∨
|𝐻𝑉𝐴𝑈(𝑥𝑖) − 𝐻𝑉𝐵𝑈(𝑥𝑖)|)]}. 

Theorem 4: E(∅(A, B)) be a similarity measure for 

IvIFSs Aand B, where E is an entropy. 

 

Proof: To prove that E(∅(A, B)) is a measure of 

similarity, we need to prove property given by definition 

3 holds . 

 

Property 1): If 𝐴 ∈  ℂ(𝛺) ⇒ 𝐴(𝑥𝑖) = 〈[1,1], [0,0], [0,0]〉 
or 𝐴(𝑥𝑖) = 〈[0,0], [1,1], [0,0]〉, for any 𝑥𝑖 ∈ 𝛺, then 

𝑀𝑉∅(𝐴,�̅�)𝐿(𝑥𝑖) = 0 = 𝑀𝑉∅(𝐴,�̅�)𝑈(𝑥𝑖); 

And 𝑁𝑉∅(𝐴,�̅�)𝐿(𝑥𝑖) = 1 = 𝑁𝑉∅(𝐴,�̅�)𝑈(𝑥𝑖) 

Thus, ∅(𝐴, �̅�) = {〈𝑥𝑖 , [0,0], [1,1], [0,0]〉 𝑥𝑖 ∈ Ω⁄ } 
⟹  S(A, A̅) = E(∅(A, A̅)) = 0 

 

Property 2): Assume that S(A, B) = 1 ⇒ E(∅(A, B)) = 1 

⟺𝑀𝑉∅(𝐴,𝐵)(𝑥𝑖) = 𝑁𝑉∅(𝐴,𝐵)(𝑥𝑖) = 𝐻𝑉∅(𝐴,𝐵)(𝑥𝑖) = [
1

3
,
1

3
] 

⟺  𝑚𝑎𝑥(|𝑀𝑉𝐴𝐿(𝑥𝑖) − 𝑀𝑉𝐵𝐿(𝑥𝑖)|
∨ |𝑀𝑉𝐴𝑈(𝑥𝑖) − 𝑀𝑉𝐵𝑈(𝑥𝑖)|, |𝑁𝑉𝐴𝐿(𝑥𝑖)
− 𝑁𝑉𝐵𝐿(𝑥𝑖)|
∨ |𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐵𝑈(𝑥𝑖)|, |𝐻𝑉𝐴𝐿(𝑥𝑖)
− 𝐻𝑉𝐵𝐿(𝑥𝑖)|
∨ |𝐻𝑉𝐴𝑈(𝑥𝑖) − 𝐻𝑉𝐵𝑈(𝑥𝑖)|) = 0 

and 𝑚𝑖𝑛(|𝑀𝑉𝐴𝐿(𝑥𝑖) − 𝑀𝑉𝐵𝐿(𝑥𝑖)| ∨ |𝑀𝑉𝐴𝑈(𝑥𝑖) −
𝑀𝑉𝐵𝑈(𝑥𝑖)|, |𝑁𝑉𝐴𝐿(𝑥𝑖) − 𝑁𝑉𝐵𝐿(𝑥𝑖)| ∨ |𝑁𝑉𝐴𝑈(𝑥𝑖) −
𝑁𝑉𝐵𝑈(𝑥𝑖)|, |𝐻𝑉𝐴𝐿(𝑥𝑖) − 𝐻𝑉𝐵𝐿(𝑥𝑖)| ∨ |𝐻𝑉𝐴𝑈(𝑥𝑖) −
𝐻𝑉𝐵𝑈(𝑥𝑖)|) = 0 

⟺ |𝑀𝑉𝐴𝐿(𝑥𝑖) − 𝑀𝑉𝐵𝐿(𝑥𝑖)| ∨ |𝑀𝑉𝐴𝑈(𝑥𝑖) − 𝑀𝑉𝐵𝑈(𝑥𝑖)|
= 0, 

|𝑁𝑉𝐴𝐿(𝑥𝑖) − 𝑁𝑉𝐵𝐿(𝑥𝑖)| ∨ |𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐵𝑈(𝑥𝑖)| = 0, 
and |𝐻𝑉𝐴𝐿(𝑥𝑖) − 𝐻𝑉𝐵𝐿(𝑥𝑖)| ∨ |𝐻𝑉𝐴𝑈(𝑥𝑖) − 𝐻𝑉𝐵𝑈(𝑥𝑖)| =
0. 

⟺𝑀𝑉𝐴𝐿(𝑥𝑖) = 𝑀𝑉𝐵𝐿(𝑥𝑖),𝑀𝑉𝐴𝑈(𝑥𝑖) = 𝑀𝑉𝐵𝑈(𝑥𝑖), 
𝑁𝑉𝐴𝐿(𝑥𝑖) = 𝑁𝑉𝐵𝐿(𝑥𝑖), 𝑁𝑉𝐴𝑈(𝑥𝑖) = 𝑁𝑉𝐵𝑈(𝑥𝑖) 

and 𝐻𝑉𝐴𝐿(𝑥𝑖) = 𝐻𝑉𝐵𝐿(𝑥𝑖), 𝐻𝑉𝐴𝑈(𝑥𝑖) = 𝐻𝑉𝐵𝑈(𝑥𝑖). 
⟺ A = B. 

 

Property 3): ∅(𝐴, 𝐵) = ∅(𝐵, 𝐴) by definition of 

𝑀𝑉∅(𝐴,𝐵)𝐿(𝑥𝑖),𝑀𝑉∅(𝐴,𝐵)𝑈(𝑥𝑖),𝑁𝑉∅(𝐴,𝐵)𝐿(𝑥𝑖),

𝑁𝑉∅(𝐴,𝐵)𝑈(𝑥𝑖) for any 𝑥𝑖 ∈ 𝛺 

⟹ 𝐸(∅(𝐴, 𝐵)) = 𝐸(∅(𝐵, 𝐴)) 

⟺ 𝑆(𝐴, 𝐵) = 𝑆(𝐵, 𝐴) 
 

Property 4): Let A, B and C be any three IvIFSs such that 

A ⊆ B ⊆ C for any 𝑥𝑖 ∈ 𝛺, we have 𝑀𝑉𝐴(𝑥𝑖) ≤
𝑀𝑉𝐵(𝑥𝑖) ≤ 𝑀𝑉𝐶(𝑥𝑖),𝑁𝑉𝐴(𝑥𝑖) ≥ 𝑁𝑉𝐵(𝑥𝑖) ≥ 𝑁𝑉𝐶(𝑥𝑖) or 

𝑀𝑉𝐴𝐿(𝑥𝑖) ≤ 𝑀𝑉𝐵𝐿(𝑥𝑖) ≤ 𝑀𝑉𝐶𝐿(𝑥𝑖),𝑁𝑉𝐴𝐿(𝑥𝑖) ≥
𝑁𝑉𝐵𝐿(𝑥𝑖) ≥ 𝑁𝑉𝐶𝐿(𝑥𝑖) and  𝑀𝑉𝐴𝑈(𝑥𝑖) ≤ 𝑀𝑉𝐵𝑈(𝑥𝑖) ≤
𝑀𝑉𝐶𝑈(𝑥𝑖),𝑁𝑉𝐴𝑈(𝑥𝑖) ≥ 𝑁𝑉𝐵𝑈(𝑥𝑖) ≥ 𝑁𝑉𝐶𝑈(𝑥𝑖). 
⟹ |𝑀𝑉𝐴𝐿(𝑥𝑖) − 𝑀𝑉𝐶𝐿(𝑥𝑖)| ≥ |𝑀𝑉𝐴𝐿(𝑥𝑖) − 𝑀𝑉𝐵𝐿(𝑥𝑖)|, 
|𝑀𝑉𝐴𝑈(𝑥𝑖) − 𝑀𝑉𝐶𝑈(𝑥𝑖)| ≥ |𝑀𝑉𝐴𝑈(𝑥𝑖) − 𝑀𝑉𝐵𝑈(𝑥𝑖)|; 

|𝑁𝑉𝐴𝐿(𝑥𝑖) − 𝑁𝑉𝐶𝐿(𝑥𝑖)| ≥ |𝑁𝑉𝐴𝐿(𝑥𝑖) − 𝑁𝑉𝐵𝐿(𝑥𝑖)|, 
|𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐶𝑈(𝑥𝑖)| ≥ |𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐵𝑈(𝑥𝑖)|; 
and |𝐻𝑉𝐴𝐿(𝑥𝑖) − 𝐻𝑉𝐶𝐿(𝑥𝑖)| = |2(𝑀𝑉𝐶𝐿(𝑥𝑖) −
𝑀𝑉𝐴𝐿(𝑥𝑖)) + 2(𝑁𝑉𝐶𝐿(𝑥𝑖) − 𝑁𝑉𝐴𝐿(𝑥𝑖))| ≥
|2(𝑀𝑉𝐵𝐿(𝑥𝑖) − 𝑀𝑉𝐴𝐿(𝑥𝑖)) + 2(𝑁𝑉𝐵𝐿(𝑥𝑖) −
𝑁𝑉𝐴𝐿(𝑥𝑖))| = |𝑁𝑉𝐴𝐿(𝑥𝑖) − 𝑁𝑉𝐵𝐿(𝑥𝑖)|,  
Similarly, we have |𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐶𝑈(𝑥𝑖)| ≥
|𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐵𝑈(𝑥𝑖)| 

So, we have  

𝑀𝑉∅(𝐴,𝐵)(𝑥𝑖) ≤ 𝑀𝑉∅(𝐴,𝐶)(𝑥𝑖) ≤ [
1

3
,
1

3
] and 𝑁𝑉∅(𝐴,𝐵)(𝑥𝑖) ≥

𝑁𝑉∅(𝐴,𝐶)(𝑥𝑖) ≥ [
1

3
,
1

3
] for any 𝑥𝑖 ∈ 𝛺. ⟹ ∅(A, C) ⊆

∅(A, B) ⊆ 〈[
1

3
,
1

3
] , [

1

3
,
1

3
] , [

1

3
,
1

3
]〉 

Similarly, we have ⟹ ∅(A, C) ⊆ ∅(B, C) ⊆

〈[
1

3
,
1

3
] , [

1

3
,
1

3
] , [

1

3
,
1

3
]〉. Thus 

D(∅(A, B), 〈[
1

3
,
1

3
] , [

1

3
,
1

3
] , [

1

3
,
1

3
]〉) ≤

 D (∅(A, C), 〈[
1

3
,
1

3
] , [

1

3
,
1

3
] , [

1

3
,
1

3
]〉) 

and D(∅(B, C), 〈[
1

3
,
1

3
] , [

1

3
,
1

3
] , [

1

3
,
1

3
]〉) ≤

 D (∅(A, C), 〈[
1

3
,
1

3
] , [

1

3
,
1

3
] , [

1

3
,
1

3
]〉).  

So form definition of entropy corresponding to distance 

function, we get E(∅(A, C)) ≤ E(∅(A, B)) and 

E(∅(A, C)) ≤ E(∅(B, C)) 

or S(∅(A, C)) ≤ S(∅(A, B)) and S(∅(A, C)) ≤

S(∅(B, C)).      ∎ 

 

Corollary 1: Let E be an entropy measure for IvIFSs and 

∅(A, B)be an IvIFS defined on two IvIFSs A and 

B acaccording to definition 6, then  E(∅(A, B)̅̅ ̅̅ ̅̅ ̅̅ ̅) measure 

of similarity for 𝐴, 𝐵 ∈ 𝐼𝑣𝐼𝐹𝑆𝑠(𝛺). 
 

Proof: Proof followed from the definition of complement 

interval-valued intuitionistic fuzzy sets and theorem 4.

      ∎ 

Definition 7: Let 𝐴, 𝐵 ∈ 𝐼𝑣𝐼𝐹𝑆𝑠(𝛺)  , we can define 

𝐼𝑣𝐼𝐹𝑆 η(A, B)using A, B as follows: 

𝑀𝑉𝜂(𝐴,𝐵)𝐿(𝑥𝑖)= 
1

3
{1 + [𝑚𝑖𝑛((|𝑀𝑉𝐴𝐿(𝑥𝑖) − 𝑀𝑉𝐵𝐿(𝑥𝑖)| ∨

|𝑀𝑉𝐴𝑈(𝑥𝑖) − 𝑀𝑉𝐵𝑈(𝑥𝑖)|
𝛼), (|𝑁𝑉𝐴𝐿(𝑥𝑖) − 𝑁𝑉𝐵𝐿(𝑥𝑖)| ∨

|𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐵𝑈(𝑥𝑖)|)
𝛼 , (|𝐻𝑉𝐴𝐿(𝑥𝑖) − 𝐻𝑉𝐵𝐿(𝑥𝑖)| ∨

|𝐻𝑉𝐴𝑈(𝑥𝑖) − 𝐻𝑉𝐵𝑈(𝑥𝑖)|)
𝛼)]

2
}; 

𝑀𝑉𝜂(𝐴,𝐵)𝑈(𝑥𝑖)= 
1

3
{1 + [𝑚𝑖𝑛((|𝑀𝑉𝐴𝐿(𝑥𝑖) − 𝑀𝑉𝐵𝐿(𝑥𝑖)| ∨

|𝑀𝑉𝐴𝑈(𝑥𝑖) − 𝑀𝑉𝐵𝑈(𝑥𝑖)|
𝛼), (|𝑁𝑉𝐴𝐿(𝑥𝑖) − 𝑁𝑉𝐵𝐿(𝑥𝑖)| ∨

|𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐵𝑈(𝑥𝑖)|)
𝛼 , (|𝐻𝑉𝐴𝐿(𝑥𝑖) − 𝐻𝑉𝐵𝐿(𝑥𝑖)| ∨

|𝐻𝑉𝐴𝑈(𝑥𝑖) − 𝐻𝑉𝐵𝑈(𝑥𝑖)|)
𝛼)]}; 

𝑁𝑉𝜂(𝐴,𝐵)𝐿(𝑥𝑖)= 
1

3
{1 − [𝑚𝑎𝑥((|𝑀𝑉𝐴𝐿(𝑥𝑖) − 𝑀𝑉𝐵𝐿(𝑥𝑖)| ∨

|𝑀𝑉𝐴𝑈(𝑥𝑖) − 𝑀𝑉𝐵𝑈(𝑥𝑖)|
𝛼), (|𝑁𝑉𝐴𝐿(𝑥𝑖) − 𝑁𝑉𝐵𝐿(𝑥𝑖)| ∨

|𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐵𝑈(𝑥𝑖)|)
𝛼 , (|𝐻𝑉𝐴𝐿(𝑥𝑖) − 𝐻𝑉𝐵𝐿(𝑥𝑖)| ∨

|𝐻𝑉𝐴𝑈(𝑥𝑖) − 𝐻𝑉𝐵𝑈(𝑥𝑖)|)
𝛼)]

1/2
}; 

𝑁𝑉𝜂(𝐴,𝐵)𝑈(𝑥𝑖)= 
1

3
{1 − [𝑚𝑎𝑥((|𝑀𝑉𝐴𝐿(𝑥𝑖) − 𝑀𝑉𝐵𝐿(𝑥𝑖)| ∨

|𝑀𝑉𝐴𝑈(𝑥𝑖) − 𝑀𝑉𝐵𝑈(𝑥𝑖)|
𝛼), (|𝑁𝑉𝐴𝐿(𝑥𝑖) − 𝑁𝑉𝐵𝐿(𝑥𝑖)| ∨

|𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐵𝑈(𝑥𝑖)|)
𝛼 , (|𝐻𝑉𝐴𝐿(𝑥𝑖) − 𝐻𝑉𝐵𝐿(𝑥𝑖)| ∨

|𝐻𝑉𝐴𝑈(𝑥𝑖) − 𝐻𝑉𝐵𝑈(𝑥𝑖)|)
𝛼)]}, 

Where 𝛼 ∈ [1,∞[ and 𝑥𝑖 ∈ 𝛺. 
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Theorem 5: For any two 𝐼𝑣𝐼𝐹𝑆𝑠 A and B, E(η(A, B)) is a 

measure of similarity, where E is an entropy measure. 

 

Proof: To prove that E(η(A, B)) is a measure of 

similarity, we need to prove property given by definition 

3 holds . 

 

Property 1): If 𝐴 ∈  ℂ(𝛺) ⇒ 𝐴(𝑥𝑖) = 〈[1,1], [0,0], [0,0]〉 
or 𝐴(𝑥𝑖) = 〈[0,0], [1,1], [0,0]〉, for any 𝑥𝑖 ∈ 𝛺, then 

𝑀𝑉∅(𝐴,�̅�)𝐿(𝑥𝑖) = 1 = 𝑀𝑉∅(𝐴,�̅�)𝑈(𝑥𝑖); 

and 𝑁𝑉∅(𝐴,�̅�)𝐿(𝑥𝑖) = 0 = 𝑁𝑉∅(𝐴,�̅�)𝑈(𝑥𝑖) 

Thus, ∅(A, A̅) = {〈𝑥𝑖 , [1,1], [0,0], [0,0]〉 𝑥𝑖 ∈ Ω⁄ } 
⟹  S(A, A̅) = E(∅(A, A̅)) = 0 

 

Property 2): Assume that S(A, B) = 1 

Then E(η(A, B)) = 1 

⟺𝑀𝑉𝜂(𝐴,𝐵)(𝑥𝑖) = [
1

3
,
1

3
] = 𝑁𝑉𝜂(𝐴,𝐵)(𝑥𝑖)

=  𝐻𝑉𝜂(𝐴,𝐵)(𝑥𝑖) 

 
⟺ (|𝑀𝑉𝐴𝐿(𝑥𝑖) − 𝑀𝑉𝐵𝐿(𝑥𝑖)|

∨ |𝑀𝑉𝐴𝑈(𝑥𝑖) − 𝑀𝑉𝐵𝑈(𝑥𝑖)|)
𝛼 = 0, 

(|𝑁𝑉𝐴𝐿(𝑥𝑖) − 𝑁𝑉𝐵𝐿(𝑥𝑖)| ∨ |𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐵𝑈(𝑥𝑖)|)
𝛼

= 0, 
and (|𝐻𝑉𝐴𝐿(𝑥𝑖) − 𝐻𝑉𝐵𝐿(𝑥𝑖)| ∨ |𝐻𝑉𝐴𝑈(𝑥𝑖) −
𝐻𝑉𝐵𝑈(𝑥𝑖)|)

𝛼 = 0. 

⟺𝑀𝑉𝐴𝐿(𝑥𝑖) = 𝑀𝑉𝐵𝐿(𝑥𝑖),𝑀𝑉𝐴𝑈(𝑥𝑖)
= 𝑀𝑉𝐵𝑈(𝑥𝑖), 𝑁𝑉𝐴𝐿(𝑥𝑖)
= 𝑁𝑉𝐵𝐿(𝑥𝑖), 𝑁𝑉𝐴𝑈(𝑥𝑖) = 𝑁𝑉𝐵𝑈(𝑥𝑖) 

and 𝐻𝑉𝐴𝐿(𝑥𝑖) = 𝐻𝑉𝐵𝐿(𝑥𝑖), 𝐻𝑉𝐴𝑈(𝑥𝑖) = 𝐻𝑉𝐵𝑈(𝑥𝑖). 
⟺ A = B. 

 

Property 3): η(A, B) = η(B, A) by definition of 

𝑀𝑉𝜂(𝐴,𝐵)𝐿(𝑥𝑖),𝑀𝑉𝜂(𝐴,𝐵)𝑈(𝑥𝑖),𝑁𝑉𝜂(𝐴,𝐵)𝐿(𝑥𝑖),

𝑁𝑉𝜂(𝐴,𝐵)𝑈(𝑥𝑖) for any 𝑥𝑖 ∈ 𝛺 

⟹ E(∅(A, B)) = E(∅(B, A)) 

⟺ S(A, B) = S(B, A) 
 

Property 4): Let A, B and C be  any three IvIFSs such that 

A ⊆ B ⊆ C, then for any 𝑥𝑖 ∈ 𝛺, we have 𝑀𝑉𝐴(𝑥𝑖) ≤
𝑀𝑉𝐵(𝑥𝑖) ≤ 𝑀𝑉𝐶(𝑥𝑖),𝑁𝑉𝐴(𝑥𝑖) ≥ 𝑁𝑉𝐵(𝑥𝑖) ≥ 𝑁𝑉𝐶(𝑥𝑖) or 

𝑀𝑉𝐴𝐿(𝑥𝑖) ≤ 𝑀𝑉𝐵𝐿(𝑥𝑖) ≤ 𝑀𝑉𝐶𝐿(𝑥𝑖),𝑁𝑉𝐴𝐿(𝑥𝑖) ≥
𝑁𝑉𝐵𝐿(𝑥𝑖) ≥ 𝑁𝑉𝐶𝐿(𝑥𝑖) and 𝑀𝑉𝐴𝑈(𝑥𝑖) ≤ 𝑀𝑉𝐵𝑈(𝑥𝑖) ≤
𝑀𝑉𝐶𝑈(𝑥𝑖), 𝑁𝑉𝐴𝑈(𝑥𝑖) ≥ 𝑁𝑉𝐵𝑈(𝑥𝑖) ≥ 𝑁𝑉𝐶𝑈(𝑥𝑖). 
⟹ |𝑀𝑉𝐴𝐿(𝑥𝑖) − 𝑀𝑉𝐶𝐿(𝑥𝑖)| ≥ |𝑀𝑉𝐴𝐿(𝑥𝑖) − 𝑀𝑉𝐵𝐿(𝑥𝑖)|, 
|𝑀𝑉𝐴𝑈(𝑥𝑖) − 𝑀𝑉𝐶𝑈(𝑥𝑖)| ≥ |𝑀𝑉𝐴𝑈(𝑥𝑖) − 𝑀𝑉𝐵𝑈(𝑥𝑖)|; 
|𝑁𝑉𝐴𝐿(𝑥𝑖) − 𝑁𝑉𝐶𝐿(𝑥𝑖)| ≥ |𝑁𝑉𝐴𝐿(𝑥𝑖) − 𝑁𝑉𝐵𝐿(𝑥𝑖)|, 
|𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐶𝑈(𝑥𝑖)| ≥ |𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐵𝑈(𝑥𝑖)|; 

and |𝐻𝑉𝐴𝐿(𝑥𝑖) − 𝐻𝑉𝐶𝐿(𝑥𝑖)| = |2(𝑀𝑉𝐶𝐿(𝑥𝑖) −
𝑀𝑉𝐴𝐿(𝑥𝑖)) + 2(𝑁𝑉𝐶𝐿(𝑥𝑖) − 𝑁𝑉𝐴𝐿(𝑥𝑖))| ≥
|2(𝑀𝑉𝐵𝐿(𝑥𝑖) − 𝑀𝑉𝐴𝐿(𝑥𝑖)) + 2(𝑁𝑉𝐵𝐿(𝑥𝑖) −
𝑁𝑉𝐴𝐿(𝑥𝑖))| = |𝑁𝑉𝐴𝐿(𝑥𝑖) − 𝑁𝑉𝐵𝐿(𝑥𝑖)|,  
Similarly, we have |𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐶𝑈(𝑥𝑖)| ≥
|𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐵𝑈(𝑥𝑖)| 
So, we have from definition 7 

𝑀𝑉𝜂(𝐴,𝐶)(𝑥𝑖) ≥ 𝑀𝑉𝜂(𝐴,𝐵)(𝑥𝑖) ≥ [
1

3
,
1

3
] and 𝑁𝑉𝜂(𝐴,𝐶)(𝑥𝑖) ≤

𝑁𝑉𝜂(𝐴,𝐵)(𝑥𝑖) ≤ [
1

3
,
1

3
] for any 𝑥𝑖 ∈ 𝛺. ⟹ η(A, C) ⊇

η(A, B) ⊇ 〈[
1

3
,
1

3
] , [

1

3
,
1

3
] , [

1

3
,
1

3
]〉 

Similarly, we have ⟹ η(A, C) ⊇ η(B, C) ⊇

〈[
1

3
,
1

3
] , [

1

3
,
1

3
] , [

1

3
,
1

3
]〉. Thus  

D(η(A, B), 〈[
1

3
,
1

3
] , [
1

3
,
1

3
] , [
1

3
,
1

3
]〉)

≤  D (η(A, C), 〈[
1

3
,
1

3
] , [
1

3
,
1

3
] , [
1

3
,
1

3
]〉) 

and D(η(B, C), 〈[
1

3
,
1

3
] , [

1

3
,
1

3
] , [

1

3
,
1

3
]〉) ≤

 D (η(A, C), 〈[
1

3
,
1

3
] , [

1

3
,
1

3
] , [

1

3
,
1

3
]〉).  

So from definition of entropy corresponding to distance 

function, we get E(∅(A, C)) ≤ E(∅(A, B)) and 

E(η(A, C)) ≤ E(η(B, C)) 

or S(η(A, C)) ≤ S(η(A, B)) and S(η(A, C)) ≤

S(η(B, C)).     ∎ 

 

Corollary 2: Let E be an entropy for 𝐼𝑣𝐼𝐹𝑆𝑠 and 

η(A, B) be an 𝐼𝑣𝐼𝐹𝑆 defined on 𝐴, 𝐵 ∈ 𝐼𝑣𝐼𝐹𝑆𝑠(𝛺)  as 

defined in definition 7, then  E(η(A, B)̅̅ ̅̅ ̅̅ ̅̅ ̅) is measure of 

similarity for 𝐴, 𝐵 ∈ 𝐼𝑣𝐼𝐹𝑆𝑠(𝛺). 
Proof: Proof followed from the definition of complement 

of 𝐼𝑣𝐼𝐹𝑆𝑠 and theorem 5. ∎ 

4.1 Weighted similarity measure 

Let w = (w1, w2, … , wn)
T be the weights provided to 

each element 𝑥𝑖 ∈ 𝛺, 𝑖 = 1,2, … , 𝑛. Then the weighted 

similarity measure based on the aforesaid similarity 

measures are defined as 𝑆(𝐴, 𝐵) =
∑ 𝑤𝑖  𝑆(𝐴(𝑥𝑖), 𝐵(𝑥𝑖))
𝑛
𝑖=1 , where 𝑤𝑖 ≥ 0 and ∑ 𝑤𝑖 = 1𝑛

𝑖=1 . 

4.2 Comparison with some select measures 

of similarity 

Here, we compare the performance of proposed measure 

of similarity with some of the existing similarity 

measures as follows. 

For any two IvIFSs A and B, then some existing 

similarity measures are given as follows: 

• 𝑆𝑊(𝐴, 𝐵) =
1

𝑛
∑

4−(𝑀𝑉𝐿(𝑥𝑖)+𝑀𝑉𝑈(𝑥𝑖)+𝑁𝑉𝐿(𝑥𝑖)+𝑁𝑉𝑈(𝑥𝑖))+(𝐻𝑉𝐿(𝑥𝑖)+𝐻𝑉𝑈(𝑥𝑖))

4+(𝑀𝑉𝐿(𝑥𝑖)+𝑀𝑉𝑈(𝑥𝑖)+𝑁𝑉𝐿(𝑥𝑖)+𝑁𝑉𝑈(𝑥𝑖))+(𝐻𝑉𝐿(𝑥𝑖)+𝐻𝑉𝑈(𝑥𝑖))

𝑛
𝑖=1

,  

where 𝑀𝑉𝐿(𝑥𝑖) = |𝑀𝑉𝐴𝐿(𝑥𝑖) − 𝑀𝑉𝐵𝐿(𝑥𝑖)|, 𝑀𝑉𝑈(𝑥𝑖) =
|𝑀𝑉𝐴𝑈(𝑥𝑖) − 𝑀𝑉𝐵𝑈(𝑥𝑖)|, 𝑁𝑉𝐿(𝑥𝑖) = |𝑁𝑉𝐴𝐿(𝑥𝑖) −
𝑁𝑉𝐵𝐿(𝑥𝑖)|, 𝑁𝑉𝑈(𝑥𝑖) = |𝑁𝑉𝐴𝑈(𝑥𝑖) −
𝑁𝑉𝐵𝑈(𝑥𝑖)|,𝐻𝑉𝐿(𝑥𝑖) = 𝐻𝑉𝐴𝐿(𝑥𝑖) + 𝐻𝑉𝐵𝐿(𝑥𝑖) and 

𝐻𝑉𝑈(𝑥𝑖) = 𝐻𝑉𝐴𝑈(𝑥𝑖) + 𝐻𝑉𝐵𝑈(𝑥𝑖) is proposed by Wu et 

al.(2014). 

⟺  𝑚𝑖𝑛 (

(|𝑀𝑉𝐴𝐿(𝑥𝑖) − 𝑀𝑉𝐵𝐿(𝑥𝑖)| ∨ |𝑀𝑉𝐴𝑈(𝑥𝑖) − 𝑀𝑉𝐵𝑈(𝑥𝑖)|)
𝛼 ,

(|𝑁𝑉𝐴𝐿(𝑥𝑖) − 𝑁𝑉𝐵𝐿(𝑥𝑖)| ∨ |𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐵𝑈(𝑥𝑖)|)
𝛼 ,

(|𝐻𝑉𝐴𝐿(𝑥𝑖) − 𝐻𝑉𝐵𝐿(𝑥𝑖)| ∨ |𝐻𝑉𝐴𝑈(𝑥𝑖) − 𝐻𝑉𝐵𝑈(𝑥𝑖)|)
𝛼

)

= 0 

and 

𝑚𝑎𝑥 (

(|𝑀𝑉𝐴𝐿(𝑥𝑖) − 𝑀𝑉𝐵𝐿(𝑥𝑖)| ∨ |𝑀𝑉𝐴𝑈(𝑥𝑖) − 𝑀𝑉𝐵𝑈(𝑥𝑖)|)
𝛼 ,

(|𝑁𝑉𝐴𝐿(𝑥𝑖) − 𝑁𝑉𝐵𝐿(𝑥𝑖)| ∨ |𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐵𝑈(𝑥𝑖)|)
𝛼 ,

(|𝐻𝑉𝐴𝐿(𝑥𝑖) − 𝐻𝑉𝐵𝐿(𝑥𝑖)| ∨ |𝐻𝑉𝐴𝑈(𝑥𝑖) − 𝐻𝑉𝐵𝑈(𝑥𝑖)|)
𝛼

)

= 0 
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• 𝑆𝐻𝐿(𝐴, 𝐵) = 1 −
1

4𝑛
∑ |𝑀𝑉𝐴𝐿(𝑥𝑖) −
𝑛
𝑖=1

𝑀𝑉𝐵𝐿(𝑥𝑖)| + |𝑀𝑉𝐴𝑈(𝑥𝑖) − 𝑀𝑉𝐵𝑈(𝑥𝑖)| +
|𝑁𝑉𝐴𝐿(𝑥𝑖) − 𝑁𝑉𝐵𝐿(𝑥𝑖)| + |𝑁𝑉𝐴𝑈(𝑥𝑖) − 𝑁𝑉𝐵𝑈(𝑥𝑖)|is 

given by Hu and Li (2013). 

 

• 𝑆𝑆(𝐴, 𝐵) =

1

𝑛
∑

[
(𝑀𝑉𝐴𝐿(𝑥𝑖)+𝑀𝑉𝐴𝑈(𝑥𝑖))(𝑀𝑉𝐵𝐿(𝑥𝑖)+𝑀𝑉𝐵𝑈(𝑥𝑖))

+(𝑁𝑉𝐴𝐿(𝑥𝑖)+𝑁𝑉𝐴𝑈(𝑥𝑖))(𝑁𝑉𝐵𝐿(𝑥𝑖)+𝑁𝑉𝐵𝑈(𝑥𝑖))
]

[
 
 
 √(𝑀𝑉𝐴𝐿(𝑥𝑖)+𝑀𝑉𝐴𝑈(𝑥𝑖))

2
+(𝑁𝑉𝐴𝐿(𝑥𝑖)+𝑁𝑉𝐴𝑈(𝑥𝑖))

2

√(𝑀𝑉𝐵𝐿(𝑥𝑖)+𝑀𝑉𝐵𝑈(𝑥𝑖))
2
+(𝑁𝑉𝐵𝐿(𝑥𝑖)+𝑁𝑉𝐵𝑈(𝑥𝑖))

2
]
 
 
 

𝑛
𝑖=1 is 

introduced by Singh(2012) 

• 𝑆𝑆𝑢(𝐴, 𝐵) =

1

𝑛
∑

|𝑀𝑉𝐴𝐿(𝑥𝑖)−𝑀𝑉𝐵𝐿(𝑥𝑖)|⋁|𝑁𝑉𝐴𝐿(𝑥𝑖)−𝑁𝑉𝐵𝐿(𝑥𝑖)|

+|𝑀𝑉𝐴𝑈(𝑥𝑖)−𝑀𝑉𝐵𝑈(𝑥𝑖)|∨|𝑁𝑉𝐴𝑈(𝑥𝑖)−𝑁𝑉𝐵𝑈(𝑥𝑖)|

3−𝑚𝑖𝑛{
|𝑀𝑉𝐴𝐿(𝑥𝑖)−𝑀𝑉𝐵𝐿(𝑥𝑖)|⋁|𝑁𝑉𝐴𝐿(𝑥𝑖)−𝑁𝑉𝐵𝐿(𝑥𝑖)|,

|𝑀𝑉𝐴𝑈(𝑥𝑖)−𝑀𝑉𝐵𝑈(𝑥𝑖)|∨|𝑁𝑉𝐴𝑈(𝑥𝑖)−𝑁𝑉𝐵𝑈(𝑥𝑖)|
}

𝑛
𝑖=1  

 

is proposed by Sun & Liu (2012). 

To review the performance of similarity measures let 

us consider an example. Consider the following IvIFSs 

A = {𝑥𝑖 , 〈[0.5,0.5], [0.5,0.5], [0,0]〉, 𝑥𝑖 ∈ Ω},  
B = {𝑥𝑖 , 〈[0.3,0.4], [0.4,0.5], [0.1,0.3]〉, 𝑥𝑖 ∈ Ω},  
C = {𝑥𝑖 , 〈[0.3,0.3], [0.3,0.3], [0.4,0.4]〉, 𝑥𝑖 ∈ Ω}, 
 D = {𝑥𝑖 , 〈[0.6,0.6], [0.4,0.4], [0, 0]〉, 𝑥𝑖 ∈ Ω} 

Intuitively, it is clear that A is more similar to D than 

B and C. The result corresponding to measure of 

similarity measures given in Table 3: 

 A B A C A D 

SW 0.83333 0.69308 0.8181 

SHL 0.9 0.8 0.9 

SS 0.99227 0.9 0.98058 

SSu 0.89655 0.8571 0.9310 

S1(ϕ) 0.7450 0.73722 0.8646 

S2(ϕ) 0.78806 0.761886 0.89594 

S3(ϕ) 0.72614 0.68377 0.84188 

S4(ϕ) 0.78806 0.74188 0.89594 

S5(ϕ) 0.68210 0.62283 0.84391 

S6(ϕ) for p=2 0.77639 0.77141 0.87090 

S1(η) 0.93205 0.89426 0.98708 

S2(η) 0.95217 0.92075 0.99184 

S3(η) 0.91759 0.85853 0.98418 

S4(η) 0.95217 0.92075 0.99184 

S5(η) 0.92825 0.88113 0.98776 

S6(η) for p=2 0.93292 0.89590 0.98709 

Table 3: Comparison of Similarity Measures. 

From the similarity measures listed in table 3, we can see 

that 

SW, SHL and SS are inconsistent with intuition where as 

SSu, Sj(ϕ) and Sj(η), j = 1, … , 6. 

In this section we have derived a relation between 

entropy and similarity measure. Then we defined some 

similarity measures, compared its performance with 

existing similarity measures. In section 5 we applied 

proposed similarity measures to draw conclusion in 

pattern recognition and medical diagnoses. 

5 Applications of proposed 

similarity measures 
Here the proposed similarity measures are applied to 

some of the situation that deals with imperfect 

information. 

5.1 Pattern recognition 

Here we use an example of pattern recognition 

considered by Xu (2007) and adapted by Wei et al. 

(2011) and Wu et al.(2014) for classification of building 

material. 

Example: There are four types of building materials 

𝐴𝑖 , 𝑖 = 1,2,3,4 and an anonymous building material B, 

which is characterized by the IvIFSs defined on 𝑋 =
{𝑥1, 𝑥2, … , 𝑥12} with weighted vector 

 w = (
0.1, 0.05, 0.08, 0.06, 0.03, 0.07,
 0.09, 0.12, 0.15, 0.07, 0.13, 0.05

)
T

 

and we have the data given as follows by Xu (2007). 

“𝐴1 

=

{
  
 

  
 (

〈𝑥1, [0.1,0.2], [0.5, 0.6]〉, 〈𝑥2, [0.1,0.2], [0.7, 0.8]〉,
〈𝑥3, [0.5,0.6], [0.3, 0.4]〉, 〈𝑥4, [0.8,0.9], [0.0, 0.1]〉,

)

(
〈𝑥5, [0.4,0.5], [0.3, 0.4]〉, 〈𝑥6, [0.0,0.1], [0.8, 0.9]〉,

〈𝑥7, [0.3,0.4], [0.5, 0.6]〉, 〈𝑥8, [1.0,1.0], [0.0, 0.0]〉,
)

(
〈𝑥9, [0.2,0.3], [0.6, 0.7]〉, 〈𝑥10, [0.4,0.5], [0.4, 0.5]〉,

〈𝑥11, [0.7,0.8], [0.1, 0.2]〉, 〈𝑥12, [0.4,0.5], [0.4, 0.5]〉
)
}
  
 

  
 

 

𝐴2

=

{
  
 

  
 (

〈𝑥1, [0.5,0.6], [0.3, 0.4]〉, 〈𝑥2, [0.6,0.7], [0.1, 0.2]〉,
〈𝑥3, [1.0,1.0], [0.0, 0.0]〉, 〈𝑥4, [0.1,0.2], [0.6, 0.7]〉,

)

(
〈𝑥5, [0.0,0.1], [0.8, 0.9]〉, 〈𝑥6, [0.7,0.8], [0.1, 0.2]〉,

〈𝑥7, [0.5,0.6], [0.3, 0.4]〉, 〈𝑥8, [0.6,0.7], [0.2, 0.3]〉,
)

(
〈𝑥9, [1.0,1.0], [0.0, 0.0]〉, 〈𝑥10, [0.1,0.2], [0.7, 0.8]〉,

〈𝑥11, [0.0,0.1], [0.8, 0.9]〉, 〈𝑥12, [0.7,0.8], [0.1, 0.2]〉
)
}
  
 

  
 

 

𝐴3

=

{
  
 

  
 (

〈𝑥1, [0.4,0.5], [0.3, 0.4]〉, 〈𝑥2, [0.6,0.7], [0.2, 0.3]〉,
〈𝑥3, [0.9,1.0], [0.0, 0.0]〉, 〈𝑥4, [0.0,0.1], [0.8, 0.9]〉,

)

(
〈𝑥5, [0.0,0.1], [0.8, 0.9]〉, 〈𝑥6, [0.6,0.7], [0.2, 0.3]〉,

〈𝑥7, [0.1,0.2], [0.7, 0.8]〉, 〈𝑥8, [0.2,0.3], [0.6, 0.7]〉,
)

(
〈𝑥9, [0.5,0.6], [0.2, 0.4]〉, 〈𝑥10, [1.0,1.0], [0.0, 0.0]〉,

〈𝑥11, [0.3,0.4], [0.4, 0.5]〉, 〈𝑥12, [0.0,0.1], [0.8, 0.9]〉
)
}
  
 

  
 

 

 

𝐴4

=

{
  
 

  
 (

〈𝑥1, [1.0,1.0], [0.0, 0.0]〉, 〈𝑥2, [1.0,1.0], [0.0, 0.0]〉,
〈𝑥3, [0.8,0.9], [0.0, 0.1]〉, 〈𝑥4, [0.7,0.8], [0.1, 0.2]〉,

)

(
〈𝑥5, [0.0,0.1], [0.7, 0.9]〉, 〈𝑥6, [0.0,0.1], [0.8, 0.9]〉,

〈𝑥7, [0.1,0.2], [0.7, 0.8]〉, 〈𝑥8, [0.1,0.2], [0.7, 0.8]〉,
)

(
〈𝑥9, [0.4,0.5], [0.3, 0.4]〉, 〈𝑥10, [1.0,1.0], [0.0, 0.0]〉,

〈𝑥11, [0.3,0.4], [0.4, 0.5]〉, 〈𝑥12, [0.0,0.1], [0.8, 0.9]〉
)
}
  
 

  
 

 

 

𝐵 =

{
  
 

  
 (

〈𝑥1, [0.9,1.0], [0.0, 0.0]〉, 〈𝑥2, [0.9,1.0], [0.0, 0.0]〉,
〈𝑥3, [0.7,0.8], [0.1, 0.2]〉, 〈𝑥4, [0.6,0.7], [0.1, 0.2]〉,

)

(
〈𝑥5, [0.0,0.1], [0.8, 0.9]〉, 〈𝑥6, [0.1,0.2], [0.7, 0.8]〉,

〈𝑥7, [0.1,0.2], [0.7, 0.8]〉, 〈𝑥8, [0.1,0.2], [0.7, 0.8]〉,
)

(
〈𝑥9, [0.4,0.5], [0.3, 0.4]〉, 〈𝑥10, [1.0,1.0], [0.0, 0.0]〉,

〈𝑥11, [0.3,0.4], [0.4, 0.5]〉, 〈𝑥12, [0.0,0.1], [0.7, 0.9]〉
)
}
  
 

  
 

” 
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We need to identify which pattern is most similar to B 

using the maximum degree principle of measures of 

similarity between IvIFSs. Using the anticipated 

similarity measures defined in this paper, we get the 

following results given in table 4: 

 A1 B A2 B A3 B A4 B 

S1(ϕ) 0.688569 0.803061 0.84671 0.936548 

S2(ϕ) 0.725141 0.854747 0.868809 0.95075 

S3(ϕ) 0.654357 0.742627 0.818343 0.9265 

S4(ϕ) 0.725141 0.861997 0.868809 0.95075 

S5(ϕ) 0.587711 0.789371 0.803214 0.926125 

S6(ϕ) 
for p=2 0.738413 0.80768 0.863582 0.939988 

S1(η) 0.780631 0.773645 0.768612 0.979413 

S2(η) 0.816725 0.811175 0.804125 0.98595 

S3(η) 0.767465 0.749444 0.76081 0.975 

S4(η) 0.816725 0.811175 0.804125 0.98595 

S5(η) 0.725088 0.716763 0.706188 0.978925 

S6(η) 
for p=2 0.814325 0.801194 0.810194 0.979588 

Table 4: Application to pattern recognition. 

From the above values it is clear that B is most similar to 

A4 as the value corresponding to each similarity measure 

is highest for A4. So, we can conclude that A4building 

material consistent with the specification and this result 

is consistent with the results presented by Wu et 

al.(2014). 

5.2 Medical diagnoses 

Many authors Wei et al. (2011), Wu et al. (2014), Singh 

(2012)  employed IvIFSs to execute medical diagnosis in 

their works. Here we use the data used by Singh(2012) to 

do medical diagnosis using the proposed measure of 

similarity  

 

Example: Let A and B be the set that represent the set of 

diagnoses and symptoms respectively given as A =
{〈A1, Viral fever〉, 〈A2, Malaria〉, 〈A3, Typhoid〉} and =
{〈B1, Temperature〉, 〈B2, Headache〉, 〈B3, Cough〉} . 

Assume the patient is represented by 

 𝑃 = {
〈𝐵1 , [0.6,0.8], [0.1,0.2]〉, 〈𝐵2, [0.3,0.7], [0.2,0.3]〉,

〈𝐵3, [0.6,0.8], [0.1,0.2]〉
}  

and the weights corresponding to each attribute is equal 

and each diagnosis is given by the following 𝐼𝑣𝐼𝐹𝑆𝑠 

 

A1 = {
〈B1, [0.4,0.5], [0.3,0.4]〉, 〈B2, [0.4,0.6], [0.2,0.4]〉,

 〈B3, [0.4,0.8], [0.1,0.2]〉
} 

A2 = {
〈B1, [0.3,0.6], [0.3,0.4]〉, 〈B2, [0.5,0.6], [0.3,0.4]〉,

〈B3, [0.4,0.5], [0.1,0.3]〉
} 

A3 = {
〈B1, [0.7,0.8], [0.1,0.2]〉, 〈B2, [0.6,0.7], [0.1,0.3]〉,

 〈B3, [0.3,0.4], [0.1,0.2]〉
} 

Using the proposed similarity measure we classify the 

patient P in one of the diagnoses A1,A2, A3.  The results 

are as follows in Table 5. 

 

 

 A1 P A2 P A3 P 

S1(ϕ) 0.80666 0.753483 0.770859 

S2(ϕ) 0.840736 0.788069 0.808633 

S3(ϕ) 0.766473 0.703639 0.743099 

S4(ϕ) 0.840736 0.788069 0.808633 

S5(ϕ) 0.761105 0.682104 0.712949 

S6(ϕ) for p=2 0.821222 0.776552 0.796418 

S1(η) 0.916133 0.872675 0.885256 

S2(η) 0.938333 0.9025 0.911667 

S3(η) 0.89835 0.847525 0.865842 

S4(η) 0.938333 0.9025 0.911667 

S5(η) 0.9075 0.85375 0.8675 

S6(η) for p=2 0.918319 0.877512 0.891129 

Table 5: Application to Medical diagnoses. 

From the above table 5 it is clear that patient P can be 

diagnosed with viral fever. 

6 Conclusion 
Entropy, distance and similarity measure are 

significant research area in fuzzy information theory as 

they are efficient tools to deal with uncertain and 

insufficient information. Here we have derived new 

definition of entropy based on distance measure by 

considering degree of hesitancy in to account and derived 

relation between distance, entropy and similarity 

measures under IvIFE. Further, we have compared the 

derived similarity measures with some of the existing 

similarity measure and instances are used to show that 

the derived measures are able to draw conclusion when 

existing measures give the same result. Thereafter, 

proposed measures of similarity are applied to 

recognition of patterns and medical diagnoses. 
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JOŽEF STEFAN INSTITUTE

Jožef Stefan (1835-1893) was one of the most prominent physi-
cists of the 19th century. Born to Slovene parents, he obtained
his Ph.D. at Vienna University, where he was later Director of the
Physics Institute, Vice-President of the Vienna Academy of Sci-
ences and a member of several scientific institutions in Europe.
Stefan explored many areas in hydrodynamics, optics, acoustics,
electricity, magnetism and the kinetic theory of gases. Among
other things, he originated the law that the total radiation from a
black body is proportional to the 4th power of its absolute tem-
perature, known as the Stefan–Boltzmann law.

The Jožef Stefan Institute (JSI) is the leading independent sci-
entific research institution in Slovenia, covering a broad spec-
trum of fundamental and applied research in the fields of physics,
chemistry and biochemistry, electronics and information science,
nuclear science technology, energy research and environmental
science.

The Jožef Stefan Institute (JSI) is a research organisation for
pure and applied research in the natural sciences and technology.
Both are closely interconnected in research departments com-
posed of different task teams. Emphasis in basic research is given
to the development and education of young scientists, while ap-
plied research and development serve for the transfer of advanced
knowledge, contributing to the development of the national econ-
omy and society in general.

At present the Institute, with a total of about 900 staff, has 700
researchers, about 250 of whom are postgraduates, around 500
of whom have doctorates (Ph.D.), and around 200 of whom have
permanent professorships or temporary teaching assignments at
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a crossroad between East, West and Mediterranean Europe, offer-
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ties, with strong international connections. Ljubljana is connected
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Milan, Rome, Monaco, Nice, Bern and Munich, all within a ra-
dius of 600 km.

From the Jožef Stefan Institute, the Technology park “Ljubl-
jana” has been proposed as part of the national strategy for tech-
nological development to foster synergies between research and

industry, to promote joint ventures between university bodies, re-
search institutes and innovative industry, to act as an incubator
for high-tech initiatives and to accelerate the development cycle
of innovative products.

Part of the Institute was reorganized into several high-tech units
supported by and connected within the Technology park at the
Jožef Stefan Institute, established as the beginning of a regional
Technology park "Ljubljana". The project was developed at a par-
ticularly historical moment, characterized by the process of state
reorganisation, privatisation and private initiative. The national
Technology Park is a shareholding company hosting an indepen-
dent venture-capital institution.

The promoters and operational entities of the project are the
Republic of Slovenia, Ministry of Higher Education, Science and
Technology and the Jožef Stefan Institute. The framework of the
operation also includes the University of Ljubljana, the National
Institute of Chemistry, the Institute for Electronics and Vacuum
Technology and the Institute for Materials and Construction Re-
search among others. In addition, the project is supported by the
Ministry of the Economy, the National Chamber of Economy and
the City of Ljubljana.
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