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Volaričeva 8, Ljubljana, Slovenia
s51em@lea.hamradio.si
http://lea.hamradio.si/˜s51em/

Executive Associate Editor - Deputy Managing Editor
Mitja Luštrek, Jožef Stefan Institute
mitja.lustrek@ijs.si

Executive Associate Editor - Technical Editor
Drago Torkar, Jožef Stefan Institute
Jamova 39, 1000 Ljubljana, Slovenia
Phone: +386 1 4773 900, Fax: +386 1 251 93 85
drago.torkar@ijs.si

Contact Associate Editors
Europe, Africa: Matjaz Gams
N. and S. America: Shahram Rahimi
Asia, Australia: Ling Feng
Overview papers: Maria Ganzha, Wiesław Pawłowski,

Aleksander Denisiuk

Editorial Board
Juan Carlos Augusto (Argentina)
Vladimir Batagelj (Slovenia)
Francesco Bergadano (Italy)
Marco Botta (Italy)
Pavel Brazdil (Portugal)
Andrej Brodnik (Slovenia)
Ivan Bruha (Canada)
Wray Buntine (Finland)
Zhihua Cui (China)
Aleksander Denisiuk (Poland)
Hubert L. Dreyfus (USA)
Jozo Dujmović (USA)
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Editors’ Introduction to the Special Issue on “MATCOS conference”

Dear Reader,

about ten years ago in the frame of collaboration between
the universities in Szeged and in Ljubljana we decided to
organize a conference which set an aim to bring the theory
and the practice closer to each other. The first conference –
“First Mini Conference on Theoretical Computer Science”
– was organized in 2008. Feedback was showing that the
conference was well accepted and we decided to organize
the new conference regularly. In the meantime, the con-
ference’s popularity grew and researchers from more and
more countries took part in it. Therefore, we decided to
“rename” the conference to MATCOS (Middle-European
Conference on Applied Theoretical COmputer Science).
Besides the harmony of the theory and the practice we also
wanted to highlight the cooperation and dialogue between
senior and junior researchers. Consequently, we organized
separate sessions for PhD students. It became customary,
that the first day student papers and the invited talk were
presented, and they were followed by the presentation of
regular papers. At the same time the conference also moved
to the Coast, to the city of Koper and the University of Pri-
morska.

Among these conferences the last one was organized in
2016, and from the presented papers the programme com-
mittee decided to invite nine papers for a special issue of
Informatica. All papers were rigorously reviewed. The pa-
pers reflect the general spirit of the MATCOS as they sweep
from the theoretical aspects to the study of practical prob-
lems.

The programme committee of MATCOS 2016 was:

Jacek Blazevicz (Poznan, Poland)
Andrej Brodnik (Koper, Ljubljana, Slovenia) co-chair
Angel Corberan (Valencia, Spain)
Ruben Dorado Vicente (Jaén, Spain)
Elena Fernandez (Barcelona, Spain)
Gábor Galambos (Szeged, Hungary) co-chair
Gabriel Istrate (Timisoara, Romania)
Miklós Krész (Szeged, Hungary)
Silvano Martello (Bologna, Italy)
Benedek Nagy (Famagusta, Cyprus, Turkey)
Gerhard Reinelt (Heidelberg, Germany)
Giovanni Rinaldi (Rome, Italy)
Borut Žalik (Maribor, Slovenia)

Koper, Ljubljana, Szeged, October 2018

Andrej Brodnik
Gábor Galambos

editors
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In this paper we present an automatic algorithm evaluation system called ALGATOR, which was devel-
oped to facilitate the algorithm design and evaluation process. The system enables unbiased tests of the
correctness of the algorithm’s results on given test cases and comparisons of the quality of implemented
algorithms for solving various kinds of problems (e.g. sorting data, matrix multiplication, traveler sales-
man problem, shortest path problem, and the like). Within the ALGATOR one can define a problem by
specifying the problem descriptors, test sets with corresponding test cases, input parameters and output
indicators, algorithm specifications and criteria for measuring the quality of algorithms. When a user of
the system submits an algorithm for solving a given problem, ALGATOR automatically executes this algo-
rithm on predefined tests, measures the quality indicators and prepares the results to be compared with the
results of other algorithms in the system. The ALGATOR is meant to be used by algorithm developers to
perform independent quality tests for their solutions.

Povzetek: V tem delu je predstavljen sistem ALGATOR, ki omogoča izvajanje implementiranih algoritmov
na vnaprej pripravljenih testnih primerih ter ocenjevanje pravilnosti in kvalitete izvajanja. Da bi omogočili
uporabo pri reševanju čim večjega nabora problemov, smo sistem zasnovali tako, da so njegovi gradniki
(problem, algoritem, testna množica, testni primer) definirani na abstrakten način. Pred uporabo ALGA-
TORja za reševanje nalog konkretnega problema, administrator projekta konkretizira abstraktne entitete,
kasnejši uporabniki (razvijalci algoritmov) pa konkretizirajo le svoje izdelke (algoritme). Izvedba testi-
ranja poteka povsem samodejno, implementirani algoritmi se poženejo na vseh testnih množicah, rezultati
testiranja (časovni in drugi indikatorji) pa se zapišejo v bazo in se kasneje lahko uporabijo za prikaz v
obliki grafikonov in tabel ali za analizo in primerjavo z rezultati drugih algoritmov.

1 Introduction

As written by Aho et al. in [1], “Efforts must be made to
ensure that promising algorithms discovered by the theory
community are implemented, tested and refined to the point
where they can be usefully applied in practice. [...] to in-
crease the impact of theory on key application areas”. It
is very important to develop good algorithms and theoret-
ically prove their efficiency. On the other hand, if these
algorithms do not perform well in practice, all the theoreti-
cal work is not much more than “art for art’s sake”.

From this point of view, algorithm evaluation is a very
important part of an algorithm design process. To facilitate
the implementation, execution and evaluation of the algo-
rithms and make this part of the algorithm design process as
simple as possible, the ALGATOR system was developed.
It can be used to execute an algorithm implementation on
the given predefined sets of test cases and to analyze vari-
ous indicators of the execution. Within every project of the
system user can define the problem to be solved, sets of test
cases, parameters of the input and indicators of the output
data and the criteria for the algorithm quality evaluation.
When a project is defined, any number of algorithm im-

plementations (programs) can be added. When requested,
system executes all the implemented algorithms, checks the
correctness (on a given set of tests) and compares the qual-
ity of the results. Using the ALGATOR user can add addi-
tional quality criteria, draw graphs and perform evaluations
and comparisons of defined algorithms.

1.1 A typical usage of the system

ALGATOR is a complex system in which users can per-
form various kinds of tasks - from technically demanding
(e.g., defining the properties of a project) to rather straight-
forward and simple tasks (e.g., using charts presented on
a web page to compare the quality of two algorithms). To
keep the hard job for the experts and to simplify the us-
age for the others, ALGATOR uses different user roles and
privileges, namely, a system administrator, a project admin-
istrator, a researcher and a guest. There are many different
possible ways of using the ALGATOR system but the main
common and the most perspective is the one presented in
the following. A system administrator prepares the system
by providing the hardware, installing ALGATOR software
packages, and publishing the internet address of the in-
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stalled system. A project administrator adds a new project
and defines all the project’s properties. When the project is
completely defined and declared as public, ALGATOR au-
tomatically generates an internet subpage with the project
presentation and usage guide sections. The project admin-
istrator adds some state of the art algorithms for solving the
problem of the project, which will be used as a reference
for the evaluation process (i.e. the results of the algorithms
added by researchers will be compared with the results of
these referential algorithms). According to the rules, pre-
sented at the project’s website, a researcher adds a new al-
gorithm. ALGATOR will automatically run the new algo-
rithm on predefined tests. The researcher then checks the
correctness and compares the results of his algorithm with
the results of the other algorithms defined in the project.
The researcher can also decide to make the algorithm pub-
lic (by default, the algorithms are private and can only be
seen by the author). A guest of the system lists the re-
sults and prints the graphs and other data produced by AL-
GATOR. A guest can also perform some actions (like cus-
tomization of the presentation) that do not alter the project
configuration. At any time a guest can register to the sys-
tem and contribute as a project administrator or as a re-
searcher.

1.2 Related work

ALGATOR was created to fill the gap in the area of
algorithm evaluation process since, as far as we know,
there is no similar tool available that would offer all of
ALGATOR’s capabilities. Even though there are some
tools available on the web that allow analysis of program
execution, they have been developed with different goals,
therefore their support in the area of algorithm analysis is
not possible or it is too cumbersome. On the web, we can
find the following tools that partly cover the ALGATOR’s
functionality.
Code Profilers (JProfiler [12], JMeter
(jmeter.apache.org), Netbeans Profiler
(profiler.netbeans.org) and the like) can fol-
low and record a program execution indicators and they
are able to display various information about the usage of
computer resources (like time and memory). Using the
recorded data, a user can detect possible code errors and
memory leaks and perform various code optimization.
Although code profilers offer a number of different tests
and measurements, their use is not appropriate for accurate
analysis of algorithms, as they do not allow to tailor
the sets of test cases and to perform analysis based on
user-defined measurements and output indicators.
Algorithms presentation pages (like [5]) systematically
present various computer problems and practical exam-
ples, grouped into categories (e.g. searching and sorting
problems, mathematical problems, graph problems, string
problems, etc.). Besides the presentation of a wider field
for each domain, the pages usually present at least one
solution (i.e. algorithm) for each problem and offer the

possibility to upload user-defined implementations. The
emphasis of this kind of pages is mainly on educational
asspects and on presentation of problem descriptions
therefore they do not allow the independent analysis of
the algorithms using the user criteria nor do they offer the
tools to display custom-defined graphs or other statistical
information.
Problem-domain dedicated pages present a specific
problem domain (like [2] for mixed integer programming
problem and [3] for the traveler selsman problem) and they
offer tools to compare different solutions. Although these
pages are not configurable (for example, user can use only
pre-defined measurements and result indicators), they are
ideal for testing a specific solutions. The main drawback
comparing to ALGATOR is that each page covers only one
problem domain while ALGATOR aims to cover as many
areas and problems domains as possible and to present the
results in a uniform way for all of them.
Educational coding platforms (like Sphere online judge
(www.spoj.com), CodeChef (www.codechef.com),
CodeForces (codeforces.com), CodeFights
(codefights.com ) and the like) introduce different
problems with exactly defined input and expected output.
After a user of such a platform uploads its own solution,
the system performs its execution, evaluation and ranking
according to regularity and efficiency. The essential
difference between ALGATOR and these environments
is that they offer only several predefined basic algorithm
quality criteria (like, does an algorithm return a correct
solution or not, or, how many of the given tests were
solved correctly, and the like). In addition, the purpose
of these platforms is focused on the process of learning
programming skills and not in finding an optimal solutions
for specific problems, which results in insufficient result
presentation (e.g., it is not possible to compare different
solutions using charts, plots or tables). For the purpose,
for which these pages exist (i.e. to help their users to learn
programming), they serve very good and they can be of
a great help, nevertheless for the purpose of comparing
different algorithms to solve the same problem they lack
some crucial functionalities (like fully configurable input,
output and result-presentation layer of the project) which
are supported by ALGATOR.

2 Project definition
The main task of the ALGATOR’s project administrator is
to provide the configuration files and to implement corre-
sponding Java or C++ interfaces. Besides the definition of
the output format (where the sequence of the parameters
and indicators in output file is described), the test cases,
the test sets and the algorithm structure has to be defined
precisely.
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The test cases and the test sets
A test case in ALGATOR execution environment is de-
fined by a subclass of the TestCase class, which contains
data structures to hold the input and output (result) data.
Since these data structures are project-specific (i.e. each
problem needs data of its own type) the project adminis-
trator has to implement the [Project]Input and the
[Project]Output classes and prepare the correspond-
ing data structures. For example, in the data-sorting prob-
lem, the SortInput class could be defined as presented
in Listings 1.

Listings 1.
An input of the sorting problem

public class SortInput extends AbstractInput{
// An array of data to be sorted
public int [] arrayToSort;

}

A test set contains one or more test cases and it is a min-
imal execution unit. A test set is defined by a single text
file in which every line defines one test case. The format of
these lines is project-specific and it is defined by a project
administrator. If required, additional files can be used to
specify the test cases. Again, the syntax and the semantics
of the content of these files is defined by the project ad-
ministrator. Listings 2 presents an example of the text file
defining five test cases for the data-sorting problem.

Listings 2.
Examples of test cases for the sorting problem

test1:10:INLINE:3 5 1 8 6 3 8 9 0 6
test2:10000:RND
test3:20000:SORTED
test4:30000:INVERSE
test5:50000:FILE:numbers.txt:16534

To iterate through the text file associated with a
given test set, ALGATOR uses the methods of the
DefaultTestSetIterator class. For each line read
from the text file the getTestCase() method of the
[Project]TestCase class is called. This method
parses the input line and creates a set of parameters
that describe the test case. Using these parameters it
calls the generateTestCase() method which cre-
ates the instance of the test case. Since the represen-
tation of test cases is project-specific, the project ad-
ministrator has to provide the correct implementation of
the getTestCase() and the generateTestCase()
methods. All the other methods are general and they can
be used without modification. A part of an implementa-
tion of the generateTestCase() method is presented
in Listings 3.
Algorithms
The “heart” of each project are the implemented algo-

Listings 3.
A part of the generateTestCase() method for the
sorting problem

@Override
public SortingTestCase generateTestCase

(Variables inputParameters) {
int probSize = inputParameters.

getVariable("N").getIntValue();
String group = inputParameters.

getVariable("Group").getStringValue();

// prepare an array of integers ...
int [] array = new int[probSize];
// ... and fill table according to group
switch (group) {

case "RND":
Random rnd = new Random();
for (int i = 0; i < probSize; i++)
array[i] = Math.abs(rnd.nextInt());

break;
case "SORTED":
for (int i = 0; i < probSize; i++)
array[i] = i;

break;
// ...

}

// create a test case ...
SortingTestCase sortingTestCase =
new SortingTestCase();

sortingTestCase.setInput(
new SortingInput(array));

int [] expectedResultArray =
getSortedArray(array);

sortingTestCase.setExpectedOutput(
new SortingOutput(expectedResultArray));

// ... and return
return sortingTestCase;

}

rithms. Each algorithm is represented by a subclass of the
AbsAlgorithm class with the following methods:

ErrorStatus init(TestCase test). This
method takes care of the input of the algorithm; it
reads the test case and prepares the data. To enable
fast algorithm execution all expensive initial tasks
have to be done in this method. When this method is
done all the required algorithm’s input data has to be
prepared in a proper format.

void run(). In this method the execute() method
is called. The parameters of the execute() method
are project-specific and are provided by the project ad-
ministrator. ALGATOR takes the time of the execution
of the run() method as an algorithm execution time
therefore nothing else than the execute() method
call should be placed in the run() method (see List-
ings 4).

ParameterSet done() . This method collects all the
parameters and indicators of the execution and pre-
pares them in the form suitable to be written into the
output file.

The AbsAlgorithm class is abstract and
the project administrator has to provide the
[Project]AbsAlgorithm subclass with the above
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Listings 4.
A simple implementation of the run() method

public void run() {
result = execute(sortTestCase.getInput());

}

mentioned methods implemented. Besides he has to
declare fields for input data (in these fields the input
data obtained from the test case will be stored during the
execution of the init() method) and the abstract
execute() method with appropriate number and type of
parameters. The task of the researcher is to implement a
subclass of [Project]AbsAlgorithm and implement
the execute() method. In other words, all the “dirty
job” of preparing data and collecting the results is done
by the project administrator. The researcher who wants to
provide an algorithm only has to implement one method
which returns a proper result. In the case of data-sorting
problem, an algorithm only needs to sort the array of
data; a very simple (but technically correct) algorithm for
sorting data is listed in Listings 5.

Listings 5.
A simple implementation of the algorithm

public class JavaSortAlgorithm
extends SortAbsAlgorithm {

SortOutput execute(SortInput input) {
SortOutput result = new SortOutput();
java.util.Arrays.sort(input.arrayToSort);
result.sortedArray = input.arrayToSort;
return result;

}
}

3 Indicators of the algorithm
Since ALGATOR was designed to be used for various
kinds of problems, the criteria for measuring the quality
of algorithms are not defined as a part of the system but
they have to be defined by the project administrator. The
current version of the system enables measurements of
three different kinds of indicators: a) the indicators to
measure the speed and the quality of the algorithm (the so
called EM indicators), b) the project-specific counters to
count the usage of the parts of the algorithm’s program
code (the so called CNT indicators), and c) the counters of
the Java byte code usage (the so called JVM indicators).
These indicators are calculated with independent measure-
ments that are performed as separated tasks so they do not
interfere with one another. For example: when ALGATOR
measures time, the CNT and JVM indicators are disabled.
To perform the JVM measurements a dedicated Java
virtual machine is used.

The EM measurements.
These measurements are used to measure the time and
other project-specific indicators. All measurements of the
time are performed automatically. To provide as accurate
time indicators as possible ALGATOR tries to reduce the
influence of the uncontrolled computer activities (e.g. sud-
den increase of a system resource usage) by running each
algorithm several times. The system measures the first, the
best, the worst and the average time of the execution. The
project administrator only needs to specify the phases of al-
gorithm execution (e.g. the pre-processing phase, the main
phase, the post-processing phase, ...) and to select which
of the time indicators are to be presented as the result of
execution.
The project-specific indicators are defined by the project
administrator. They can be presented as a string or as a
number. For example, for exact algorithms, the value of
an indicator could be "OK" (is the algorithm produced the
correct result) or "NOK" (if the result of the algorithm is
not correct). For approximation algorithms the value of an
indicator could be the quality of the result (i.e. the quotient
of the correct result and the result of the algorithm).
ALGATOR produces the values of the EM indicators for
each (algorithm, test_case) pair by performing
the following steps: a) load the test case and create its
project-specific representation, b) load the algorithm (by
using the Java reflection), c) read the values of the test case
specific parameters, d) run the algorithm and measure its
time consumption, e) read the values of the time indicators,
f) determine the values of the project-specific indicators,
g) writes all the parameters and the indicators of the exe-
cution to the output file. Since the time indicators are na-
tively plugged into the ALGATOR system, the step f) of the
above procedure is the only step that has to be configured
by the project administrator (everything else is done auto-
matically by ALGATOR). To configure a project-specific
indicator the administrator has to provide its description in
a configuration file (defining indicators type and possible
values) and a program code to determine its value using
the test case parameters and the algorithm’s result. For ex-
ample, in the Sorting problem the administrator provides
a correctness indicator by a code as presented in Listings
6. In this code (which is a part of a done() method
that is invoked just after the execution of the algorithm)
the isArraySorted() method returns true if the in-
put array is sorted. The name ("Correctness") and the
type (String) of the indicator has to be defined in a con-
figuration file.

The CNT measurements.
The CNT measurements are used to count the usage of the
parts of the program code. This option is used to analyze
the usage of a certain system resource or to count the us-
age of the selected type of commands on the programming
language level. Using this one can, for example, measure
how many times the memory allocation functions were ex-
ecuted during the algorithm execution and the amount of
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Figure 1: The number of Java bytecode instructions used by Hoare’s Quicksort algorithm while sorting integer arrays with
N = 100.000 . . .500.000 elements.

Listings 6.
Checking for the correctness of the algorithm

boolean checkOK = isArraySorted(testArray);
EIndicator checkPar = new EIndicator(

"Correctness", checkOK ? "OK" : "NOK");
indicators.addIndicator(checkPar);

the memory allocated by these calls. One can also use
CNT measurements to detect which part of the algorithm is
most frequently used. For example, if the problem in con-
cern would be data-sorting, using the CNT measurements
one could count the number of comparisons, the number
of swaps of elements and the number of recursive func-
tion calls (which are the measures that can predict the al-
gorithm execution behavior [11]). To facilitate the CNT
measurement in the project, the project administrator has to
define the names and the meaning of the counters and the
researchers have to tag the appropriate places in their code.
Everything else is done automatically by ALGATOR.
For example, if we want to count the number of swaps and
the number of comparisons performed by a sorting algo-
rithm, we would define two counters (namely, the "CMP"
and the "SWAP" counter) in a configuration of a sort-
ing problem. Additionally, to ensure a correct value of
these counters, the source code of algorithms should be
tagged, so that every code line in which a comparison of
two elements appears would be accompanied by at tag line
//@count{CMP,1}, and a code line in which a swap of
two elements is invoked by //@count{SWAP,1}. An
example of tagged code for the BubbleSort algorithm is
presented in Listings 7.

When ALGATOR is asked to provide the counter
values, it replaces all the tags with a Java code (e.g., it
replaces a tag //@count{CMP,1} with a Java code
Counters.add("CMP", 1);), recompiles the source
and runs the algorithm. When the algorithm stops, AL-
GATOR collects the values of the counters and writes them
to an appropriate output file.

The JVM measurements.
An algorithm written in the Java programming language
compiles into Java byte code. An interesting option offered
by ALGATOR is the ability to count how many times each

Listings 7.
A tagged source code of the BubbleSort algorithm used to
count the number of comparisons and swaps.

public void execute(int[] data) {
for (int i=0; i<data.length; i++)
for (int j=0; j<data.length-1; j++) {
//@COUNT{CMP, 1}
if (data[j] > data[j+1]) {
//@COUNT{SWAP, 1}
swap(data, i, j);

}
}

}
}

byte code instruction was used during the execution of an
algorithm on a given test case. To facilitate this option AL-
GATOR uses a dedicated Java virtual machine VMEP which
was developed as a part of ALGATOR project [9]. This
virtual machine [10] extends an open source virtual ma-
chine JamVM [8] and supports counting of the usage of
each bytecode instruction used during the algorithm exe-
cution. When ALGATOR is asked to provide JVM statis-
tics, it executes the algorithm in the VMEP and stores the
bytecode–usage counters that it returns. In [7] Lambert and
Power indicated that the frequency of the usage of each
byte code instruction can be used to predict the execution
time. Even though ALGATOR’s ability to count the byte
code instructions usage is quite young, we expect that the
data produced by the JVM measurements could be useful
not only for the quantitative but also the substantive analy-
sis of the algorithms.

As an usage example of the VMEP’s indicators let us
consider the Hoare’s implementation of a sorting algorithm
(i.e. a Quicksort algorithm in which the partitioning phase
uses one pivot to split a given array into two subarrays [6]).
It is known that this algorithm performs O(n log n) steps
on average to sort a given array of n elements. Running
this algorithm in ALGator leads to interesting conclusions
as presented in the following. To sort an array of integers
the Hoare’s algorithm uses only 16 (out of 202 possible)
Java bytecode instructions, namely, ILOAD, ILOAD_2,
ILOAD_3, ALOAD_0, ALOAD_1, IALOAD, ISTORE,
IASTORE, SWAP, ISUB, IINC, IFGT, IF_ICMPGE,
IF_ICMPGT, IF_ICMPLE, and GOTO (see Figure 1).
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Among these instructions the most common used are the
ILOAD (32%), ALOAD_1 (15%), IALOAD (12%), IINC
(8%) and GOTO (6%) instructions (an average usage of the
other instructions is less than 5%). The overall number of
all instructions used is 57, 8 ∗ n log n, with a relative error
(for n = 100.000 . . . 1.000.000) less than 3,5%. Which
means, for example, that for n=100.000, the algorithm will
perform approximately 29 millions of java bytecode in-
structions to sort an array. As a consequence, knowing only
the size of the input array, one can predict the number of re-
quired instructions very accurately. On the other hand, this
shallow analysis can not be used to predict the execution
time of the algorithm due to a weak relation between the
number of used instructions and the time consumption. Us-
ing the results obtained on an Intel(R) Core(TM) i7-6700
CPU computer running at 3.40GHz an average quotient be-
tween the number of instructions and the execution time
(in microseconds) is 3949 (with a relative error 17.3% for
n = 100.000 . . . 1.000.000), which means that on average
the Java virtual machine performs around 4000 instructions
per microsecond (i.e. 0.25 nano second per instruction).
For more accurate analysis of the relation between the num-
ber of instructions and the execution time, we would need
to distinguish slow and fast instructions [7] with a special
attention being paid to instructions that can fetch the data
from a non-cached memory.

Listings 8.
An example of the ALGATOR’s query

queryF1C1 = FROM TestSet0
WHERE (algorithm=*) AND ComputerID=F1.C1
SELECT Tmin AS A1;

queryF2C1 = FROM TestSet0
WHERE (algorithm=*) AND ComputerID=F2.C1
SELECT Tmin AS A2;

FROM queryF1C1, queryF2C1
WHERE (algorithm=JHoare)
SELECT N, A1/A2 AS Q

4 Analyzing the results
As a result of the algorithm execution ALGATOR produces
text output files. For each tuple (algorithm, test set, mea-
surement) one file is created; each line in this file contains
parameters and indicators of one test case.

The data in the output line is separated by semicolons
(CSV format). For efficient work with this data ALGATOR
provides the analyzer with its own query language and with
the visualization module for presenting data as graphs. For
example, to get the minimal execution times for algorithms
named JHoare and JWirth on the test set called TestSet3, a
user can run query as depicted in Figure 2.

ALGATOR query language is a powerful tool that
enables all sorts of data manipulation. An example of
a complex query to calculate the quotient of minimal

Figure 2: An example of data query with result.

times for the JHoare algorithm running on two different
computers (F1.C1 and F2.C1) is presented in Listings 8.
Note that the ALGATOR system might contain several
computers that are able to execute the algorithms (such
a computer in the system is called an execution engine).
Each execution engine has its name, which comprises of
a name of a computer family and a unique name of the
computer inside this family (e.g. in the name F1.C1 the
F1 represents the family and C1 the computer name). One
family contains computers with equal hardware configu-
ration. To provide comparable results, the algorithms of a
given problem are usually run on the same computer (or
at least on computers of the same family). Nevertheless,
a researcher might additionally run algorithms on other
computers and compare the execution results as presented
in the query in Listings 8. If the computers used in this test
have different hardware configurations, the results of such
a comparison might reveal the influence of the particular
hardware to the algorithms’ behaviour.

The results of the execution can be analysed in one of the
ALGATOR’s visualization modules (one is implemented as
a web and the other as a standalone application). In these
modules a user can design queries (to produce arrays of
numerical results) and draw charts as depicted in Figure 3.

5 Conclusion

The execution part of ALGATOR [4] was developed in both
Java and C++ programming languages, therefore the algo-
rithms to be tested could be implemented in one of these
two languages. Measuring the exact execution time of the
algorithms written in Java is a challenging task since the
system can only measure real time and because there is no
way to eliminate the side effects of the Java virtual ma-
chine’s background tasks (e.g. garbage collection). To
overcome this problem, ALGATOR executes each algo-
rithm several times and reports the first, the minimal, the
maximal and the average time of execution. Comparing
and analyzing these times one can detect the influence of
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Figure 3: The visualization module of ALGATOR.

the execution environment to the overall execution time. In
many cases this influence is negligible. Having the Java
implementation of the algorithm also has some benefits.
Namely, ALGATOR counts and generates the statistics of
the usage of the Java byte code instructions. As stated in
[7] these statistics provide enough information to be used
for the platform independent timing of the algorithms. Our
preliminary tests indicate a high correlation between the
number of used Java byte code instructions (multiplied by
the corresponding weight depending on the type of instruc-
tion) and the execution time. The ability to implement
the algorithms in both (Java and C++) programming lan-
guages, enables the researchers to compare the execution
time of both and to estimate the impact of the programming
language. ALGATOR is a testing environment, which aims
to make the testing process as easy as possible for both,
the project administrators and for the researchers. We tired
to minimize the effort that has to be used to prepare the
project and the algorithm and we think that this goal was
achieved. The biggest challenge for the project adminis-
trator is to prepare adequate test cases and to write several
lines of Java of C++ code (in an average case not more that
about 100 lines of code), while the researcher has to write
only a few lines of code to call the existing Java or C++ im-
plementation of the algorithm. All the other tasks needed
to execute the algorithm and to produce the desired indica-
tors are performed automatically by ALGATOR, therefore
the researchers can focus on the analyses of the results.
Furthermore, ALGATOR uses the same test cases for all
the algorithms of the project, therefore the researchers can
not tailor the tests to be optimal for their implementations,
which makes the results of the evaluation fair and reliable.
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Special cases of the edge disjoint realizations of two tree degree sequences are considered in this paper. We
show that if there is no node which have degree one in both degree sequences, then they always have edge-
disjoint caterpillar realizations. By using a probabilistic method, we prove that two tree degree sequences
always have edge-disjoint realizations if each vertex is a leaf in at least one of the trees. We also show that
the edge-disjoint realization problem is in P for an arbitrary number of tree sequences with the property
that each vertex is a non-leaf in at most one of the trees.
On the other hand, we show that the following problem is already NP-complete: given two graphical
degree sequences D1 and D2 such that D2 is a tree degree sequence, decide if there exist edge-disjoint
realizations of D1 and D2 where the realization of D2 does not need to be a tree.
Finally, we show that efficient approximations for the number of solutions as well as an almost uniform
sampler exist for two tree degree sequences if each vertex is a leaf in at least one of the trees.

Povzetek: V članku so obravnavani posebni primeri povezavno-disjunktnih realizaciji dveh zaporedji
stopenj dreves. Pokazano je, da, če ni vozlišča stopnje ena v obeh zaporedjih, potem imata zaporedji
vedno povezavno- disjunktni gosenični realizaciji. Pokazan je tudi primer, ko je problem NP -poln.

1 Introduction

Packing degree sequences is related to discrete tomogra-
phy. The central problem of tomography is to reconstruct
spatial objects from lower dimensional projections. The
discrete 2D version is to reconstruct a colored grid from
vertical and horizontal projections. In the simplest version,
this problem is to reconstruct the coloring of an n×m grid
with the requirement that each row and column has a spe-
cific number of entries for each color. Such colored matrix

can be considered as a factorization of the complete bipar-
tite graph Kn,m. Indeed, for each color ci, the 0-1 matrix
of size n × m obtained by replacing ci by 1 and all other
colors by 0 is an adjacency matrix of a simple bipartite
graph such that the disjoint union of these simple graphs
is Kn,m. The prescribed number of entries for each color
are the degrees of the simple bipartite graphs. Therefore,
an equivalent problem is to give a factorization of the com-
plete bipartite graph into subgraphs with prescribed degree
sequences.
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It is also possible to consider the non-bipartite version of
the edge-disjoint realization problem above. Obviously, the
sum of the degrees for each vertex must be n− 1 when the
complete graph Kn is factorized. Therefore, if there are
k degree sequences, the last degree sequence is uniquely
determined by the first k− 1 degree sequences. When k =
2, the problem is reduced to the degree sequence problem,
and can be solved in polynomial time [3, 4]. Unfortunately
the problem becomes NP-complete already for k = 3 [1].
However, special cases are polynomially solvable. Such a
special case is when one of the degree sequences is almost
regular, that is, any two degrees differ by at most 1 [5].

In this paper we consider the case when k = 3, and
two of the degree sequences are tree degree sequences. It
was already known that this case is tractable [6]. Here we
present a new result considering special, caterpillar real-
izations. Another alternative proof is given for a special
subclass of pairs of tree degree sequences that can be ex-
tended to an arbitrary number of sequences. The size of the
solution space and sampling from it is also discussed. As
a negative result, we show that deciding the existence of
edge-disjoint realizations for two degree sequencesD1 and
D2 is NP-complete even if D2 is a tree degree sequence
(but its realization does not have to be a tree).

2 Preliminaries
In this section we give the definitions and lemmas needed
to state the theorems. The central subject of study in this
paper is the edge-disjoint realization problem.

Definition 1. A degree sequence D = (d1, . . . , dn) is
a series of non-negative integers. A degree sequence
is graphical if there is a vertex labeled simple graph
G = (V,E) with V = {v1, . . . , vn} in which the de-
gree of vertex vi is exactly di for i = 1, . . . , n. Such
graph G is called a realization of D. The edge-disjoint
realization problem is the following: given a c × n
degree matrix D = {(d1,1, . . . , d1,n), (d2,1, . . . , d2,n),
. . . , (dc,1, . . . , dc,n)}, in which each row of the matrix is
a degree sequence, decide if there is an ensemble of edge-
disjoint realizations of the degree sequences. Such a set of
edge-disjoint graphs is called a realization of the degree
matrix. Given two degree sequences D = (d1, . . . , dn)
and F = (f1, . . . , fn), their sum is defined as D + F =
(d1 + f1, . . . , dn + fn).

For sake of completeness, we define tree degree se-
quences, path sequences and caterpillars.

Definition 2. Let D = (d1, . . . , dn) be a degree sequence.
Then D is called a tree sequence if

∑n
i=1 di = 2n− 2 and

each degree is positive. If all of the degrees are 2 except
two of them which are 1, then D is called a path sequence.
A tree is called a caterpillar if its non-leaf vertices span a
path.

We will use the following complexity classes later on.

Definition 3. A decision problem is in NP if a non-
deterministic Turing Machine can solve it in polynomial
time. An equivalent definition is that a witness proving the
“yes” answer to the question can be verified in polynomial
time. A counting problem is in #P if it asks for the num-
ber of witnesses of a problem in NP. A counting problem
in #P is in FP if there is a polynomial running time al-
gorithm which gives the solution. It is #P-complete if any
problem in #P can be reduced to it by a polynomial-time
counting reduction.

Definition 4. A counting problem in #P is in FPRAS
(Fully Polynomial Randomized Approximation Scheme) if
there exists a randomized algorithm such that for any prob-
lem instance x and ε, δ > 0, it generates an approximation
f̂ for the solution f , satisfying

P

(
f

1 + ε
≤ f̂ ≤ (1 + ε) · f

)
≥ 1− δ,

and the algorithm has a time complexity bounded by a poly-
nomial of |x|, 1/ε and − log(δ).

The total variational distance dTV (p, π) between two
discrete distributions P and π over the set X is defined as

dTV (p, π) :=
1

2

∑
x∈X
|p(x)− π(x)|

Definition 5. A counting problem in #P is in FPAUS
(Fully Polynomial Almost Uniform Sampler) if there exists
a randomized algorithm such that for any instance x and
ε > 0, it generates a random element of the solution space
following a distribution P satisfying

dTV (p, U) ≤ ε,

whereU is the uniform distribution over the solution space,
and the algorithm has a time complexity bounded by a poly-
nomial of |x| and − log(ε).

The following technical lemma will be used later for
constructing edge-disjoint caterpillar realizations.

Lemma 1. For n ≥ 4, there are two edge-disjoint Hamilto-
nian paths in the complete graph Kn whose ends are pair-
wise different.

Proof. Let V = {v1, . . . , vn}, and let the first Hamiltonian
path be v1, v2, v3 . . . , vn. We are going to show by induc-
tion that there is a second Hamiltonian path H starting at
v2, ending at v3 and using no edge between consecutive in-
tegers. For n = 4, the path H = v2, v4, v1, v3 does the job.
Suppose that n > 4 and that we have a path H ′ on vertices
v1, . . . , vn−1 between v2 and v3. Since the path has at least
three edges, there is an edge vivj for which i, j < n − 1.
Replace this edge by edges vivn and vnvj for getting the
desired path H .
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3 Packing trees
First we consider the problem of edge-disjoint realization
of two tree degree sequences without common leaves.

Theorem 2. Let D = (d1, . . . , dn) and F = (f1, . . . , fn)
be two tree degree sequences such that mini{di + fi} ≥ 3.
Then D and F have edge-disjoint caterpillar realizations.

Proof. The proof goes by induction on n. Observe that the
smallest possible n is 4 to accommodate at least 4 = 2 · 2
leaves (note that each tree has at least two leaves). For n =
4, the only possible pair of degree sequences is (2, 2, 1, 1)
and (1, 1, 2, 2). By Lemma 1, these sequences have edge-
disjoint realizations.

If n > 4 and both D and F are path sequences, then
there exists edge-disjoint Hamiltonian paths, according to
Lemma 1.

So we may suppose that at least one of the degree se-
quences is not a path sequence. As the sum of the degrees
in D + F is 4n − 4, there are at least four indices where
dj + fj = 3. It is not difficult to see that we can select
indices i and j such that, possibly after interchanging the
roles of D and F , we have di ≥ 3, dj = 1 and fj = 2.

Modify D and F by removing dj and fj and decreasing
di by 1. This modifiedD′ and F ′ are tree degree sequences
without common leaves on n − 1 vertices, therefore, by
induction, D′ and F ′ have edge-disjoint caterpillar realiza-
tions T ′1 and T ′2, respectively. Modify T ′1 and T ′2 as follows.
Add back vertex vj and connect it to vertex vi in T ′1. The
tree T1 thus arising is a realization of D. Take a path P in
T ′2 containing all non-leaf vertices and two leaves. Observe
that P has at least 3 edges as otherwise F has n− 2 leaves,
soD has only two, contradicting to di ≥ 3. Hence P has an
edge vkv` such that k 6= i and ` 6= i. For constructing T2,
replace edge vkv` of T ′2 by two edges, vkvj and vjv`. The
tree T2 thus obtained is a caterpillar, edge-disjoint from T1
and is a realization of F .

The theorem implicitly states that if two tree degree se-
quences do not share common leaves then their sum is
graphical. If the two trees have common leaves, their
sum is not necessarily graphical as shown by the example
D = (2, 1, 1) and F = (2, 1, 1). Observe that the largest
degree in D + F is 4, and there are only 3 vertices.

On the other hand, if the sum of the two sequences hap-
pens to be graphical, then they also have edge-disjoint re-
alizations, as was shown by Kundu in [6].

Theorem 3 ([6]). Let D = (d1, . . . , dn) and F = (f1,
. . . , fn) be two tree degree sequences. Then there exist
edge-disjoint tree realizations of D and F if and only if
D + F is graphical.

However, there are tree degree sequences that have edge-
disjoint tree realizations but do not have edge-disjoint
caterpillar realizations. For example, consider the tree de-
gree sequences

D = (5, 2, 2, 2, 2, 2, 1, 1, 1, 1, 1)

Figure 1: Edge-disjoint realization of two degree se-
quences, both of them are (5, 2, 2, 2, 2, 2, 1, 1, 1, 1, 1)

.

and
F = (5, 2, 2, 2, 2, 2, 1, 1, 1, 1, 1).

According to Theorem 3, these sequences have edge-
disjoint realizations as their sum is graphical (see Fig. 1).
We claim that they do not have edge-disjoint caterpillar re-
alizations. To see this, observe that in any caterpillar real-
ization, the degree 5 vertices must be connected to at least
3 leaves. However, there are only 5 vertices that are leaves
in any of the trees, showing that any pair of caterpillar re-
alizations will share at least one edge.

Theorem 2 considered the case when the leaf vertices of
the degree sequences do not coincide. Now we turn to the
opposite end, namely when each vertex is a leaf in at least
one of the sequences.

Theorem 4. Let D = (d1, . . . , dn) and F = (f1, . . . , fn)
be tree degree sequences such that min(di, fi) = 1 for all i.
Let T1 and T2 be random realizations ofD andF uniformly
distributed. Then the expected number of common edges of
T1 and T2 is 1.

Proof. The proof is based on the following lemma.

Lemma 5. Let T be a random realization of the tree de-
gree sequence D = (d1, . . . , dn) (where n ≥ 3). Then the
probability of having an edge between vi and vj is

di + dj − 2

n− 2
.

Proof. It is well known that the number of trees with a
given degree sequence is

(n− 2)!∏n
k=1(dk − 1)!

. (1)

Let T ′ denote those trees in which vi and vj are adjacent.
Let f be a mapping from T ′ to the set of trees with degree
sequence

(d1, . . . , di−1, di+1, . . . , dj−1, dj+1, . . . , dn, di + dj − 2)
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obtained by joining vi and vj to a common vertex.
The function f is surjective, and each tree is an image(
di+dj−2
di−1

)
times. Therefore the number of trees in which

vi is adjacent to vj is

(n−3)!
(di+dj−3)!

∏
k 6=i,j(dk−1)!

(di+dj−2)!
(di−1)!(dj−1)! =

(di+dj−2)(n−3)!∏n
k=1(dk−1)!

. (2)

The probability that vi is adjacent to vj is the ratio of (2)
and (1), which is indeed

di + dj − 2

n− 2
,

thus concluding the proof of the lemma.

Now we turn to the proof of the theorem. Let D and F
be degree sequences satisfying that each vertex is a leaf in
at least one of the trees. Define

A := {i | di > 1 ∧ fi = 1}, and
B := {i | di = 1 ∧ fi > 1}.

Note that there might be parallel edges in the two trees only
between these two sets. The expected number of parallel
edges is then∑

i∈A
∑
j∈B

(di−1)(fj−1)
(n−2)2 =

∑
i∈A

di−1
n−2

∑
j∈B

fj−1
n−2 =∑n

i=1
di−1
n−2

∑n
j=1

fj−1
n−2 = 1,

since di = 1 for all i ∈ Ā, fj = 1 for all j ∈ B̄, and
the sum of the degrees decreased by 1 is n− 2 for any tree
degree sequence. This finishes the proof of the theorem.

Theorem 4 implies a characterization of realizability for
a subclass of tree degree sequences.

Corollary 6. Let D = (d1, . . . , dn) and F = (f1, . . . , fn)
be tree degree sequences such that each vertex is a leaf in
at least one of them. Then D and F have edge-disjoint tree
realizations if and only if di < n − 1 and fi < n − 1 for
all i.

Proof. If maxi{di} = n − 1 or maxi{fi} = n − 1 then
D + F is not graphical. On the other hand, if none of the
trees is a star, then there are four distinct indices i1, i2, j1
and j2 such that i1, i2 ∈ A and j1, j2 ∈ B. Then there
exists a pair of trees T1 and T2 such that both trees con-
tain edges (vi1 , vj1) and (vi2 , vj2) and T1 realizes D while
T2 realizes F . Indeed, the degree 1 vertices can be con-
nected to any of the non-leaf vertices. This means that the
two sequences have realizations having at least 2 common
edges, which is above the expected value. Hence there must
also exist a realization with less common edges than the
expected number, which is 1. That is, there exists an edge-
disjoint realization of the two sequences, thus concluding
the proof.

This theorem will be useful also at generating random
realizations, see the next section.

Similar theorem holds for more tree sequences as well.
Let us fix again V = {v1, . . . , vn}. We need the following
technical preliminary lemma.

Lemma 7. Let D = (d1, . . . , dn) be a tree degree se-
quence, n > m > 2 and U = {vi | di > 1}. Suppose
V1, . . . , Vm−1 are pairwise disjoint sets in L = V \ U .
Suppose further that |U | > 1, |V1| > 1, . . . , |Vm−1| > 1
and di ≤ n −m for all i. Then there is a tree T realizing
D such that its restriction to U ∪ Vj is a non-star tree for
all j.

Proof. For any tree realization T , its restriction to U∪Vj is
a tree because outside U there are only leaves. In the case
|U | ≥ 4 we claim that there is a tree realization T such that
its restriction to U is not a star. Indeed, if T restricted to
U is a star centered at u ∈ U , then, by the degree bound,
there is a leafw ∈ L not connected to u. Let u1 ∈ U denote
the unique neighbor of w in the tree, and let u2 be a third
vertex of U . Replacing edges uu2 and u1w by edges u1u2
and uw gives another tree realization T whose restriction
to U is not a star.

For the case |U | = 2, let U = {vi, vj}. Connect first vi
to vj . Now di + dj = n, so di ≥ m and dj ≥ m. For each
k ≤ m− 1, connect one vertex of Vk to vi and another one
to vj . The remaining leaves in L can be distributed easily:
connect any di −m of them to vi and the remainder to vj ,
giving the aimed tree realization.

Finally suppose U = {vi, vj , vk}. We may also suppose
that 2 ≤ di ≤ dj ≤ dk. Connect first vi and vj to vk. It
is easy to connect vertices of L to U in such a way that for
each ` ≤ m − 1, at least one vertex of V` is connected to
either vj or vk.

Theorem 8. Let D1, D2, . . . , Dm be tree degree se-
quences with Di = di,1, di,2, . . . , di,n such that each ver-
tex is a leaf in all except at most one of them. Then
D1, D2, . . . , Dm have edge-disjoint realizations if and
only if maxi,j{di,j} ≤ n−m.

Proof. Necessity is clear as D1 + D2 + · · · + Dm is not
graphical if maxi,j{di,j} > n−m.

The statement is trivial when m = 1. If m = 2 then it is
equivalent to Corollary 6, so we may suppose m > 2.

We give a constructive proof for the other direction. First
a trial solution is built which might contain parallel edges,
then these parallel edges are eliminated to get an edge-
disjoint realization.

Let Vi denote the subset of vertices on which the degrees
in Di are larger than 1. Note that {V1, V2, . . . , Vm} forms
a subpartition of V and |Vi| ≥ 2 for each i = 1, . . . ,m.
For a degree sequence Di, construct a trial tree T̃i by using
Lemma 7, which ensures that the subtree on vertices Vi∪Vk
is a non-star tree for any k 6= i.

From the trial solution, which might contain several par-
allel edges, a final solution is built in the following way.
While there exists a pair of indexes (i, k) such that there
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is one or more parallel edges between Vi and Vk, do the
following. Let T̃i,k denote the subtree of the tree T̃i on
vertices Vi ∪ Vk and let D̃i,k denote its degree sequence.
By Corollary 6, D̃i,k and D̃k,i have edge-disjoint tree real-
izations. Replace T̃i,k and T̃k,i by such realizations. This
removes all parallel edges between Vi and Vk because T̃j
has no edge between these sets if j 6= i, j 6= k.

4 Counting and sampling
realizations

Since typically there are more than one realizations when a
realization exists, and typically the number of realizations
might grow exponentially, it is also a computational chal-
lenge to estimate their number and/or sample almost uni-
formly a solution. Here we prove the following theorem.

Theorem 9. Let D = (d1, . . . , dn) and F = (f1, . . . , fn)
be two tree degree sequences such that each vertex is a leaf
in at least one of the trees. Furthermore, assume that none
of the trees is a star. Then there is an FPRAS for estimating
the number of disjoint realizations and there is an FPAUS
for almost uniformly sampling realizations.

Proof. This theorem is based on Theorem 4. As we dis-
cussed, there are random trees with at least two parallel
edges. The number of pair of trees containing parallel
edges (vi1 , vj1) and (vi2 , vj2) such that di1 , di2 > 1 and
fj1 , fj2 > 1 is

(n− 4)!

(di1 − 2)!(di2 − 2)!
∏
k 6=i1,i2(dk − 1)!

·

(n− 4)!

(dj1 − 2)!(dj2 − 2)!
∏
k 6=j1,j2(fk − 1)!

. (3)

Therefore, at least the same number of pair of trees have
no parallel edges (that is, are edge-disjoint realizations of
the degree sequences) to get the expectation 1 for the num-
ber of parallel edges. Therefore, the probability that two
random trees will be edge-disjoint is at least

(di1 − 1)(di2 − 1)(fj1 − 1)(fj2 − 1)

(n− 2)2(n− 3)2
.

It follows from basic probabilistic arguments that an
FPRAS algorithm can be designed based on this property.
Indeed, let ξ be the indicator variable that a random pair
of trees are edge-disjoint realizations. Then the number of
edge-disjoint realizations is

E[ξ]
(n− 2)!∏n
k=1(di − 1)!

(n− 2)!∏n
k=1(fi − 1)!

.

Furthermore, we know that

E[ξ] ≥ (di1 − 1)(di2 − 1)(fj1 − 1)(fj2 − 1)

(n− 2)2(n− 3)2
.

Uniformly distributed random trees with a prescribed de-
gree sequence can be generated in polynomial time based
on the fact that the probability that a given leaf is connected
to a vertex with degree di is

di − 1

n− 2
.

A uniformly distributed tree can be generated by randomly
selecting a neighbor of a given leaf, then generating a ran-
dom tree for the remaining degree sequence. Equivalently,
the trees with a prescribed degree sequence can be encoded
by the Prüffer codes in which the index i appears exactly
di − 1 times. Uniformly generating such Prüffer codes is
an elementary computational task.

Therefore, random pair of trees can be generated in poly-
nomial time, and it is easy to check whether or not they are
edge-disjoint realizations. Such sampling of random trees
provide an unbiased estimation for the expectation of the
indicator variable ξ. Indeed, if Xi is 1 if the ith pair of
random trees are edge-disjoint and 0 otherwise, then the
random variable

Ym :=

m∑
i=1

Xi

follows a binomial distribution with parameter p = E[ξ]
and expectation mE[ξ]. The tails of the binomial distribu-
tions can be bounded by the Chernoff’s inequality:

P (Ym ≤ mp(1−ε)) ≤ exp
(
− 1

2p

(mp−mp(1− ε))2

m

)
.

This should be bounded by δ
2 (the other half δ error will go

to the other tail)

exp

(
− 1

2p

(mp−mp(1− ε))2

m

)
≤ δ

2
. (4)

Solving Equation 4, we get

m ≥
−2 log

(
δ
2

)
pε2

.

For the upper tail, we can also use the Chernoff’s inequal-
ity, just replacing P with 1 − p and the upper threshold
mp(1 + ε) with m−mp(1 + ε):

P (Ym ≥ mp(1 + ε)) ≤

exp
(
− (m(1−p)−(m−mp(1+ε)))2

2(1−p)m

)
.

Upper bounding this with δ
2 and solving the inequality, we

get that

m ≥
−2(1− p) log

(
δ
2

)
p2ε2

.

Since 1
p = O(n4), the necessary number of samples is

indeed polynomial with the size of the problem, 1
e and

− log(δ). Furthermore, one sample can be generated in
polynomial time, therefore this algorithm is indeed an
FPRAS.



16 Informatica 43 (2019) 11–17 K. Bérczi et al.

It is also well known that an FPAUS algorithm can be de-
signed in this case. The FPAUS algorithm generate − log(ε)

p
pair of random trees. If any of them is an edge-disjoint re-
alization, then the algorithm returns with it. Otherwise it
generates an arbitrary realization and returns with it.

This is indeed an FPAUS algorithm, since any random
pair of trees which are edge-disjoint come from sharp the
uniform distribution of the solutions. The probability that
there will be no edge-disjoint pair of trees in m number of
samples is

(1− p)m.

This probability is not larger than ε. Indeed,

(1− p)
− log(ε)

p ≤ ε,

since
− log(ε)

p
log(1− p) ≤ log(ε)

because
− log(1− p) ≥ p.

Namely, the algorithm generates realizations from a distri-
bution which is the convex combination (1 − ε′)U + ε′π,
where ε′ ≤ ε, U is the uniform distribution and π is an
arbitrary distribution. However, the variational distance of
this distribution from the uniform one is

dTV (U, (1− ε′)U + ε′π) =
1
2

∑
x |U(x)− ((1− ε′)U(x) + ε′π(x)| =
ε′ 12
∑
x |U(x)− π(x)| ≤ ε′ ≤ ε.

Since one sample can be generated in polynomial time, and
the total number of samples is polynomial with the size
of the problem and − log(ε), this algorithm is indeed and
FPAUS.

It remains an open question whether or not similar theo-
rems exist for the case when the tree degree sequences have
common high degrees. Also it is open if exact counting of
the edge-disjoint solutions is possible in polynomial time,
although the natural conjecture is that this counting prob-
lem is #P-complete.

5 A complexity result
What can we say when only one of the two degree se-
quences is a tree degree sequence and the other is arbitrary?
Unfortunately, we have a negative result here.

Theorem 10. It is NP-complete to decide if a tree degree
sequence and an arbitrary degree sequence have an edge-
disjoint realization (in which the tree degree sequence does
not necessarily have to be represented by a tree).

Proof. By [1], it is NP-complete to decide if two bipartite
degree sequences has edge-disjoint realizations. We have
the following observations.

Claim 1. A bipartite degree sequence pair

D = (d1,1, . . . , d1,n1
), (d2,1, . . . , d2,n2

)

and
F = (f1,1, . . . , f1,n1), (f2,1, . . . , f2,n2)

has an edge disjoint realization if and only if the simple
degree sequence pair

D′ = (d1,1 + n1 − 1, . . . , d1,n1
+ n1 − 1, d2,1, . . . , d2,n2

)

and

F ′ = (f1,1, . . . , f1,n1
, f2,1 + n2 − 1, . . . , f2,n2

+ n2 − 1)

has an edge-disjoint realization.

Proof. If an edge-disjoint bipartite realization of D and F
is given, then the complete graph on the first vertex class
can be added to the first realization and the complete graph
on the second vertex class can be added to the second re-
alization to get a (now non-bipartite) realization of D′ and
F ′. On the other hand, it is easy to see that any realization
ofD′ containsKn1

on the first n1 vertices, and any realiza-
tion of F ′ contains Kn2 on the last n2 vertices. Given an
edge-disjoint realization of D′ and F ′, deleting Kn1 from
D′ and Kn2

from F ′ yields an edge-disjoint realization of
D and F .

Claim 2. The degree sequence pair D = (d1, . . . , dn) and
F = (f1, . . . , fn) has an edge-disjoint realization if and
only if the degree sequence pair D′ = (d1 + 1, . . . , dn +
1, n) and F ′ = (f1, . . . , fn, 0) has an edge-disjoint real-
ization.

Proof. Let G1 and G2 be an edge-disjoint realization of D
and F . Then add a vertex vn+1 to G1, and connect it to
all the other vertices to get a realization of D′. Add an
isolated vertex vn+1 to G2 to get a realization of F ′. These
realizations of D′ and F ′ are edge-disjoint. On the other
hand, in any realization of D′, vn+1 is connected to all the
other vertices. If edge-disjoint realizations of D′ and F ′

are given, delete vn+1 from both realizations to get edge-
disjoint realizations of D and F .

Claim 3. The degree sequence pair D = (d1, . . . , dn) and
F = (f1, . . . , fn) has an edge-disjoint realization if and
only if the degree sequence pair D′ = (d1, . . . , dn, 1, 1)
and F ′ = (f1 + 1, . . . , fn + 1, n, 0) has an edge-disjoint
realization.

Proof. Any edge-disjoint realization G1 and G2 of D and
F can be extended to an edge-disjoint realization ofD′ and
F ′ by adding two vertices vn+1 and vn+2, and then con-
necting vn+1 to all v1, . . . , vn in G2 and connecting vn+1

and vn+2 in G1. On the other hand, in any edge-disjoint
realizations G′1 and G′2 of D′ and F ′, vn+1 is connected to
all v1, . . . , vn in G′2, therefore, vn+1 must be connected to
vn+2 in G′1. Therefore deleting vn+1 and vn+2 yields an
edge-disjoint realization of D and F .
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We can use Claim 1 to prove that it is NP-complete to
decide if two simple degree sequences have edge-disjoint
realizations. Claim 2 shows that it is NP-complete to de-
cide if two degree sequences have edge-disjoint realiza-
tions such that one of the degree sequences does not have
0 degrees. Finally, Claim 3 can be used to iteratively trans-
form any D degree sequence (that already does not have a
0 degree) into a tree degree sequence. Indeed, in each step,
we add two vertices toD and extend the sum of the degrees
only by 2. Therefore in a polynomial number of steps, we
get a degree sequence D′ in which the sum of the degrees
is exactly twice the number of vertices minus 2. Therefore
it follows that given any bipartite degree sequences D and
F , we can construct in polynomial time two simple degree
sequences D′ and F ′ such that D and F have edge-disjoint
realizations if and only if D′ and F ′ have edge-disjoint re-
alizations, furthermore, D′ is a tree degree sequence.

6 Discussion and conclusions

In this paper, we considered packing tree degree sequences.
When there are no common leaves, there are always edge-
disjoint caterpillar realizations. On the other hand, there
might not be edge-disjoint caterpillar realizations when
there are common leaves, even if otherwise there are edge-
disjoint tree realizations.

When there are no common high degree vertices, there
are edge-disjoint tree realizations if and only if none of the
degree sequences is a degree sequence of a star. Similar
theorem exists for arbitrary number of trees, and it is easy
to decide if arbitrary number of tree degree sequences with-
out common high degrees have edge-disjoint realizations.

It is also known [5] that a degree sequence and an almost
regular degree sequence have an edge-disjoint realization
if and only if their sum is graphical. This raises the natu-
ral question if a degree sequence and a tree sequence have
edge-disjoint realizations if and only if their sum is graph-
ical. We showed that the answer is no to this question, and
actually it is NP-complete to decide if an arbitrary degree
sequence and a tree degree sequence have edge-disjoint re-
alizations.

We also showed hot to approximately count and sample
edge-disjoint tree realizations with prescribed degrees. We
proved that this is possible if there are no common high de-
gree vertices. However, when the two degree sequences
have common high degree vertices then the problem re-
mains open.
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In this paper we present a graph-theoretical method for computing the maximum orthogonal subset of a set
of coiled-coil peptides. In chemistry, an orthogonal set of peptides is defined as a set of pairs of peptides,
where the paired peptides interact only mutually and not with any other peptide from any other pair.
The main method used is a reduction to the maximum independent set problem. Then we use a relatively
well-known maximum independent set solving algorithm which turned out to be the best suited for our
problem. We obtained an orthogonal set consisting of 29 peptides (homodimeric and heterodimeric) from
initial 5-heptade set. If we allow only heterodimeric interactions we obtain an orthogonal set of 26 peptides.

Povzetek: V članku je predstavljen izračun največje ortogonalne množice peptidov z uporabo metod teorije
grafov. Za elemente ortogonalne množice velja, da, če dva elementa vzajemno delujeta, potem ne delujeta
z nobenim drugim elementom množice. Algoritem, ki uporablja prevedbo na problem največje neodvisne
množice, je bil uporabljena v praksi.

1 Motivation

In the last 30 years, impressive 3D structures have been
built using DNA, in a field called DNA origami [5]. Com-
plex structures built from proteins would have many advan-
tages, since amino acids provide much more functionality.
The main problem is that the simple Watson-Crick paring
rules present in DNA have no simple analogue for proteins.
Using a special class of polypeptides, called coiled-coil
polypeptides, the orthogonal binding rules of DNA can be
emulated [2, 4]. By specifying only the primary structure
of those polypeptides (the order of amino acids), complex
3D structures can be built, such as the recent protein tetra-
hedron [3]. More specifically, that structure is determined
by taking the wireframe of the desired object, doubling ev-
ery edge, and performing an Euler traversal of the obtained
graph. Then, we know that the peptides associated with
edges that were initially parallel must bind, and all others
must not.

Essential for such designs is that each pair of peptides
interacts only mutually, and not with any other pair. Thus,
the notion of an orthogonal set is introduced. Obviously,
the greater our orthogonal set is, the more complex are the
structures we can create. Currently the limiting factor in
designing larger structures is the small set of available pep-
tides.

In this paper, we describe a method for determining an
orthogonal set of maximum size, from a given set of ad-
missible peptides. Also, in section 6 we present a possible

approach for extending a given orthogonal set.

2 Problem description
As input we are given a set of peptides P = p1, p2, . . . pn
(their primary structures – given as strings of fixed length)
and interaction matrix I . If Ii,j = 1, then pi interacts with
pj and if it is 0 they do not interact. We have to construct
a set of pairs S, where (pi, pj) ∈ S, iff Ii,j = 1 and for all
other pk that are in any pair of S Ii,k = 0. Moreover, if i =
j in (pi, pj) we are talking of homodimer and otherwise of
heterodimer.

We can model this problem as a graph-theoretical one:
First, an undirected graphG = (V,E) where V is the set of
peptides P , and the edge set E contains an edge pipj (or a
loop at pi, denoted by pipi) if and only if pi and pj interact.
Given that graph, we want to find a subset of non-adjacent
edges whose vertices are also non-adjacent. More formally,
and more conveniently for later consideration, our problem
can be defined as follows:

Definition (Maximum Independent Set of Pairs (MISP)).
Let G = (V,E) be an undirected graph and let k be a posi-
tive integer. Does there exist set a S ⊆ E such that for any
u1v1, u2v2 ∈ S

{u1, v1} ∩ {u2, v2} = ∅,

{{u1, u2}, {u1, v2}, {v1, u2}, {v1, v2}} ∩ E = ∅
and |S| > k?
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3 Hardness of the problem
In order to determine the best possible solution of our
problem, in this section we will prove that MISP is NP-
complete.

Theorem 1. Maximum independent set of pairs is NP-
complete.

Proof.

Algorithm 1 NP certifier

1: S← given set of pairs
2: if |S| < k then
3: return No
4: for u1v1 ∈ S do
5: for u2v2 ∈ S − u1v1 do
6: if u1u2 ∈ E ∨ u1v2 ∈ E ∨ v1u2 ∈ E ∨ v1v2 ∈
E ∨ u1v1 6∈ E then

7: return No
8: return Yes

The problem is easily seen to be in NP, and Algorithm 1
is its polynomial certifier.

Now we will reduce the independent set problem to
MISP in order to show that MISP is NP-hard.

Let G = (V,E) be a graph, for which we want to check
if there exists an independent set of size greater than k.
Define a new graph G′ = (V ′, E′) as follows. Initially, let
V ′ = V and E′ = E. Then, for each vertex v ∈ V add
another vertex v′ (a copy of v) to V ′ and add the edge vv′

to E′.

Lemma 1. Every maximal independent set of pairs in G′

consists only of the edges of the form vv′.

Proof. Let S be a MISP in G′. Suppose the contrary, i.e.,
there is a pair uv ∈ S which is not of the form ww′ for
w ∈ V . Then, for all u1v1 ∈ S we have u1u 6∈ E′, u1v 6∈
E′, v1u 6∈ E′, v1v 6∈ E′. Then we can delete the pair
uv from S and add pairs uu′ and vv′ where u′ and v′ are
copies of u and v, respectively. We can do this since the
only neighbors of u′ and v′ are u and v, respectively. We
obtained an independent set of pairs, with more more than
|S| elements, a contradiction.

Now we will prove that there is an independent set |S| ≥
k in G if and only if there is an independent set of pairs
|SP | ≥ k in G′.

(⇒) Suppose that S is an independent set in G with
|S| ≥ k. Then, define the independent set of pairs SP
in G′ on the following way:

SP = {vv′ | v ∈ S}.

It is easy to verify that this is independent set of pairs ac-
cording to the definition above. Then |SP | = |S| ≥ k.

(⇐) For the other direction, suppose that SP is an in-
dependent set of pairs in G′ with |SP | ≥ k. Then, by the

previous lemma, we can define the following independent
set S in G:

S = {v ∈ V | vv′ ∈ SP }.

By the construction of graph G′ and by the lemma, one can
show that S is an independent set ofG. Then |S| = |SP | ≥
k which completes proof that MISP is NP-hard.

Combining the NP-hardness with the earlier fact
that MISP is in NP, we conclude that MISP is NP-
complete.

4 Reducing MISP to the maximum
independent set

Now that we know that MISP is NP-complete, we can use
one of the vast number of algorithms already developed for
solving various NP-hard problems, once we reduce MISP
to that problem. The most natural choice is the maximum
independent set problem [1, 6, 7].

Based on the MISP graph G = (V,E), we construct a
new graph G∗ = (V ∗, E∗), where V ∗ = E, and two ver-
tices are connected (in G∗) if and only if their correspond-
ing edges in G share a common vertex or have two of their
vertices connected by an edge. It is easy to see that finding
an independent set in G∗ will give us an independent set of
pairs, according to the definition in section 2. Moreover,
due to our construction, an independent set of pairs in G
also gives us an unique independent set in G∗.

Thus, we have obtained a bijection between the indepen-
dent sets of G∗ and the independent sets of pairs of G.

5 Results
We use results from the previous section to solve the MISP
of the input graph G which is constructed from the input
set of peptides P = p1, p2, . . . , pn in several steps.

1. Based on previous work by [4], we calculate the in-
teraction scores sij for each pair of peptides pipj (in-
cluding homodimers pipi), and store that matrix for
the following steps.

2. Choose a threshold t based on which we decide
whether peptides pi and pj with interaction score sij
will interact. If sij < t, we declare that pi and pj
are not interacting (or, more precisely, interacting in a
negligibly small proportion), and likewise, if sij ≥ t,
pi and pj interact. For practical purposes, we might
want to introduce two thresholds ts (strong interaction
threshold) and tw (weak interaction threshold) such
that ts − tw is a positive “safety margin” accounting
for the inexactness of the scoring function from the
previous step. Then, the vertices of G∗ would be just
the pairs that interact strongly, but they will be con-
nected even if they interact weakly. However, such
considerations are outside the scope of this paper.
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3. Construct the graph G on the set of peptides by con-
necting the interacting ones, as described in section
2.

4. Reduce G to G∗, suitable for computing the indepen-
dent set, as described in section 4.

5. Find the maximum independent set in G∗. As shown
before, it corresponds to the MISP (or, orthogonal set)
in G. We use the (exact) maximum clique solving al-
gorithm presented in [1], which is based on greedy
graph colorings – i.e. if we can color a particular sub-
graph with k colors, we know that that the maximum
clique in that subgraph has size at most k.

In order to test our algorithm, we generated synthetic ini-
tial sets of peptides, based on two observations: Firstly, the
interaction scoring function is designed to consider only 4
positions in each heptad. Secondly, using electrostatic ar-
guments about individual amino acids and their positions
in the coiled-coil, we reduced the variation even further,
by allowing only 2 different amino acids on 3 of those 4
positions, and completely fixing the remaining amino acid.
Thus, we obtain 8 essentially different heptads, which we
use to build up larger peptides. Our main result is the cal-
culation of a 29-peptide orthogonal subset of the 5-heptad
initial set (215) peptides (generated as described above), as
well as a 26-peptide purely heterodimeric orthogonal sub-
set of the same initial set. The interaction score heatmap
can be seen on Figures 1 and 2.

Figure 1: 5-heptad orthogonal set, no restriction

The peptidets which belong to orthogonal set are in both
figures colored in dark red.

6 Future work
Up to now, we have only considered orthogonal sets de-
rived from synthetically generated peptides, as described

Figure 2: 5-heptad orthogonal set, heterodimers only

in the previous section. To actually use such an orthogonal
set, we had to manually synthesize all of those peptides.

An alternative would be to construct a maximal orthogo-
nal set from the set of all natural tetraheptads (coiled-coils
where each of the 4 heptads occurs naturally). Since there
are 1171 known natural heptads, we can combine them
to get 11714 = 1 880 301 880 081 possible tetraheptads.
Finding a maximal orthogonal subset of this set would re-
quire finding the maximum independent set of a graph with
more than 1012 vertices – a task clearly impossible to do in
a reasonable amount of time.

Either way, we generate a large number of “useless” pep-
tides, that will be discarded later, and not used in the (much
smaller) orthogonal set.

Our idea is to use a heuristic to reduce the initial set to
a more manageable size: since it is possible to calculate
the interaction matrix for single natural heptads, we can
approximate scores for tetraheptads as shown at Figure 3.
More specifically, we will add up the precalculated scores
between (adjacent) heptads which are connected as on fig-
ure 3. Of course, some interactions will be left unaccounted
for in the final score, for example the last amino acid in
heptad 1 on 3 may interact with first amino acid of heptad
7 which is not added to the final score.

This observation enables us to construct more meaning-
ful initial peptide sets consisting of longer peptides, based
on the already-calculated orthogonal sets of shorter pep-
tides.

7 Concluding remarks

In this paper, we presented an exact method for determin-
ing an orthogonal set of coiled-coil polypeptides, if we are
given a numeric measure of their interaction strength. Our
approach has been demonstrated to be successful for mod-
erately large initial peptide sets (tens of thousands), and has
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Figure 3: Proposed way of scoring

given us optimal orthogonal sets that could not have been
calculated by hand.

Unfortunately, for even larger initial sets, the maximum-
clique solver becomes an apparent bottleneck, as it has to
operate on graphs of size O(n4), where n is the size of the
initial set. In that case, we suggest investigating a bottom-
up method described in the section 6.
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Assume that we are given two graphic sequences, π1 and π2. We consider conditions for π1 and π2 which
guarantee that there exists a simple graphG2 realizing π2 such thatG2 is the subgraph of any simple graph
G1 that realizes π1.

Povzetek: Recimo, da imamo grafni zaporedji π1 in π2. V prispevku preučujemo pogoje za zaporedji,
ki zagotavljajo, da obstaja preprost graf G2, ki je realizacija π2 in je podgraf grafa G1, ki je realizacija
zaporedja π2.

1 Introduction

All graphs considered in this paper are simple. We use stan-
dard graph theory notation, see for example [16]. Let us
provide a short list of a few perhaps not so common no-
tions, notations. Given a bipartite graph G(A,B) we call
it balanced if |A| = |B|. This notion naturally generalizes
for r-partite graphs with r ∈ N, r ≥ 2.

If S ⊂ V for some graph G = (V,E) then the subgraph
spanned by S is denoted by G[S]. Moreover, let Q ⊂ V
so that S ∩Q = ∅, then G[S,Q] denotes the bipartite sub-
graph of G on vertex classes S and Q, having every edge
of G that connects a vertex of S with a vertex of Q. The
number of vertices in G is denoted by v(G), the number
of its edges is denoted by e(G). The degree of a vertex
x ∈ V (G) is denoted by degG(x), or if G is clear from
the context, by deg(x). The number of neighbors of x in a
subset S ⊂ V (G) is denoted by degG(x, S), and δ(G) and
∆(G) denote the minimum and maximum degree of G, re-
spectively. The complete graph on n vertices is denoted by
Kn, the complete bipartite graph with vertex class sizes n
and m is denoted by Kn,m.

A finite sequence of natural numbers π = (d1, . . . , dn) is a
graphic sequence or degree sequence if there exists a graph
G such that π is the (not necessarily) monotone degree se-
quence of G. Such a graph G realizes π. For example, the
degree sequence π = (2, 2, . . . , 2) can be realized only by
vertex-disjoint union of cycles.

The largest value of π is denoted by ∆(π). Often the po-
sitions of π will be identified with the elements of a vertex
set V . In this case, we write π(v) (v ∈ V ) for the corre-
sponding component of π.

The degree sequence π = (a1, . . . , ak; b1, . . . , bl) is a bi-
graphic sequence if there exists a simple bipartite graph
G = G(A,B) with |A| = k, |B| = l realizing π such that
the degrees of vertices in A are a1, . . . , ak, and the degrees
of the vertices of B are b1, . . . , bl.

Let G and H be two graphs on n vertices. We say thatH is
a subgraph of G, if we can delete edges from G so that we
obtain an isomorphic copy of H . We denote this relation
by H ⊂ G. In the literature the equivalent complementary
formulation can be found as well: we say that H and G
pack if there exist edge-disjoint copies of H and G in Kn.
Here G denotes the complement of G.

It is an old an well-understood problem in graph theory to
tell whether a given sequence of natural numbers is a de-
gree sequence or not. We consider a generalization of it,
which is remotely related to the so-called discrete tomog-
raphy1 (or degree sequence packing) problem (see e.g. [5])
as well. The question whether a sequence of n numbers
π is a degree sequence can also be formulated as follows:
Does Kn have a subgraph H such that the degree sequence
of H is π? The question becomes more general if Kn is
replaced by some (simple) graph G on n vertices. If the
answer is yes, we say that π can be embedded into G, or
equivalently, π packs with G.

Let us mention two classical results in extremal graph the-
ory.

Theorem 1 (Dirac, [6]). Every graph G with n ≥ 3 ver-
tices and minimum degree δ(G) ≥ n

2 has a Hamilton cycle.

1In the discrete tomography problem we are given two degree se-
quences of length n, π1 and π2, and the questions is whether there exists
a graph G on n vertices with a red-blue edge coloration so that the fol-
lowing holds: for every vertex v the red degree of v is π1(v) and the blue
degree of v is π2(v).
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Theorem 2 (Corrádi-Hajnal, [3]). Let k ≥ 1, n ≥ 3k,
and let H be an n-vertex graph with δ(H) ≥ 2k. Then H
contains k vertex-disjoint cycles.

Observe, that Dirac’s theorem implies that given a constant
2 degree sequence π of length n and any graph G on n
vertices having minimum degree δ(G) ≥ n/2, π can be
embedded into G. One can interprete the Corrádi-Hajnal
theorem similarly, but here one may require more on the
structure of the graph that realizes π and in exchange a
larger minimum degree of G is needed.

One of our main results is the following.

Theorem 3. For every η > 0 and D ∈ N there exists an
n0 = n0(η,D) such that for all n > n0 ifG is a graph on n
vertices with δ(G) ≥

(
1
2 + η

)
n and π is a degree sequence

of length n with ∆(π) ≤ D, then π is embeddable into G.

It is easy to see that Theorem 3 is sharp up to the ηn ad-
ditive term. For that let n be an even number, and sup-
pose that every element of π is 1. Then the only graph that
realizes π is the union of n/2 vertex disjoint edges. Let
G = Kn/2−1,n/2+1 be the complete bipartite graph with
vertex class sizes n/2− 1 and n/2 + 1. Clearly G does not
have n/2 vertex disjoint edges.

In order to state the other main result of the paper we intro-
duce a new notion.

Definition 4. Let q ≥ 1 be an integer. A bipartite graph H
with vertex classes S and T is q-unbalanced, if q|S| ≤ |T |.
The degree sequence π is q-unbalanced, if it can be realized
by a q-unbalanced bipartite graph.

Theorem 5. Let q ≥ 1 be an integer. For every η > 0
and D ∈ N there exist an n0 = n0(η, q) and an M =
M(η,D, q) such that if n ≥ n0, π is a q-unbalanced degree
sequence of length n −M with ∆(π) ≤ D, G is a graph
on n vertices with δ(G) ≥ ( 1

q+1 + η)n, then π can be
embedded into G.

Hence, if π is unbalanced, the minimum degree require-
ment of Theorem 3 can be substantially decreased, what
we pay for this is that the length of π has to be slightly
smaller than the number of vertices in the host graph.

2 Proof of Theorem 3
Proof. First, we find a suitable realization H of π, our
H will consists of components of bounded size. Second,
we embed H into G using a theorem by Chvátal and Sze-
merédi and a result on embedding so called well-separable
graphs. The details are as follows.

We construct H in several steps. At the beginning, let
H be the empty graph and let all degrees in π be active.
While we can find 2i active degrees of π with value i (for
some 1 ≤ i ≤ ∆(π)) we realize them with a Ki,i (that
is, we add this complete bipartite graph to H , and the 2i

degrees are “inactivated”). When we stop we have at most∑∆(π)
i=1 (2i − 1) active degrees. This way we obtain sev-

eral components, each being a balanced complete bipar-
tite graph. These are the type 1 gadgets. Observe that if
a vertex v belongs to some type 1 gadget, then its degree
is exactly π(v). Observe further that if there are no active
degrees in π at this point then the graph H we have just
found is a realization of π.

Assume that there are active degrees left in π. Let R =
Rodd ∪ Reven be the vertex set that is identified with the
active vertices (v ∈ Rodd if and only if the assigned active
degree is odd). Since

∑
v∈R

d(v) must be an even number we

have that |Rodd| is even. Add a perfect matching on Rodd
to H . With this we achieved that every vertex of R misses
an even number of edges.

Next we construct the type 2 gadgets using the following al-
gorithm. In the beginning every type 1 gadget is unmarked.
Suppose that v ∈ R is an active vertex. Take a type 1 gad-
get K, mark it, and let MK denote an arbitrarily chosen
perfect matching in K (MK exists since K is a balanced
complete bipartite graph). Let xy be an arbitrary edge in
MK . Delete the xy edge and add the new edges vx and vy.
While v is missing edges repeat the above procedure with
edges of MK , until MK becomes empty. If MK becomes
empty, take a new unmarked type 1 gadget L, and repeat
the method with L. It is easy to see that in π(v)/2 steps v
reaches its desired degree and gets inactivated. Clearly, the
degrees of vertices in the marked type 1 gadgets have not
changed.

1 1 1 1 1 1 1

2 2 2 2 2 2 2

2 2 2 2 2

3 3 3 3 3

3 1

1

3 3 3 3 3 3 3

2 2 2 2 2 2 2

2 2 2 2 2
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2

3

3
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3
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Figure 1: Type 2 gadgets of H with a 3-coloring

Figure 1 shows examples of type 2 gadgets. In the upper
one two vertices of Rodd were first connected by an edge
and then two type 1 gadgets were used so that they could
reach their desired degree, while in the lower one we used
three type 1 gadgets for a vertex of R. The numbers at the
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vertices indicate the colors in the 3-coloring of H.

Let A ⊂ V (H) denote the set of vertices containing the
union of all type 2 gadgets. Observe that type 2 gadgets are
3-colorable and all have less than 5∆2(π) vertices. Let us
summarize our knowledge about H for later reference.

Claim 6. (1) |A| ≤ 5∆3(π),

(2) the components of H[V − A] are balanced complete
bipartite graphs, each having size at most 2∆(π),

(3) χ(H[A]) ≤ 3, and

(4) e(H[A, V −A]) = 0.

We are going to show that H ⊂ G. For that we first em-
bed the possibly 3-chromatic part H[A] using the follow-
ing strengthening of the Erdős–Stone theorem proved by
Chvátal and Szemerédi [2].

Theorem 7. Let ϕ > 0 and assume that G is a graph on n
vertices where n is sufficiently large. Let r ∈ N, r ≥ 2. If

e(G) ≥
(

r − 2

2(r − 1)
+ ϕ

)
n2,

then G contains a Kr(t), i.e. a complete r-partite graph
with t vertices in each class, such that

t >
log n

500 log 1
ϕ

. (1)

Since δ(G) ≥ (1/2+η)n, the conditions of Theorem 7 are
satisfied with r = 3 and ϕ = η/2, hence, G contains a bal-
anced complete tripartite subgraph T on Ω(log n) vertices.
Using Claim 6 and the 3-colorability of H[A] this implies
that H[A] ⊂ T .

Observe that after embedding H[A] into G every uncov-
ered vertex of G still has at least δ(G) − v(F ) > (1/2 +
η/2)n uncovered neighbors. Denoting the subgraph of the
uncovered vertices of G by G′ we obtain that δ(G′) >
(1/2 + η/2)n.

In order to prove that H[V − A] ⊂ G′ we first need a
definition.

Definition 8. A graph F on n vertices is well-separable if
it has a subset S ⊂ V (F ) of size o(n) such that all compo-
nents of F − S are of size o(n).

We need the following theorem.

Theorem 9 ([4]). For every γ > 0 and positive integer
D there exists an n0 such that for all n > n0 if F is a
bipartite well-separable graph on n vertices, ∆(F ) ≤ D
and δ(G) ≥

(
1
2 + γ

)
n for a graph G of order n, then

F ⊂ G.

Since H[V −A] has bounded size components by Claim 6,
we can apply Theorem 9 for H[V − A] and G′, with pa-
rameter γ = η/2. With this we finished proving what was
desired.

3 Further tools for Theorem 5
When proving Theorem 3, we used the Regularity Lemma
of Szemerédi, but implicitly, via the result on embedding
well-separable graphs. When proving Theorem 5 we will
apply this very powerful result explicitly, hence, below
we give a very brief introduction to the area. The inter-
ested reader may consult with the original paper by Sze-
merédi [15] or e.g. with the survey paper [10].

3.1 Regularity lemma
The density between disjoint sets X and Y is defined as:

d(X,Y ) =
e(X,Y )

|X||Y |
.

We will need the following definition to state the Regularity
Lemma.

Definition 10 (Regularity condition). Let ε > 0. A pair
(A,B) of disjoint vertex-sets in G is ε-regular if for every
X ⊂ A and Y ⊂ B, satisfying

|X| > ε|A|, |Y | > ε|B|

we have
|d(X,Y )− d(A,B)| < ε.

This definition implies that regular pairs are highly uni-
form bipartite graphs; namely, the density of any reason-
ably large subgraph is almost the same as the density of the
regular pair.

We will use the following form of the Regularity Lemma:

Lemma 11 (Degree Form). For every ε > 0 there is an
M = M(ε) such that if G = (W,E) is any graph and
d ∈ [0, 1] is any real number, then there is a partition of the
vertex set V into `+ 1 clusters W0,W1, . . . ,W`, and there
is a subgraph G′ of G with the following properties:

– ` ≤M ,

– |W0| ≤ ε|W |,

– all clusters Wi, i ≥ 1, are of the same size
m
(
≤
⌊
|W |
`

⌋
< ε|W |

)
,

– degG′(v) > degG(v)− (d+ ε)|W | for all v ∈W ,

– G′|Wi
= ∅ (Wi is an independent set in G′) for all

i ≥ 1,

– all pairs (Wi,Wj), 1 ≤ i < j ≤ `, are ε-regular,
each with density either 0 or greater than d in G′.
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We call W0 the exceptional cluster, W1, . . . ,W` are the
non-exceptional clusters. In the rest of the paper we will
assume that 0 < ε � d � 1. Here a � b means that a is
sufficiently smaller than b.

Definition 12 (Reduced graph). Apply Lemma 11 to the
graph G = (W,E) with parameters ε and d, and denote
the clusters of the resulting partition by W0,W1, . . . ,W`

(W0 being the exceptional cluster). We construct a new
graph Gr, the reduced graph of G′ in the following way:
The non-exceptional clusters of G′ are the vertices of the
reduced graph Gr (hence v(Gr) = `). We connect two
vertices of Gr by an edge if the corresponding two clusters
form an ε-regular pair with density at least d.

The following corollary is immediate:

Corollary 13. Apply Lemma 11 with parameters ε and d to
the graph G = (W,E) satisfying δ(G) ≥ γn (v(G) = n)
for some γ > 0. Denote Gr the reduced graph of G′. Then
δ(Gr) ≥ (γ − θ)`, where θ = 2ε+ d.

The (fairly easy) proof of the lemma below can be found
in [10].

Lemma 14. Let (A,B) be an ε-regular–pair with density
d for some ε > 0. Let c > 0 be a constant such that ε� c.
We arbitrarily divideA andB into two parts, obtaining the
non-empty subsets A′, A′′ and B′, B′′, respectively. As-
sume that |A′|, |A′′| ≥ c|A| and |B′|, |B′′| ≥ c|B|. Then
the pairs (A′, B′), (A′, B′′), (A′′, B′) and (A′′, B′′) are
all ε/c–regular pairs with density at least d− ε/c.

3.2 Blow-up lemma
Let H and G be two graphs on n vertices. Assume that we
want to find an isomorphic copy of H in G. In order to
achieve this one can apply a very powerful tool, the Blow-
up Lemma of Komlós, Sárközy and Szemerédi [8, 9]. For
stating it we need a new notion, a stronger one-sided prop-
erty of regular pairs.

Definition 15 (Super-Regularity condition). Given a graph
G and two disjoint subsets of its vertices A and B, the pair
(A,B) is (ε, δ)-super-regular, if it is ε-regular and further-
more,

deg(a) > δ|B|, for all a ∈ A,

and
deg(b) > δ|A|, for all b ∈ B.

Theorem 16 (Blow-up Lemma). Given a graph R of
order r and positive integers δ,∆, there exists a posi-
tive ε = ε(δ,∆, r) such that the following holds: Let
n1, n2, . . . , nr be arbitrary positive parameters and let us
replace the vertices v1, v2, . . . , vr of R with pairwise dis-
joint sets W1,W2, . . . ,Wr of sizes n1, n2, . . . , nr (blow-
ing up R). We construct two graphs on the same vertex
set V = ∪iWi. The first graph F is obtained by replac-
ing each edge vivj ∈ E(R) with the complete bipartite

graph between Wi and Wj . A sparser graph G is con-
structed by replacing each edge vivj arbitrarily with an
(ε, δ)-super-regular pair between Wi and Wj . If a graph
H with ∆(H) ≤ ∆ is embeddable into F then it is already
embeddable into G.

4 Proof of Theorem 5
Let us give a brief sketch first. Recall, that π is a q-
unbalanced and bounded degree sequence with ∆(π) ≤ D.
In the proof we first show that there exists a q-unbalanced
bipartite graph H that realizes π such that H is the ver-
tex disjoint union of the graphs H1, . . . ,Hk, where each
Hi graph is a bipartite q-unbalanced graph having bounded
size. We will apply the Regularity lemma to G, and find
a special substructure (a decomposition into vertex-disjoint
stars) in the reduced graph ofG. This substructure can then
be used to embed the union of the Hi graphs, for the ma-
jority of them we use the Blow-up lemma.

4.1 Finding H

The goal of this subsection is to prove the lemma below.

Lemma 17. Let π be a q-unbalanced degree sequence of
positive integers with ∆(π) ≤ D. Then π can be real-
ized by a q-unbalanced bipartite graph H which is the
vertex disjoint union of the graphs H1, . . . ,Hk, such that
for every i we have that Hi is q-unbalanced, moreover,
v(Hi) ≤ 4D2.

Before starting the proof of Lemma 17, we list a few nec-
essary notions and results.

We call a finite sequence of integers a zero-sum sequence
if the sum of its elements is zero. The following result of
Sahs, Sissokho and Torf plays an important role in the proof
of Lemma 17.

Proposition 18. [14] Assume that K is a positive inte-
ger. Then any zero-sum sequence on {−K, . . . ,K} having
length at least 2K contains a proper nonempty zero-sum
subsequence.

The following result, formulated by Gale [7] and Ryser
[13], will also be useful. We present it in the form as dis-
cussed in Lovász [11].

Lemma 19. [11] Let G = (A,B;E(G)) be a bipar-
tite graph and f be a nonnegative integer function on
A ∪ B with f(A) = f(B). Then G has a subgraph F =
(A,B;E(F )) such that dF (x) = f(x) for all x ∈ A ∪ B
if and only if

f(X) ≤ e(X,Y ) + f(Y ) (2)

for any X ⊆ A and Y ⊆ B, where Y = B − Y .

We remark that such a subgraph F is also called an f -factor
of G.
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Lemma 20. If f = (a1, . . . , as; b1, . . . , bt) is a sequence
of positive integers with s, t ≥ 2∆2, where ∆ is the maxi-
mum of f , and f(A) = f(B) with A = {a1, . . . , as} and
B = {b1, . . . , bt} then f is bigraphic.

Proof. All we have to check is whether the conditions of
Lemma 19 are met if G = Ks,t.

Suppose indirectly that there is an (X,Y ) pair for which (2)
does not hold. Choose such a pair with minimal |X|+ |Y |.
Then X = ∅ or Y = ∅ are impossible, as in those cases
(2) trivially holds. Hence, |X|, |Y | ≥ 1. Assuming that (2)
does not hold, we have that

f(X) ≥ e(X,Y ) + f(Y ) + 1, (3)

which is equivalent to

f(X) ≥ |X||Y |+ f(Y ) + 1, (4)

as G is a complete bipartite graph. Furthermore, using the
minimality of |X|+ |Y |, we know that

f(X − a) ≤ |X − a||Y |+ f(Y ) (5)

for any a ∈ X . (5) is equivalent to

f(X)− f(a) ≤ |X||Y | − |Y |+ f(Y ). (6)

From (4) and (6) we have

f(a)− 1 ≥ |Y | (7)

for any a ∈ X , which implies

∆ > |Y |. (8)

The same reasoning also implies that ∆ > |X| whenever
(X,Y ) is a counterexample. Therefore we only have to
verify that (2) holds in case |X| < ∆ and |Y | < ∆. Recall
that f(B) ≥ t, as all elements of f are positive. Hence,
f(X) ≤ ∆|X| ≤ ∆2, and f(Y ) = f(B)−f(Y ) ≥ t−∆2,
and we get that

f(X) ≤ ∆2 ≤ t−∆2 ≤ f(Y ) ≤ f(Y ) + eG(X,Y ) (9)

holds, since t ≥ 2∆2.

Proof. (Lemma 17) Assume that J =
(
S, T ;E(J)

)
is a q-

unbalanced bipartite graph realizing π. Hence, q|S| ≤ |T |.
Moreover, |T | ≤ D|S|, since ∆(π) ≤ D. We form vertex
disjoint tuples of the form (s; t1, . . . , th), such that s ∈ S,
ti ∈ T, q ≤ h ≤ D, and the collection of these tuples
contains every vertex of S ∪ T exactly once. We define the
bias of the tuple as

ζ = π(t1) + · · ·+ π(th)− π(s).

Obviously, −D ≤ ζ ≤ D2. The conditions of Proposi-
tion 18 are clearly met with K = D2. Hence, we can form
groups of size at most 2D2 in which the sums of biases
are zero. This way we obtain a partition of (S, T ) into q-
unbalanced set pairs which have zero bias. While these sets
may be small, we can combine them so that each combined
set is of size at least 2D2 and has zero bias. By Lemma 20
these are bigraphic sequences. The realizations of these
small sequences give the graphs H1, . . . ,Hk. It is easy to
see that v(Hi) ≤ 4D2 for every 1 ≤ i ≤ k. Finally, we let
H = ∪iHi.

4.2 Decomposing Gr

Let us apply the Regularity lemma with parameters 0 <
ε � d � η. By Corollary 13 we have that δ(Gr) ≥
`/(q + 1) + η`/2.

Let h ≥ 1 be an integer. An h-star is a K1,h. The center
of an h-star is the vertex of degree h, the other vertices are
the leaves. In case h = 1 we pick one of the vertices of the
1-star arbitrarily to be the center.

Lemma 21. The reduced graphGr has a decomposition S
into vertex disjoint stars such that each star has at most q
leaves.

Proof. Take a partial star-decomposition of Gr that is as
large as possible. Assume that there are uncovered vertices
in Gr. Let U denote those vertices that are covered (so we
assume that U has maximal cardinality), and let v be an un-
covered vertex. Observe that v has neighbours only in U,
otherwise, if uv ∈ E(Gr) with u /∈ U , then we can sim-
ply add uv to the star-decomposition, contradicting to the
maximality of U . See Figure 2 for the possible neighbors
of v.

a) If v is connected to a 1-star, then we can replace it with
a 2-star.

b) If v is connected to the center u of an h-star, where
h < q, then we can replace this star with an h + 1-star
by adding the edge uv to the h-star.

c) If v is connected to a leaf u of an h-star, where 2 ≤
h ≤ q, then replace the star with the edge uv and an
(h− 1)-star (i.e., delete u from it).

We have not yet considered one more case: when v is con-
nected to the center of a q-star. However, simple calcula-
tion shows that for every vertex v at least one of the above
three cases must hold, using the minimum degree condi-
tion of Gr. Hence we can increase the number of covered
vertices. We arrived at a contradiction, Gr has the desired
star-decomposition.

4.3 Preparing G for the embedding
Consider the q-star-decomposition S of GR as in
Lemma 21. Let `i denote the number of (i − 1)-stars in
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v

a) b)

c)

d)

Figure 2: An illustration for Lemma 21

the decomposition for every 2 ≤ i ≤ q+1. It is easy to see
that

q+1∑
i=2

i`i = `.

First we will make every ε-regular pair in S super-regular
by discarding a few vertices from the non-exceptional clus-
ters. Let for example C be a star in the decomposition of
Gr with center cluster A and leaves B1, . . . , Bk, where
1 ≤ k ≤ q. Recall that the (A,Bi) pairs has density at
least d. We repeat the following for every 1 ≤ i ≤ k : if
v ∈ A such that v has at most 2dm/3 neighbors in Bi then
discard v from A, put it into W0. Similarly, if w ∈ Bi has
at most 2dm/3 neighbors in A, then discard w from Bi,
put it into W0. Repeat this process for every star in S. We
have the following:

Claim 22. We do not discard more than qεm vertices from
any non-exceptional cluster.

Proof. Given a star C in the decomposition S assume that
its center cluster is A and let B be one of its leaves. Since
the pair (A,B) is ε-regular with density at least d, neither
A, nor B can have more than εm vertices that have at most
2dm/3 neighbors in the opposite cluster. Hence, during the
above process we may discard up to qεm vertices from A.
Next, we may discard vertices from the leaves, but since no
leaf B had more than εm vertices with less than (d− ε)m
neighbors in A, even after discarding at most qεm vertices
of A, there can be at most εm vertices in B that have less
than (d − (q + 1)ε)m neighbors in A. Using that ε � d,
we have that (d − (q + 1)ε) > 2d/3. We obtained what
was desired.

By the above claim we can make every ε-regular pair in
S a (2ε, 2d/3)-super-regular pair so that we discard only
relatively few vertices. Notice that we only have an upper
bound for the number of discarded vertices, there can be
clusters from which we have not put any points into W0.
We repeat the following for every non-exceptional cluster:
if s vertices were discarded from it with s < qεm then we
take qεm − s arbitrary vertices of it, and place them into
W0. This way every non-exceptional cluster will have the

same number of points, precisely m − qεm. For simpler
notation, we will use the letter m for this new cluster size.
Observe that W0 has increased by qεm` vertices, but we
still have |W0| ≤ 3dn since ε � d and `m ≤ n. Since
qεm � d, in the resulting pairs the minimum degree will
be at least dm/2.

Summarizing, we obtained the following:

Lemma 23. By discarding a total of at most qεn vertices
from the non-exceptional clusters we get that every edge in
S represents a (2ε, d/2)-super-regular pair, and all non-
exceptional clusters have the same cardinality, which is de-
noted by m. Moreover, |W0| ≤ 3dn.

Since v(G)− v(H) is bounded above by a constant, when
embedding H we need almost every vertex of G, in partic-
ular those in the exceptional clusterW0. For this reason we
will assign the vertices of W0 to the stars in S. This is not
done in an arbitrary way.

Definition 24. Let v ∈ W0 be a vertex and (Q,T ) be
an ε-regular pair. We say that v ∈ T has large de-
gree to Q if v has at least η|Q|/4 neighbors in Q. Let
S = (A,B1, . . . , Bk) be a star in S where A is the center
of S and B1, . . . , Bk are the leaves, here 1 ≤ k ≤ q. If
v has large degree to any of B1, . . . , Bk, then v can be as-
signed to A. If k < q and v has large degree to A, then v
can be assigned to any of the Bi leaves.

Observation 25. If we assign new vertices to a q-star, then
we necessarily assign them to the center. Since before as-
signing, the number of vertices in the leaf-clusters is ex-
actly q times the number of vertices in the center cluster,
after assigning new vertices to the star, q times the car-
dinality of the center will be larger than the total number
of vertices in the leaf-clusters. If S ∈ S is a k-star with
1 ≤ k < q, and we assign up to cm vertices to any of
its clusters, where 0 < c � 1, then even after assigning
new vertices we will have that q times the cardinality of
the center is larger than the total number of vertices in the
leaf-clusters.

The following lemma plays a crucial role in the embedding
algorithm.

Lemma 26. Every vertex ofW0 can be assigned to at least
η`/4 non-exceptional clusters.

Proof. Suppose that there exists a vertex w ∈ W0 that
can be assigned to less than η`/4 clusters. If w cannot
be assigned to any cluster of some k-star Sk with k < q,
then the total degree of w into the clusters of Sk is at
most kηm/4. If w cannot be assigned to any cluster of
some q-star Sq, then the total degree of w into the clus-
ters of Sq is at most m + qηm/4, since every vertex of
the center cluster could be adjacent to w. Considering that
w can be assigned to at most η`/4 − 1 clusters and that
d(w,W −W0) ≥ n/(q+ 1) +ηn/2, we obtain the follow-
ing inequality:
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n

q + 1
+
ηn

2
≤ d(v,W −W0) ≤ η `m

4
+

q−1∑
k=1

(k + 1)η
`k+1m

4
+ qη

`q+1m

4
+ `q+1m.

Using m` ≤ n and
∑q
k=1(k + 1)`k+1 = `, we get

m`

q + 1
+
ηm`

2
≤ η `m

4
+ (`− `q+1)

ηm

4
+

qη
`q+1m

4
+ `q+1m.

Dividing both sides by m and cancellations give

`

q + 1
≤ q η`q+1

4
+ (1− η

4
)`q+1.

Noting that (q + 1)`q+1 ≤ `, one can easily see that we
arrived at a contradiction. Hence every vertex of W0 can
be assigned to several non-exceptional clusters.

Lemma 26 implies the following:

Lemma 27. One can assign the vertices of W0 so that at
most

√
dm vertices are assigned to non-exceptional clus-

ters.

Proof. Since we have at least η`/4 choices for every ver-
tex, the bound follows from the inequality 4|W0|

η` ≤
√
dm,

where we used d� η and |W0| ≤ 3dn.

Observation 28. A key fact is that the number of newly
assigned vertices to a cluster is much smaller than their
degree into the opposite cluster of the regular pair since√
dm� ηm/4.

4.4 The embedding algorithm
The embedding is done in two phases. In the first phase we
cover every vertex that belonged toW0, together with some
other vertices of the non-exceptional clusters. In the second
phase we are left with super-regular pairs into which we
embed what is left from H using the Blow-up lemma.

4.4.1 The first phase

Let (A,B) be an ε-regular cluster-edge in the h-star C ∈ S.
We begin with partitioning A and B randomly, obtaining
A = A′∪A′′ andB = B′∪B′′ withA′∩A′′ = B′∩B′′ =
∅. For every w ∈ A (except those that came from W0) flip
a coin. If it is heads, we put w into A′, otherwise we put it
into A′′. Similarly, we flip a coin for every w ∈ B (except
those that came from W0) and depending on the outcome,
we either put the vertex into B′ or into B′′. The proof
of the following lemma is standard, uses Chernoff’s bound
(see in [1]), we omit it.

Lemma 29. With high probability, that is, with probability
at least 1− 1/n, we have the following:

–
∣∣|A′| − |A′′|∣∣ = o(n) and

∣∣|B′| − |B′′|∣∣ = o(n)

– deg(w,A′), deg(w,A′′) > deg(w,A)/3 for every
w ∈ B

– deg(w,B′), deg(w,B′′) > deg(w,B)/3 for every
w ∈ A

– the density d(A′, B′) ≥ d/2

It is easy to see that Lemma 29 implies that (A′, B′) is
a (5ε, d/6)-super-regular pair having density at least d/2
with high probability.

Assume that v was an element of W0 before we assigned
it to the cluster A, and assume further that deg(v,B) ≥
ηm/4. Since (A,B) is an edge of the star-decomposition,
either A or B must be the center of C.

LetHi be one of the q-unbalanced bipartite subgraphs ofH
that has not been embedded yet. We will use Hi to cover
v. Denote Si and Ti the vertex classes of Hi, where |Si| ≥
q|Ti|. Let Si = {x1, . . . , xs} and Ti = {y1, . . . , yt}.

If A is the center of C then the vertices of Ti will cover
vertices of A′, and the vertices of Si will cover vertices of
B′. If B is the center, Si and Ti will switch roles. The
embedding of Hi is essentially identical in both cases, so
we will only discuss the case when A is the center.2

In order to cover v we will essentially use a well-known
method called Key lemma in [10]. We will heavily use the
fact that

0 < ε� d� η.

The details are as follows. We construct an edge-preserving
injective mapping ϕ : Si ∪ Ti −→ A′ ∪ B′. In particular,
we will have ϕ(Si) ⊂ B′ and ϕ(Ti) − v ⊂ A′. First we
let ϕ(y1) = v. Set N1 = N(v) ∩B′. Using Lemma 29 we
have that |N1| ≥ ηm/12� εm.

Next we find ϕ(y2). Since |N1| � εm, by 5ε-regularity
the majority of the vacant vertices of A′ will have at least
d|N1|/3 neighbors in N1. Pick any of these, denote it by
v2 and let ϕ(y2) = v2. Also, set N2 = N1 ∩N(v2).

In general, assume that we have already found the vertices
v2, v3, . . . , vi, their common neighborhood inB′ isNi, and

|Ni| ≥
ηdi−1

3i−2 · 36
m� εm.

By 5ε-regularity, this implies that the majority of the vacant
vertices of A′ has large degree into Ni, at least d · |Ni|/3,
and this, as above, can be used to find vi+1. Then we set
ϕ(yi+1) = vi+1. Since η and d is large compared to ε,
even into the last set Nt−1 many vacant vertices will have
large degrees.

2Recall that if h < q then we may assigned v to a leaf, so in such a
case B could be the center.
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As soon as we have ϕ(y1), . . . , ϕ(yt), it is easy to find the
images for x1, . . . , xt. Since |Nt| � εm � s = |Si|,
we can arbitrarily choose s vacant points from Nt for the
ϕ(xj) images.

Note that we use less than v(Hi) ≤ 4D2 vertices from
A′ and B′ during this process. We can repeat it for every
vertex that were assigned to A, and still at most

√
d2D2m

vertices will be covered from A′ and from B′.

Another observation is that every h-star in the decomposi-
tion before this embedding phase was h-unbalanced, now,
since we were careful, these have become h′-balanced with
h′ ≤ h.

Of course, the above method will be repeated for every
(A,B) edge of the decomposition for which we have as-
signed vertices of W0.

4.4.2 The second phase

In the second phase we first unite all the randomly parti-
tioned clusters. For example, assume that after covering the
vertices that were coming from W0 the set of vacant ver-
tices of A′ is denoted by A′v . Then we let Av = A′v ∪ A′′,
and using analogous notation, let Bv = B′v ∪B′′.

Claim 30. All the (Av, Bv) pairs are (3ε, d/6)-super-
regular with density at least d/2.

Proof. The 3ε-regularity of these pairs is easy to see, like
the lower bound for the density, since we have only covered
relatively few vertices of the clusters. For the large mini-
mum degrees note that by Lemma 29 every vertex ofA had
at least dm/6 neighbors in B′′, hence, in Bv as well, and
analogous bound holds for vertices of B.

At this point we want to apply the Blow-up lemma for every
star of S individually. For that we first have to assign those
subgraphs of H to stars that were not embedded yet. We
need a lemma.

Lemma 31. Let Ka,b be a complete bipartite graph with
vertex classes A and B, where |A| = a and |B| = b. As-
sume that a ≤ b = ha, where 1 ≤ h ≤ q. Let H ′ be the
vertex disjoint union of q-unbalanced bipartite graphs:

H ′ =

t⋃
j=1

Hj ,

such that v(Hj) ≤ 2D2 for every j. If v(H ′) ≤ a + b −
4(2q + 1)D2, then H ′ ⊂ Ka,b.

Observe that if we have Lemma 31, we can distribute the
Hi subgraphs among the stars of S, and then apply the
Blow-up lemma. Hence, we are done with proving The-
orem 5 if we prove Lemma 31 above.

Proof. The proof is an assigning algorithm and its analysis.
We assign the vertex classes of the Hj subgraphs to A and

B, one-by-one. Before assigning the jth subgraph Hj the
number of vacant vertices of A is denoted by aj and the
number of vacant vertices of B is denoted by bj .

Assume that we want to assign Hk. If hak − bk > 0, then
the larger vertex class of Hk is assigned to A, the smaller
is assigned to B. Otherwise, if hak − bk ≤ 0, then we
assign the larger vertex class to B and the smaller one to
A. Then we update the number of vacant vertices of A and
B. Observe that using this assigning method we always
have ak ≤ bk.

The question is whether we have enough room for Hk. If
ha ≥ 4hD2, then we must have enough room, since bk ≥
ak and every Hj has at most 2D2 vertices. Hence, if the
algorithm stops, we must have ak < 4D2. Since bk −
hak ≤ 2D2 must hold, we have bk < (2h + 1)2D2 <
(2q + 1)2D2. From this the lemma follows.

5 Remarks
One can prove a very similar result to Theorem 5, in fact
the result below follows easily from it. For stating it we
need the notion of graph edit distance which is detailed
e.g. in [12]: the edit distance between two graphs on the
same labeled vertex set is defined to be the size of the sym-
metric difference of the edge sets

Theorem 32. Let q ≥ 1 be an integer. For every η > 0
and D ∈ N there exists an n0 = n0(η, q) and a K =
K(η,D, q) such that if n ≥ n0, π is a q-unbalanced degree
sequence of length n with ∆(π) ≤ D, G is a graph on n
vertices with δ(G) ≥ ( 1

q+1 +η)n, then there exists a graph
G′ on n vertices such that the edit distance of G and G′ is
at most K, and π can be embedded into G′.

Here is an example showing that Theorem 5 and 32 are
essentially best possible.

Example 33. Assume that π has only odd numbers and G
has at least one odd sized component. Then the embedding
is impossible. Indeed, any realization of π has only even
sized components, hence,G cannot contain it as a spanning
subgraph.

Note that this example does not work in case G is con-
nected. In Theorem 3 the minimum degree δ(G) ≥ (1/2 +
η)n, hence, G is connected, and in this case we can embed
π into G.
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In this paper we study a part of a core algorithm of a complex software solution for truck itinerary con-
struction for one of the largest public road transportation companies in the EU. The problem is to construct
a cost optimal itinerary, given an initial location with an asset state, the location and other properties of
tasks to be performed. Such an itinerary specifies the location and activity of the truck and the driver until
the completition of the last routing task. The calculation of possible itineraries is a branch and bound
algorithm. The nodes of the search tree have the following arguments: position, time, driver-state and
truck-state. For each node we calculate the cumulative cost for the road reaching that state, and a heuristic
lower bound for the cost of the remaining road. In each step the procedure expands the next unexpanded
node with the best sum for cumulative and heuristical costs.
It is hard to give a sharp lower bound if the model contains time windows. To make a sharp heuristic we
run the same branch and bound algorithm (from each node) but with simplified data (hypothetical positions
and simplified activities: no refuelling, no road costs, etc.). We have reached significant gains in perfor-
mance and quality compared to the previous approach.

Povzetek: Članek predstavlja aplikacijo za razporejanje tovornjakov v enem največjih transportnih podjetij
v EU. Za reševanje problema je uporabljena metoda razveji in omeji. Da bi izboljšali hevristiko, je bila
uporabljena ista razveji in omeji metoda iz vsakega vozlišča na poenostavljenih podatkih. Končni rezultat
je pomembno izboljšan v primerjavi s predhodnimi pristopi.

1 Introduction

We will study a part of a core algorithm of a complex soft-
ware solution for truck itinerary construction for one of the
largest public road transportation companies in the EU. A
minor improvement on the operational cost of each tour can
result huge advantage for the freight services company.
The problem is to construct a cost optimal itinerary, given
an initial location with an asset state, the location and other
properties of tasks (we will call them routing tasks) to be
performed. Such an itinerary specifies the location and ac-
tivity of the truck and the driver until the completition of
the last routing task. This means that this itinerary gives
every instruction to the driver, including every turn in the
road and every stops with exact durations, etc. The work-
ing stops can be done only in the places of the tasks, the
refueling and resting stops can be done only in previously
fixed places (roughly 4000 fixed parking places and 100
fixed filling stations across Europe). To achieve such an
itinerary we use mapping software to construct the routes
and calculate the distance, duration and cost between any

two locations. Clearly the problem is much harder than a
path finding in the graph, because we can do many differ-
ent actions in each place (different amount of fuel taken,
different duration of rest, etc).
The software (which also performs the vehicle assignment)
is already finished and applied with positive results (from
2015), large cost saving is achieved by the company. For
more formal definitions of the problem, and more infor-
mation of the software one must read [4]. The ongoing
researches aim to extend the functionality of the software.
One goal is to improve optimality by planning the itinerary
for longer timespan. That means more routing tasks have
to be calculated each round.

2 History

This area of operations research is widely studied [1].
However, to build a complex solver for truck routing and
scheduling is a novel concept. This is the reason why we
have collected some approaches and solutions that are simi-
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lar in methodology and solution concept not in the problem
in this section. For detailed information on the literature of
the problem one can read [4].
There is no such concept in the literature which contains
the idea of using the same algorithm on simplified data
to get the lower bounds for a branch and bound method.
Hence, we have named our method Self-Bounding Branch
and Bound (SBBB).
There are many approaches using so called Recursive
Branch and Bound (RBB) methods [7]. However, they ob-
tain the bounds by a recursive strategies using the infor-
mation from preceding calculations [8]. In SBBB we do
not use any previously calculated information during the
lower bound calculation. In our particular problem the
driver state makes this approach impossible because the
state is different in all the nodes of the searching tree. In
some cases (such as in rectangular guillotine strip packing
problem [5]) the recursivity can be formalized in functions
which help the calculation of the bounds.
Searching for SBBB alike concepts one can find the Fractal
Branch and Bound (FBB) [9]. However, FBB is a very spe-
cial method where the searching field is self-similar. This
means that FBB is more likely an RBB because it uses sim-
plification on the often calculated values. That way, it is
different from SBBB and it is not applicable to our prob-
lem because of the different driver states of the nodes.
The Double Branch and Bound (DBB) methods are al-
gorithms where the lower bound for a branch and bound
method is calculated by another branch and bound method
[11], [10]. This means that SBBB is a special type of DBB.
However, the DBB concept can be applied for small in-
stances in reasonable timeframe (see some computational
results in [10]). It is usual to use RBB like methods for
m-machine permutation flowshop problems [2]. Moreover
there are some approaches where they apply DBB methods
[3] instead of the recursive functions.
As we mentioned before no such concept can be found
in the literature where the same algorithm on simplified
data gives the lower bound of a branch and bound method.
However, our results (see Section 4) shows that for some
problems with proper reconciliation SBBB can solve large
problem instances (larger than DBB).

3 The algorithm

The calculation of possible itineraries is a branch and
bound algorithm. For detailed information on the widely
used algorithms of operations research the reader should
see [1] The nodes of the search tree have the following ar-
guments: position, time, driver-state and truck-state (we
will call these data the state). For each node we calculate
the cumulated cost for the itinerary reaching that state, and
a heuristical lower bound for the cost of the remaining road.
Each node has a pointer to its parent (this will make it pos-
sible to calculate the roue from a proper node). In each step
the procedure expands the next unexpanded node with the

best sum for cumulated and heuristical cost.
The following oversimplified example of [4] with Figure 1
illustrates the tree of the algorithm. Suppose that we are in
position ’Start’ in the begining. From ’Start’ we can go to
different places for example two parking places ’P1’ and
’P2’ (the state will be different in the two locations if the
duration and distance of the drivings are not equal). Sup-
posing that we can rest 9 or 11 hours we get two new nodes
from each parking place reaching node. If we can reach
place ’P3’ from both ’P1’ and’P2’ then this way we get
four different nodes in the same place ’P3’. In general none
of the four nodes can be bounded in the algorithm, because
the states are different and hence, we can not predict which
will give the best solution in the end.

Figure 1: An example subtree of the algorithm

The algorithm has many additional logics, but here we
focus on the heuristics only. A more detailed description of
the algorithm can be found in [4].
The better the lower bounds are, the less nodes need to be
expanded. However, it is always more time-consuming to
make better estimations. The difficulty with the heuristics
is the presence of the state of the driver (driver state) and
the opening times of the routing tasks (time window). Both
would be easier to handle separately but together it gives
an NP-hard problem. The current solution optimizes the
routes for each task in a tour separately, because the current
heuristics are too weak and that way the algorithm would
be too slow (would expand too many nodes).
The main steps of the algorithm are the following:

Algorithm 1. 1. Create the starting node of the tree
from the initial state and position of the driver. Put
it in an empty list L. Set the upper bound U =∞.

2. While L has any element:

(a) Pick X from L with the best TotalCost value.

(b) If the itinerary given by X is a complete tour
(finishing all the routing tasks), then RETURN
X .
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(c) Select the best possible activities (set A) to do
from X .

(d) BRANCHING: For each element of A create the
node (set N ) which represents the state and po-
sition after that activity.

(e) For each element ofN calculate the cummulated
cost (we can get it by adding the cost of the ac-
tivity to the cummulated cost of X).

(f) BOUNDING 1: For each element ofN calculate
the lower bound for the remaining cost (this will
be examined in detail in the next sections). Dis-
card the nodes from N which has a total cost (it
is the sum of the cummulated and the remaining
costs) higher than the upper bound U .

(g) BOUNDING 2: For each element of N compare
the lower bound for the reaching time with the
limitations (we get the lower bound during the
calculation of the heuristics). If the node can
not reach the target in time than delete it from
N .

(h) BOUNDING 3: For each element Y ofN , where
the place of Y is P , get the list LP of the pre-
viously examined nodes in place P . Compare Y
with every element ofLP , and if there exists such
Z that every state related variable and the cost
are not worse in Z than in Y , then delete Y from
N .

(i) For each element of N put it into L and into
the proper LPi list according to the place of the
nodes.

(j) For each element C of N which is a complete
tour, let the upper boundU = min(U, cost(C)).

3. RETURN: Unreachable target. The target can not be
reached in the given time limit.

The first bounding is the usual bounding of BB methods.
The second bounding discards the infeasible solutions. The
third bounding is a dominance criteria which uses domi-
nance relation between partial solutions.
In this paper a solution is given for the efficient lower
bound calculation (in Step 2/f). This will be done by a
similar branch and bound structure but with simplified data
(relaxed field of POIs).

3.1 The concept of the main bounding
method

As we mentioned in step 2/f of the algorithm we need
a good heuristic to bound the remaining cost from every
node. For this we need to calculate a minimal itinerary and
we have to bound the needed duration.
First we estimate the remaining distance and driving du-
ration. To optimize the running time we do not want to
make the mapping software calculate all these estimations,
but store as much of the possibly needed information as

we can. We construct two graphs where the nodes are the
possible POIs of the tours (parking places, filling stations,
ferries, tunnels, etc.) and the length of the edges are the
minimal distances and driving durations (we get those val-
ues using PTV Group softwares). From these graphs we
generate the minimal distances and durations between each
pair of nodes with the Floyd – Warshall algorithm (Floyd
[6] 1962; Warshall [12] 1962). This happens in a precal-
culation phase before the itinerary generator algorithm. It
is a separate topic how we handle the truck positions and
places of the routing tasks (since they are not permanent,
hence, they are not contained in the graphs).
These graphs can be used during the algorithm instead of
PTV, thus accelerating the computation that way.
After we have a lower bound for the remaining driving time
we estimate the total time needed by constructing a hypo-
thetical itinerary. These are the steps of the estimation:

Algorithm 2. 1. Let X be the remaining driving time
needed to reach the target. Let D be the state of the
driver, and T = the actual time.

2. Y = the amount the driver with driver-state D can
drive continuously.

3. Let Z = min{X,Y }.

4. D = the driver-state after a Z long drive.

5. X = X − Z; T = T + Z.

6. If X = 0 then RETURN T .

7. R = the amount what the driver with driver-state D
should rest.

We suppose that the driver can drive the maximal avail-
able driving time, each time, and then reaches a parking
place. In each parking place the driver rests the minimal
amount what is needed and then proceeds further. When
the driver reaches a routing task sometimes he has to wait
for the time-window. However, supposing that there are
no time-windows the heuristics can be calculated in linear
time (we will call it linear heuristic).
On the other hand, if we think about how to include the
time-windows in the linear heuristic we face a problem.
Namely, sometimes it would be better to rest more, not just
the minimal needed amount before making the task. The
following example highlights that behavior.
Suppose that the driver arrives at 6 a clock, after 9 hours of
driving, but the routing task opens at 10 a clock. To finish
the routing task, the driver has to work 1 hour there and we
have one more routing task which is 2 hours far from this.
When will we finish the last routing task?
1. If we wait for the first opening and work 1 hour, then we
cannot drive further because of the daily driving time limit
(9 hours). That way we have to rest at least 9 hours. After
the rest we can drive to the next routing task and finish it
until 23 a clock.
2. If we rest 9 hours instead of the 4 hours waiting then
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we can start the work with a fresh state, drive to the next
routing task and finish it until 19 a clock.
The above example shows that we can not make good lower
bounds with Algorithm 2 (linear heuristic) if we try to op-
timize with the driver-state and the time-windows at the
same time. However, to obtain better estimations for the
branch and bound procedure we must include the time-
windows in the heuristics. For the best fit (between the
heuristics and the algorithm) we apply the same logics to
calculate a lower bound for the duration as we use in the
branch and bound algorithm itself (see Section 3.2), but re-
lax the field of POIs.
With the linear heuristic we can not efficiently optimize
the tours with more than one tasks together. That way the
current solution runs Algorithm 1 for each task in a tour
separately (after each other, because they use the finishing
driver state of the previous one).

3.2 The self-bounding branch and bound
algorithm

As we mentioned before the main branch and bound algo-
rithm works on nodes with position, time, driver-state and
truck-state. The positions are real locations on the map.
We present the algorithm B&B heuristic below, to make a
sharp heuristic in step 2/f of the original algorithm. Mainly
we run the same branch and bound algorithm (from each
node) but with hypothetical positions (and simplified activ-
ities: no refuelling, no road costs, etc.).

Algorithm 3. 1. Create the starting node S′ of the inner
searching tree. S′ has the same state and position of
the driver as the node in the outer branch and bound
(to which this algorithm results the lower bound).

2. Put S′ in an empty list L′.

3. While L′ has any element:

(a) Pick X ′ from L′ with the best TotalCost value.
(b) If the itinerary given by X ′ is a complete tour

(finishing all the routing tasks), then RETURN
X ′.

(c) Select the best possible hypothetical activities
(set A′) to do from X ′.

(d) For each element of A′ create the node (set N ′)
which represents the state and position after that
activity.

(e) For each element of N ′ calculate the cummula-
tive duration (we can get it by adding the dura-
tion of the activity to the cummulative duration
of X ′).

(f) For each element of N ′ calculate the heuristical
duration (with the linear heuristics).

(g) For each element of N ′ compare the lower
bound for the reaching time with the limitations.
If the node can not reach the target in time than
delete it from N ′.

(h) For each element Y ′ of N ′, where the place of
Y ′ is P ′, get the list L′P of the previously exam-
ined nodes in place P ′. Compare Y ′ with every
element of L′P , and if there exists such Z ′ that
every state related variable and the cost are not
worse in Z ′ than in Y ′, then delete Y ′ from N ′.

(i) For each element of N ′ put it into L′ and into
the proper L′Pi list according to the place of the
nodes.

4. RETURN: Unreachable target. The target can not be
reached in the given time limit.

This algorithm is similar to the linear heuristic from the
aspect, that it generates those positions which was used
by the linear heuristic. However, this algorithm lets the
different cases compete in total duration. The best solution
will give the B&B heuristic, that will be the lower bound
for the remaining cost of the node in Algorithm 1 (the
main branch and bound algorithm).
Observe that the B&B heuristic needs a lower bound too.
For this we can use Algorithm 2 (the linear heuristic).
The real difference with Algorithm 1 is in Step 3/c. Here
we generate many hypothetical parking places on the
fastest road between S′ and the goal. Each time Algorithm
3 reaches Step 3/c new parking places can be generated.
It is easy to see that this extended procedure can give
much better lower bounds for the main branch and bound
algorithm, but it is questionable that if it is worth the extra
time required to construct the nodes (calculating their
heuristic values). Observe that it is more likely to get
better heuristics this way if we have more routing tasks
(with time-windows).

3.2.1 Driver state penalty

The objective function includes not just the real costs of
the itineraries but the cost of the driver’s work, the amorti-
zation of the car and many other things. The hardest part
is the evaluation of the driver’s state in the end of the tour.
Of course it is better if the driver can drive more in the
day after finishing the last working task because that way
the location of the next task can be approached earlier. In
fact every variable of the driver-state can be important in
the end of the tour. We mainly apply a highly tested linear
combination of these quantities.
The original lower bound (Algorithm 2) could not include
this type of cost. Algorithm 2 gives a hypothetical fastest
solution, this way it can be the case that the driver’s state is
much worse than in a slower solution, hence, it would not
be a lower bound if we add the penalty.
However, Algorithm 3 can also handle the driver state
penalty, because if those costs are included to the objec-
tive function of the inner branch and bound method, then it
will lead to the best hypothetical solution which will give a
lower bound on the best possible solution’s objective func-
tion. It is not trivial why this approach gives a lower bound.
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It mainly depends on the fact that the finishing driver state’s
penalty cannot be higher if we put a parking later. This pa-
per does not aim to prove this fact.
This opportunity is very important because the driver state
penalty can give about one third of the total cost of a tour.
This means that compared to our previous lower bounds
this approach can be much more efficient. Hence, if we in-
clude the driver state penalty to the heuristics the searching
tree of the main algorithm will be much thinner.

3.2.2 Longer tours

Applying Algorithm 3 we could extend the optimization
to tours (with 2 − 3 tasks) not just separated tasks. This
means that we run Algorithm 1 with more than one targets
at once, and in step 2/f we run Algorithm 3. Observe that
this means that the lower bound calculation (step 2/f) can
get more than one tasks at a time also.
The algorithm was a success in practice. Not just that it
could plan a longer time period for a truck, but also gives
more profitable plans. Building a route in a chain like con-
cept (such as our original solution) optimizes for mid-route
objective functions also and fix the earlier parts of the route
in each chain. That way it was anticipated that using the
new algorithm we could get better objective function val-
ues in the end of the tours. Indeed the new algorithm have
given better results than the original.
A detailed description of the performance of the new algo-
rithm can be found in Section 4.

4 Results
We evaluated the differences using a sample pack of 4500
long tours. In average, these tours contains 2 − 3 rout-
ing tasks with time windows. We have applied Algorithm
1 with the linear heuristic (Algorithm 2) for all tasks of
those tours separately. Then we have applied Algorithm 1
with the new heuristic (Algorithm 3) for the same tours, but
without decomposing them into tasks.

4.1 Sizes and speed
We use about 100 parallel machines. Hence, the software
runs in about 20 minutes to construct the 4400 itineraries.
However, here we give the performance data in total
(summarized for the parallel machines).
The original branch and bound procedure created 3.42 ·104

nodes, inserted 2.01 · 104 nodes (these are the not bounded
ones) and expanded 1.33 · 104 nodes during a tour con-
struction in average. The total time of the algorithm was
about 2.6 · 103 minutes. The heuristics was calculated in
about 26.3 minutes in total.
The new branch and bound procedure (with the B&B
heuristic) expands about 1.85 · 104 nodes, inserted
1.18 · 104 nodes and expanded 7.22 · 104 nodes during
an tour construction in average. This means that the new
heuristic reduces the number of node expandations by

55%. However, each node creation needs more time. The
heuristics was calculated in 927 minutes in total (35 times
more than the original). Fortunately the total time of the
algorithm was about 3.67 · 103 minutes, which is just 40%
more than the original.

4.2 Costs

The following numbers are not exactly the profits of the
tours, because some costs are calculated in other parts of
the software (such as the task assignment). Some costs are
also modified for the algorithm (only without changing the
optimality of the plans), for example the fuel costs and the
wages of the drivers.
The original algorithm results 1.03 · 109 objective function
value in total, and 713 Euros of costs in average. The new
algorithm results 9.69 · 108 objective function value in
total, and 686 Euros of costs in average. This means that
we reach about 4% better results with the new algorithm.
These results are promising. Moreover the new solution
will be even better for longer tours. We are not capable to
make statistics for more than 10 routing tasks in one plan
yet. However, with the new algorithm it could be profitable
to add more computational capacity, and that way plan
more routing tasks in one run.
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The paper's aim is to show how the performance of a balanced manufacturing flow line can be improved 

on the critical WIP level by making it unbalanced to some extent. The explanation and a quantitative 

example are presented. There is a trade-off between system balance and stability, and it can be handled 

as an optimization problem. Data are gathered using a physical simulation system. The analysis is carried 

out with a discrete time simulation program which applies next-event time advance mechanism. The model 

has been implemented in AIMMS modelling language. 

Povzetek: V prispevku je prikazana uporaba rahle neuravnoteženosti pri kritičnih opravilih na sicer 

uravnoteženih opravilih tekočega traku. Model je bil implementiran v jeziku AIMMS in rezultat 

ovrednoten s pomočjo diskretne simulacije. 

1 Introduction 
The world makes great efforts to diminish the ecological 

footprint of humanity. For this reason, companies have to 

meet more and more regulations; corporations are forced 

to be more efficient. Thus, researches on environmentally 

benign business practices receive more and more attention 

[12]. One of the main interests is to improve production 

systems, like production of cars, pharmaceutical 

ingredients or electrical goods. It not only diminishes the 

ecological footprint, but also increases the profitability of 

the company by higher productivity, lower response time 

or lower inventory level. 

Discrete manufacturing systems can be classified by 

several disciplines. Following Govil and Fu [4], the 

manufacturing systems can be  

• job shops,  

• flow lines,  

• flexible manufacturing systems, 

• assembly systems.  

Manufacturing systems consist of stations. They are 

atomic processes, that is to say, they cannot be divided 

further. The main characteristic of a station is its process 

time. This is the time needed to process an entity. It is a 

scalar in a deterministic model, and a random variable in 

a stochastic model. In the latter case, process time has a 

mean, a variance, and a type of probability distribution 

function. 

The research of manufacturing systems uses diverse 

modelling techniques, e.g., simulation models [13], 

queueing theory and Petri nets [9].  In this paper, flow 

lines are investigated using physical experiments and a 

discrete time simulation model. In flow lines, stations are 

connected in a linear way (see Figure 1). Some examples 

from the literature contain investigations into flow line 

with common buffer [16], complex optimization problems 

where the flow line is only one element in the model [8] 

or more complicated systems. Huang and Li examined a 

two-stage hybrid flow shop with multiple product families 

[7]. Simulation modelling has a wide range of applications 

in engineering-aided manufacturing regarding system 

performance. Modelling apparel assembly cells [1], a 

Mercedes-Benz production facility [10], or analysing the 

performance of a Korean motor factory [2] are only some 

of the examples. 

Hopp and Spearman [6] investigated flow lines in 

which there is only one machine per station, one job class, 

no capacity constraint, and the queueing principle is first 

in, first out (FIFO). Three main modelling measures are 

proposed by them: 

 

Figure 1: The general structure of a flow line (B: buffer, P: process). 
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• Throughput (TH): the number of entities (cars, 

apples, people, etc...) coming out from the system 

during a given time 

• Cycle time (CT): the time an entity spends in the 

system 

• Work-in-process (WIP): the number of entities 

residing in the system at the same time 

The system performs better if it has a higher TH or a lower 

CT. These parameters are not independent from each 

other. Little's law makes a connection among them: 

𝑊𝐼𝑃 = 𝑇𝐻 × 𝐶𝑇 

According to the previous equation, the optimal value 

of WIP in a deterministic system is 

𝑊0 = 𝑇0 × 𝑟𝑏  

Where 

• Bottleneck rate (𝑟𝑏): the rate of the station that has the 

highest utilization 

• Raw process time (𝑇0): the sum of the average 

process times in the flow line 

• 𝑊0 is called the critical WIP level ([6]). 

 

The variability of procedures is measured with the 

coefficient of variation (CV): 

𝐶𝑉 =
𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛

𝑚𝑒𝑎𝑛
 

Hopp and Spearman use two so called characteristic 

functions to analyse the performance. The dependent 

variables are the TH and the CT, while the independent 

variable is the WIP level both times. The flow line is 

modelled as a closed network. It means that the level of 

WIP is a model parameter [14]. Regarding performance 

analysis, three important concepts were introduced [6]: 

Best case performance: the best possible performance 

for a line. It is balanced, and there is no batching.  

Worst case performance: the worst possible 

performance for a line. All the entities move in one batch. 

Practical worst case (PWC): as the worst case 

performance is so bad that it is far from practical instances, 

PWC was introduced to define a realistic worst case. 

The paper's aim is to show how the performance of a 

balanced manufacturing flow line can be improved on the 

critical WIP level by making it unbalanced to some extent. 

The explanation and a quantitative example are presented. 

There is a trade-off between balance and stability, and it 

can be handled as an optimization problem.  

2 Method of examination 
In this research, the same characteristics are used to 

evaluate the performance as in [5]. Both physical and 

simulation model experiments are performed to gather 

data. Both models are flow lines with FIFO queueing 

discipline containing single machine stations, one job 

class and using constant work-in-process (CONWIP) 

control. It means that a new entity arrives into the system 

only when another one leaves it. 

In the physical model experiment, a toy car factory 

has been realized with the assumption of infinite raw 

material stock. The entire process to build a small car takes 

4 minutes. In an arbitrary way, the operations could be 

distributed among 4 production processes where one-one 

person works with different abilities. Beside the four 

production processes, there is a transport process as well. 

Altogether there are 5 stations. 

Building a simulation model consists of three levels. 

There is a superstructure which can represent all the 

possible flow lines. Beside this, there is a mathematical 

model and an algorithm. Based on the algorithm, a discrete 

time simulation program with next-event time advance 

mechanism is worked out. Comparing with fixed-

increment time advance method, it is more complicated, 

but more efficient regarding computational need [15]. 

The simulation program is implemented in AIMMS 

modelling language [11]. It has already been used in other 

studies with success. E.g., [3] used it on supply chain 

optimization with homogenous product transport 

constraints. The simulation program can be easily 

extended in this environment. AIMMS is linked to the 

most modern solvers, which are easily integratable. 

Furthermore, it has an advanced graphical user interface, 

which can be used for creating simply usable and 

ergonomic softwares. 

3 Results 

3.1 The explanation of the trade-off 

Regarding a given raw process time (𝑇0), a deterministic 

balanced line performs better than a deterministic 

unbalanced line. On the other hand, the balanced line has 

a worse stability regarding variability [6] . 

Let us investigate a balanced system whose raw 

process time is 𝑇0, and has n stations. It is true in this case 

that 

∀𝑖     𝑇𝑖 =
𝑇0

𝑛
 

(𝑇𝑖  denotes the average process time of the i-th 

station) That is to say, all the process times are the same. 

So the bottleneck rate: 

𝑟𝑏 =
𝑛

𝑇0

 

If the system with the raw process time 𝑇0 is 

unbalanced then 

∃𝑖     𝑇𝑖 >
𝑇0

𝑛
 

From this, it can be concluded that for the unbalanced 

system 

𝑟𝑏 <
𝑛

𝑇0

 

The TH of a deterministic system is calculated in the 

following way: 

𝑇𝐻 = min {
𝑊𝐼𝑃

𝑇0

, 𝑟𝑏} 
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The two systems have the same performance until  

𝑊𝐼𝑃 ≤ 𝑟𝑏𝑇0 

After that the balanced system works better because it 

has a higher 𝑟𝑏 . This proves that a balanced line has a 

better performance in this case 

It is harder to prove mathematically that a balanced 

line is less stable. Nonetheless, this effect could be seen 

when investigating the physical model. In this section, an 

example is shown. Two flow lines are compared. For both 

of them, 𝑇0 = 8ℎ, and each of them contains four stations. 

In the balanced line 

∀𝑖     𝑇𝑖 = 2ℎ 

In the unbalanced line, the first station is the 

bottleneck, its process time is 5h, and 1h regarding the rest 

of them. In the stochastic case for both systems 

∀𝑖     𝐶𝑉𝑖 = 1 

The characteristics of the flow lines are summed up in 

Table 1. 

The results of the experiment can be seen in Figure 2. 

Relative changes are displayed on the ordinate, which 

shows the deteriorating effect of variability from a 

different aspect as usual characteristic functions. The 

reason for applying it is that it is easier to see the 

difference in the drop of performance regarding WIP. 

These characteristics are calculated in the following way.  

𝑇𝐻𝑟𝑒𝑙 =
𝑎𝑏𝑠(𝑇𝐻𝑠𝑡𝑜𝑐ℎ − 𝑇𝐻𝑟𝑒𝑙)

𝑇𝐻𝑠𝑡𝑜𝑐ℎ

 

𝐶𝑇𝑟𝑒𝑙 =
𝑎𝑏𝑠(𝐶𝑇𝑠𝑡𝑜𝑐ℎ − 𝐶𝑇𝑟𝑒𝑙)

𝐶𝑇𝑠𝑡𝑜𝑐ℎ

 

 Balanced Unbalanced 

𝑇1 2h 5h 

𝑇2 2h 1h 

𝑇3 2h 1h 

𝑇4 2h 1h 

𝐶𝑉1 1 1 

𝐶𝑉2 1 1 

𝐶𝑉3 1 1 

𝐶𝑉4 1 1 

Table 1: The characteristics of the investigated flow lines 

Both of the diagrams show that the extent of 

deterioration is bigger when the line is balanced. In this 

case, the maximal TH decrease is 42% in the balanced 

system, and 18% in the unbalanced one. The maximal CT 

increase is 73% when the flow line is balanced; 22% when 

it is unbalanced. It means that the maximal deterioration 

of TH is twice as high in balanced lines as in unbalanced 

lines, and the maximum of CT deterioration is three times 

as high. That is, evidence is shown that balanced line has 

less stability regarding variability. The same phenomena 

could be observed in each physical experiments. The loss 

of TH and the growth of CT increase until the critical WIP 

value is reached. After the peak, both functions begin to 

decrease. At high WIP levels, they will converge into 0. 

Table 2 sums up the results regarding the peaks. 

 

a) Decrease of TH 

 

b) Increase of CT 

Figure 2: The stability of flow lines regarding variability 

 Balanced Unbalanced 

TH 42% 18% 

CT 173% 122% 

Table 2: Comparison of the maximal deteriorations 

3.2 A quantitative example for system 

unbalancing 

In this section, a quantitative example is shown in which 

the unbalanced system has a better performance on the 

critical WIP level. Three systems are compared: a 

balanced and two unbalanced. The balanced system has 

uniform process times of 1 hour. The CV of the first three 

stations are equal to 0.1, and the last station's CV is 1. In 

the unbalanced systems, the process times of three 

operations are 1.15 hour, and there is one with 0.55 hour. 

That is, they differ in the position of the non-bottleneck 

process. The station with the process time of 0.55 hour has 

CV = 1. The CV of the bottlenecks are 0.1. The 

characteristics of the investigated systems can be seen on 

Table 3. 
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Balanced 

Unbalanced 

(first three are 

bottlenecks) 

Unbalanced 

(last three are 

bottlenecks) 

𝑇1 1h 1.15h 0.55h 

𝑇2 1h 1.15h 1.15h 

𝑇3 1h 1.15h 1.15h 

𝑇4 1h 0.55h 1.15h 

𝐶𝑉1 0.1 0.1 1 

𝐶𝑉2 0.1 0.1 0.1 

𝐶𝑉3 0.1 0.1 0.1 

𝐶𝑉4 1 1 0.1 

Table 3: The characteristics of the investigated flow lines. 

The critical WIP level of the flow line can be 

calculated in the following way: 

𝑊0 = 𝑟𝑏 × 𝑇0 = 1
1

ℎ
× 4ℎ = 4 

The positions of the bottleneck procedures have no 

effect in the unbalanced systems (Figure 3/b, 3/c). In the 

deterministic case, the balanced system performs better, as 

expected. On the other hand, when there is variability, the 

unbalanced flow line has a better output on the critical 

WIP level (see Table 4, 5). According to the experiments, 

the TH of the unbalanced system can be 9-11% higher 

compared with the balanced line, the CT is 8-9% lower. 

The results confirm the assumption that there is a trade-off 

between balance and stability, and it can be handled as an 

optimization problem. 

 

 Balanced Unbalanced 

TH [1/h] 1 0.87 

CT [h] 4 4.6 

Table 4: the performance of the investigated system on the 

critical WIP level in the deterministic case 

 Balanced Unbalanced Improvement 

TH  0.74 1/h 0.82 1/h 11% 

CT 5.38 h 4.90 h 9% 

Table 5: the performance of the investigated system on the 

critical WIP level in the stochastic case 

4 Conclusion 
Endeavours are generally made to balance flow lines. This 

is an intuitive idea, and earlier researches showed 

examples where unbalanced systems had worse 

performance. In this paper, it has been shown that 

unbalancing the flow line in a small extent achieves better 

performance on the critical WIP level, that is to say, higher 

TH and lower CT. In the examined case, the TH was 9-

11% higher and the CT 8-9% lower on the critical WIP 

level. 

This result is important in flow lines as well where the 

manufacturing is precise, but there are several products. 

Each of them might have a low variability, but the 

variability of the stations’ process times can be high if the 

average process times of products are different. 

 

 

a) Deterministic 

 

b) Stochastic (First three processes are bottlenecks) 

 

c) Stochastic (Last three processes are bottlenecks) 

Figure 3: Comparison of the performance of a balanced 

and two unbalanced systems. 
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List of symbols 

CT Cycle time 

TH Throughput 

WIP Work-in-process 

𝑇0 Raw process time 

𝑟𝑏 Bottleneck rate 

𝑊0 Critical WIP level 

𝑇𝑖  Average process time at station i 

𝐶𝑉𝑖 Coefficient of variability at station i 

n Number of stations 
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The incremental nearest-point search successively inserts query points into the space partition data 

structure, and the nearest point for each of them is simultaneously found among the previously inserted 

ones. The paper introduces a new approach which solves this task in 2-D space in a nearly optimal 

manner. The proposed dynamic partition into parallel strips, each containing a limited number of points 

structured in the deterministic skip list, successfully prevents situations with over-populated strips, while 

its further advanced version with two perpendicular partitions and four categories of deterministic skip 

lists efficiently decreases the number of strips to be examined in a great majority of practical cases. 

Povzetek: V članku je predstavljen algoritem za reševanje inkrementalnega problema najbližje točke, ki z 

dinamično delitvijo ravnine v vzporedne trakove preprečuje prenaseljenost le-teh, z dodatno delitvijo, 

pravokotno na prvo, pa se večinoma izogne tudi preiskovanju prevelikega števila trakov. 

1 Introduction 
Let us assume a set S of points in a space M and a query 

point p  M. The nearest-point search (NPS) aims to find 

the point in S being the closest to p. In its most common 

form, M is a d-dimensional vector space (2-D in this 

paper), points correspond to their position vectors, and 

closeness is expressed with Euclidean distance. 

Applications can be found in a variety of domains, such as 

computational geometry [2, 20], geographic information 

systems – GIS [18], bioinformatics [21], image and video 

compression [3, pattern recognition [16], computer vision 

[12], robot motion planning [14] ], telecommunications 

[9], and computer graphics [6]. There are a number of 

versatile generalizations where the distance metric 

between spatial points is extended to any quantitative 

measure of similarity between two generic objects, as one 

may also measure closeness of pairs of polygons, text 

strings, images, audio sequences etc.  

If the distance is computable in Θ(1) time, the brute-

force NPS is trivially handled in Θ(n) time, but the 

problem becomes more demanding in a recurring NPS 

where a larger set of query points has to be considered. A 

straightforward repetition of the brute-force approach 

results in Θ(n2) time when applied to Θ(n) query points. In 

spatial domains, space partitioning can be used to bound 

the number of possible nearest-point candidates in each 

iteration [19]. The partition is accomplished by 

constructing a hierarchical or a grid data structure, 

typically a tree [7], the Voronoi diagram [10], a regular 

grid [4], or a multi-level organization of these structures 

[19]. Such a data structure is aimed to accelerate solving 

the point-location problem i.e. determination of the region 

where a query point lies. The methodology is based on the 

assumption that the points in the same region or those in 

adjacent regions are closer to each other than the points in 

more distinct regions. A static partition does not depend 

on point distribution or, eventually, it only utilizes the 

bounding box and/or the number of points in S. On the 

contrary, a dynamic partition maintains the numbers of 

points in all regions within the previously determined 

limits. Particularly in higher dimensions, where either the 

query time or storage space must be sacrificed, a user may 

also be satisfied by approximate solutions provided by the 

reasonably fast locality sensitive hashing technique, for 

example [17].  

The all nearest-points pairs problem represents a 

special form of the recurring NPS, where the set of target 

points S and the set of query points coincide. For each 

point pi  S, we have to find pj  S, such that i ≠ j and the 

distance |pi pj| is minimal. Two different approaches can 

be distinguished. 

(a) The two-phase preliminary points arrangement 

approach firstly arranges all the points into the 

adequate regions of the space partition data structure. 

Then, in the second phase, this preliminary points 

arrangement is utilized to determine the nearest point 

for every query point. 

(b) The incremental nearest-point search successively 

inserts points p1, ..., pn into the space partition data 

structure and simultaneously searches for their 

nearest points. The nearest point for pi, 1 < i ≤ n, is 

determined among previously inserted points from Si 

= {p1, ..., pi – 1} only. Note that S1 = . 

In this paper, we introduce an original dynamic plane 

partition into parallel strips and utilize it to handle the 

incremental NPS in 2-D space. The incremental search 

adequately models interactive processing of database 

queries where the results of previous queries are usually 

irrelevant for processing the current one. In an expressive 

everyday life example, a new house is connected to the 

mailto:david.podgorelec@um.si
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electrical grid, water supply, road and telecommunication 

systems in a currently optimal way, although this solution 

could prove far from optimal after ten more houses are 

built in the neighbourhood. In computational geometry, a 

remarkably fast incremental Delaunay triangulation 

algorithm is based on the incremental NPS [20]. 

Details on the new algorithm and the problem itself 

are described in Section 2. Section 3 analyses the time 

complexity, compares the method with an older algorithm 

based on static strips, and introduces some additional 

improvements. Finally, the presented work is briefly 

summarized and some challenges for further research are 

discussed in Section 4. 

2 The DP-DSL approach to the 

incremental nearest-point search 
Subquadratic-time methods for the preliminary points 

arrangement approach are well-known. Utilization of the 

Voronoi diagram, together with efficient solutions of the 

point-location problem, for example, leads to an obvious 

O(n log n) time solution [1, 11], where n is the number of 

points in S. On the other hand, utilization of the Voronoi 

diagram in the incremental NPS requires some of the 

incremental Voronoi diagram construction algorithms 

which all, although fast on average, require quadratic time 

in the worst case [8]. For this reason and because of a 

relatively complex maintenance of the Voronoi diagrams, 

we preferably study other space partitioning techniques. 

First of all, we wish to keep practical advantages of the 

HT-DSL approach [19] and, simultaneously, to improve 

its theoretical behaviour. The pioneering HT-DSL 

approach represents even nowadays the only work where 

the incremental NPS is explicitly considered. It is based 

on a uniform plane subdivision into parallel strips. These 

static strips are directly accessible in O(1) time through a 

hash table (HT). On the other hand, our method named the 

DP-DSL approach uses a dynamic partition (DP) into 

evenly populated strips. In both methods, the points in a 

particular strip are stored in (a, b)-deterministic skip list 

(DSL) [13], providing a point insertion in O(log n) time 

and, on the average, efficient NPS inside the strip. The 

DP-DSL approach must additionally provide the 

functionality of DSL splitting as an over-populated strip 

has to be split into two (or three) strips.  

2.1 Deterministic skip lists 

Our implementation of (a, b)-DSL, inherited from [19], 

consists of a doubly linked list of points sorted in non-

descending order on the x-coordinate. If more points share 

the same x-coordinate, then the y-coordinate is decisive. 

Double connectivity assures that the move from an 

arbitrary point to its direct predecessor or successor takes 

O(1) time. This list represents the basic level (level 1) of 

the DSL. Its nodes (leaves) are accessible from simply 

linked lists of the internal nodes at higher levels. Each 

parent node P (see Fig. 1) at level h, h > 1, points to a 

single child node C followed by the remaining children 

nodes of P, forming a gap. The first node C′ after the gap 

represents the leading (the one with the lowest x-

coordinate) child node of the successive parent node (P′) 

of P. The gap size must be in range [a, b], except the gap 

behind the last child node. Access to a particular leaf 

requires O(b log n) worst time. By keeping b small, the 

logarithmic access time is provided. Typical pairs (a, b) in 

practice are (1, 2), (1, 3), (2, 5), and (3, 7). Fig. 1 shows 

an example of (1, 3)-DSL. Values stored in a gap are lower 

or equal to the value in the parent node. Consequently, M 

at the root level must be set to some "safely" high value. 

The actual search for the nearest point to the query 

point p was also inherited from [19]. Once it determines a 

candidate of the nearest-point to p and its distance d to p, 

it limits the search for better candidates to the interior of 

the circle with the centre p and radius d. The search 

consists of the local search in the strip where p was 

inserted, and the inter-strip search which progresses up 

and/or down through the adjacent strips within the 

distance of current d. The local search time is the time 

needed to perform local search for a single query point, 

while the total local search time is the time spent for local 

search operations for all query points. In an analogous 

manner, the inter-strip search time and the total inter-strip 

search time can be introduced, while the total search time 

refers to the sum of both, the total local search time and 

the total inter-strip search time. Finally, the total time is 

the sum of the total search time and the time spent for the 

dynamic partition construction. 

 

Figure 1: An example of (1, 3)-deterministic skip list. 

2.2 Dynamic partition 

The HT-DSL is remarkably fast for nearly uniform point 

distributions. However, examples with much slower 

performance and also strongly affected by the points 

ordering can effortlessly be constructed and, not rarely, 

also met in practice. Example in Fig. 2 consists of a cloud 

of points with rather favourable Gaussian distribution 

which alone does not result in highly over-populated 

strips. However, an isolated point concentrates all other 

points on the opposite end of the region of interest, 

resulting in a considerable number of empty strips and in 

the increased population density of those few strips 

containing the entire point cloud (Fig. 2a). The DP-DSL 

approach is directly designed to prevent from such 

situations. The idea is straightforward: when a particular 

strip contains too many points (the number of points in a 

strip is labelled q in continuation), the algorithm splits it 

into a pair of strips, each containing half of the points of 

the original strip. Under certain conditions, splitting may 

also result in three strips. The point cloud in Fig. 2b is cut 

by many narrow strips, while a wide undivided strip is left 

around the isolated point. Another, more realistic 
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demonstration of the advantageous behaviour of the DP-

DSL approach is given in Fig. 3. 

 

 

Figure 2: Gaussian distribution with additional point in: a) 

HT-DSL static partition with uniform strip width, and b) 

DP-DSL approach with evenly populated strips of variable 

widths. 

 

Figure 3: a) HT-DSL and b) DP-DSL approach employed 

on clusters of points. 

The DP-DSL approach requires additional data 

structure to store the strips’ borders i.e. minimum y-

coordinates for each strip. We use an additional DSL 

named Borders for this purpose. It plays the same role as 

the hash table in the HT-DSL approach, but requires 

longer search time (logarithmic instead of constant) and 

dynamic construction. 

Two types of strips are stored in Borders. A line strip 

SoPi is the horizontal line y = Bordersi, and an interval 

strip SoPj is a region between two horizontal lines. The 

lower borderline is also a part of the interval strip i.e. SoPj 

= {p(x, y); Bordersj  y < Bordersj + 1}. Exceptionally, the 

unbounded first and last strip are also the interval strips. 

Another exception is met when the interval strip SoPj lies 

directly above a line strip SoP j–1. Then the lower 

borderline cannot be a part of SoPj since it represents an 

independent line strip. A line strip is introduced when the 

y-coordinates of two or more points correspond to the 

splitting threshold.  

Points in each DSL are sorted according to x-

coordinates, but an over-populated strip should be split 

with regard to y. Splitting is only sensible for the interval 

strips. A line strip may therefore have O(n) points, but the 

local search has to examine only the predecessor and 

successor of the query point while, on the other hand, the 

entire interval strip should be examined in the worst case. 

The role of the line strips is, therefore, to keep the sizes of 

the interval strips limited.  

The splitting algorithm must firstly determine the 

splitting threshold. We utilize the well-known SELECT 

algorithm [5] which finds the i-th largest element in the set 

with q points in Θ(q) time. Simultaneously, the types of 

the output strips and the numbers of points in each of them 

are determined. Three diverse output situations can be 

met: (1) two interval strips, (2) two interval strips and the 

separating line strip, and (3) an interval strip above a line 

strip where the latter coincides with the bottom line of the 

input strip. 

The strip splitting is completed by physically splitting 

the DSL into two or three separate skip lists. An intuitive 

solution rests on the O(log n)-time skip list splitting 

algorithm [15] which cuts the input DSL at the determined 

splitting threshold into two separate DSLs. Of course three 

DSLs may be obtained, when necessary, by performing 

two cuts. The structure of the input DSL is mostly 

preserved in the separated DSLs, except that the gaps on 

the right side along the cut usually require some minor 

O(b)-time corrections. The values of q nodes are 

maintained in Θ(q) time afterwards. The method has 

several desired properties, including the aforementioned 

inherited structure of higher levels and the ability to reuse 

allocated nodes of the input DSL. However, the inherited 

gaps in the output DSLs, varying in size from a to b, are 

often too short for optimal further exploitation. 

Furthermore, additional short gaps on both sides along a 

cut are typically produced. In continuation, we propose an 

original approach, which gives full control over the gap 

size to the user. 

The bricklaying approach firstly constructs level 1 for 

each of the two or three separate DSLs. This is achieved 

by moving the leaves of the input DSL, one after another, 

to the end of the corresponding separate list. Upper levels 

are then built from the elements of the simply linked 

global list of recyclable nodes. At each level, the nodes are 

grouped into gaps of size b – gsc, where gsc is a user-

selected gap size correction parameter. A compromise 

must be found since shorter gaps accelerate later insertions 

(less gap rearrangements needed), while longer gaps 

reduce the numbers of nodes at higher levels and 

consequently decrease the search times.   

The global list of recyclable nodes may contain nodes 

from three different sources, as shown in Fig. 4a. Firstly, 

eventual unused nodes from previous splitting operations 

are included. Although the output lists usually contain 

more internal nodes in total than the input DSL did, the 

opposite is also possible because of typically longer gaps 

in split DSLs. The second source consists of the input 

DSL’s internal nodes. They are firstly organized into the 
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linked list, such that the last element of level k is connected 

to the first one at level k - 1, and this is then appended to 

the end of the global list. Finally, the third part contains 

eventual additional nodes allocated just before the actual 

splitting operation starts. Fig. 4b shows how the nodes of 

the global list are distributed across three output DSLs. 

The situation with two output strips is handled in nearly 

the same manner.  

 

 

Figure 4: Bricklaying DSL splitting approach: a) global 

list of recyclable nodes, and b) three output DSLs. 

3 Results and analysis 
The number of strips in the HT-DSL approach was 

experimentally set in the range m = Θ(n). Consequently, 

the number of points in a strip is q = O(n) in an optimal 

uniform point distribution. We have retained this result in 

the DP-DSL approach, and experimentally determined the 

best performance by splitting the strips reaching q = 3n 

points. We use (1, 3)-DSLs in the HT-DSL approach, and 

(2, 5)-DSLs in the DP-DSL approach. The best long-term 

performance was achieved by using the gap size 

correction parameter gsc = 1. 

In Table 1, expected time complexities for handling 

the considered representative cases by the HT-DSL and 

DP-DSL approach are given. We consider Gaussian 

distribution of points with an additional isolated point 

(Fig. 2), few non-uniformly distributed clusters (Fig. 3), 

uniform distribution (Fig. 5a), grid (Fig. 5b), two GIS 

datasets (Figs. 5c and 5d), and the so-called ladder with 

an additional isolated point (Fig. 6b). The time ratios in 

the second column were obtained for configurations of 

5.000.000 points. Much lower cardinalities were used in 

figures (except Fig. 5) to maintain clarity. The realistic 

examples in Figs. 5c-d consist of 70.334 and 193.360 

points, respectively. 

By choosing the number of strips in the range m = 

Θ(n), the average horizontal distance between two 

successive points in the DSL of an interval strip may be 

considered similar to the average strip width. 

Consequently, the local search mostly examines only a 

few nearest-point candidates, while the inter-strip search 

also traverses only a few strips. Both numbers may be 

considered O(1) and thus, the expected total search time 

for n query points does not exceed O(n). The expected 

total times O(n log n) for the first six examples in Table 1 

are therefore determined by the construction phase (see 

Table 2). Exceptionally, the HT-DSL approach in the first 

two examples (Figs. 2 and 3) collects n - 1 points in a 

single strip, and the local search time can be hardly 

considered O(1). Significantly slower performance can be 

noticed in comparison to the DP-DSL approach, although 

the theoretical worst-case time complexity Θ(n2) is not 

reached in this two cases.   

 

 

Figure 5: Dynamic partition into strips for: a) uniform 

points distribution, b) grid, and c-d) two GIS datasets. 

While the order of inserting the points was considered 

random in the above six examples, the ladder illustrated in 

Fig. 6 and analysed in the last two rows of Table 1 was 

synthetically generated and represents the worst-case for 

the local search, which requires Θ(r) time if there are 2r 

points in an interval strip (see Fig. 6a). The condition w < 

h assures that the nearest point of any pr+i  l2 is exactly 

the other end of the same ladder rung i.e. pi  l1. Another 

requirement w > xr – x1 provides the arrangement xj < xj+1 

for every j < 2r. Consequently, exactly r points pr+i–1, pr+i–

2, …, pi have to be examined for every query point pr+i on 

l2, 0 < i ≤ r. Thus, the HT-DSL approach requires Θ(n2) 

total local search time to handle the case in Fig. 6b with 2r 

= n – 1 points. The DP-DSL approach handles the same 

case in Θ(nn) time in a similar manner as the example 

from Fig. 6c is handled.  



Incremental 2-D Nearest-Point Search with... Informatica 43 (2019) 45–51 49 

 

Figure 6: A ladder: a) point organization, b) HT-DSL case 

with Θ(n2) total local search time, and c) case requiring 

O(nn) time in both approaches. 

Fig. HT-DSL/DP-

DSL 

HT-DSL time DP-DSL time 

2 9.91 Θ(n log n) to 

O(n2) 

Θ(n log n) 

3 7.21 Θ(n log n) to 

O(n2) 

Θ(n log n) 

5a 0.79 Θ(n log n) Θ(n log n) 

5b 0.84 Θ(n log n) Θ(n log n) 

5c 0.50 Θ(n log n) Θ(n log n) 

5d 0.47 Θ(n log n) Θ(n log n) 

6b 203.73 Θ(n2) Θ(nn) 

6c 0.59 Θ(nn) Θ(nn) 

Table 1: Expected time complexities of HT-DSL and DP-

DSL approaches in considered representative examples. 

3.1 Theoretical time complexity analysis 

Table 2 lists theoretical worst-case time complexities of 

all phases of both approaches. The construction of strips 

and maintenance of DSLs are optimal in both cases, while 

the total local and total inter-strip search time do not 

provide the desired O(n log n) total time and require 

further consideration. 

Besides other interesting cases, we have managed to 

construct one which requires Θ(n2) inter-strip search time 

in the DP-DSL approach. In Fig. 7, points p1, …, pr are 

placed on slightly descending vectors in strips SoP2 to 

SoPm, and pr+1, …, pn are arranged from left to right in 

SoP1. These latter (pi, i > r) further fulfil the following 

conditions.  

 

1. In each SoPj, j > 1, distances to pi descend from left 

to right along the bold line segment (the nearest point 

to pi is the rightmost and the bottommost one).  

2. pu  SoPj+1, pv  SoPj, j > 1  |pi pu| < |pi pv| i.e. upper 

bold segments are closer to pi than lower ones. 

3. Point pi+1 is closer to any point in Sr+1 than to pi.  

 

We use auxiliary pairs of circular arcs to graphically 

emphasize the above conditions 1 and 2. The left and right 

arc in each pair are centred in pn and pr+1, respectively. The 

third condition is fulfilled by halving the horizontal 

distance between the query point and the farthest target 

point candidate pFAR from Sr+1 in each iteration. For each 

point from SoP1, all r points from Sr+1 have to be examined 

until the nearest point pNEAR is found, thus the total time is 

raised for Θ((n – r)r). Selection r  n/2 obviously leads to 

Θ(n2) time. Note that SoP1 represents a line strip in the DP-

DSL approach and thus it is allowed to contain O(n) 

points. Anyway, x-coordinates of pr+1, …, pn–1 in the 

considered example represent a geometric progression 

with ratio 2. Even with relatively low n and really small d, 

the exponential growth quickly produces x-coordinates 

out of the range of the IEEE 754 floating-point 

specification. If we choose d = 1, n = 1000, r = 500 and 

x501 = 0, for example, then we get x1000 = 2499  1.6*10150, 

which is usually far beyond the expected range in 

industrial, GIS and other practical applications. 

 

Phase HT-DSL DP-DSL 

Construction   

Strip identification O(n) O(n log n) 

Point insertion Θ(n log n) Θ(n log n) 

DSL splitting 0 O(n) 

Maintenance of Borders 0 O(n log n) 

Quering   

Local search Θ(n2) Θ(nn) 

Inter-strip search Θ(n2) Θ(n2) 

Table 2: Worst-case time complexities of particular 

phases in the HT-DSL and DP-DSL approach. 

 

 

Figure 7: Construction of the Θ(n2) time example based on 

geometric progression. 

Note that the total local search time of the DP-DSL 

approach could be improved from O(nn) to O(n log n) by 

splitting the strips of size q = O(log n) instead of current q 

= 3n. Although this change does not critically increase 

theoretical worst-case time complexities of other phases, 

it usually results in slower practical performance due to 

the increased number of DSL splits and initial positioning 

operations in much more DSLs during the inter-strip 

search. 
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3.2 DP-4DSLs approach 

We have recently developed an engineering solution 

which handles the considered problematic examples in the 

desired (optimal) time bounds. It additionally performs the 

vertical DP. In each strip, two orthogonal DSLs are 

constructed, the horizontal one sorted by the x-coordinate, 

and the vertical one sorted by the y-coordinate. Each point 

is therefore placed into four DSLs: XH-DSL (also in the 

DP-DSL approach) and YH-DSL are assigned to each 

horizontal strip, and XV-DSL and YV-DSL are 

constructed in each vertical strip (see Fig. 8). Note that the 

strip splitting threshold can be found by help of the 

orthogonal DSL in a quicker way than with the 

aforementioned SELECT algorithm. 

In each iteration of the local search, the method 

performs one move in each DSL which are all addressing 

the same radius d. The nearest point is found when the first 

DSL (the winner) examines all the points within the 

distance d around the query point. We have not managed 

to theoretically prove optimal time complexity but the 

performance in the considered cases (I to VI in Table 3) 

appears promising.   

 

• The cases I and II were already considered in Table 1. 

In the DP-4DSLs approach, the nearest-point of any 

point p is its direct predecessor in the YH-DSL. The 

total local search and inter-strip times are both Θ(n) 

and thus the total time Θ(n log n) is determined by the 

construction phase.  

• In the ladder example rotated 90 degrees (case III), 

the local search in the HT-DSL and the DP-DSL 

approach examines at most two points, but the inter-

strip search traverses Θ(n) strips for half of the query 

points, resulting in Θ(nn) total time. In the DP-

4DSLs approach, XV-DSL has the same role as YH-

DSL has in cases I and II, resulting in Θ(n log n) total 

time.  

• Case IV was addressed by the HT-DSL and DP-DSL 

approach in Section 3.1 already. In the DP-4DSLs 

approach, however, XV-DSL provides O(1) local 

search and inter-strip search times and thus the total 

time Θ(n log n) is determined by the construction 

phase.  

• In case V where the configuration from case IV is 

rotated 90 degrees, YH-DSL has the same role as XV-

DSL has in case IV, and optimal Θ(n log n) is again 

achieved. For the HT-DSL and the DP-DSL 

approaches, the same conclusions can be made as in 

case II. 

• “Regular” cases (VI) refer to those configurations, 

where an optimal Θ(n log n) time complexity is 

expected (see Fig. 5 and Table 1) within both, HT-

DSL and DP-DSL approach. Of course, the same 

optimal time complexity is expected by the DP-

4DSLs approach because the winner can either be 

XH-DSL (also used in the HT-DSL and DP-DSL 

approaches) or some other DSL outperforming XH-

DSL. Note that the HT-DSL and DP-DSL approaches 

usually outperform the DP-4DSLs approach in 

“regular” cases as maintenance of two partitions and 

four DSLs is quite expensive. 

• Note that the remaining YV-DSL, which is not met in 

the considered examples, is also necessary. It is for 

example the winner if a “regular” case won by XH-

DSL is rotated 90 degrees.  

 

 

Figure 8: A query point (filled grey) is in four DSLs: a) 

XH-DSL, b) YH-DSL, c) YV-DSL, and d) XV-DSL. 

 

Case HT-DSL DP-DSL DP-4DSLs Winner 

I Θ(n2) Θ(nn) Θ(n log n) YH 

II Θ(nn) Θ(nn) Θ(n log n) YH 

III Θ(nn) Θ(nn) Θ(n log n) XV 

IV Θ(n2) Θ(n2) Θ(n log n) XV 

V Θ(nn) Θ(nn) Θ(n log n) YH 

VI Θ(n log n) Θ(n log n) Θ(n log n) various 

Table 3: Comparison of the three approaches in the 

considered cases: I – ladder with an isolated point, II – 

ladder, III – ladder rotated 90 degrees, IV – geometric-

progression-based case from Fig. 7, V – case from Fig. 7 

rotated 90 degrees, and VI – “regular case”. 

4 Conclusion 
The paper considers a new (DP-DSL) approach to the 

incremental nearest-point search in 2-D. It guarantees 

Θ(n) interval strips, each containing Θ(n) points and, 

therefore, successfully prevents situations with over-

populated interval strips and decreases the total local 

search time from O(n2) to O(n n). In our opinion, this is 

an important acceleration, although the algorithm still fails 

to achieve an optimal O(n log n) time performance 

characteristic for the preliminary points arrangement 

approach. In addition, examples can be constructed 

(although hardly met in practice) which, just as the 

“traditional” HT-DSL approach still achieve quadratic 

inter-strip search time. The DP-4DSLs variant seems to 

solve the considered problematic examples in optimal 

time, but a formal proof is still missing. Construction of 

the Voronoi diagram on Θ(n) points and utilization of 
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two perpendicular DSLs in each Voronoi cell could have 

a potential, but one should first prove that such dynamic 

partition is generally possible, and then provide an 

efficient region splitting algorithm.  
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Model driven approaches have recently been exploited to implement simulation systems.  Most of the 

reported contributions have adopted the Model Driven Architecture (MDA), a model driven approach 

widely used in software engineering.  Simulation Platform Description Models (SPDM),  which are first 

citizens MDA models intended for the description of simulation platforms supporting the execution of 

simulation experiments, are not  explicitly considered in the previous works. The purpose of this work is 

to define a UML profile intended for the modelling of both simulation core concepts and simulation 

platforms. The contribution of this work is threefold: First we review and synthesize recent contributions 

in modelling and simulation approaches, practices and platforms; second we propose a resource-

oriented approach for the modelling of simulation platform elements; third we consider both 

component- and workflow-based simulation platforms. 

Povzetek: Predlagana je nova plaltforma za simulacije na osnovi virov. 

1 Introduction 
Recent research works recommended the practice of the 

Model Driven Engineering (MDE) in the field of the 

simulation [2, 3, 4]. The works in [5, 6, 7, 11] adopted 

approaches based on three steps: A conceptual modelling 

step where scientists or engineers build models, called 

Computational Independent Models (CIM) capturing 

the phenomena under study, a design step where 

simulation engineers build models called Platform 

Independent Simulation Model (PISM), and an 

implementation step where software engineers develop 

models called Platform Specific Simulation Model 

(PSSM). A series of model transformations allow to 

derive PISM models from CIM models, and PSSM 

models from PISM models. Furthermore the Model 

Driven Architecture (MDA), a variant of the MDE 

approach standardized by the Object Management Group 

(OMG) and targeting the software engineering 

community, emphasizes also another kind of model 

called Platform Description Model (PDM) [1].  This kind 

of model is used for the description of platforms that host 

the developed software applications.  

The MDA approach has been adopted, for instance, 

in the field of the real-time and embedded systems. UML 

profiles, like UML-MARTE [8], or Domain Specific 

Languages like AADL [27] have been defined to support 

the MDA practice in this field. Both provide mechanisms 

to describe PDM models, and, seem to be good 

candidates for the modelling of (software) simulation 

platforms.  In a previous work [22], we proposed a 

software engineering methodology for the development 

of multiscale modelling and simulation framework based 

on the UML-MARTE profile where an attempt to model 

the multiscale platform MUSCLE using the ingredients 

of the SRM (Software Resource Model) sub-profile of 

UML-MARTE have been conducted. The SRM sub-

profile is dedicated for the modelling of real time 

operating systems and middleware. Although it offers a 

wide range of (software) modelling elements and 

capabilities, most of them target the specific needs of the 

real time and embedded systems platforms, and with 

regard to our previous attempt [22], do not meet specific 

simulation engineering needs. According to our opinion, 

it is more natural and comfortable for the simulation 

engineering community to treat and manipulate their 

specific native entities and concepts as first class 

modelling elements.  

To the best of our knowledge, none of the current 

works on the MDE practices in the simulation field, 

addresses the issue of the Simulation Platform 

Description Model (SPDM), i.e., the description of 

simulation platforms that support the execution of 

simulation experiments.  The sole work targeting the 

modelling of simulation platforms is reported in [9].  

Discovering the commonalities and variations among a 

sample of open source multi-physics simulation 

platforms has been the main motivation of its authors. 

Although the work in [9] may serve as a reference 

architecture for simulation platforms developers, it does 

not offer, in our opinion, explicit mechanisms to develop 

models describing simulation platforms in the spirit of 

the MDA approach. 

The objective of this work is to define a UML profile 

for the simulation field intended to support the MDA 

practices in this field. The proposed profile particularly 

provides a set of appropriate modelling mechanisms for 

the description of simulation platforms. 

The contribution of this work is threefold: First we 

review and synthesize recent contributions in modelling 

mailto:mbettaz@philadelphia.edu.jo
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and simulation approaches, practices and platforms; 

second we adopt a resource-oriented approach for the 

modelling of simulation platform elements; third we 

consider both component- and workflow-based 

simulation platforms. These contributions are illustrated 

by a set of UML stereotype classes capturing core 

simulation concepts and platforms elements. 

The rest of this paper is organized as follows. 

Section 2 is devoted to the recent developments in 

modelling and simulation field. Section 3 presents the 

simulation field from the workflow perspective. Related 

works are discussed in Section 4. Our contribution is 

detailed in Section 5. Section 6 outlines a simple 

example. Finally conclusions and future works are given 

in Section 7. 

2 Recent developments in simulation 

engineering 
Simulation engineering, an emerging discipline that 

applies the principles of both simulation science and 

engineering fields, has been widely used to address 

various complex real-world problems. It mainly involves 

two complementary activities: 1) a modelling activity 

where simulation models of physics phenomena or 

engineering artefacts- are built, 2) a simulation activity 

where experiments are performed on these simulation 

models to achieve specific objectives such as 

understanding of phenomena, predictions, and 

performance study. The simulation engineering 

community developed a lot of specific software tools 

allowing not only to build such models but also to 

conduct experiments on them.  The literature reports 

various terminology to designate such tools, like 

simulation frameworks or simulation platforms; 

simulation platform is the designation that will be used 

along this paper to designate such simulation tools. A 

multitude of academic and commercial simulation 

platforms are available [10]: Some of them are domain 

dependent while others are generic. MUSCLE [6] and 

Mapper [12] simulation frameworks proposed generic 

simulation platforms. Domains where simulation is 

widely used are numerous: Physics, biology, medicine, 

and others. Integrated Plasma Simulator (IPS) platform 

[13], and Virtual Imaging Platform (VPM) [25] are 

respectively simulation platforms dedicated to the plasma 

physics and medical imaging domains. 

Due to the profusion of concepts, methods, 

frameworks and tools related to the modelling and 

simulation field, we present in the following a synthesis 

addressing advanced issues relevant to this field. 

2.1  Modelling and simulation core 

concepts 

A model is an abstract representation of reality. One of 

the practical uses of models is generating the dynamic of 

systems from their models. Simulation consists in 

moving a model over time, given some inputs. Models 

can be either in a mathematical form, i.e., a system of 

equations for example, or in an algorithmic form: In the 

first case the simulation takes the form of a kind of 

software, named simulator, that implements a solver for 

this system of equations; in this case models, often 

specified thanks to domain specific modelling languages, 

and simulators are separated.  Solvers may be 

categorized according to different criteria such as their 

application domain and their solving methods. They may 

be either legacy code or newly developed codes. In the 

second case, models are specified in terms of algorithmic 

components; models are embedded in the simulation 

code. In our work we deal with both cases. 

Simulation codes accept well defined scripts as 

inputs. These scripts specify the set-up and the protocol 

of the targeted experiments. Simulation engines interpret 

the input scripts and run the simulation of individual 

models. Simulation scripts are usually written thanks to 

specific scripting languages like Python, and Ruby, or in 

the form of standardized data representation languages 

like XML.  

2.2 Modelling and simulation approaches 

Modern modelling and simulation approaches distinguish 

between the monolithic approach and the partitioned one. 

In the first approach a single large scale model capturing 

the whole phenomena under study is built and then its 

associated simulation code is executed, while in the 

second one, a complex model is partitioned into a set of 

single models and then their associated individual 

simulation codes are coupled and then executed together. 

2.2.1  Partitioned methods 

A categorization of partitioned methods is given in[26]: 

(i) Multiphysics Partitioning  

This method is used when the model of the 

phenomena under study captures multiple physical 

processes, each of these physical processes belongs 

to a specific physics such as temperature and 

viscosity. In this case the model is decomposed into 

a set of sub-models; each of these sub-models 

concerns a specific physical process, and all sub-

models of the model operate on the same time and 

space scales. 

(ii) Multiscale Partitioning  

This method is used when the model of the 

phenomena under study captures only one   physical 

process; this model, because of its complexity, is 

decomposed into a set of   sub-models that operate 

on different time and space scales. 

(iii) Multiphysics Multiscale Partitioning 

Here multi-scale and multi-physics methods are 

both used. This method is used when the model of 

the phenomena captures multiple physical processes 

that don’t operate on the same scales. 

Partitioned simulations encompass not only the 

performance of a set of single simulation experiments but 

also the interactions between these single simulation 

experiments. It presupposes the availability of specific 

mechanisms, called coupling mechanisms, having the 
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mission to drive these interactions. Two issues need to be 

addressed when coupling single experiments:  

(i) The format of the data exchanged between coupled 

simulation experiments, 

(ii) The interaction pattern governing the interaction 

between coupled simulation patterns.  

The same approach, based on a usual programming 

technique called wrapping, is generally used on almost 

all simulation platforms that deal with the experiments 

coupling issues. The wrappers are pieces of code that 

embodies the simulation code of single experiments.   

For instance the layered architecture of the Integrated 

Plasma simulation platform described in [13] 

distinguishes between data wrappers and coupling 

wrappers:  

The data wrapper takes in charge the data conversion 

from the internal data format used by single experiments 

into a common exchange data format. The European 

Fusion research community suggested a generic data 

structure, named Consistent Physical Objects (CPO), as a 

common format for the data to be exchanged between 

single experiments. Data wrappers are not simulation 

platforms dependent. 

The coupling wrapper takes in charge the data 

motion as well as the pattern of the interaction between 

coupled single experiments during their data exchanges. 

Coupling wrappers, contrarily to data wrappers, are 

simulation platform dependents. 

2.2.2 Coupling issue 

In [14] the authors laid the foundations of multi-scale 

computing.  Their formalization of the multi-scale 

coupling reveals two complementary features related to 

this concept:  

(i) Coupling template: Specifying the information flow 

that may occur between any pair of coupled (single) 

experiments. Unidirectional as well as a 

bidirectional data flows are admitted. 

(ii) Coupling topology: A graph representing the 

couplings (edges) between pair of single sub-

models (nodes) belonging to a partitioned model. 

The graph edges are labelled by coupling templates. 

Two kinds of coupling topology are identified:   

a. Acyclic topology: It is characterized by  an 

absence of cycles in the coupling topology.  In 

this case coupled simulation codes can be 

ordered and executed sequentially; this kind of 

coupling is also named loose coupling. 

b. Cyclic topology:  It is characterized by the 

presence of cycles in the coupling   topology. In 

this case the order of the execution of individual 

simulation codes is not predefined; this kind of 

coupling is also called tight coupling. 

Figure 1.a and Figure 1.b [14] depict respectively the 

loose and the tight coupling of three sub-models 

belonging to a partitioned model. The arrows show the 

direction of their interactions. 

 
 

Figure 1.a: Loose Coupling of Sub-Models. 

 

 
 

Figure 1.b: Tight Coupling of Sub-Models. 

2.3 Orchestration of coupled simulations 

Three ways to coordinate and orchestrate a set of coupled 

single experiments are commonly used: 

(i) Centralized mode: A dedicated engine orchestrates 

and coordinates the enacting of single experiments 

according to predetermined patterns. 

(ii) Master/Slave mode: One of the single experiments 

plays the role of a master.  First, the master 

experiment is enacted and then the master 

experiment orchestrates the enactment of the other 

single experiments, called slave experiments, in a 

sequential way. 

(iii) Component based mode: The coordination is 

distributed over all the participating single 

experiments.  

3 Simulation from the scientific 

workflow perspective 
The workflow technology, mainly used by the business 

community, seems to be one of the promising approaches 

adopted by the scientific community; the concept of 

scientific workflows emerged as an alternative to the 

conventional concept of business workflow. There are 

similarities as well as differences between the two kinds 

of workflows. For example, business workflows are 

control-flow oriented, while scientific workflow are 

mainly data-flow oriented.  The readers interested in 

more details may refer to [15].   
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3.1 Scientific workflows 

A workflow is a pre-defined set of work steps with a 

partial order on these steps [17]. Work steps represent 

tasks to be carried out when they are enacted by 

workflow engines. 

Scientific workflows Management Systems have 

been developed during the last two decades. They are 

intended to manage, enact and monitor scientific 

workflows which are a composition of a series of 

computation and/or data manipulation [13]. Scientific 

workflows are enacted and orchestrated by specific 

engines, called workflow engines, forming the core 

components of scientific workflows Management 

Systems. Some examples of known scientific workflows 

management systems are Taverna, Kepler, and Vistrails 

[16].  

Generally, workflows describe control flows and/or 

data flows. Scientific workflows are usually classified 

into two categories: Abstract and concrete workflows 

[19]. Quoting the authors of [18]: “An abstract scientific 

workflow is a definition of a scientific process with 

emphasis on the analytical operations or function to be 

performed rather than the mechanisms for performing 

these operations”. In opposite, concrete scientific 

workflows bind the work steps to resources that execute 

the corresponding tasks. 

3.2 Simulation workflows 

Simulations of scientific or engineering models are seen 

as kinds of scientific workflows. Simulations of models 

are often described by scientific workflows. These 

workflows follow specific patterns/motifs and include 

various kinds of steps: Data processing steps, 

solving/simulation step, visualization step, and data 

exchanges step. In [24] the authors elaborated catalogues 

of common motifs for both scientific workflows and data 

operations that may be performed when conducting 

scientific experiments.   

The iterative pattern is one of the most used control 

patterns to describe the workflow of individual 

experiments. For instance structured loops are a kind of 

iterative pattern.   

In the case of a multi-experiment the workflows of 

the participating individual experiments are coupled.  

Their coupling is performed thanks to a set of data 

exchanges constrained by specific interaction patterns. 

The authors of [20] suggest the concept of 

“choreography”, borrowed to the business management 

community, to couple the workflows of single 

experiments. Every single experiment is realized as an 

orchestration of scientific services and the whole multi-

experiment is described by choreographies without a 

centralized control.   

4  Related works 
The literature reports two different directions regarding 

the development of simulation frameworks: 

(i) Component based approaches inspired from the 

software component-based design and 

programming methods,  

(ii) Workflow based approaches inspired from the 

workflow based business systems. Recent works 

with respect to each of these two research directions 

emphasize the MDA practices.  

In [7] the authors proposed a simulation framework 

based on the hierarchical component-based approach. 

Their framework is supported by well-defined meta-

models capturing Conceptual Simulation Models (CSM) 

as well as Platform Independent Simulation Models 

(PISM). However they did not define meta-models that 

capture Platform Specific Simulation Models (PSSM); in 

fact these are considered as implementations of PISM 

models. PISM and PSSM terminology used in the 

simulation field corresponds respectively to the PIM and 

PSM terminology used in the software engineering field. 

It is worthwhile to note that the work in [7] does not 

consider the simulation platform description models as 

primary models. 

The authors in [21] adopted a workflow based 

approach for the simulation framework they developed. 

Their approach, based on an MDA approach too, relies 

on three distinct  levels: A conceptual level at which the 

modellers describe the models that capture the 

phenomena under study; an abstract level at which PSSM 

models, independent form  the computing infrastructures 

are conceived; a concrete level at which models are 

strongly dependent from the computing infrastructure 

intended to host the simulation experiments; these last 

models, called Platform Description Models (PDM) refer 

to the hardware infrastructure rather than to the 

simulation workflow framework. Conceptual models are 

first transformed into specific intermediate 

representations which are themselves converted to 

abstract workflows to be enacted by a targeted scientific 

workflow framework.  

Both research works does not consider the modelling 

of simulation platforms.  To the best of our knowledge, 

the sole research work that investigated the issue of 

simulation platform modelling is described in [9]. Its 

authors aimed at discovering commonalities and 

variations among a sample of open source multi-physics 

simulation platforms, and proposing a feature model 

capturing the discovered commonalities and variations 

using the feature-oriented modelling approach. 

According to the authors, one of the possible uses of their 

produced feature model is to serve as a reference for 

simulation platforms developers.   

Our research work, contrarily to [9], targets the 

modelling of simulation platforms in the context of the 

MDA approach for the simulation domain, i.e., providing 

a UML profile intended to build Simulation Platform 

Description Models (SPDM) for simulation experiments; 

in opposite to [21], PDM models here refer to simulation 

platform models rather than to computing infrastructure 

models.  

The present work considers scientific workflows for 

the description of scientific experiment behaviors, and 
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relies on the concept of generic resources as defined in 

[8] to model elements of simulation platforms.    

5 The proposed UML profile 
In this section we develop our UML profile intended for 

the simulation field. A set of UML stereotypes   intended 

to capture core concepts of the simulation domain are 

exposed.  

5.1 Linking PISM and SPDM models 

The proposed profile focuses on the SPDM modelling. 

Figure 2 depicts the well-known relationship between the 

PISM, and PSSM models. Elements of PISM models are 

mapped to elements of SPDM leading to PSSM models.  

  

Figure  2:   Linking PISM and PSSM. 

Our approach relies on two first class UML model 

elements to describe simulations: 

-Experiment: intended to describe the simulation of either 

a monolithic model or   the simulation of a single model 

(member of a partitioned model). 

-Simulation: intended to describe the architecture of the 

simulation of a whole model (either monolithic or 

partitioned model) according to a desired simulation 

approach (monolithic/partitioned) and design 

(component-based/ workflow-based).   

5.2 PISM model elements 

In this section we identify and define a set of UML 

stereotypes that constitutes the main PISM model 

elements of our profile. 

5.2.1 Simulation stereotype 

The simulation and experiment concepts, as defined 

above, are modelled as stereotypes. Both extend the 

UML BehavioredClassifier metaclass which is a UML 

classifier that owns behaviors.  

A. The class diagram depicted in Figure 3.a describes the 

Simulation stereotype and the hierarchy of its refined 

stereotypes covering various kinds of simulation 

approaches. 

Comments: 

(i). Simulation Stereotype includes at least two 

properties. 

IdentifierElts reports a set of required elements that may 

identify and characterize conducted simulations such 

their identification number, their date, the target domain, 

the version number. 

SimulParam is used to report some parameters related to 

the simulation itself; for instance the duration of the 

simulation, the space dimension of the simulated model 

and others. 

(ii). PartitionedSimulation and MonolithicSimulation are 

refinements of the Simulation Stereotype. Expnumber 

property defined in PartitionedSimulation records the 

number of single experiments participating to a 

partitioned simulation instance. 

(iii).MultiscaleSimulation is a refinement of the 

PartitionedSimulation stereotype. Its scales property 

records the kinds of scale dimension (time, space, time 

and space) characterizes a simulation instance.  

Dimension is an enumeration type intended to carry 

various kinds of scales. 

       Dimension == time | space | time&space |….. 

A.The class diagram shown in Figure 3.b   presents a 

hierarchy of various multiscale simulation design 

approaches according to the way coordination and 

orchestration of coupled single experiments are done. 

 Comments: 

(i). CompBasedMsc stereotype represents multiscale 

simulations designed according to the component based 

approach.  Conf property records the configuration of 

multiscale simulations i.e., its topology (refer to section 

2.2.2). We introduce the stereotype Coupling as an 

extension of the UML Association metaclass to model 

the simulation configuration. The details of this 

stereotype are shown in Figure 3.d. 

 

(ii). WrkFlowBasedMsc stereotype represents multiscale 

simulations designed according to the workflow based 

approach. It is mainly characterized by two properties. 

Wbeh property specifies the abstract workflow associated 

with the workflow based multiscale simulation.  The 

WorkFlowBeh stereotype is defined in the part A of 

section 5.2.3 

 

Figure 3.a: Simulation Stereotype and its Refined 
Stereotypes. Remark: UML TypedElement refers to a 
pair (named element, its associated type). TypedElement 
[0..*] means zero or more.  
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Map property specifies the mapping between workflow 

nodes and their corresponding workflow call actions. 

The Mapping class is a datatype that records (workflow 

node, action to be called) pairs. The concept of UML call 

action is detailed in the part B of section 5.2.3. 

 

(iii). CentralizedMsc stereotype represents multiscale 

simulations designed according to the centralized version 

of the workflow based approach. It refines WrkFlowMsc 

stereotype. Its coord property (instance of the 

Coordinator class) is intended to represent the central 

coordinator that orchestrates the whole simulation 

workflow.  The Coordinator class is not detailed in this 

paper.  

 

(iv). MasterSlaveMsc stereotype represents multiscale 

simulations designed according to the master/slave 

version of the workflow based approach. It refines the 

WrfFlowMsc stereotype. Its Master property records the 

single experiment that plays the role of master in the 

whole multiscale simulation. 

 

 
Figure 3.b: Hierarchy of MultiScale Design Approaches. 

Figure 3.c shows the relationship between the stereotypes 

Monolithic/Partitioned and Experiment stereotypes 

(more details on the Experiment stereotype are given in 

the section 5.2.3)   

  Monolithic simulations include only one single 

experiment whilst partitioned simulations include more 

than one single experiment. 

 

 

Figure 3.c Linking Simulation with Experiments.  

5.2.2 Coupling stereotype: 

Various kinds of couplings are identified:  

- Direct coupling between pairs of experiments 

participating to component based multiscale 

simulations. This kind of coupling may various 

forms. For instance the designers of the MUSCLE 

multiscale platform use the term “coupling template” 

to refer to these coupling forms. 

- Indirect coupling between slave experiments through 

a master experiment in case of master-slave 

multiscale simulations. 

- Indirect coupling between experiments through a 

coordinator in case of centralized multiscale 

simulations. 

 

Figure 3.d shows the specification of the proposed 

Coupling stereotype. This stereotype extends the UML 

association metaclass and it is characterized by the 

following properties: 

 

 
Figure 3.d: Coupling Stereotype. 

+ CplIdElts: Specifies suitable information susceptible to 

identify its instances. 

+ CplIType: Set of suitable typed elements allowing to 

specify the kind of the coupling. 

+ SourceNode, TargetNode: These attributes play the 

role of the UML association end. They specify the model 

elements that are coupled. 

5.2.3 Simulation behavior stereotype  

Instances of both Experiment and Simulation stereotypes 

own their specific behaviours. The stereotype 
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SimBehavior is intended to capture various simulation 

and experiment behaviors. 

 

A. Figure 4.a shows a class diagram depicting the usual 

behaviors met in the simulation   world. The SimBeh 

stereotype is intended to model the behavior of 

experiments and simulations. Two categories of behavior 

are identified. The opaques ones characterized by their 

unknown structure, and the regular ones characterized by 

well-defined, regular and known structures. For instance, 

workflows and automata-like structures are kinds of 

regular behavior.  

Comments: 

(i) Opaque behaviors, as defined in the UML 

infrastructure, are usually characterized by their body 

(body source plus the language used to express the 

source); in the context of our work, Opaque Experiment 

stereotype represents experiments driven by simulation 

engines. Here we adopt the UML Opaque Behavior 

metaclass as a base class. 

(ii) Automata-based behavior which are explicitly 

described by automata-like formalisms such as Cellular 

Automata or others. Such kind of behaviors may, for 

instance, characterizes the behavior of single experiments 

that participate to multiscale simulations. Here we adopt 

the UML State Machine metaclass as a base class. 

(iii) Workflow-based behaviors which are explicitly 

described by abstract workflows. Such kind of behavior 

may for instance characterizes the behaviour of 

monolithic simulation as well as multiscale simulations. 

These are often expressed in terms of Petri nets or UML 

activity diagrams. The authors of [23] defined a profile 

for scientific workflows by proposing a refinement of the 

UML Activity metaclass tailored to their own abstract 

workflow language. In our work we define the 

WorkFlowBeh stereotype to represent abstract simulation 

workflows by extending the UML Activity metaclass.  

SimMotif is one of the properties associated with the 

WorkFlowBeh stereotype. It is intended to specify the 

abstract motif/pattern of simulation workflows. Abstract 

simulation workflows are composed by sets of workflow 

nodes assembled according to a particular structure.  We 

assume the availability of a library of UML model 

elements regrouping a catalogue of usual simulation 

workflow motifs.  

B. More on Workflow based Experiments 

Workflow-based experiments are usually composed of 

work steps structured and organized according to a 

specific workflow motif/pattern. In order to be 

independent from specific abstract workflow language, 

we adopt a solution, used by some workflow engines, 

that uncouples the workflow motif nodes from the task to 

be performed at the node level.  To achieve this 

objective, we rely on the UML Behavior metaclass 

infrastructure to define the SimulationWorkflowStep 

stereotype.  

This stereotype extends the UML Call Operation and 

Call Behavior metaclasses which are themselves two 

refinements of the UML Execution Action metaclass: 

 

 

Figure 4.a    Typology of Simulation Behaviors 

- Call Operation is used to trigger atomic operations 

that correspond to simulation processing steps, like 

solving, data processing or data interaction steps. 

- Call Behavior is used to trigger behaviors that 

correspond to potential sub-workflows contained in 

simulation workflows (hierarchical workflow motifs). 

It is useful to handle the master/slave approach (a 

master experiment enacting a slave experiment) and 

the centralized approach (a coordinator enacting the 

workflow of single experiments). 

Figure4.b shows two refinements of the 

SimulationWorkflowStep stereotype: 

  SimAction stereotype representing various kinds of 

atomic simulation actions call (solving, data processing, 

data interaction operations) that may be associated with 

nodes of abstract workflow motifs. It extends the UML 

Call Operation metaclass. 

  WrkFAction stereotype representing sub-workflows 

with call action that may be associated with nodes of 

workflow motifs. It extends the UML Call behaviour 

metaclass. 

5.2.4 Experiment and simulation model 

stereotypes 

The Experiment stereotype represents PSIM elements. 

Figure 5 shows the features of this stereotype. 

(i) IdentifierElts property records any useful 

information susceptible to identify the experiment 

(identifier number, experiment date, version, and 

eventually others). 

(ii) ExpParam property records experiment parameters 

(experiment duration, and eventually other 

parameters). 
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Figure 4.b: Simulation WorkFlow Step Stereotypes 
Hierarchy. 

(iii) ArchElts property is intended to record any useful 

information related to the various simulation design 

approaches. The type of ArchElts property type is 

kept flexible in order to describe various simulation 

design approaches (monolithic, component based, 

centralized workflow based, master/slave workflow 

design approaches). ModelElement is a UML-

MARTE defined metaclass that refers to any UML 

classifier. 

(iv) Smod property specifies the simulation model 

targeted by the experiment.   It may be either a 

whole simulation model (monolithic simulation) or 

a single simulation model (partitioned simulation). 

 
Figure 5.  Experiment Stereotype. 

Figure 6 shows the features of the SimulModel class: 

(i) Field property specifies the application domain 

concerned by the simulation (engineering, physics, 

biology, and others). Domain class represents the 

various domains where simulations may be 

conducted. 

 

 
Figure 6. SimulModel Class. 

(ii) Ph property specifies the domain specific 

phenomena targeted by the simulation. 

(iii) SlvMth property specifies the set of mathematical 

methods that may be used to solve the simulation 

model. We define SolvingMethod a stereotype as an 

extension of the UML OpaqueExpression 

metaclass. 

5.3 SPDM model elements 

Simulation and experiments, as previously mentioned, 

are hosted and executed by simulation platforms.   
UML-MARTE profile provides the concept of 

Resource to model in a uniform way hardware as well as 

software elements. Resources are abstract entities that 

provide services and they are themselves composed of 

other resources. We refine the concept of abstract 

resource to concrete (software) elements of simulation 

platforms. 

In the present work we focus on only two core 

stereotypes   that may be used to model PDSMs: Engines 

and Data Processor resources.  

5.3.1 Engine resources 

The concept of “engine’ is often used in the simulation 

field as well as in the workflow technology. Here engines 

represent virtual computing resources that interpret and 

run scripts or workflows written in specific formalisms.  

Engine refines the abstract Resource stereotype class 

defined in UML-MARTE profile.  

This abstract resource provides a set of services 

common to all kinds of resources.  

Figure 7 shows two kinds of engines: Simulation and 

Workflow engines. 

A. SimulationEngine: An engine that interprets opaque 

simulation code written in specific formalism/language. 

It may also be a simulation tool, called simulator, that 

performs solving methods; simulators accept models and 

simulation scripts as inputs. 
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Figure 7. Simulation and Workflow Engines Stereotypes. 

(i) Interpreter: Specifies the formalism that is 

interpreted by the simulation engine, 

(ii) Kind: Specifies the type of simulation engine. 

SimulEngineEnumeration==  

                        simulator| embedded simulation code |…. 

(iii) Slv-method: Specifies the set of  numerical method 

that are supported by the simulation engine. 

(iv) Computation: Specifies if the engine performs 

sequential or parallel computations. 

 

Figure8 represents the main features of the Simulation 

Engine stereotype. 

 
Figure 8: Simulation Engine Stereotype. 

B. WorkflowEngine: An engine that is responsible for the 

interpretation of executable workflow and the 

orchestration of workflows. It is a kind of scheduling 

resource. Workflow steps may be either basic/atomic 

tasks or sub-workflows. Modellers specify their 

workflows using either a human readable textual script or 

a diagram-based workflow language (Front- 

 

End workflow language), while workflow engines 

interpret platform readable and executable workflow 

languages (Back-End language). 

Figure 9 depicts the main features of the Workflow 

Engine stereotype. 

 
Figure 9. WorkflowEngine Stereotype. 

(i) WorkFlowPattern is a sub-class of the Control 

Node meta-class. It includes the usual set of control 

nodes found in simulation workflows like sequence, 

loop, and parallel. 

(ii) ExternResourceWrapper, and EngineWrapper are 

derived from the UML Adapter pattern. External 

ResourceWrapper refers to wrappers that 

encapsulate data processing operators, and 

EngineWrapper refers to wrappers that encapsulate 

simulation engines in case of cooperation between 

workflow engines. 

5.3.2 Data processor elements 

In the following, we present a set of stereotypes aiming 

to model a set of specific computing resources that are 

able to support the execution of specific operations: data 

operation, and data interaction. We model these 

resources as kinds of virtual processor.  

Our approach to categorize the data operations is 

slightly different from the one reported in [20]. We 

differentiate the data processing operations that may 

operate inside individual experiments, the intra-

experiment case, from the operations on data that are 

performed along the data motion from one single 

experiment to another experiment, the inter-experiment 

case.  A categorization of these Data processors is shown 

in Figures 10a, 10b, and 10c. The following kinds of data 

processor are identified: 

A. Inter-Experiment Data Processor 

Data are potentially subject to manipulation during 

their motion between single experiments. Each kind of 

manipulation is described by a specific (mathematical) 

function or algorithm. Two kinds of manipulations are 

identified: 

 (i)   Data transformation: filtering, 

(ii)  Data combination: usually carried out by operators 

called Mappers.  

  (a)  Data aggregation: aggregating multiple data  

         sources to one data source, 

  (b)  Data dis-aggregation: separating one data  

         source into multiple data sources. 

B. Intra-Experiment Data Processor 

Usually the input data need to be set into a specific 

format before to be submitted to simulation engines. The 

output data (produced by simulation engines) need also 

to be set in specific formats before to be visualized to the 

modellers. Commercial and academic libraries provide 

such data processors. 

 

 

Figure 10 a.  Data Processors Classification. 
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Figure 10 b. Data Combinator Processors Classification. 

 
Figure 10.c   Data Transformer Processor. 

  
Figure 11: Data Processor Stereotype. 

C. The stereotype Data Processor inherits from the 

Resource class. Its main features are: 

(i) InputElts:  Specifies the number and types of inputs 

which depend from the kind of data processor, 

(ii) OutputElts: Specifies the number and types of 

outputs depend from the kind of data processor, 

(iii) ProcessingElts:  Specifies an algorithm (body) that 

implements the analytic (mathematical) operation to 

be performed as well as a set of appropriate 

parameters qualifying its performance.  

5.3.3 Data interaction operator 

Single experiments participating to multiscale 

simulations are coupled according to specific coupling 

mechanisms.  They exchange data either in a direct way, 

in case of a component based multiscale simulation 

approach or in an indirect way in case of master/slave 

and centralized multiscale simulation approaches.  

Our profile provides a stereotype class named 

DataInteractionOperator intended to run various kinds 

of coupling (data motion according to specific 

templates).  It represents an abstraction of the so-called 

coupling wrappers mentioned in the section 2.2.1. We 

adopt and refine the UML Adapter pattern to define this 

stereotype. 

6 Example 
In this section we introduce a simple example to illustrate 

the (partial) use of our proposed profile.  The example 

exposes only the PISM model elements. 

The example presents a component based multiscale 

simulation which consists of two single scale 

experiments namely C1 and C2 interacting through two 

couplings namely Cp12 from C1 to C2 and Cp21 from 

C2 to C1.  

C1 is the experiment on the simulation model Mod1 

and C2 is the experiment of the simulation Mod2.  Both 

Mod1 and Mod2 are single scale models of the 

partitioned simulation model Mod. 

 

a. Instantiation of the stereotype Simulation with the 

following tags: 

+ IdentifierElts =  
     SimlId: String 

       SimDt: Date 

       SimVersion: String 
       SimDm: Domain                         /Domain: a data type/ 

 

+ SimulParam = 
    SimDuration: Time 
      SimSpace: Space                       /Space:  a data type/ 

      SimMd:  SimulMod                  / Simulation Model/  

     

b. Instantiation of the stereotype MultiscaleSimulation 

with the following tags: 

+ scales = time&space    /value of Dimension Enumeration type/ 

+ExpNumber = 2     /property of PartitionedSimulation 

 

c.Instantiation of the stereotype CompBasedMsC  

+Conf =  
     Cp12: Coupling 
     Cp21: Coupling 

Two couplings in our example Cp1 and cp2  

 

d. Instantiation of the stereotype Coupling 

+ CplType= 
    CcplK: CouplingKind           /CouplingKind:  enemuration data type/ 

    CpT: CouplingTemplate    /CouplingTemplate is a data type/ 

+ CpMeth: OpaqueExpression  /coupling code algorithm  

 

+ SourceNode =  
           Src: InPort              /InPort: a UML model element/ 

+ TargNode =   
           Targ: OutPort      /OutPort: a UML model element  

 

     For Cp12 Instance  
      CplK =  directcoupling   /direct coupling between two experiments/ 

      CpT =    tempX    / templateX is one instance of CouplingTemplate/ 

      CpMeth = MethX      /MethX: a coupling algorithm for tempX/ 
      Src =out1 

      Targ= in2 
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     For Cp21 Instance  
     CplK =  directcoupling   /direct coupling between two experiments/ 

      CpT  =    tempY    / templateY is one instance of CouplingTemplate   

     CpMeth = methY      /MethY a coupling algorithm for  tempY / 
     Src =out2 

     Targ= in1 

 

e. Instantiation of the stereotype Experiment   

From the architectural point of view Experiment 

instances are seen as components owning an internal 

behavior and characterized by a set of input and output 

ports for their interaction (coupling) with other 

experiments. In this example we use the SEL (SubModel 

Execution Loop) behavior borrowed from the MUSCLE 

multiscale framework. 

 

+ IdentifierElts =  
         ExpId: String 
         ExpDt: Date 

         ExpVersion: Integer 

 

+ArchElts = 
 ExpBeh: SEL      / SEL:  Behaviour of specific cellular automata/ 

 ExpIn: InPort [1..*]                         / InPort: model element/ 
 ExpOut:OutPort [1..*]                   /  OutPort: model element/   

 

For C1 Experiment instance: 
         ExBeh =sel1   \ an instance of the SEL data type\ 

         ExpIn = {in1} 

         ExpOut = {out1} 
For C2 Experiment instance: 

ExBeh =sel2   \ an instance of the SEL data type\ 

        ExpIn = {in2} 
ExpOut = {out2} 

 

+ExpParam = 
 ExpTimeScale: Time                  /Time scale of the Experiment/ 

 ExpSpaceScale: Space               /space scale for the experiment 

 
For C1 Experiment instance: 

 ExpTimeScale = t1 

 ExpSpaceScale = sp1  
 For C1 Experiment instance: 

 ExpTimeScale = t2 

 ExpSpaceScale = sp2 
     

+SMod =_Mod1     (Mod2 for the C2 Experiment instance). 

 
Realistic and complete case studies are currently under construction. 

7 Conclusion and future works 
In this work we present a synthesis of recent 

contributions in the modelling and simulation field 

encompassing up-to-date simulation topics. Model driven 

approaches for the simulation field are discussed.  Multi-

scale and multi-physics simulation methods and their 

related issues are outlined. Modern simulation platforms 

adopting a component- as well as a workflow-based 

approach are exposed. 

We also propose modelling mechanisms intended for 

the description of simulation platforms, thus making 

possible the development of a kind of MDA primary 

model called SPDM. For this purpose we define a UML 

profile including a set of useful UML stereotypes that 

capture core simulation concepts as well as core 

simulation platforms elements such as simulation 

engines, workflow engines, and simulation data 

processors. In this work, a resource-based approach, 

similar to the one used for the UML-MARTE profile, is 

adopted for the modelling of simulation platforms 

elements. 

As a first future work we plan also to develop UML 

meta-models for a set of widely used simulation model 

specification formalisms, thus enabling PISM-to-PISM 

transformations. 
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This paper presents a new variant of teaching learning based optimization (TLBO) algorithm for solving 

global optimization problems. The performance of the TLBO algorithm depends on coordination of 

teacher phase and learner phase. It is noticed that sometimes performance of TLBO algorithm is 

affected due to lack of diversity in teacher and learner phases. In this work, a new variant of TLBO 

algorithm is proposed   based on genetic crossover and mutation strategies. These strategies are 

inculcated in TLBO algorithm for improving its search mechanism and convergence rate. Genetic 

mutation strategy is applied in teacher phase of TLBO algorithm for improving the mean knowledge of 

leaners. While, Crossover strategy is applied in learner phase of TLBO algorithm to find the good 

learner. The effectiveness of the proposed algorithm is tested on several bench mark test functions of 

CEC’14. From simulation results, it is stated that the proposed algorithm provides more optimized 

results in comparison to same class of algorithms. 

Povzetek: V prispevku je opisan nov globalni optimizacijski algoritem na osnovi učenja optimizacije 

(TLBO). 

1 Introduction 
Optimization is an active area of research and it provides 

robust and viable solutions for complex real-world 

problems. A lot of efforts are needed to find optimal 

solution for these problems due to increase 

dimensionality, differentiability, multi-modality and 

rotation characteristics. Hence, a lot of research has been 

carried out in this direction to design a real-time 

numerical optimizer. This optimizer can provide more 

accurate, fast and computationally efficient optimization 

algorithms. Large numbers of algorithms have been 

developed by research community for solving many 

numerical optimization techniques. These algorithms can 

solve optimization problems efficiently and effectively. 

But, according to no free lunch theorem, there is no 

universal algorithm that can solve all optimization 

problems accurately. Over the past few decades, 

population based meta-heuristic algorithms have attained 

more popularity among research community. These 

algorithms have ability to turn itself according to 

problem domain and provide successful results for many 

complex problems. It is noticed that large numbers of 

optimization problems exist in the fields of engineering 

and science. These problems can be categorized as 

unimodal and multimodal optimization problems. 

Further, it can be characterized as unimodal separable 

and inseparable, and multimodal separable and 

inseparable. In literature, it is found that numbers of 

algorithms have been reported for solving these problems 

either maximizing or minimizing the objective function. 

Moreover, these algorithms are also adopted for solving 

real-life problems such as clustering, classification, 

scheduling, path planning, resource allocation, and many 

other problems. These algorithms are divided into two 

categories i.e. exact and approximation algorithms [1]. 

Exact algorithms find the optimal solution within 

bounded time, but having exponential computational 

time. The approximate algorithms provide better results 

in terms of time and solution using heuristics. Further, 

the meta-heuristic algorithms are also applied for solving 

the wide range of optimization problems. These 

algorithms are sub branch of approximate algorithms. In 

past decade, many meta-heuristic algorithms are 

developed for finding exact solution of optimization 

problems. Most of these are inspired through natural 

phenomena’s such as swarm behavior, insect’s 

characteristics, physics law and process etc. Some of are 

Simulated Annealing (SA) algorithm [2], Genetic 

Algorithm (GA) [3], Particle Swarm Optimization (PSO) 

mailto:yugalkumar.14@gmail.com
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[4], Ant Colony Optimization (ACO) [5], Harmony 

Search (HS) [6], Artificial Bee Colony (ABC) [7, 33], 

Firefly Algorithm (FA) [8], League Championship 

Algorithm (LCA) [9], Water Cycle Algorithm (WCA) 

[10], CSS [11, 12], MCSS[13, 14, 15], TLBO [16, 17, ], 

CSO[47,48] and Mine Blast Algorithm (MBA) [18].   

Recently, Rao et al., have developed teaching 

learning based optimization (TLBO) algorithm to solve 

the constrained and unconstrained optimization 

problems. This algorithm is inspired from class room 

based teaching methodology [19]. In short span of time, 

this algorithm become more popular among researchers 

and has been applied to solve variety of problems. A lot 

of optimization problems have been solved by using 

TLBO algorithm and provides better results in 

comparison to existing algorithms [20-24]. Still, there are 

several shortcomings that can affect the performance of 

TLBO algorithm such as quality of solution, stuck in 

local optima when solving global optimization problems, 

premature convergence, tradeoff between searching 

capability and local search ability. Hence, the aim of this 

work is to design an effective and efficient algorithm for 

addressing the convergence and quality of solution issues 

of TLBO algorithm. In order to overcome the 

aforementioned issues, this work investigates the 

capability of genetic crossover and mutation operators 

for improving the performance of TLBO algorithm. It is 

observed that proposed algorithm provides better results 

than traditional TLBO and other existing optimization 

algorithms.The rest of paper is organized as follows: the 

section 2 describes the related work on improvements in 

TLBO algorithm and its applicability in diverse fields. 

Section 3 introduces basic TLBO algorithm. The 

proposed genetic TLBO algorithm is illustrated in section 

4. Section 5 illustrates the simulation results of proposed 

TLBO algorithm using benchmark functions. The entire 

work is concluded into section 6 and future work 

reported in section 7. 

2 Related works 

This section describes the recent work reported on TLBO 

algorithm. Several studies have been published on the 

modifications of TLBO algorithm. Some of these are 

highlighted in this section. To make the effective tradeoff 

between exploration and exploitation capabilities, Rao et 

al. have developed an improved TLBO algorithm, called 

I-TLBO [25]. In this work, authors have introduced the 

concept of multiple teachers, adaptive teaching factor, 

self-motivated learning and tutorial training. The self 

learning and tutorial training methods can be acted as 

search methods. Further, to explore the local optimum 

solution in the hope of global optimum solution. The 

concept of multiple teachers is incorporated in TLBO 

algorithm to avoid premature convergence. Moreover, 

adaptive teaching factor is inculcated for fine tuning 

between exploration and exploitation capabilities. From 

results, it is seen that I-TLBO effectively overcome the 

aforementioned problems. Satapathy et al., have 

presented a new version of TLBO algorithm, called 

mTLBO for improving the convergence rate [26].  The 

proposed mTLBO algorithm is applied on global 

optimization problems for obtaining optimal solution. 

The proposed algorithm includes the concept of tutorial 

classes in learner phase to improve the outcomes of 

learners. The performance of mTLBO is compared with 

other state of art algorithm like PSO, DE, ABC and GA 

and it is observed that addition of tutorial class concept 

improves the results of TLBO algorithm. To enhance 

local search ability and quality of solutions, Haung et al., 

have incorporated levy flight based teaching learning 

process for TLBO algorithm [27]. The proposed 

algorithm is adopted to solve several engineering 

optimization problems especially industrial optimization 

problems. It is seen that the proposed algorithm 

outperforms than traditional TLBO algorithm. For 

improving the global performance of traditional TLBO 

algorithm, Zou et al., have developed an improved 

variant of TLBO algorithm based on learning experience 

[28]. Further, a copy operator is also integrated in TLBO 

algorithm and called it LETLBO. It is noticed that the 

learning experiences of learners are evaluated using two 

random possibilities. The performance of algorithm is 

tested on eighteen standard benchmark functions and 

compared with state of art algorithms. It is stated that 

above mentioned improvements significantly improve 

the global performance of TLBO algorithm. Ouyanget et 

al. have presented a new variant of TLBO algorithm to 

address global search and local optima issues, called GC-

TLBO [29]. In GC-TLBO, a global crossover operator is 

introduced for addressing global search issue. Whereas, 

the local optima issue is controlled using perturbed 

mechanism. The experimental results reveal that the 

proposed improvements make the TLBO algorithm more 

effective and significant one. Ghasemi et al. have 

developed gaussian bare bones teaching learning 

optimization algorithm, called GBTLBO for improving 

the quality of solutions [30]. The results stated that 

GBTLBO algorithm provides better performance than 

other algorithms being compared. To avoid the 

premature convergence and preserve the population 

diversity, Zou et al. have developed an improved TLBO 

algorithm based on dynamic group strategy [31]. 

Moreover, quantum behaved learning scheme is also 

inculcated into learner phase of TLBO algorithm to 

maintain population diversity. The feasibility of proposed 

algorithm is evaluated on eighteen benchmark functions. 

Simulation results stated that the proposed algorithm is 

one of effective and efficient algorithm for solving global 

optimization problems. Lim and Isa have presented a 

new algorithm by combining PSO and TLBO algorithms 

for solving global optimization algorithm, called 

TPLPSO [32]. The performance of TPLPSO is 

investigated on twenty benchmark functions and it is 

found that the TPLPSO exhibits better performance than 

other algorithm being compared. To identify the most 

relevant gene in the development of the breast cancer, 

Sahbeig et al. proposed a combination of TLBO and 

fuzzy adaptive PSO algorithm, called TLBO-PSO [36]. 

The performance of the proposed algorithm is evaluated 

using accuracy, sensitivity and specificity parameters. It 
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is revealed that the proposed algorithm obtains higher 

accuracy rate i.e. 91.88 as compared to other algorithms.  

Kumar et al. have applied a hybrid TLBO-TS algorithm 

to deal with problem of simultaneous selection and 

scheduling of projects [37]. The proposed approach is 

tested on several datasets and compared with TLBO and 

TS algorithms. It is seen that combination of TLBO-TS 

algorithm provides faster convergence than TLBO and 

TS algorithms. Patel et al. have applied teaching-learning 

based optimization (TLBO) to design ultra-low reflective 

coating over a broad wavelength-band using multilayer 

thin-film structures for optoelectronic devices [38]. The 

results of TLBO algorithm are compared with GA using 

Wilcoxon singed ranked test. It is observed that TLBO 

algorithm gives more effective results than GA. To 

enhance the performance of original TLBO algorithm 

and make the balance between local and global searches, 

Ji et al. developed an improved version of TLBO 

algorithm, called I-TLBO [39]. In proposed algorithm, a 

self feedback phase is incorporated to enhance the 

performance of original TLBO algorithm. The 

effectiveness of proposed algorithm is tested on several 

combinatorial optimization problems. It is stated that the 

proposed improvements have significant impact on the 

performance of TLBO algorithm. To solve numerical 

structural analysis problems, Cheng and Prayogo 

presented fuzzy adaptive teaching learning based 

optimization algorithm, called FATLBO [40]. In 

proposed algorithm, three search strategies are included 

for improving searching capabilities. The performance of 

proposed algorithm is examined over five well known 

engineering structural problems. The results show that 

the proposed algorithm gives excellent and competitive 

performance. To analyze and predict the time series data, 

Das and Padhy desgined a hybrid model based on 

support vector machine (SVM) and TLBO [41]. The 

proposed model avoids user defined control parameters. 

The validity and efficacy of proposed model is evaluated 

on COMDEX commodity futures index. The results 

stated that proposed model is more effective and 

performs better than PSO-SVM and SVM models. 

Kankal and Uzlu adopted neural network with TLBO 

approach for modeling and forecasting long term electric 

energy demand in turkey [42]. In proposed approach, 

TLBO algorithm is used to optimize the parameters of 

neural network. The simulation results of ANN-TLBO 

approach is compared with ANN-BP and ANN-ABC 

models. It is revealed that ANN-TLBO approach 

provides efficient results than others. Kiziloz et al. 

applied multi-objective TLBO algorithm for feature 

subset selection in binary classifications problems [43]. 

The performance of the proposed algorithm is evaluated 

on well known benchmark problems and compared with 

large number of meta-heuristic algorithms such as GA, 

PSO, NSGA, TS and SS. It is seen that TLBO is one of 

the competitive algorithms for feature subset selection 

problem. Prakash et al. presented quasi-oppositional self-

learning teacher-learner-based-optimization (QOSL-

TLBO) for solving non-convex economic load dispatch 

(ELD) problem [44]. In this algorithm, self learning 

mechanism is incorporated in teacher and learner phases. 

The robustness of the proposed algorithm is evaluated on 

standard IEEE generator system. Further, the results are 

compared with well known algorithms. It is seen that the 

proposed algorithm achieves minimum total cost for all 

generations. Zheng et al. adopted TLBO to solve multi-

skill resource constrained project scheduling problem 

(MS-RCPSP) with make-span minimization criterion 

[45]. To make effective balance between exploration and 

exploitation processes, the concept of reinforcement 

learning is introduced in TLBO algorithm. From 

simulation results, it is stated that the computational cost 

of proposed algorithm is far better than compared 

algorithms.  Birashk et al. designed a cellular TLBO 

algorithm for dynamic multi objective optimization 

(DMOO) problems [46]. The performance of cellular 

TLBO algorithm is evaluated and compared with state of 

art algorithms using well known DMOO problems. It is 

observed that cellular TLBO algorithm gives superior 

results than other algorithms. 

3 Teaching learning based 

optimization (TLBO) algorithm    

TLBO is a population based meta-heuristic algorithm. 

Like other population based algorithms, the global 

solution is represented using population [19]. TLBO 

algorithm works on the concept of classroom learning 

paradigm. The teachers are available to teach and 

enhance the knowledge of learners. The aim of teacher is 

to improve the learning capability of learners. Further, a 

learner can also enhance its skills by acquiring the 

knowledge from other learners.   TLBO algorithm 

consists of two phases: Teacher phase and Learner phase. 

The detailed discussions on these phases are outlined as 

given below.  

Teacher Phase: The aim of this phase is to improve the 

learning skills of students such that results of class 

improve significantly and this can lead the mean result of 

class. In general, teacher can improve the result up to 

certain level. In practice, several constraints are 

responsible for results such teaching method, teachers 

capability, learners grasping ability, interaction of 

learners to others and knowledge of learners. In teacher 

phase, M denotes the learner’s knowledge mean and T 

describes any teacher in iteration. The main task of 

teacher is to enhance present knowledge of learners. To 

achieve the same, the present mean knowledge of 

learners i.e. M to move towards the teacher knowledge 

i.e. T and it can be described using equation 1.  

Xi,new = Xi,old + r ∗ (XTeacher − Tf × Xmean)       1 ) 

In equation 1, XTeacher and Xmean represent the 

teacher and the mean of the knowledge of learner in ith 

iteration, Tf denotes the teaching factor, and r is a random 

number in the range of 0 and 1. The teaching factor is 

computed using equation 2. 

Tf = round(1 + rand(0,1))                                 (2) 

Learner Phase: The aim of the learner phase is to 

enhance the knowledge of learner from others. Hence, to 
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improve learning ability, a learner can interact with other 

learners randomly.  In learner phase of TLBO algorithm, 

learners learn knowledge from others. This learning 

capability of learners can be expressed as follows.  

If ith learner wants to interact with the kth learner and 

the fitness of kth learner is higher than ith learner, then the 

position of ith learner will be updated otherwise kth 

learner. This can be summarized in equations 3-4. 

Xi,new = Xi,old + ri × (Xk − Xi)                       (3) 

 Else 

Xi,new = Xi,old + ri × (Xi − Xk)                        (4) 

If the fitness of ith learner is better than old position, 

then new position take over the old one otherwise not.  

4 Proposed TLBO algorithm 

This section describes the working of proposed TLBO 

algorithm for solving global optimization problems. In 

this work, two amendments are made in TLBO algorithm 

for improving search mechanism and convergence rate. 

Hence, to achieve the same, genetic crossover and 

mutation operators are incorporated into TLBO 

algorithm. The genetic mutation operator is adopted in 

teacher phase. Further, genetic crossover operator is used 

to enhance learning capability of a learner through 

different learners. These improvements are illustrated in 

Algorithm 1 and Algorithm 2.   

Algorithm 1: Teacher Phase of TLBO algorithm 

For d=1 to N 

For j =1 to D  

            DifferenceMean = r(Tmean − Tf ×Mi) 

           Tf = round(1 + rand(0,1)) 

IF (DifferenceMean < 𝑟𝑎𝑛𝑑()) 

    Apply genetic mutation operator on TmeanandMi 

    Compute Difference Mean and generate the new     

    mean of knowledge (Xi,new) using equation 3. 

Else 

          Xi,new = Xi,old + DifferenceMeani 

End 

End 

Accept Xi,newif f(Xi,new) is better than f(Xi,old) 

End 

The aim of these operators is to maintain population 

diversity during teacher and learner phases, and further, 

overcome the chance of trapping in local optima. In 

learner phase, the knowledge of learner is not enhanced 

gradually, the fitness of leaner is compared with random 

function. If, it is less than random number, the crossover 

operator is applied to find other learner to enhance its 

skills and knowledge.  

Algorithm 2: Learner Phase of TLBO algorithm 

For i =1 to N 

Randomly pick two learners Xi and Xk such that i≠  j 

IF (𝐹(Xi) < 𝐹(Xk)) 

IF (𝐹(Xi) < rand()) 

Apply genetic crossover operator on XiandXk and 

generate the new position of learner Xk 

End IF 

Xi,new = Xi,old + ri × (Xk − Xi) 

Else  

Xi,new = Xi,old + ri × (Xi − Xk) 

End 

Accept Xi,newif f(Xi,new) is better than f(Xi,old) 

End 

The detailed description of proposed TLBO 

algorithm is given in Algorithm 3. The main steps of 

proposed algorithm are summarized as below and 

flowchart is illustrated in Fig. 1. 

 Algorithm 3: Algorithmic steps of TLBO algorithm 

Step 1: Initialize the number of learners (X), number  

               of dimension (D) and other algorithmic     

              parameters of TLBO algorithm.  

Step 2: Evaluate the positions of learners (X) and  

              compute the fitness function F(X).  

Step 3: Determine the best learner and it can be acted      

             as Teacher.  

Step 4: Compute  the mean of all learners (X) and  

              denoted as  Mean 

Step 5: While(stopping condition is not met) 

Step 6:  Apply teacher phase of TLBO algorithm  

               (Algorithm 1) 

Step 7: Apply learner phase of TLBO algorithm  

              (Algorithm 2) 

Step 8:  Update the Teacher and the mean 

Step 9:  End While 

Step 10: Obtain final optimal solution 

5 Results 
This section describes the results of proposed TLBO 

algorithm using benchmark test functions of CEC’14. 

These functions are combination of uni-modal and multi-

modal test functions that are highly trapped in local 

optima. The proposed algorithm is implemented in 

Matlab 2010 (a) environment using window based 

operating system having core i7 processor and 8 GB 

RAM.  The results of proposed algorithm are taken on 

average of 30 independent runs for each test functions. 

Mean and standard deviation are taken as performance 

parameters to compare the performance of proposed 

algorithm and other algorithms. The mean parameter 

demonstrates the efficiency of algorithms, whereas 

standard deviation parameter illustrates the robustness of 

algorithms. The experiment is performed using real 

dimension i.e.30 for all benchmark functions i.e. F1-F16. 

The performance of proposed algorithm is compared 
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with other state of art algorithms like PSO, GA, BA, 

FPA, ABC, FA, BBO, HS and TLBO. Table 1-2 depict  
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Figure 1: Flowchart of the proposed TLBO algorithm. 

 

Initialize number of learners (N), number of dimension (D) and other 

parameters of TLBO algorithm, termination condition 

Evaluate the positions of learners (X) and compute fitness function 

F(X). 

Compute the mean of all learners (X) and denoted as Mean 

 

Compute difference of dean for each dimension using   Meandiff. =
r(Tmean − Tf ×Mi) 

Determine the best learner and it can be acted as Teacher 

 

IF (DifferenceMean < 𝑟𝑎𝑛𝑑()) 

 

Apply genetic mutation operator on TmeanandMi 

Compute Difference Mean and generate the new  

Mean of knowledge (Xi,new) using equation 3. 

Accept Xi,newIFF(Xi,new) is better than F(Xi,old) 

Randomly pick two learners Xi and Xk such that i ≠  j 

IF (𝐹(Xi) < 𝐹(Xk) &&𝐹(Xi) <
rand()) 

Apply genetic crossover operator on 

XiandXk and generate the new position of 

learner Xk. 

Xi,new = Xi,old + ri × (Xk − Xi) 

Xi,new = Xi,old + ri × (Xk − Xi) 

Xi,new = Xi,old + ri × (Xk − Xi) 

Accept Xi,newIFF(Xi,new) is better than F(Xi,old) 

Is the termination condition satisfied? 

 

Obtained optimal solution 

 

Y 

Y 

N 

N 
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Table 1: List of test functions used for experimentation. 

No. 
Function 

Name 
Definition Parameter 

F1 Sphere F1(x) =∑xi
2

D

i=0

 [-100, 100] 

F2 Rosenbrock F2(x) =∑100(xi+1 − xi
2)2

D

i=1

+ (xi − 1)
2 [-30,30] 

F3 Rastrigin F3(x) =∑(xi
2 − 10cos(2πxi) + 10)

D

i=1

 [-5.12, 5.12] 

F4 Griewank F4(x) =
1

4000
∑xi

2

D

i=1

−∏cos (
xi

√i
) + 1

D

i=1

 [-600, 600] 

 

F5 

 

Ackley 
F5(x) = 20 + e − 20exp

(

 −0.2√
1

D
∑xi

2

D

i=1
)

 − exp (
1

D
∑cos(2πxi)

D

i=1

)  

[-32, 32] 

F6 Step F6(x) =∑(xi + 0.5)
2

D

i=0

 [-100, 100] 

F7 Schwefel F8(x) = 418.9828D −∑(xisin (√|xi|))

D

i=1

 [-500,  500] 

F8 Schaffer 
F9(x) = 0.5 +

sin2(xi
2 − xi

2) − 0.5

[1 + 0.001(xi
2 − xi

2)]2
 

[-100, 100] 

F9 Powell F10(x) =           ∑(x4i−3 + 10x4i−2)
2 + 5(x4i−1 − 10x4i)

2

D 4⁄

i=1

+ (x4i−2 + 10x4i−1)
4 + 10(x4i−3 + 10x4i)

4 

[-4, 5] 

F10 Zakharov’s F10(x) = ∑(xi)
2

D

i=0

+ (
1

2
∑ixi

D

i=0

)

2

+ (
1

2
∑ixi

D

i=0

)

4

 [-5, 10] 

F11 Michalewicz F11(x) = ∑Sinx1 (sin (
ixi
2

π
⁄ ))

20D

i=1

 [0, π] 

F12 Quartic F12(x) = ∑ixi
4 + rand(0,1)

D

i=1

 [-1.28, 1.28] 

Table 2: Benchmark test functions from CEC’14 suite. 

Function No. Functions Search Range Global Optimum 

F13 Rotated High Conditioned Elliptic Function [-100, 100] 100 

F14 Rotated Bent Cigar Function [-100, 100] 200 

F15 Rotated Discus Function [-100, 100] 300 

F16 Shifted and Rotated Rosenbrock’s Function  [-100, 100] 400 



New Variant of Teaching Learning Based... Informatica 43 (2019) 65–75 71 

 

Table 3: Results of proposed TLBO and other existing algorithm with test functions F1-F6. 

Algorithm Parameter 
Function 

F1 F2 F3 F4 F5 F6 

PSO 
average 3.00E-04 2.59E+01 3.58E-01 1.05E-01 5.21E-02 4.00E-04 

std. 1.50E-03 1.63E-01 6.98E-01 4.62E-02 4.06E-02 2.60E-03 

GA 
average 8.38E-01 4.53E+01 1.00E+00 8.61E-01 7.93E-01 7.87E-01 

std. 5.14E-01 2.16E-01 6.92E-01 6.48E-02 3.22E-01 5.64E-01 

BA 
average 1.00E+00 3.90E+01 4.27E-01 8.21E-01 1.00E+00 1.00E+00 

std. 1.00E+00 1.56E+01 1.00E+00 8.14E-02 1.00E+00 1.00E+00 

FPA 
average 4.28E-01 3.69E+01 5.92E-01 1.00E+00 3.17E-01 2.76E-01 

std. 8.26E-02 1.76E+01 3.54E-01 2.09E-02 7.36E-02 1.97E-01 

ABC 
average 6.00E-04 2.35E+01 3.29E-01 1.51E-02 9.63E-02 1.46E-02 

std. 1.00E-04 1.36E+01 4.25E-02 1.24E-02 7.86E-02 3.50E-03 

FA 
average 3.79E-02 1.72E+02 2.29E+01 1.05E-01 2.05E+00 3.11E-01 

std. 5.35E-02 1.30E+02 7.14E+00 5.45E-02 3.57E-01 1.18E-01 

BBO 
average 2.40E-03 5.91E+01 7.08E-02 1.89E-01 1.01E-01 1.71E+00 

std. 4.56E-04 1.27E+00 5.56E-02 3.36E-02 5.13E-02 3.71E-01 

HS 
average 5.22E-04 1.90E+02 1.69E+01 1.60E-01 1.09E+00 4.37E+00 

std. 3.29E-05 5.16E+01 2.66E+00 5.34E-02 1.36E-01 9.83E-01 

TLBO 
average 0 26.6567 1.87E−12  0 3.55E−15  2.74E−09  

std. 0 2.94E−01 6.66E−12 0 8.32E−17 5.36E−09 

Proposed 

TLBO 

average 0 23.9648 1.983 E-12 0 3.39 E−15  2.56E−11 

std. 0 3.26E−01 3.68E-12 0 6.53E−16 4.98E−13 

Table 4: Results of proposed TLBO and other existing algorithm using test functions F5-F8. 

Algorithm Parameter 
Functions 

F7 F8 F9 F10 F11 F12 

PSO 
average 9.82E+03 3.86E+02 5.13E-01 6.14E-10 -2. 96847 4.36E-03 

std. 6. 412E+02 1.13E+02 3.46E-03 1.35E-11 6.52E-01 5.71E-04 

GA 
average 4.62E+04 8.30E+02 5.40E-01 5.50E-10 -5.86E+00 2.35E-01 

std. 1.59E+03 3.93E+02 7.31E-03 7.62E-10 9.16E-01 6.71E-02 

BA 
average 2.76E+02 1.14E+02 8.25E-02 9.83E-14 -4.54E+00 4.13E-03 

std. 1.12E+02 8.61E+01 1.83E-02 4.86E-14 7.16E-01 7.87E-03 

FPA 
average 3.53E+02 8.62E+01 7.92E-02 5.22E-14 -3.86E+00 3.86E-03 

std. 1.26E+03 8.07E+01 3.82E-02 4.80E-14 8.35E-01 1.55E-03 

ABC 
average 2.79E+04 2.35E+01 3.29E-01 1.51E-02 9.63E-02 1.46E-02 

std. 2.10E+01 1.36E+01 4.25E-02 1.24E-02 7.86E-02 3.50E-03 

FA 
average 3.79E+02 1.72E+02 2.29E+01 1.05E-01 2.05E+00 3.11E-01 

std. 5.35E+01 1.30E+02 7.14E+00 5.45E-02 3.57E-01 1.18E-01 

BBO 
average 1.38E+02 7.50E-01 2.46E+02 1.30E-03 -3.92E+00 2.00E-05 

std. 1.14E+02 3.86E-02 6.47E+01 1.85E-03 1.31E+00 3.14E-06 

HS 
average 4.59E+02 1.53E-01 2.83E+02 1.03E-11 -4.32E+00 8.44E-04 

std. 5.86E+01 3.10E-02 1.06E+02 1.31E-12 1.06E+00 2.21E-05 

TLBO 
average 124.1484 0.0066 0.0066 4.64E-14 -4.352678 3.25E-04 

std. 2.60E+02 4.50E-03 4.50E-03 2.34E-14 1.44E-02 1.59E-04 

Proposed 

TLBO 

average 104.526 0.0058 0.0052 8.35E-16 -3.73415 5.14E-03 

std. 4.13E+01 3.66E-03 4.48E-03 1.42E-16 2.43E−2 2.86E-03 
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Table 5: Performance comparison of proposed algorithm and other meta-heuristic algorithms with extended  

                  benchmark functions of CEC’14. 

Algorithm Parameter 
Functions 

F13 F14 F15 F16 

PSO 
Average 9.78E+04 1.69E+03 5.73E+02 4.04E+02 

Std 2.82E+03 7.32E+02 1.92E+02 1.46E+01 

GA 
Average 9.02E+05 7.34E+03 1.18E+03 2.13E+03 

Std 3.16E+08 3.18E+03 2.68E+02 1.67E+03 

BA 
Average 3.46E+03 9.84E+02 3.74E+02 4.27E+02 

Std 1.73E+02 3.11E+02 1.38E+02 2.43E+01 

FPA 
Average 4.41E+03 7.63E+02 3.48E+02 4.19E+02 

Std 2.26E+02 2.73E+02 100% 1.78E+01 

ABC 
average 1.02E+03 5.35E+02 2.14E+02 3.52E+02 

std. 7.94E-05 1.47E+02 5.64E+01 1.24E+02 

FA 
average 3.79E+03 4.87E+02 2.30E+02 3.75E+02 

std. 9.91E+01 1.49E+02 7.14E+01 6.85E+01 

BBO 
average 1.73E+03 4.38E+02 4.09E+02 3.90E+02 

std. 4.36E+01 9.13E+01 5.88E+01 4.73E+01 

HS 
average 9.23E+02 3.19E+02 2.68E+02 2.16E+02 

std. 1.33E+02 2.66E+01 6.69E+01 5.35E+01 

SFLP 
average 1.09E+03 2.98E+02 3.28E+02 2.57E+02 

std. 1.08E+02 3.15E+01 5.32E+01 3.79E+01 

TLBO 
Average 3.82E+03 7.42E+02 3.26E+02 4.08E+02 

Std 2.58E+02 2.42E+02 1.42E+02 1.96E+01 

Proposed TLBO 
Average 3.27E+03 5.24E+02 3.04E+02 3.41E+02 

Std 1.92E+02 2.16E+02 1.98E+02 7.05E+01 

the various unimodal and multi-modal test functions 

taken from CEC, 14.  Table 1 shows the normal 

benchmark function of the CEC’14, whereas Table 2 

contains the some extended benchmark function of 

CEC’14.  

Table 3 demonstrates the results of proposed 

algorithm and other algorithm like PSO, GA, BA, FPA, 

ABC, FA, BBO, HS and TLBO using test functions F1-

F4.These functions are widely adopted to investigate the 

performance of newly developed algorithms. It is 

observed from the results that the proposed TLBO 

algorithm achieves global optimum value for rosenbrock 

and rastrigin functions within specified number of 

iterations. It is seen that the performance of proposed 

algorithm and TLBO algorithm is same for sphere and 

griewank functions. Further on the analysis of standard 

deviation parameter, it is observed thatproposed TLBO 

algorithm obtains minimum standard deviation value in 

comparison to other algorithms being compared. Its 

reveals that the proposed algorithm provides more stable 

result for solving benchmark test functions.  

Table 4 illustrates the experimental results of 

proposed algorithm and other algorithm for standard 

benchmark functions F7-F12. It is seen that proposed 

algorithm obtains global optimum values i.e. minimum 

values among all other compared algorithm using most 

of functions. It is observed that significant difference 

occurs between the performance of the proposed 

algorithm and rest of algorithms being compared. On the 

analysis of standard deviation parameter, it is stated that 

again the proposed algorithm gets minimum value for 

standard deviation parameter among all other algorithms. 

This indicates that the proposed algorithm provides more 

stable results for solving these functions. From tables 3-

4, it is stated that the proposed algorithm is an effective 

and efficient algorithm for solving bench mark test 

function and this algorithms also provides more stable 

results in comparison to other algorithms being 

compared. Table 5 demonstrates the comparison of the 

proposed TLBO algorithm and other meta-heuristic 

algorithms with the extended benchmark functions (F13-

F16) of the CEC’14.  To show the effectiveness of the 

proposed algorithm four well known benchmark 

functions are taken from the extended benchmarks 

functions set of CEC’14. It is observed that the proposed 

algorithm obtains better optimum value as compared to 

other algorithms being compared. Hence, it can be 

concluded that the proposed algorithm is one of the 

efficient algorithm for solving global optimization 

problems. 

Figs. 2-3 show the convergence pattern i.e. cost 

function of proposed TLBO and original TLBO 

algorithm using rastrigin and rosenbrock functions. From 

these, it is also stated that the convergence of the TLBO 

algorithm is significantly improved.From Fig. 2, it is 

seen that the proposed algorithm requires less number of 

iterations to converge than TLBO algorithm. Further, it is 

also observed that proposed algorithm obtains minimum 
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cost than original TLBO algorithm. On analysis of Fig. 3, 

it is noted that the proposed algorithm converges fast 

than the original TLBO algorithm. It is also noticed that 

there is the significant difference between the initial 

solution obtained through proposed algorithm and 

original TLBO algorithm. Finally, it is concluded that the 

proposed modifications not only improve the 

performance of TLBO algorithm, but also enhance the 

convergence rate of algorithm.  

 

 

 

 

 

 

 

Figure 2 shows the convergence of TLBO and Proposed TLBO 

algorithm for rastrigin function 

 

 

 

 

 

 

 

 

 

 

Figure 3: shows the convergence of TLBO and Proposed TLBO 

algorithm for rosenbrock function 

6 Conclusion 

In this work, a new variant of TLBO algorithm is 

presented for solving the global optimization problems. 

For improving the performance of TLBO algorithm, two 

modifications are incorporated into teacher and learner 

phases of TLBO algorithm. These modifications are 

genetic crossover and mutation operators and the aim of 

these operators to generate diverse population and to 

improve searching ability and convergence rate of TLBO 

algorithm. The genetic crossover operator is applied in 

learner phase for determining the good learner from the 

set of learners. The aim of genetic mutation operator is to 

minimize the knowledge gap between teacher and 

learners. So, this operator is applied in teacher phase of 

TLBO algorithm to generate diverse population. The 

performance of the proposed algorithm is evaluated using 

a set of benchmark test functions using mean and SD 

parameters and the results are compared with some of 

state of art algorithm available in literature. From 

experimental study, it is seen that the performance of the 

proposed algorithm is better than other algorithms being 

compared. It is also observed that proposed algorithm 

provides state of art results with most of benchmark test 

functions.   

7  Future work 

In future research work, the proposed TLBO algorithm is 

adopted for solving single objective and multi-objective 

constrained optimization problems. Further, 

neighborhood search mechanism is introduced to explore 

good candidate solution and also for improving 

convergence rate. In teaching learning process, selection 

of teacher also impact on the performance of learners. In 

future work, the effect of number of teachers will be 

evaluated on the fitness value of objective function. 

Apart from above, the capability of TLBO algorithm will 

explore in different research problems such as 

classification, feature selection, document clustering, 

parameter optimization of ANN and SVM techniques 

etc.  
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Our social life and the way of people communicate are greatly affected by the social media technologies. 

The variety of stand-alone and built-in social media services such as Facebook, Twitter, LinkedIn, and 

alike facilitate users to create highly interactive platforms. However, these overwhelming technologies 

made us sank in an enormous amount of information. Recently, Facebook exposed data on 50 million 

Facebook unaware users for analytical purposes. Fake profiles are also used by Scammers to infiltrate 

networks of friends to wreak all sorts of havoc as stealing valuable information, financial fraud, or 

entering other user's social graph. In this paper, we turn our focus to Facebook fake profiles, and 

proposed a smart system (FBChecker) that enables users to check if any Facebook profile is fake. To 

achieve that, FBChecker utilizes the data mining approach to analyze and classify a set of behavioral and 

informational attributes provided in the personal profiles. Specifically, we empirically examine these 

attributes using four supervised data mining algorithms (e.g., k-NN, decision tree, SVM, and naïve Bayes) 

to determine how successfully we can recognize the fake profiles. To demonstrate the validity of our 

conceptual work, the selected classifiers have been implemented using RapidMiner data science platform 

with a dataset of 200 profiles collected from the authors’ profile and a honeypot page. Two experiments 

are developed; in the first one, the k-NN schema is applied as an estimator model for imputation the 

missing data with substituted values, whereas in the second experiment a filtering operator is applied to 

exclude the profiles with missing values. Results showed high accuracy rate with the all classifiers, 

however, the SVM outperforms other classifiers with an accuracy rate of 98.0% followed by Naïve Bayes. 

Povzetek: Opisana je metoda iskanja lažnih profilov na Facebooku s pomočjo strojnega učenja.

1 Introduction 
In recent years, social media technologies (e.g., Facebook, 

Twitter, LinkedIn, etc.) have become a vital part of our life 

[1]. They are designed and maintained by social media 

organizations presenting a portal for facilitating 

communication, interaction, sharing information, and 

entertainment via virtual communities and networks. 

Users typically utilize these services by creating their own 

profiles and then connecting them with others’ profiles 

through various technologies that offer social media 

functionality [2]. By using such services, users can create 

digital contents, such as text posts, comments, digital 

photos, videos, or data generated through all online 

interactions [3].  

Social media sites have presented a various service 

included with high levels of quality, consistency, and The 

Introduction should provide a clear background, a clear 

statement of the problem, the relevant literature on the 

subject, the proposed approach or solution, and the new 

value of research which it is innovation and availability. 

This results in huge registered users [4]. Some of the most 

popular social media websites are Facebook (and its 

associated Facebook Messenger), Gab, Google+, 

MySpace, Instagram, LinkedIn, and others. Statistics and 

surveys for example the one that conducted by the 

American Academy of Pediatrics exhibit that about 84% 

of adolescents in America registered on Facebook social 

online site [5], also showed that the average users spend 

more than two hours on social network and even more on 

social online sites such as Facebook, Twitter and else   

more than any other sites or platform [6]. The benefit of 

engaging and participating in social online sites have gone 

beyond simply social online activities, sharing 

information, or communication but to building careers, 

making business opportunity, financial income, etc. [7]. 

Historically, according to Mark Zuckerberg, a co-

founder of Facebook which is the largest social network 

site, Facebook have more than 175 million active users 

registered in 2009 after just five years' time frame. 

Nowadays, Facebook has 1.94 billion users on the last 

official announcement on March 31st, 2017, according to 

Facebook newsroom administration [8], which exceeds 

the population of some big countries. With this rapid 

revolution in this technology, number of negative 

consequences and risks are raised such as security risks, 

privacy violation, cloning, hacking, spamming, and others 

[3]. For example, Spam on social media repeatedly posts 

the same thing over and over or causes a sudden spike in 

messaging activity [9]. Fake profiles on the other hand, 

allow scammers to infiltrate networks of friends to wreak 

all sorts of havoc such as: stealing valuable information, 

financial fraud, or entering other user's social graph [10]. 
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It is important to mention here that according to the 

Facebook’s Statement of Rights and Responsibilities; 

users should provide their real and legit information once 

they created their profiles. Facebook urges its users to be 

committed to these policies and terms in order to have an 

experience in an environment of safety, security, and 

privacy [11]. In this work, we focused on the problem of 

detecting fake profiles in Facebook and presenting a smart 

detection system (FBChecker) to handle this problem 

based on the prediction and classification techniques of 

data mining.  

Our work is motivated by works presented in [12-15], 

where researchers employed data mining approach for 

extracting hidden knowledge within social media. For 

example, authors of [12] utilized data mining tools for 

accurately capturing the behavior of intrusions and normal 

activates in an anomaly detections approach. One can 

consider also the Web mining that applies data mining 

tools onto web resources to further developments in World 

Wide Web mining [15]. 

In our model, supervised mining techniques are 

applied to classify Facebook's profiles into fake and real 

profiles based on a set of behavioral and informational 

attributes. These attributes are provided in their personal 

profiles and used to identify the reality of user’s identity 

such as: person’s legal name, location, workplace, age, 

education, and others. The required data set for the 

training and testing purposes in our work has been 

collected from the authors’ personal profiles considered as 

a source of real profiles, and from a created honeypot 

page, which is fake Facebook’s pages used for the 

purposes of data harvesting [10] to attract and collect these 

profiles. As a collecting tool we wrote our own script to 

develop a special CRAWLER for gathering the required 

data set. To underscore the practical viability of our 

approach, the selected classifiers (e.g., SVM, Naïve 

Bayes, k-NN, and Decision Tree) have been implemented 

using RapidMiner data science platform for the mining 

tasks. These classifiers were evaluated using 10-folds 

cross validation method and conducted on the collected 

data set. It is important to mention here that 33 records 

have some missing values of their attributes.  

To solve this problem, two empirical studies were 

developed, in the first one, the k-NN schema was used as 

an estimator model for imputation the missing data with 

substituted values. Results showed that the classifiers 

(SVM, Naïve Bayes, k-NN, and Decision Tree) achieved 

(0.9850, 0.9700, 0.8400, 0.9650), respectively. In the 

second experiment, a filtering operator is applied to 

exclude the profiles with missing values. Here, the 

classifiers showed (0.9880, 0.9641, 0.8443, 0.9461), 

which are relatively equal to the results of the first 

experiment. The numbers and the ROC graph (Receiver 

Operating Characteristics) which is a graphical plot 

utilized to assess the classifiers performance ability 

showed that, in the both experiments SVM classifier 

achieved the highest accuracy rates while, the k-NN 

performance showed the lowest accuracy detection rate 

among the classifiers. These experiments are discussed in 

more details in Section 5.  

The remaining of this paper is structured as following:  

Section 2 reviews the related works to the proposed 

approach and to the fake profiles in online social networks, 

specifically the Facebook. Section 3 describes the 

background material of the research work along with brief 

description of the employed supervised algorithms. 

Section 4 explains the research methodology while the 

proposed system along with its main components presents 

in section 5. Section 6 discusses the implementation of the 

FBChecker system, the evaluation and experimental 

results are given in Section 7. Finally, section 8 offers the 

conclusion and the possible future work. introduction. 

2 Related work 
Many studies and works have been conducted focusing on 

the phenomena of fake profiles on online social networks, 

each researcher tried to came up with new way to detect 

and handle this problem. Studies in this field differ 

according to how they look at the problem from their own 

perspectives. Each of which is raised for solving a certain 

problem and faces certain challenges and difficulties. In 

this regard, many approaches presented in the literature for 

handling fake profiles. 

One can consider for example, the work in [16]. Here, 

the authors present a machine learning pipeline framework 

consists of three components for detecting clusters of 

duplicate accounts (cluster level detection) rather than 

making a prediction for an individual account. Here, the 

pipeline uses simple information that is provided at the 

registration time, so the profile is detected before it is 

activated. Moreover, the classifier determines whether the 

clusters of accounts were created by the same actor, 

showing a strong evaluation on sample grouping based on 

the simple text information like name, email, company, 

etc. and the IP address. Practically. The system captures 

more than 250,000 fake accounts in practical use. In 

contrast, [17] proposed a behavioral approach for 

detecting fake accounts on Facebook. It is designed using 

information regarding user profile’s activities and 

interactions with other users. Authors characterized these 

activities through an extensive set of 17 features like 

(likes, comments, shares, tag, and apps usage on 

Facebook). To ground their idea, these features are applied 

on a total of 12 supervised machine learning techniques. 

The system’s performance showed an accuracy of 79%, 

which may not be impressive results, but the author 

considered it as a first step or baseline work for further 

improvements.  

Detecting Spam profiles, which is one of the fake 

profiles types [10], has also considered in the literature. 

Authors of [18] proposed a statistical analyzing model 

with 14 generic features from Facebook and Twitter data 

set regarding 4 basic kinds of social interactions including 

(profile interaction features, posts/ tweets, URLs and tags 

& mentions). The model identifies spam profiles on 

Facebook and Twitter based on information collected 

manually through scanning these networks for both 

normal and spam profiles using three different supervised 

classification algorithms (naive Bayes, Jrip, and J48). 

Then two different experiments were performed: firstly, 

examining the role of the whole feature set and calculate 
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the accuracy of the proposed system. And secondly, 

removing each one of the features and analyzing the 

results of the system to discover the impact of each 

features and find out which one can play the key role in 

the classification model.  

Detecting spam profiles is also presented in the 

literature as in [19], Presented Social Privacy Protector 

software (SSP) for detecting fake profiles on Facebook, 

the SSP consist of three protection layers: The software 

first identifies a user’s friends who might pose a threat and 

then restricts this “friend’s” exposure to the user’s 

personal information (The Friends Analyzer Facebook 

Application). The second layer is an expansion of 

Facebook’s basic privacy settings based on different types 

of social network usage profiles (The Social Privacy 

Protector Firefox Add-on). The third layer alerts users 

about the number of installed applications on their 

Facebook profile, which have access to their private 

information (The HTTP Server). The software present 

convenient method for restrict the users that may be 

suspected as fake profiles without removing it from the 

user’s friends list. 

The Friends Analyzer Application on the Facebook 

scans the user’s friends list and returns a credibility score. 

Each friend analyzed by machine learning algorithms 

which takes into account the strength of the connection 

between the user and his friends. The strength of each 

connection is based on a set of fifteen connection features 

depends on three types of the collected dataset, such as the 

number of common friends between the user and his friend 

and the number of pictures and videos the user and his 

friend were tagged in together. Applying eight supervised 

algorithms such as (Naive-Bayes, Bagging, Random-

Forest, J48, and others). The Social Privacy Protector add-

on in the Firefox browser help improve the user privacy 

with simple steps. Finally, The HTTP server responsible 

for connecting the SPP Firefox Add-on to the SPP 

Facebook application. Authors of [20] proposed a 

framework for detecting spammers/ fake profiles on 

online social network using Facebook as test case in a 

machine learning approach by exploiting a behavioral and 

community-based features (attributes) that include the 

structure of the nodes and some topological features 

(attributes) in the network.  

The framework implemented using WEKA tool as 

mining environment, using ten discriminative topological 

attributes (Total out-degree, Total in/out ratio, Total 

reciprocity, Core node, Community memberships, 

Foreign out-degree, Foreign in/out ratio, Foreign out-link 

probability, Foreign reciprocity, and Foreign out-link 

grouping) regarding the social interactive of the profiles 

like number of posts, number of sent/ received 

messages…etc. Four experiments are conducted using two 

datasets: Facebook dataset and Enron network (Email 

messages dataset). Four supervised classifiers are 

employed in this work (Naïve Bayes, J48, k-NN, and 

Decision Tree).  

Ultimately, authors of [21] proposed a machine 

learning approach for detecting spam bots in Twitter 

online social network through exploiting two main spam 

features, which are: The graph-based features including 

the number of friends, number of followers and the 

follower’s ratio (the ratio of the number of peoples 

following you to the number of peoples you follow). And 

the content-based approach which is the number of 

duplicated tweets, number of HTTP links, and the number 

of replays/mentions. Regarding the detection process, the 

approach applied different classification methods such as 

decision tree, neural network, support vector machines, 

and k-nearest neighbors to identify spam bots on Twitter. 

The evaluating results showed that the Bayesian classifier 

has a better overall performance. 

3 Background material  
Data Mining basically is the process of extracting 

Knowledge from a huge amount of data, by looking for a 

pattern, identified, validated, make a prediction and 

summarize it into useful information. Data mining process 

goes through a sequence of procedures, applying set 

techniques, combining several of discipline and fields like 

statistics, machine learning, database, algorithms 

visualization methods, pattern recognition and other 

disciplines [22]. 

3.1 Machine learning techniques in data 

mining  

Machine learning is a branch of computer science, which 

deals with algorithms that have the ability to learn and 

adapt to make a decision [22]. One of the most common 

tasks that data mining offers is Classification & 

Predication in which they fall into the machine learning 

techniques. 

In machine learning, there are two main techniques 

known as Supervised Learning, where the training dataset 

has a class label, and Unsupervised Learning, where the 

data are grouped together based on observable behavior or 

features. In other words, in supervised, a labeled set of 

training data is used to estimate or map the input data to 

the desired output. In contrast, under the unsupervised 

methods, no labeled examples are provided and there is no 

notion of the output during the process, instead the data 

with similar attributes or similar behavior are grouped 

together (clustered) [22, 23]. 

In this work only the supervised techniques have been 

employed as mentioned, particularly four supervised 

techniques that are: SVM, Decision Tree, k-NN, and 

Naïve Bayes. A brief description about these classifiers 

will be presented in the next subsection.  

3.1.1 Supervised learning   

Supervised machine learning is a heuristic process of 

mapping inputs to specific output, estimating unknowns 

based on labeling samples. The objective of supervised 

learning technique is to build a model with distinguished 

features and predefining labels with a known class, then 

using this model to classify or predict a new data with 

unknown class.  

The process of classification and prediction in 

supervised machine learning involves two major steps:  
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• The learning step: the model constructed, analyzed 

and trained with known label dataset called “training 

set”, then the classification and prediction rules are 

generated. 

• The classification and prediction step: the model 

(classifier) used for classifying or predicting a given 

data based on the gained experience from the training 

set. The model's results are evaluated through testing 

and evaluating process to estimate its accuracy.  

The test metrics use to assess how good or how accurate 

the classifier was. If the it reaches a level of accuracy that 

is acceptable based on specific standards, then the model 

can be deployed on new unknown labeled data, otherwise 

it will be modified [24]. 

In our work, we choose to employ the most common 

supervised machine learning algorithms that are: 

1- Decision Tree is a predictive model takes a tree 

structure that generates the classification rule by 

breaking down the dataset into smaller and smaller 

subset until the decision node (class label) is met. 

Each node in the tree represents an attribute of the 

training set, however, leaf nodes hold the class label 

(final outcome), while the root node represents the 

attribute with highest information gain that 

determines the tree branches in which each branch 

represents one of the outcomes of the model.  

2- k-NN is one of the simplest algorithms perform 

similarity functions, which store all cases with a 

known label and classifies new data based on the 

similarity measures or distance function. k-NN 

classify new data by using k value to find the nearest 

case in the data set, for example if (k =1) then simply 

assign the new case to the class of its first nearest 

neighbor, if the (k = 3) then k-NN calculate the 

distance of the nearest three cases and apply majority 

vote on the class of these cases to decide the class of 

the new data. The distance measures for finding the 

nearest neighbor for the numerical data is calculated 

by the Euclidian distance function and for the 

categorical data hamming distance measure. 

3- Support vector machine algorithm is a classification 

technique designed to define a hyperplane that 

classify the training data vectors into classes, the goal 

or the best choice is to find a hyperplane with widest 

margin to separate the data classes. The support 

vector are the data points which are closest to the 

hyperplane. 

4- Finally, Naïve Bayes or simple Bayesian classifier is 

considered also in the mining process as a supervised 

classification technique as it is simple and prove its 

effectiveness, Naïve Bayes is probabilistic algorithm 

depends on applying Bayesian theorem with naïve 

assumption that the occurrence of one of the 

attributes\ predictors are independent of the 

occurrence of other attribute and regardless of any 

correlation between these attributes in the 

classification process. Bayes rules adopted in this 

algorithm stated a conditional probability of certain 

event based on previous knowledge about that event 

[22, 23]. 

4 Research methodology  
In this work, we developed a smart system (FBChecker) 

that enables users to detect the fake Facebook profiles by 

utilizing the supervised data mining techniques. To do so, 

the system firstly, collects the data of a set of behavioral 

and informational attributes derived from the user's 

friends’ profiles (listed in table 1). To achieve this, a 

special purpose module (called CRAWLER) is developed 

to collect the required attributes from the user’s friends 

list. CRAWLER is running at the user level for collecting 

this data. Secondly, the collected data is validated to 

increase the accuracy of the detection process. 

Specifically, the problem of missing values has been 

solved using two methods, the k-NN scheme and a special 

operator to exclude them. Ultimately, a set of supervised 

mining algorithms are implemented using the RapidMiner 

data science platform to detect the fake profiles. The main 

objective of using the supervised machine learning 

techniques is to build a model with distinguished features 

and predefining labels with a known class, then using this 

model to classify or predict a new data with unknown 

labels. This process involves two major steps. Firstly, the 

learning step that includes constructing, analyzing and 

training with known label data set (training set), then the 

classification and prediction rules are generated. 

Secondly, the classification and prediction step that the 

learner model (classifier) gives data based on the gained 

experience from the training set. 

5 The FBChecker smart system 
Figure 1 illustrates the main components of proposed 

FBChecker System. In this section, we discuss the steps 

that followed carefully to build up the system along with 

its main components. 

 

Fig. 1: FBChecker System Components. 

1- Collecting the required data: first thing needed to be 

considered in building a machine learning system is 

collecting the required data for the training and 

testing purposes. In this regard, a special purpose 

module (CRAWLER) was developed and written in 
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Java Script for collecting the required attributes form 

the user’s friends list. The considered attributes are 

listed in table 1 along with their description and their 

using justifications. 

2- Preparing the data: the raw data need to be prepared 

and validated to increase the data quality and to be 

eligible for applying the mining techniques. Here, 

the preparation process is done as following: 

• Missing Values: we note that some profiles have 

missing values due to privacy issues or the users 

did not fill these attributes with required 

information. To solve this problem, two methods 

have been applied, the k-NN schema is applied 

as an estimator model for imputation the missing 

data with substituted values, and a filtering 

operator is applied to exclude the profiles with 

missing values. 

• Profile Picture: it is recognized by the user 

himself as a real picture or not.  

• Education: it is validated according to a multi-

lingual database of size ~10,000 records of 

colleges and universities existed around the 

world. 

• About "Bio." Section: making a textual condition, 

if the number of words in this section greater or 

equal 5 return true/real otherwise false/fake 

value. 

• Other attributes: such as Relationship Status, Life 

Events, Living Place, and Check Ins do not need 

to be validated as Facebook evaluates the 

attributes’ values. So, the CRAWLER module 

retrieves them as is.   

3- Training and Appling the Supervised data mining 

algorithms: after the data is prepared and ready for 

mining, a supervised data mining technique is applied 

(Analyzer module). The classifiers are trained with 

known class data that are (Fake, Real) profiles. At this 

step, the system gaines the experience and the ability 

to classify and detect the fake profiles. In addition, the 

classification rules are generated and prepared 

through applying the supervised algorithms. Finally, 

the selected supervised data mining algorithms are 

applied using the prepared collected data for detecting 

fake profiles. 

6 The FBChecker implementation 

6.1 Data set description  
We note that there is no available standard data set with 

the required information. Thus, we choose to prepare our 

own one. The CRAWLER is employed on the author's 

profile for gathering real profiles and returns 151 profiles 

friends out of 151. However, 18 profiles were excluded as 

they were faked, underaged, or duplicated. This ends up 

with 133 real profiles. Regarding the fake profiles, a 

honeypot page is created and utilized as a source for 

collecting fake profiles. The inspecting of the fake 

profiles was finalized with selecting of 83 fake profiles as 

some of the collected profiles were not stable with their 

liking activity in which they drop their likes from our page 

after few days. As a result, 200 profiles were collected, 

117 real and 83 fakes, as summarized in Figure 2. 

6.2 Building the FBChecker system  

After collecting the 200 profiles data set, we are ready to 

generate the classification and prediction rules. In this 

regard, RapidMiner 8.0.1 platform was utilized as a 

mining tool, which offer the use of various machine 

learning algorithms easily and provides a flexible 

environment designed specifically for data science and 

Attribute Description Justification 

Profile 

Picture 

Visual 

identification of 

the user 

Real users use their 

real pictures more often 

than fake users  

Work 

place 

Workplace or 

job title's 

information 

Real users more often 

use their real 

workplace information 

than fake users 

Education 

Attended (school, 

college, 

university…etc.) 

information  

Real users mentioned 

their education 

information in their 

Facebook profiles more 

often than fake users 

Living 

Place 

Living place 

address  

(city, town, 

state…etc.) 

information  

Real users more often 

use their real living 

place information than 

fake users 

Relations

hip 

Status 

Social relation 

status (married, 

single, engaged, 

etc.) information  

Real users share their 

real social relation 

status than fake users 

Check In 
Information for 

announcing user 

location 

Real users check into 

places in their 

Facebook's profiles 

more often than fake 

users  

Life 

Events 

Information for 

the users to tell 

their stories  

Real users share their 

life events more often 

than fake users.  

Introduc

tion 

"Bio." 

Introduction 

information about 

Facebook's users 

Real users are more 

often write something 

about themselves than 

fake users  

No. of 

Mutual 

Friends 

Number of the 

people who are 

Facebook friends 

with both users 

and the target 

profiles  

Real users have more 

mutual friends with 

target profile than fake 

users, hence gives 

profile more 

incredibility   

No. of 

Pages 

Liked 

 Number of pages 

liked  

Real users usually 

liked more pages than 

fake users 

No. of 

Groups 

Joined 

Number of 

groups joined by 

the target profile. 

Real users usually join 

groups more than fake 

users. 

Table 1: Attributes used by FBChecker. 
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data mining purposes. For the training and testing 

processes, the (K fold) cross-validation with 10 folds was 

applied to evaluate the results accuracy as it is considered 

as one of the most effective methods for evaluating the 

predictive models with relatively small data set. 

7 Evaluation process 
To evaluate the FBChecker performance, the selected 

classifiers were tested with two experiments. In the first 

experiment, the k-NN schema was utilized to substitute 

the missing values, while in the second experiment, 

profiles with missing value were excluded. These 

experiments are discussed in detail in the following 

subsections. Finally, metrics for the validation process 

were calculated and proper justifications were provided.  

7.1 Performance metrics  
A group of common metrics are applied in the validation 

process, in this work the following metrics are used: 

Recall, Precision, Accuracy, F-measure, and specificity 

[25]. Next, we give a brief description for each one:  

1) Recall true positive rate (total numbers of true 

positive divided by the total number of actual 

positives) 

2) Precision: Measure the probability that the positive 

predications is correct (total numbers true positives 

divided of total number of predicted positives) 

3) Accuracy Measure the performance of the 

classification model (total numbers of correct 

examples divided by total number of the example set) 

4) Specificity true negative rates (total numbers of true 

negatives divided by the total number of actual 

negatives) 

5) F-measure is an overall measure of a model’s 

accuracy that combines precision and recall. 

7.2 The experimental results  

Four supervised algorithms were applied on the collected 

data set based on the following cases: 

7.2.1 Estimating the missing values using k-

NN schema  

In this case, the k-NN schema is utilized for handling the 

missing values. After that the four supervised algorithms 

(e.g., Decision Tree, k-NN, SVM, and Naïve Bayes) are 

tested. In addition, the Cross-validation technique with 10 

folds is used for performance assessments of these 

classifiers. The results showed that while the Decision 

Tree and Naïve Bayes exhibit close results with accuracy 

of 0.9650 and 0.9700 respectively, the SVM classification 

registered higher performance accuracy with 0.9850. On 

the other hand, k-NN algorithm with k=1 showed 

accuracy of 0.8400. Table 2 shows the complete results 

along with the validation metrics of these algorithms. 

Also, Figure 3 shows the accuracy of the classifiers and 

Figure 4 shows the ROC graph comparison of these 

classifiers Moreover, Figures 5, 6, 7, and 8 illustrate the 

ROC of each and every classifier’s performance in this 

experiment.  ROC graph is graphical plot that diagnosis 

the classifier performance by analysis the its work based 

on the rates of true positive predication against the true 

negatives predication [26]. 

 

Validation 

metrics 

Decision 

Tree 
k-NN SVM 

Naïve 

Bayes 

Accuracy 0.9650 0.8400 0.9850 0.9750 

Recall 0.9658 0.8291 1.0000 1.0000 

Precision 0.9741 0.8899 0.9750 0.9590 

F-measure 0.9700 0.8584 0.9873 0.9791 

Specificity 0.9639 0.8554 0.9639 0.9398 

 Table 2. Supervised performance with k-NN estimator. 

 

Figure 3: Supervised accuracy with k-NN estimator. 
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Figure 2:  Collecting Training Data Set. 
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Figure 4: ROC graph comparison of the all classifiers 

with k-NN estimator. 

 

Figure 5: ROC graph of the k-NN performance with k-

NN estimator. 

 

Figure 6: ROC graph of the Naïve Bayes performance 

with k-NN estimator. 

 

Figure 7: ROC graph of the SVM performance with k-

NN estimator. 

 

Figure 8: ROC graph of the Decision Tree performance 

with k-NN estimator.   

Although all the classifiers achieve high accuracy rate, 

however, the SVM outperforms other classifiers as it 

employs “Nominal to Numerical” operator to map the 

different types of data to numerical type, so SVM can 

calculate the distance of these attributes to the hyperplane 

that separates the concept classes. Specifically, SVM 

proved its efficiency for application of two concepts 

classes due to find the optimal decision boundary 

(Hyperplane) that separate the two class in which are 

(Fake and real) and calculate the distance of each case 

(profile) to its nearest class label for the classification 

process. 

7.2.2 Excluding the missing values using 

filtering operator  

In the second case, the profiles with missing attributes are 

excluded by employing a special filtering operator 

provided by the RapidMiner, which filter the profiles 

based on specific conditions to keep/remove the profiles 

that met these conditions. Practically, the conditions of the 

Filter are set to remove any profile with missing values in 

anyone of their attributes. By applying this operator, a 

total of 33 profiles were removed from the collected data 

set leaving 167 profiles to be considered in this 
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experiment. The main purpose behind this experiment is 

to eliminate any factor that could affect the model's 

classification process or the accuracy because we 

estimated the missing values in the first experiment. 

Validation 

metrics 

Decision 

Tree 
k-NN SVM 

Naïve 

Bayes 

Accuracy 0.9461 0.8443 0.9880 0.9641 

Recall 0.9406 0.8317 1.0000 1.0000 

Precision 0.9694 0.9032 0.9806 0.9439 

F-measure 0.9548 0.8660 0.9902 0.9712 

Specificity 0.9545 0.8636 0.9697 0.9091 

Table 3. Supervised performance with filtering operator. 

 

Figure 9. Supervised accuracy with filtering operator. 

After that, the supervised algorithms are applied on the 

data, results showed the following accuracy rate (0.9461, 

0.8443, 0.9880, and 0.9641) for Decision Tree, k-NN, 

SVM, and Naïve Bayes, respectively. Again, SVM 

exhibits the highest detection performance with accuracy 

of 0.9880, while K-NN the lowest with accuracy of 

0.8433. Other performance indicators for these supervised 

algorithms are showed in table 3. And following the same 

vein of the previous experiment Figure 9 illustrates the 

accuracy results the employed classifiers and Figure 10 

the ROC graph comparison of all classifiers employed in 

this experiment, Figures 11, 12, 13, and 14 shows the 

ROC graph for each one. 

However, although our results are stable and good, one 

limitation that affects the validity of our study is that the 

used dataset is relatively small. Therefore, further 

validations over large datasets is required. 

 

Figure 10. ROC curve of the supervised algorithms 

with filtering operator. 

 

Figure 11: ROC graph of the k-NN performance with 

filtering operator. 

 

Figure 12: ROC graph of the Naïve Bayes performance 

with filtering operator. 
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Figure 13: ROC graph of the SVM performance with 

filtering operator. 

 

Figure 14: ROC graph of the Decision Tree 

performance with filtering operator. 

8 Conclusion and future work 
In this work, a smart system FBChecker is presented that 

have been designed specifically for detecting Facebook 

fake profiles. FBChecker consists of several components 

that collecting, preparing, validating, and mining the 

users’ profiles using four supervised data mining 

techniques. These supervised techniques were 

implemented using the open source RapidMiner data 

science platform. The proposed system shows high 

efficiency performance for detecting fake profiles with 

accuracy rates reached %98, which represents a 

successful and promising result. 

As a future work, we are aiming to use a large data set size 

and include more attributes that may employed in the 

detection model as discriminative features, and also apply 

more data mining techniques (unsupervised/Clustering 

algorithms) then evaluate which technique among them 

perform best.  
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Abstract: In the present scenario, IoT is a platform where everyday gadgets are becoming smarter, each 

day processing will become shrewd, and every day verbal exchange is becoming informative. Even as the 

IoT is still searching for its basic form, its result has already started in making exquisite strides as a 

universal solution media for the associated situation. The study which focused on architecture always 

paves the conformation of associated discipline. The shortage of overall architectural abilities is at this 

time resisting the researchers to get a way of the scope of procedures based on energy efficient IoT. In 

this endeavor Service Oriented Architecture (SOA) based IoT architecture and algorithm have been 

proposed to address energy efficiency in IoT environment. Experimental result has been shown to lay bare 

the effectiveness of the proposed approach. 

Povzetek: V tem rokopisu je bila predlagana energetsko učinkovita arhitektura interneta stvari na osnovi 

storitveno usmerjene arhitekture (SOA) z algoritmom. 

1 Introduction 
Internet of Things (IoT) is currently turning into a novel 

upheaval after the internet in information and 

communication industry. It is the mixture of innovation of 

internet and hardware equipment, which is able to receive 

and send the signals. The fundamental thought of this idea 

is an unavoidable availability of things near us. A spread 

of factors and articles like Sensors [1], Smartphones, 

Radio-Frequency Identification (RFID) tags [2], actuators 

and so on through one of a kind addressing schemes, are 

capable of engaging with one another and coordinate with 

their friends to reach commonplace desires [3]. By end of 

the year 2020, total number of different inter-connected 

devices will reach on IoT network into several billion. 

Devices may be actuators, mobile phones, laptops, 

sensors, appliances used in the office or home and other 

nodes that can be actuated or connected [4].  There is 

numerous bridge credibility among IoT and distinctive 

technologies which incorporate senor, communication, 

SCM, storage, cloud computing, visualization and mining 

of data, and its miles generally used in warehousing and 

logistics, medicine and healthcare, acumen and amusing 

ambiance [5]. Owing to the fast improvement of IoT, 

numerous associations and manufacturers resolve to 

search for out procedures that make the IoT more 

conventional. For an ample duration of time, IoT will 

remain at the theoretical level. As it may, get to be 

distinctly indicated in the IoT planned research roadmap 

of Europe, devices like cellular gadgets and Machine to 

Machine (M2M) or Things to Things (T2T), can be 

primary leaders for the advance development of IoT [6]. 

The cachet and gesture of an article can be detected with 

the help of sensor (like RFID) in special condition [7]. For 

example, take a container, with the help of RFID gadget, 

the sensor can identify it as a teacup, cup or glass [8]. We 

likewise know that it had been lifted gradually with the 

help of a sensor on the container we are able to receive the 

message like “fluid of glass is excessively warm, making 

it difficult to drink”. The pertinence of syntactic research 

with regards to the IoT was addressed by authors in [6]. 

Where substances ontologies may want to offer 

advantages in institutionalization (managing associations 

among heterogeneous gadgets and information suppliers), 

thing disclosure and pursuit (where metadata and semantic 

comments are profoundly important), or interoperability 

(particularly tended to by advances in IoT-particular 

semantic innovations) [9] and additionally “semantically 

determined code era of gadget interfaces”. The purpose of 

this manuscript is to deliberate the basic concept of IoT 

and propose a cloud-centric view of IoT framework and 

new energy efficient architecture of IoT based on SOA 

(Service Oriented Architecture).  

SOA is basically a pool of services, which are able to 

communicate mutually. Here communication includes the 

passing of data or managing the activities. Sometimes, 

connecting between services is desirable. 

Section 1 discusses the introductory part of IoT, then 

in section 2 literature review has been done which includes 

the architecture of IoT and IP based connectivity 

http://www.jru.edu.in/
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architecture of IoT. In Section 3, we have proposed an 

energy efficient IoT architecture based on SOA with the 

algorithm. In Section 4, the experimental setup and result 

have been shown and section 5 has given conclusion of the 

manuscript. 

2 Literature review 
IoT is a brand new archetype through which commonly 

recognizable things are virtually characterized, which will 

allow in establishing the communication with them. 

Originally IoT was invented in the year of 1999, its miles 

nevertheless in its beginning in development unexpectedly 

to 26 billion gadgets in 2020 [10]. The perception and 

prescient of the ERC placed the IoT in relation to an 

arrangement of innovation empowering agents where we 

can recognize knowledge, segment or morphological 

advancements [6]. Some portion of the upcoming 

technologies of the internet, IoT is thrice - A worldview 

which is Anytime, Anything and Anywhere, that is 

progressively turning into the best components of the the 

Internet [5]. It permitting “humans and things to be related 

preferably the use of any route, any network and any 

carrier” in a six - A connectivity paradigm as shown in 

Figure 1 [11]. 

 

Figure 1: The Six - A Connectivity of IoT 

The majority of the assets required in the IoT system 

are trading data utilizing an extensive variety of 

communicable hardware and in some of the scenarios, the 

sources’ existence cycle is certain to the battery lifestyles 

[12]. Along with these, a component for designing the 

system hardware progressively could enhance the 

operational time of the gadgets and set up imperative 

connections by the approach of Green ICT. To overcome 

this issue an automated many-operator framework is 

discussed in the research work of [13], which influencing 

system demonstrations and enhancing the functioning 

time of gadgets. To ensure interoperability of entire 

systems, research work is done by authors in [14], [15], 

[16] concentrated using the idea of SOA directly on 

devices. In regards to sensor networks, energy proficient 

data spread had been researched. Authors in their research 

work, created different models for components of cloud 

computing environment like communication, computation 

and storage device [17]. An area assisted methodology is 

projected with the help of a protocol that supports the 

situation data to scale back repetitive transmissions of data 

[18]. Work was done in [19], [20], authors focus on 

demand allocation of resources which used prediction 

algorithm for forecasting of resources which are going to 

be used. In the research work of [21] authors proposed a 

system that manages complexity and changes 

consequently in the IoT environment. To accomplish this 

objective, authors have proposed a framework 

incorporates the accompanying developments which 

include dependable, strong, adaptable, expandable and 

object-oriented layouts to encourage interfaces and reuses 

of framework segments. Making a cosmology for IoT is a 

troublesome deed to accomplish as it included a wide 

range of pitches [22]. Moreover, ontologies which are 

associated with statistic figures, data received from 

sensors and different statistics generating gadgets should 

be taken into consideration so that it will have the ability 

if you want to work approximate data. For minimum 

consumption of energy authors [23] in their research work, 

using few servers in place of multiple servers and 

distribute the tasks to various virtual machines inside the 

server of the cloud environment.  Authors [24] in their 

research work projected an algorithm that backs 

transmission of spatial information and process inquiries 

in light of their area. Another research work in [25] tended 

to energy potency in information scattering for IoT. For 

the minimization of energy consumption, authors [26] in 

their research work proposed a scheduling algorithm. To 

provide energy efficient job allocation and load balancing 

authors [27] proposed a scheduling algorithm named e-

STAB for data centers. 

2.1 Architecture of IoT 

IoT architecture comprises of different layers, shown in 

Figure 2. 

 

Figure 2: Architecture of IoT [28]. 

The lowermost layer that is sensing layer, comprises 

of different sensing devices. The information that is 

processed by these sensing devices is linked with different 

applications present at the topmost layer – application 

layer through the cloud computing [28]. Thus, a cloud-

centric hallucination is the utmost need in order to employ 

IoT extensively.  

Obviously, the whole IoT technology pivots on the 

lowermost layer that is sensing layer. The sensing layer 

comprises RFID (Radio - Frequency Identification), 

sensor network and Global Positioning System (GPS) 

[28]. Thus in the epoch of IoT, all objects and devices are 

interconnected and interact with each other [29]. Cloud 

computing platform is built over the different components 

of the middle layer namely mobile networks, Internet 
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backbone, and the various information networks. A cloud-

centric view of IoT framework is depicted in Figure 3. 

Figure 3: Cloud Centric view of IoT Framework. 

Further, for an effective communication among the 

objects and devices in IoT, unique IP address is the utmost 

need for all objects. This unique IP address is provided by 

IPv6 protocol used in IoT. In order to distinguish all 

computers and pervasive devices, the IPv6 protocol 

provides 2128 IP addresses [28]. Further, three types of 

communications exist in IoT, which are H2H, H2T, and 

T2T, where H stands for Human, T stands for Things. 

2.2 IP based connectivity architecture of 

IoT 

It has been observed that the building block of IoT 

network comprises of smart object network and the 

Internet. The Internet is based on TCP/IP architecture and 

each machine on the Internet has a unique IP address [30]. 

Now, it’s a big question, what would be the architecture 

for a smart object network? What would be the addressing 

scheme for it? Obviously, for the effective design of IoT, 

the first step will be assigning a unique address to all the 

things surrounding us including all computers and 

pervasive devices [28]. Due to interoperability across 

devices, scalability, and ease of deployment ability 

features of IP architecture, it is a natural choice to adopt in 

order to develop smart object network [31]. 

Nowadays, the wireless sensor network community 

has widely accepted IP architecture to establish wireless 

sensor network system – the largest subset of sensing 

network [32]. Furthermore, the interoperability with 

existing systems characteristic of IP architecture has lead 

to evolve IP-based sensor network system [33]. The 

overall IoT technology integrates a variety of legitimate 

heterogeneity in the used networking technologies with 

the smart object networking [5]. The smart object 

networking comprises of cellular, sensor network, RFID 

etc., which are different from each other [8]. To bind all 

such heterogeneities together, IP communications is best 

suited, shown in Figure 4. IP plays the central role for all 

types of communication irrespective of their nature. All 

the network applications depend on IP. 

 

Figure 4: IP-based Communication Model. 

Hence, we can say that IP-based connectivity model 

is best suited in designing IoT network [30]. After 

assigning unique IP addresses to all devices, the next 

question is to design an energy efficient network of these 

devices and hence IoT, which has been discussed in the 

subsequent sections. 

3 Proposed energy efficient design of 

IoT algorithm based on SOA 
It is obvious that when the sensor nodes are active then 

they consume more energy but when they are in the 

dormant state then they consume less energy. For this 

endeavor, the random geometric graph concept has been 

used [34]. A link, hence energy consumption, is 

established between two sensor nodes when they are very 

close to each other. For this, different sensor nodes are 

arranged according to the Poisson point process that is  

!

xe

x

−

                                     (i) 

Where x  is random variable and   is parameter of the 

distribution. Here as the value of   increases more and 

more nodes exists that are close to each other and start to 

communicate mutually, in other words, they become 

active. Hence, it is the utmost need to find out the critical 

value of  , say, c  for which only the required number 

of sensor nodes would be made active and rest would be 

made in the dormant state. Thus the proposed Hypothesis 

and the proposed algorithm for the same are discussed in 

next sub sections. 

3.1 Hypothesis  

The hypothesis of proposed algorithm is given below: 

Hypothesis 1: The sensor nodes are arranged as per the 

Poisson point process, that is, 
!

xe

x

−

 

Here, x  is the random variable,   is known as a 

parameter of the distribution, e  is exponential. Obviously,

np =  where n  is number of sensor nodes and p  

represents the probability of finding them in correct order. 

3.2 SOA for IoT 

The SOA-based architecture of IoT should be discussed in 

view of security, Quality of Service (QoS), energy 

management, infrastructure monitoring etc.  Out of these 
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parameters, here we only focus on the energy management 

and QoS aspects. 

 

 

Figure 5: Proposed Energy efficient IoT Architecture 

based on SOA. 

In the proposed architecture, the raw data captured by the 

sensing layer which comprises of RFID and WSN are 

integrated by the middleware shared by both the networks, 

so that data can be seamlessly accessed by the upper layer 

irrespective of their source. Now, the upper layer, which 

is cloud computing platform, can provide a different type 

of services like storage, computation, analytical services 

and so on, using the different service components offered 

by cloud computing environment. The services compose 

of different business processes like health monitoring, 

environment monitoring, surveillance, smart 

transportation etc., which are seamlessly accessed by 

consumers irrespective of time and place.  

In figure 5, the raw data captured by the sensing layer 

are transferred to middleware and from there to cloud 

computing infrastructure. The different layers of cloud 

computing, process the raw data. Now this processed data 

is sent to upper layer to provide different services, which 

end user can access through Standard Interface. Now, the 

IaaS of cloud exploits the massive cluster of servers at the 

back end. The operation of these clusters of servers is 

associated with consumption of a lot of energy in view of 

their working along with their cooling process. Again, 

proper energy management is also an important concern 

to report at the sensing layer. In Figure 5, the energy 

monitoring controller manages the energy of hardware at 

service level as well as operational level. In this 

perspective, this manuscript has proposed two techniques 

to monitor the energy management, which is at IaaS level 

and at sensing layer level. But during the optimization 

process of energy, one should not compromise with the 

QoS. Energy optimization along with the maintenance of 

QoS is today's need. The rest part of this manuscript has 

presented the graph-theoretic model for energy saving 

scheme at sensing layer level along with at IaaS level.    

3.3 Proposed algorithm 

Step 1. [Initialization] 

Sensor nodes are distributed in a plane or in three-

dimensional space as per Hypothesis 1.       

 Initially, λ = 0 [Sensor nodes are in dormant state.] 

Step 2. [Increasing the value of λ] 

When λ = λ1, consider a specific value of x, say x1. 

With x1 as a center, construct a circle or sphere of 

radius 'r', where r is a fixed positive real number. Join 

all the sensor nodes within the circle (sphere) and made 

them active and rest are made in the dormant state. 

Step 3. [Finding the critical value of 'λ', say, λc] 

IF the sensed value by the sensor meets the need of 

our requirement and no further sensing of data is 

needed then stop. 

ELSE increase the value of λ = λ1 < λ2 < λ3< λc so that 

we get a larger connected graph to meet our 

requirement. 

Step 4. End. 

3.4 Explanation, justification and threat of 

proposed algorithm 

The proposed algorithm is based on the concept of 

partition of the plane or three-dimensional space into two 

parts namely active zone and passive zone. The sensor 

nodes at active zone are made active whereas the nodes at 

passive zone are made in the dormant state. The partition 

is made on the basis of random geometry graph concept. 

In this way, only a few parts of the plane or three-

dimensional space are made active to provide necessary 

raw data to upper layer with spending less energy as 

compared to make the whole plane or three-dimensional 

space active. 

The major threat associated with this approach is, the 

selected zone may have a sensor node that all are out of 

order and thus may cause the overall failure of capturing 

the raw data. But in practical sense, the probability of such 

scenario is very less. 

4 Experimental setup & result  
We evaluate the performance of our proposed approach 

through simulations. Here MATLAB, Release: R2013a 

software has been used for the purpose of simulation of 

sensor nodes in the plane. Let us now assume that the 

nodes are uniformly scattered in a kk square space 
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according to Poisson point process where the number of 

nodes is n.  For a given value of r, we intend to find the 

critical value of c so that the random geometric graph G 

(n, r) has larger connected components. The experimental 

results are shown in Figure 6 for different values of   

(Case (a) for  =200, Case (b) for =500, Case (c) for 

=1000, Case (d) for  =2000, Case (e) for  =2500 and 

Case (f) for  =5000); where red dots are Active nodes 

and blue dot are hibernated nodes. 

 

 

Figure 6: Case (a) for  =200. 

 

Figure 6: Case (b) for  =500. 

 

Figure 6: Case (c) for  =1000. 

 

Figure 6: Case (d) for  =2000. 

 

Figure 6: Case (e) for  =2500. 

 

Figure 6: Case (f) for  =5000. 

Points arranged as per Poisson point process for different 

values of . 

In Case (a) of Figure 6, few nodes are in active state 

(shown using red color), whereas the rest of the nodes are 

in the dormant state (shown using blue color) for  =100. 

The experimental result points out that only those nodes 

are made active which are needed for communication and 

the rest of the nodes are made in dormant state in order to 

save energy. Now if a few nodes are active then it is not 

convenient for establishing efficient communication 
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between the nodes. That is why it is needed to increase the 

value of   and to get a critical value of c for sufficient 

enough active nodes.  

Based on the above experiments, the critical value of 

 c using the interpolation method is shown in Figure 7. 

We observe that as   increases, the nodes come very 

close to each other and hence more nodes are connected 

with one another. Thus there is a critical value of  c for 

which G (n, r) has a larger connected component within, 

which is shown in Figure 7. 

 

 

Figure 7:  Threshold value of (r, n) for which G (n, r) has 

larger connected components 

5 Conclusion 
In the current scenario, IoT uses static graph which 

consumes more energy as it makes active every node all 

the time. Energy is only used in an active state while the 

dormant state consumes very less energy. Thus, keeping 

this in mind, we have proposed an energy efficient 

architecture based on SOA with their algorithm. In the 

proposed architecture, only the required number of nodes 

become active while another stay in dormant state, so that 

the energy consumption will reach at a minimal level. 

Energy being a precious resource, always demands 

optimization. Hence, the issue of drainage of energy in IoT 

can be well addressed by the implementation of above said 

energy-efficient architecture. 
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Proceeding from broadly accepted role of emotional intelligence (EI) in professional and personal life, 

the paper suggests a new learning model (LM) called Student-Self Oriented LM (SSOL-model). It is 

defined as the model being beneficial for self-cognition and self-construction through the prism of the 

acquired knowledge and life experience. Two successful implementations of the SSOL-model are shortly 

described: the system of emotional-imaginative teaching (the EIT-system) developed by the authors in the 

1990s and expanded in the 2000s and art cognitonics. The EIT-system is underpinned by the authors’ 

Theory of Dynamic Conceptual Mappings (the DCM-theory). The EIT-system includes an original method 

of developing figurative thinking and creativity at the lessons of second language (English for Russian 

children), literature and poetry in English and Russian, symbolic language of painting, and 

communication culture. It is stated that this method may be used as an effective starting framework of 

STEAM education. It is mentioned that the DCM-theory and the EIT-system became the starting point for 

developing the foundations of a new scientific discipline called cognitonics. The basic principles of art 

cognitonics – a well developed branch of cognitonics and the concept of cognitive engagement are 

described. The significance of art cognitonics for helping the learners to answer the encountered moral 

questions is explained. The broad possibilities of designing intelligent tutoring systems (ITSs) of  new 

generation are indicated. These are culture and moral experience oriented systems aimed at developing 

figurative thinking, creativity, early socialization  and helping the students to find in the outstanding art 

works the answers to emerging moral questions. An original, detailed script of an ITS contributing to 

early socialization of the learners is described, its literary source is the fairy-tale "Sleeping Beauty". Since 

the sphere of using the SSOL-model is not restricted, it is suggested to interpret this model as an effective 

paradigm for education in knowledge society and a strong support to anthropocentric approach to 

education in the digital age. 

Povzetek: Predstavljeno je samo-modeliranje študentov kot metoda učenja v družbi znanja.

1 Introduction
The progress of science and technology in the end of the 

20th – the beginning of the 21st century has posed new 

demands to education. Likely, the most significant 

demand is the formation of the preconditions of mastering 

several professions during the life: for the most part of 

people, it is impossible in knowledge society (or smart 

society) to have only one profession during the life. The 

second most significant demand seems to be the ability to 

quickly generate new knowledge, the skill of integrating 

knowledge pieces obtained from numerous dispersed 

information sources, the ability of creative thinking while 

processing new knowledge and its connections with 

available knowledge. A popular answer to the challenge 

of time in the sphere of education is smart learning. Many 

scholars interpret smart learning as learning with broad 

use of mobile devices: tablet computers, androids, etc. 

This definition reflects the focus on technical means of 

learning. It explicates the essence of technological 

approach to education in the digital age. 

We believe that the following metaphor shows the 

roots of this approach: it is a consequence of the 

admiration experienced by the six-year old child just 

discovered astonishing possibilities of computer. 

https://www.researchgate.net/profile/Vladimir_Fomichov
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 There are reasons to believe that the dominant part of 

the scholars don’t notice the fundamental problem of (a) 

perfecting, improving the principles and methods of 

teaching and learning, (b) combining these principles and 

methods with the principles and methods of developing 

personality of the learners, their system of values. The 

analysis of scientific literature shows that a high 

proportion of elementary, middle, and high school 

students encounter considerable difficulties as concerns 

grasping the main ideas of the pieces of theory to be 

studied (see Section 2). 

Parallelly with the term “smart learning”, the notion 

“emotional intelligence” (EI) belongs to the set of 

concepts  most often used in scientific publications in the 

field of education. According to [1], EI is the other kind of 

smart. The studies carried out during two decades after the 

birth of this notion in 1995 [25] have shown that EI is the 

crucial factor distinguishing star performers of various 

professional roles among all performers. 

EI determines the manner of a person to manage 

behavior, deal with social complexities, and make 

decisions leading to positive results. EI is the unity of four 

core skills forming two primary competences: personal 

competence (PC) and social competence (SC). According 

to [1], PC is composed by two skills: self-awareness and 

self-management. The first skill is the ability of a person 

to accurately perceive his/her emotions and stay away of 

them as they happen. self-management is the ability of a 

person to use awareness of his/her emotions for staying 

flexible and for positively directing his/her behaviour. SC 

is defined in [1] as the ability of a person to understand 

other people’s moods, behaviour, and motives for 

improving the quality of his /her relationships. SC is 

composed by social awareness and relationship 

management. 

During last two decades, the psychologists have 

discovered a huge role of well-developed EI in taking 

successful business decisions. That is why now the 

companies throughout the world pay a very high attention 

to the state of EI while hiring, promoting, and increasing 

qualification of their employees [26]. 

The next term of high significance for education is 

creativity. The analysis of the literature shows that the 

scholars from many countries consider the problem of 

supporting and developing creativity of the learners as a 

highly acute problem. Until the 2000s, the majority of 

publications on creativity studied the peculiarities of 

intelligent activity of outstanding scientists, painters, 

writers, poets, etc. (see., e.g., [24]). This kind of creativity 

is often called in modern literature “big C creativity” 

(BCC), this term was introduced in [34]. 

However, the realities of information society 

transforming in many countries into knowledge  society 

(KS) caused the emergence of the term “little C creativity” 

(LCC). The birth of this term reflects the demand of 

everyday creative thinking [2]. The two criteria of BCC 

are the originality and high significance for big groups of 

people. Creativity demonstrated by children usually is 

subjective, it is determined by their prior knowledge. An 

important characteristic of children’s creativity is 

imagination [3]. 

The realities of KS demand to support and develop 

LCC in order to increase the proportion of the specialists 

possessing BCC. But it is not obvious how to achieve this 

global goal. The paper [33] describes the results of a large 

scale study carried out in USA and focused on the 

evolution of average level of intelligence and creativity 

during two decades, since the early 1990s. This study 

showed a considerable increase of average intelligence 

level during two decades. To the contrary, according to 

this study, the level of creative thinking considerably 

decreased. The study showed the increase of children’s 

ability to produce ideas and the openness to new ideas 

until the age of nine. After this moment, these 

characteristics remain rather stable during approximately 

one year, and then they steadily decline. Children’s 

curiosity follows the same dynamics. 

A considerable diminishment of creativity level 

discovered in USA [33] became a significant standpoint 

for the development of an education brand called STEAM 

education (STEAMed). Here STEAM is an abbreviation 

for Science, Technology, Engineering, Art, Mathematics. 

During this decade, the ideas of STEAMed have become 

rather popular in the USA and South Korea. 

During over two decades, we have been looking for 

more effective principles of teaching and learning in 

comparison with the broadly used ones. The accumulated 

theoretical and practical experience shows that modern 

education as a whole underestimates the significance of 

basing on EI for making easier for the students grasping 

central ideas of theoretical materials to be learned and for 

developing creativity. 

The principal aim of this paper is to suggest a new 

paradigm for education in KS, in particular, for 

STEAMed. It is the Student-Self Oriented Learning 

Model (SSOL-model). Our model is called Student-Self 

oriented, because Self is always emotionally coloured. If 

we take something close to our heart or understand that it 

is not our cup of tea, we always experience emotions. 

Strong emotions leave a semantic trace in our inner 

world’s picture [39]. 

The proposed SSOL-model has at least two successful 

implementations. The first one is the System of 

Emotional-Imaginative Teaching (the EIT-system) 

underpinned by our Theory of Dynamic Conceptual 

Mappings. The system is composed by (a) several 

complex methods combing teaching/learning with the 

development of the student’s personality, (b) an original 

program of extra-scholastic humanitarian education 

covering 9 years of continuous studies, where the starting 

age is five – seven years [6-12, 14-22]. Our new theory 

and the system of methods became the starting point for 

developing the foundations of a new scientific discipline 

called cognitonics [13-18, 22]. The second implemen-

tation of the SSOL-model is art cognitonics [16 - 18]. 

The structure of this article is as follows. Next section 

describes the related approaches. The principal attention is 

given to (a) the difficulties encountered by the students 

trying to grasp the pieces of materials to be learned; (b) 

the approaches to STEAM education. Section 3 introduces 

the SSOL-model. Section 4 illustrates one of its 

components:  a conceptual learning environment. Section 
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5 interprets the EIT-system as a successful 

implementation of the SSOL-model. Section 6 outlines a 

balanced approach to starting and continuing STEAM 

education, it develops EI, reasoning skills, and creativity. 

Section 7 interprets art cognitonics as the second 

successful implementation of the SSOL-model and 

explains the concept of cognitive engagement. Finally, the 

prospects of using the EIT-system for designing intelligent 

tutoring systems developing EI of the learners are 

discussed. A big part of this article is based on our papers 

[17, 23]. 

2 Related approaches 

2.1 The problem of grasping the materials 

to be learned 

The analysis of scientific literature shows that a high 

proportion of elementary, middle, and high school 

students encounter considerable difficulties as concerns 

grasping the main ideas of the pieces of theory to be 

studied, Let’s consider the main social consequences of 

this situation. 

1. The US Public Health Service prepared in the year 

2000 a report on children’s mental health [46]. 

According to this report, approximately one fifth of 

children and adolescents experienced problems 

showing their need for mental health services. One of 

the main reasons for this need is the intellectual and 

emotional obstacles on the way of successful learning 

faced by the school students in conditions of too short 

time for relaxation and refreshing the brain as a 

consequence of many-hour interaction with the 

Internet, in particular, with computer games. 

2. Rather often, the breaks of discipline at lessons 

encountered by the students in the process of grasping 

the materials to be learned cause the growth of 

aggressiveness towards the teachers and the 

classmates with higher grades. The breaks of 

discipline negatively influence the total learning 

result of the class. Besides, these breaks and the 

aggressiveness of some students towards the teacher 

prevent a considerable part of gifted persons with the 

abilities of good educator from choosing the 

profession of teacher for himself/herself. 

3. The negative consequences of students’ aggressive 

attitude towards their classmates may be very severe 

(posting in social networks false information about a 

classmate, false erotic pictures, etc.) and even tragic 

in cases of cyber bullying. 

4. In many cases, the attacks of young hackers against 

socially important technical systems may be 

explained as a result of expressing the aggressiveness. 

The intelligent power of applied computer systems is 

being permanently increased. That is why the 

negative consequences of the hackers’ attacks 

promise to be increasing too. Taking this dangerous 

tendency into account, and, besides, the 

aggressiveness of some students towards their 

classmates and the teachers, a socially very 

significant task is to find the ways of making easier 

for the students the grasping of the pieces of theory to 

be learned (there are reasons to believe that, very 

often, the experience of success in the process of 

learning eliminates the student’s aggressiveness). 

5. In KS, many countries encounter the problem of 

insufficiently developed social lifts. The following 

scientific fact says about the high significance of 

solving this problem: in different strata of people 

living in one country, various gifts are distributed 

approximately in the same way. That is why it would 

be important to have the situation when the 

adolescents from different social-economic strata 

possessing the gifts being crucial for a certain socially 

significant profession (a medicine, a lawyer, etc.) 

would enter a university for mastering this profession.  

 

Unfortunately, in many countries the real situation is quite 

opposite. For instance, it applies to UK. As it is shown in 

[30], the Organisation for Economic Co-operation and 

Development (OECD) describes the United Kingdom’s 

troubling social mobility problems [38]: more than 50% 

of youngsters will grow up to have the same salary as their 

father. The Sutton Trust [45] shows that 53% of the UK’s 

most influential people were independently educated, 

including 24% of university vice-chancellors, 32% of 

Members of Parliament, 51% of medical consultants, 54% 

of top journalists, 70% of High Court judges… when only 

7% of the UK population are.  

2.2 From STEM to STEAM education 

The U.S. National Academies of Science, Engineering and 

Medicine prepared in 2005 a report underlining that for 

the global leadership of the U.S., their students would be 

better prepared in STEM disciplines (Science, 

Technology, Engineering, Mathematics). As a reaction, 

President Obama announced in 2009 the initiative called 

“Educate to Innovate”. This initiative, first of all, proposed 

to increase federal investment in STEM education and to 

prepare 100,000 new STEM teachers by 2021. 

Regretfully, the U.S. Department of Education stated in 

the year 2011 that only 16% of high school students are 

interested in a STEM profession and had proven a 

proficiency in mathematics. Besides, 57% of high school 

students with initial interest in a STEM-related field lose 

interest before graduating from high school [28]. 

A dramatic diminishment of average creativity level 

discovered in USA [33] demanded a strong compensating 

response. The idea of response was prompted by the well 

known fact: the brightest works of art emerged due to the 

creative acts of consciousness. That is why a way out was 

seen in including art lessons into STEM curricula. The 

resolution No. 319 of the U.S. House of Representatives 

(June 21, 2011) indicated the significance of STEAM 

education (Science, Technology, Engineering, Art, 

Mathematics) and asked the Director of NSF to develop a 

STEM to STEAM committee [35, 41]. It seems that this 

resolution is underpinned not only by the ideas to increase 

the creativity of young generation but also by the idea to 

make the STEM disciplines more attractive for middle and 
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high school students and, as a consequence, to contribute 

to solving the main task: to increase the effectiveness of 

STEM education and the proportion of young people 

choosing a STEM-related profession. During recent years, 

the ideas of STEAMed have become rather popular in 

several other countries, first of all, in South Korea[31, 32]. 

Our analysis of publications on implementations of 

STEAMed shows the lack of adequate theoretical 

foundations of creating the effective cognitive 

preconditions of STEAMed in kindergartens and 

elementary school. We mean here the ability to perceive 

beauty in various manifestations (the openness to 

perceiving beauty) and realization of basic creative 

mechanisms being equally necessary for future artists, 

mathematicians, dress designers and airplane designers. 

The significance of developing creativity in kinder-

gartens and elementary school is underlined in [33]. 

The scientific literature presents only a rather 

restricted spectrum of the approaches to developing 

creativity in pre-school and elementary school. The 

prevailing approach is the plays of young children with 

physical objects, including the sorting of objects in 

accordance with certain properties (colour, size, etc.). 

During last decades, it has been possible to observe the 

shift from using for sorting mechanical objects to the 

usage of plants, sands, and water [27]. However, rather 

often the parents of young children (in particular, in 

Singapore) are anxious about the lack of learning 

outcomes as a result of the lessons when young children 

just free play [27]. 

That is why a topical problem is to discover the 

effective ways of developing the creativity at pre-school 

and elementary school lessons with considerable learning 

outcome. 

3 Student-self oriented learning 

model 
We believe that modern education may find the ways to 

effectively deal with numerous open problems as a result 

of accepting a new LM taking into account the 

significance of EI in professional and personal life. 

The broadly accepted student oriented LM determines 

the activities launched by the goal to discover the world: 

acquisition of information, information processing, 

knowledge construction. The resulting activities are 

constructing a new text and constructing a new sense. 

Then the achieved cognitive-emotional state is as follows: 

a student is well-educated but not intellectually and 

spiritually mature. 

Discovering the world is based on a brand-new 

culture on the basis of digital opportunities and ideology. 

Its essence is to catch up with new technologies (but not 

to find one’s way and incorporate it into modern reality as 

a new vision). It is underpinned by the curiosity and strong 

aspiration to discover the digital world, on the one hand, 

and by the desire to emulate the grown-ups and become as 

smart and powerful as the grown-ups or even much 

smarter and much more powerful. 

The concept of Self is based upon our images of 

ourselves. The Self develops as it interacts with the most 

important of environmental influences. Through this 

social interaction the Self defines itself as a social being, 

which influences and is influenced by others [37]. 

Student-self oriented learning model (SSOL-model) is 

defined as the model being beneficial for self-cognition 

and self-construction through the prism of the acquired 

knowledge and life experience [17]. 

Natural language is the tool for constructing social 

reality [44]. The Self develops through the social 

interaction and co-creative work, because creative work 

suggests personal involvement and is underpinned with 

strong emotions (e.g., inspiration). The process is always 

emotionally coloured.  

Under the framework of standard model, the process 

of knowledge acquisition often seems to the students to be 

first rather gloomy (no interest, no personal involvement), 

then pleasant. In case with the SSOL-model, the process 

of learning seems to the students to be pleasant and curious 

from the very beginning. Afterwards it is filled with never 

ending delight. The new model helps to exclude from the 

perception of educational process such characteristic as 

“gloomy”. It arises the interaction with the environmental 

influences and causes cognitive engagement of the 

students. 

This idea is intuitively clear to very many experienced 

lecturers. EI suggests Self, because Self is always 

emotionally coloured. One is never tired when the subject 

of the conversation (or lecture) touches his/her Self in a 

positive and curious way. You are never tired if we are 

speaking about you and want to know your life experience, 

you are in the centre of attention. 

Strength of materials (or mechanics of materials) is 

known as one of most difficult disciplines for the 

university students – future engineers. However, 62 years 

ago one scientist found a thrilling way to introduce basic 

ideas of his discipline. This scientist is Charles Seim, he 

wrote the article “A Stress Analysis of a Strapless Evening 

Gown” in the year 1956. This article was published in the 

book "A Stress Analysis of a Strapless Evening Gown and 

Other Essays for a Scientific Age" (Robert A. Baker, 

1969, 212 pages). The translation of this book under the 

title “The physicists are joking” became very popular in 

Russia in the 1970s. 

The core of the proposed model consists of self-

cognition, self-construction, and self-regulation of self-

conscious emotions. Let’s explicate these notions. Self-

cognition is active transfiguration but not passive 

reflexion. Self is constructed through the interaction with 

the world (through the discovery of the world). The 

particular facets of the personality are improved as a result 

of new experience and as a result of processing the 

semantic trace left by a strong emotion caused by that new 

experience (it is the improvement of emotional 

experience). Self is always coloured by emotions. That is 

why this semantic trace deepens the emotional experience 

and, as a consequence, improves the emotional 

intelligence of the student [18, 39] . 

Firstly, the realization of this new model leads to 

Student – Digital World balanced partnership. It means 

that  the spiritual maturity and cultural level of the student 

become equal to the outstanding breakthrough in digital 
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technologies. Secondly, the realization of the new model 

leads to the improvement of serendipity and turns 

information into serendipitous information (unexpected 

but desirable). Serendipity is the ability to make pleasant 

and unexpected discoveries entirely by chance [29, 43]. It 

leads to much higher level of socialization and to much 

higher level of responsibility. 

To sum up, the suggested model determines the 

humanistic filling of education in the digital world. The 

new model suggests: 

- a conceptual learning environment instead of a 

memorization-based one (it means making 

emotionally coloured the concepts to be learned and, 

as a consequence, making much easier grasping these 

concepts); 

- the methods of achieving cognitive engagement of the 

students; 

- a system of self-oriented questions in the process of 

knowledge acquisition; 

- the methods of encouraging the students to discover 

the world aimed at self-cognition and self-

construction; 

- a method of teaching the students how to process 

serendipitous information. 

4 Examples: a conceptual learning 

environment for studying second 

language 
Example 1. The experience shows that it is very difficult 

for five - six year old Russian students to understand why 

they should use in simple phrases different words "am", 

"is", "are" and how one should combine these words with 

the words "I",  "you",  "he", "she", "it", "we", "they". Our 

approach to this problem is as follows. Assume that a 

teacher knows that her young student Julia has a beautiful 

dress for theatre, a dress for kindergarten, and a dress for 

a bathroom. Julia agrees that she never doubts what dress 

to wear. Then the words "am", "is", "are" may be called 

the different dresses of the verb "to be" (children at this 

age have very vivid imagination). Besides, "am" may be 

called a dress for visiting the house where the word "I' 

lives, "are" - a dress for visiting the house where the words 

"you", "we", "they" live, and "is" - a dress for visiting the 

house where the words "he", "she", "it" live [8]. 

Example 2. In English grammar we have the Present 

Continuous Tense. We propose a new approach to 

explaining this Tense, the motive is that our many year 

experience has shown that this approach provides the 

possibility to minimize the number of errors. The 

peculiarity of this piece of grammar for Russian learners 

is the lack of similar tense in the grammar of Russian 

language. This tense is very important tense, because it 

reveals the emotional state of an interlocutor and 

emotionally colours the speech. It is possible to call it the 

Emotional Tense – the tense which reveals our emotions. 

For example, saying “Look, she is reading”, we attract 

somebody’s attention to something or somebody, because 

we are not indifferent to it. When we are talking and 

drinking in a cafe, we say: “I am reading an interesting 

book now”, it means that we are carried away by the book 

(at least we are not indifferent towards it if we mention it 

while talking and drinking). We use this tense speaking 

about the weather, about changing situation, irritation 

(“You are always wearing my slippers”), to express 

admiration (“What a nice hat you are wearing!”), personal 

arrangements, etc.  

This tense shows emotionally coloured attitude 

towards something, it doesn’t just state the fact, doesn’t 

denote something which is true in general. The personal 

involvement is high, the state of minute is obvious (when 

somebody scoops a precious, significant, or just a 

particular minute out of the river of time). Due to the usage 

of the proposed approach at lessons of English as a second 

language (SL), the Russian students begin to employ this 

tense eagerly while speaking. It makes the lessons of 

English grammar socially coloured and more interesting 

for the students. Besides, this method reveals the essence 

of the English character. 

5 The system of emotional-

imaginative teaching as a 

successful implementation of the 

SSOL-model 
In early 1990s we came to the conclusion that educational 

potential of young learners (5-6-7 years old) is much 

higher then it was broadly accepted to believe. The key to 

more effective realization of this potential should be the 

ways of establishing a correspondence between a piece of 

material to be studied and a certain bright fragment of the 

learner’s conceptual picture of the world. We called such 

correspondences dynamic conceptual mappings [7, 8, 13]. 

That is why we started in early 1990s a study aimed at 

finding more effective ways of teaching and learning due 

to systemic basing on young learners’ emotional 

experience accumulated, in particular, during the 

breakfasts and lunches, the walks in gardens and parks and 

along a river, while visiting school and theatres, playing 

various games, sport activities, etc. 

Step by step, we obtained several scientific and 

practical results of high social significance, and these 

results stood apart from the principal trends in education 

of the 1990s and early 2000s [15]. It was done due to our 

original Theory of Dynamic Conceptual Mappings (the 

DCM-theory) [7-12, 19-21] and our System of Emotional-

Imaginative Teaching (the EIT-system), based on the 

DCM-theory. The EIT-system is aimed at systematic 

development of EI, reasoning skills, sound creativity, 

language skills, and communication culture at the lessons 

of language - mother tongue and SL, literature and poetry 

in two languages (on the example of Russian and English), 

symbolic languages of painting, sculpture, garden-park 

art, classic dance. We have accumulated the 28-year-long 

successful experience of using the EIT-system in extra 

education in Russia. Many aspects of the EIT-system are 

described in our papers published in the proceedings of the 

First – Fifth international conferences on cognitonics (see, 

in particular, [16, 17, 22, 23]), in the papers [6-11, 13-15, 

19-21] and in the monograph [18]. 
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Let’s consider now such aspects of the EIT-system 

that concern basing on and developing EI and Self of the 

students. Self is always creative, because it is a personal 

way of viewing the world, based on the world’s conceptual 

picture of the beholder and his/her estimation of the 

events. 

Example. The famous Russian poet Boris Pasternak gives 

the picture of the early spring, writing: 

- Is it only dirt you notice 

- Does the thaw not catch your glance? 

We ask the students what makes Pasternak think that the 

thaw is beautiful. The answers of young students (7 years 

old) are as follows: 

- The thaw is like a herd of dapple grey deer 

basking in the spring sun; 

- It is like a surface of the moon dotted with 

craters; 

- A table served for breakfast with blue cups and 

black ice tea with a piece of Sun. 

This approach helps young students to understand and 

penetrate the very essence of beautiful poetical lines 

written by the great poet. Besides, it expands their way of 

viewing the world, makes the surrounding world much 

more colourful, and their way of viewing it much more 

creative. This approach helps them also to understand 

painting (and modern painting, in particular). 

An acute educational problem is early socialization of 

children in KS. Let’s illustrate the approach of the EIT-

system to solving this problem. 

Example. In the fairy-tale “Snow White” the Queen asks: 

“Looking-glass on the wall who is fairest of us all?”. The 

students are asked whether it is a question in fact or she is 

sure that she is beautiful. The young students give the 

following explanations: 

- If she wants to know as a researcher, she 

wouldn’t be furious. 

- She does it every morning simultaneously with 

having coffee or brushing her hair. It means that 

she is sure in the answer. 

- She is selfish and she doesn’t think about the 

good for the others, even the King. That is why 

she can’t be beautiful. May be attractive, like 

Cinderella’s sisters, but not beautiful. 

- When the hunter promises to take Snow White 

into the woods, he doesn’t promise to kill her. 

But the Queen is sure that he does. It is a 

cognitive trap: she doesn’t expect anybody to 

protest, to disagree, to disobey her. It is one 

more prove that she is selfish and doesn’t listen 

to anyone. It will mislead her. 

Our educational results obtained in the 1990s due to the 

EIT-system were interpreted during last decade as a 

significant contribution to developmental psychology and 

to positive movement in psychology [6, 9, 10, 15, 16]. 

 

6 A balanced approach to 

developing emotional intelligence, 

reasoning skills, and creativity as 

an effective framework for 

STEAM education 
Comparing our results with the approaches to initial, start 

stages of STEAMed described in the papers from North 

America and Asia, we have come to the conclusion that 

now STEAMed has no appropriate theory of start 

mechanism. Showing the diminishment of creativity level 

in USA during two last decades, Kim [33] indicated the 

necessity of starting the development of creativity in 

kindergartens. An important role in achieving this goal is 

to be played by calm, free, friendly atmosphere at lessons 

[33, 34]. 

We believe that now, as a whole, cognitive potential 

of five-seven year olds is underestimated. The analysis 

shows that the DCM-theory and the EIT-system may be 

interpreted as an effective theoretical framework for 

starting STEAMed. Figure 1 shows the system of 

cognitive transformations corresponding to creating initial 

cognitive preconditions of effective STEAMed  

concerning a concrete young learner. 

The principal advantages of our approach to creating 

the preconditions of effectively starting STEAMed are as 

follows. Young learners (five-seven years old) get 

accustomed to the beauty expressed in various ways. It is 

well known that it is highly important not only for the 

painters, sculptors, poets, dress designers but also for 

mathematicians, physicists, designers of ships and 

airplanes to have a well developed feeling of harmony. 

A fundamental significance of our approach for 

STEAM education is determined also by the formulation 

of the cognitive precondition of the situation when it is 

possible to start systematic acquaintance of children with 

the computer. It is the realization of the Thought-

Producing Self of the child [12, 13, 18, 20]. 

As a consequence of getting a developed figurative 

reasoning (due to of a kind of intellectual game, 

intellectual competition), young learners get a developed 

creativity. Our approach to early creativity development 

excellently correlates with the opinion of Piaget [40] about 

the significance of "reflective abstraction'. i.e., about the 

crucial role of processing and constructing knowledge in 

the course of mental actions performed on the perceived 

and imaginary objects and causing generation of new 

ideas. 
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the perceived and imaginary objects and causing 

generation of new ideas. 

As for early socialization, the young students became 

careful, tactful, thoughtful, they acquire the feeling of 

empathy and start appreciating the harmony in everything, 

including human relationships. In this case 

feeling of beauty. That is why our approach is of high 

value as a starting mechanisms of STEM education. 

A fundamental significance of our approach for STEAM 

education is determined also by the formulation of the 

cognitive precondition of the situation when it is possible 

to start systematic acquaintance of children with the 

computer. It is the realization of the Thought-Producing 

Self of the child (Fomichova and Fomichov, 2000, 2006; 

Fomichov and Fomichova, 2000; Fomichova, 2001). 

As a consequence of getting a developed figurative 

reasoning (due to of a kind of intellectual game, 
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creativity. As for early socialization, the young students 

became careful, tactful, thoughtfull, they acquire the 

feeling of empathy and start appreciating the harmony in 

everything, including human relationships. 

It is important to do before the age of “teen”, when 

children are ready to discuss and follow the social rules. 

In this case, beauty becomes the core of their system of 

values (Fomichov & Fomichova, 2014, 2015), and it helps 

a lot at the moment they are twelve and are going on 

thirteen – the transition age. 

The well developed feeling of beauty also creates for the 

students the preconditions of being successful at art 

lessons, hence contributes to the success of STEAMed. 
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Tool-for Tool-for 

A collection of interrelated analogies (in fairy-tales and thrilling stories) for 

teaching 5-7-year-old children to read in a foreign language (English) 

 

Learning the English alphabet and the 

rules of reading 

 

Learning the basic rules of English grammar 

with the use of analogies 

 

First stage of developing associative 

abilities of the child has been realized 

 

Children at the age of 5-7 are able to fluently 

read (with understanding) the texts in English 

 

Result Result Result 

Teaching to understand the metaphors Studying beautiful language constructions for 

describing the impressions from the nature 

Teaching to compose the metaphors The agitation of the child has been diminished, 

because he/she can express the emotions 

To-start To-start 

Follows Result 

Follows 

The first stage of developing figurative 

(metaphoric) reasoning of the child has 

been realized 

The number and intensiveness of conflicts in 

the process of up-bringing have been 

considerably diminished 

The Thought-Producing Self of the child 

has been realized 

The initial cognitive preconditions of 

successful work in art, mathematics, 

design, marketing, etc. have been created 

The cognitive-emotional preconditions of 

teaching the child to interact with computer 

have been created 

The initial cognitive preconditions of 

effective STEAM education have been 

created 

Initial configuration of the level of broad 

beauty appreciation has been created 

Result 

Figure 1: A map of cognitive transformations corresponding to creating initial cognitive preconditions of effective 

STEAM education. 
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As for early socialization, the young students became 

careful, tactful, thoughtful, they acquire the feeling of 

empathy and start appreciating the harmony in everything, 

including human relationships. In this case 

 

Figure 2: A scheme of a new look at combined 

development of emotional intelligence, reasoning skills, 

creativity, and serendipity. 

we say that children have reached the level of 

consciousness development called the level of broad 

beauty appreciation [6, 15]. It is important to do before 

the age of “teen”, when children are ready to discuss and 

follow the social rules. In this case, beauty becomes the 

core of their system of values [15, 16], and it helps a lot at 

the moment they are twelve and are going on thirteen – the 

transition age. Figure 2 illustrates a new look at combined 

development of EI, reasoning skills, and creativity. 

The EIT-system includes the original methods of teaching 

to process serendipitous information. According to Kim 

[33], a very large scaled study carried out in USA showed 

that during last decade of the XXth century and first 

decade of the XXIst century children became less able to 

connect seemingly irrelevant things. That is why our 

methods of teaching how to process serendipitous 

information are very topical. 

Well developed feeling of beauty creates for the 

student the preconditions of being successful at arts 

lessons. It is broadly accepted to believe that  art education 

supports and develops creativity of young children and 

teenagers, develops EI, improves emotional well-being, 

self-confidence, and life skills of the students [42]. 

The well developed feeling of beauty also creates for 

the students the preconditions of being successful at art 

lessons, hence contributes to the success of STEAMed. 

Hence the broad usage of our approach would contribute 

to the success of STEAMed. 

7 Art cognitonics and cognitive 

engagement at art lessons 
Art cognitonics (AC) [16-18] is one of the principal 

branches of cognitonics, or the science about the human 

being in the digital world [13 - 15]. The first objective of 

cognitonics is to explicate the distortions in the perception 

of the world caused by the information society and 

globalization. The second, principal objective of 

cognitonics is to cope with these distortions in different 

fields by means of elaborating systemic solutions for 

compensating the negative implications of the kind for the 

personality and society, in particular, for creating 

cognitive-cultural preconditions of the harmonic 

development of the personality in the information society 

and smart society and for ensuring the successful 

development of national cultures and national languages. 

 From the standpoint of educational practice, 

cognitonics proposes an answer to the following question: 

what precious ideas and images accumulated by the 

mankind, at what age, and in what a way are to be 

inscribed into the world's conceptual picture of a person in 

order to harmonize his/her intellectual and spiritually-

coloured emotional development and to contribute to the 

successful development of national cultures and national 

economics? 

 Cognitonics formulates a new, large-scale goal for 

the software industry and Web science: to develop a new 

generation of culture-oriented computer programs and 

online courses (in the collaboration with educators, 

linguists, art historians, psychologists) - the computer 

programs and online courses intended for supporting and 

developing positively-oriented creativity, emotional 

intelligence, the appreciation of the roots of the national 

cultures, the awareness of the integrity of the cultural 

space in the information and smart society, and for 

supporting and developing symbolic information 

processing and linguistic skills, associative and reasoning 

abilities of children and university students.  
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The objectives, ideas, and methods of Cognitonics have 

been broadly supported by the international scientific 

community.  We successfully organized (as the Co-

Chairs) five international scientific conferences on 

Cognitonics (Cognit-2009 – Cognit-2017) under the 

framework of the international scientific multi-

conferences “Information Society” (IS-2009, IS-2011, IS-

2013, IS-2015, IS-2017, Slovenia, Ljubljana, Jozef Stefan 

Institute, October 2009, 2011, 2013, 2015, 2017). The 

access to the Proceedings of the conferences Cognit-2009 

– Cognit-2017 is open, see https://is.ijs.si. A part of 

cognitonics-based scientific and practical results is 

presented in the Second Edition of the International 

Encyclopedia of Social and Behavioral Studies [6]. 

The DCM-theory and the EIT-system belong to the 

constructive core of cognitonics. AC aims at tuning the EI 

of the young children and adolescents with the help of 

well-known works of art. The goal is to create a bright 

semantic trace in the world’s conceptual picture of the 

learner corresponding to an idea explaining or illustrating 

a moral value, communicative situation, a situation of 

making a decision, cognitive process itself, the process of 

self-cognition and consideration, the seething cocktail of 

emotions, a way of viewing the world around, etc. 

AC establishes the links between the objects, 

situation, processes, views of a person (a beholder) and the 

work of art that becomes a metaphor or a vivid illustration 

(vivid mental representation) of something the beholder is 

considering about. That is why the consciousness of the 

beholder receives a considerable impulse to developing 

the ability of establishing diverse analogies and 

consequently to finding a new look at a situation [16-18]. 

Example. For enriching the colour of their canvases, the 

impressionists made use of what is known as division of 

colour and optical blending. E.g., to represent a green 

meadow, they put little tabs of blue and yellow on the 

canvas which are supposed to be combined to form green 

in the eye of the beholder – a far more intense green than 

one taken straight from the artist’s palette. That is why it 

is impossible to understand the idea of a picture standing 

close to the canvas. We have to step aside and look at it 

from a certain distance to enjoy it and to have the desired 

effect. 

The same situation we have in every-day life. 

“Multiple debs, reflections” prevent us from grasping the 

sense of what is happening. As in case with 

impressionists’ canvases, we have to have a look  at the 

situation from a distance, and distance in this case is equal 

to time distance. We need some time to better understand 

what has happened, and this will help us to cope with the 

situation (see another examples in [14]). 

The paper [14] contains an algorithm of resisting 

emotional attacks from social networks by means of 

transforming the negative emotions into the positive ones. 

This algorithm is based on the idea described immediately 

above. 

Cognitive engagement (CE) is defined in [15-18] as 

the process of highly motivated intellectual activity when 

the interest towards the subject under discussion is so 

strong that the students loose the track of time and, as a 

result, they are not tired. The students’ interest determines 

the level of involvement. The emotional response is very 

close to inspiration, because they are making their own 

discoveries, and their mental efforts are appreciated. It 

helps to provide a conceptual learning environment 

instead of a memorization based one and enhances the 

motivation. CE is created mainly by the components 

called in [15, 18] focused attention, positive effect, 

aesthetics, endurance, novelty, motivation. 

AC may be interpreted as second successful 

implementation of the SSOL-model. 

8 A script of an intelligent tutoring 

system contributing to early 

socialization of the learners 
During last twenty years, the intelligent tutoring systems 

(ITSs) have been broadly used throughout the world for 

helping children and adolescents to grasp theoretical 

materials. The big subclasses of ITSs help to study (a) 

second language (SL), (b) mathematics. However, one has 

been able to find in the literature only separate examples 

of the systems oriented at developing the personality of 

the learners. In particular, the interactive multimedia 

courseware package CITRA is a tool for moral values 

education using traditional Malay oral narratives [36]. 

Two collaborative videogames described in [4, 5] not only 

develop mathematical and language skills of the eight – 

ten year old children in Mexico but also support and 

develop in Mexican children the skill of effective 

collaboration in a team, hence develop social competence. 

The analysis shows that the methods of cognitonics 

open broad prospects for the development of a new 

generation of ITSs. Their principal distinguished features 

should be orientation at culture, at developing EI of the 

learners. New, culture-oriented scripts under the 

framework of cognitonics may be divided into three main 

groups. 

Group 1: Socialization-oriented scripts. 

The scripts of the kind help to improve the process of 

better understanding of the goal and the nature of a 

communicative act. As a result, the acquired 

communication skills diminish the number of conflicts 

caused by the misunderstandings and the level of 

aggression caused by these conflicts. 

Group 2. Improvement of the language (mother tongue 

and SL) as a tool of thinking in order to oppose the 

phenomenon of poor language and, as a consequence, 

poor cognitive process, that is, an underdeveloped tool of 

constructing social reality. 

Group 3. The scripts aimed at demonstrating the 

possibilities of expressing the same idea by means of 

different languages, e.g., by means of natural language 

and the language of painting. The goal is the development 

of the ability to see something extraordinary in an ordinary 

thing or situation, to find a new look at an object of interest 

and to make a discovery, to develop the ability of 

processing serendipitous information. 

http://is.ijs.si/
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Let’s consider a script of a culture-oriented ITS based 

on the idea of social conventions and belonging to the 

Group 1. The literary source of this script is the fairy-tale 

“Sleeping Beauty”. The script is associated with two aims. 

The first aim is to explain how it is possible for the student 

to escape in the life the meeting with the 13th fairy.  It 

means not to make a person act in a provocative way. The 

reason is that such kind of behaviour would make harm 

both to an initiator and to a person. In case of the 

considered fairy-tale, a fairy turned into a witch, because 

she could not cope with emotions and gave way to hatred. 

The second aim is to develop the Ecological Self of the 

student. 

Instruction 1 for the designers.  

Construct a dwelling (a hut, a castle, a palace, a cottage, 

etc.) being appropriate for a King and a Queen and for the 

13th fairy. Put the dwelling into appropriate surrounding 

(garden, park, edge of the forest, etc.). 

Choose the interior revealing the characters of the 

story. Choose the time of the day, the season. Dress the 

characters up and choose some occupations for them. 

Instruction 2. 

According to the logic of Instruction 1, create a big album 

containing the photos of the characters in different 

situations. One part of the photos adequately illustrates the 

life of the personages. Another part falsely illustrates the 

actions of the personages (in such cases an action or 

situation contradicts the properties of the character). 

Motivate the students to select the photos for the 

album of each character. The aim of this subsystem of the 

ITS is to develop the ability of the student to correctly 

associate the actions of a character with the essence of this 

character. 

Instruction 3. 

Create a subsystem motivating students to construct a 

dynamic picture showing the extensive preparations in the 

Kingdom for the Christening Party.  

Step 1: The construction of a picture showing all kinds 

of the living beings (in particular, the carpenter, the 

animals, and the birds) in the Royal Park. 

Step 2: Ask the student to select the living beings for 

active preparation for the Christening Party. 

Step 3: For each considered living being, select one of 

four - five actions. 

Example. It is possible that for the birds a student will 

select the action “sing the songs”. 

Instruction 4. 

In general terms, the task is to realize the step explicating 

the essence of social responsibility. The details of this step 

are as follows. 

The King should be sure that every guest has received 

the invitation and has accepted the invitation. In order to 

be sure, the King is to receive a confirmation from every 

guest that the guest has received and has accepted the 

invitation. The violation of the rule leads to 

misunderstanding. In our case, the 13th fairy didn’t receive 

the invitation, though the King had sent an invitation, and 

regarded the lack of invitation as a mark of disrespect on  

his part. 

Instruction 5. Explain to children how the violation of 

etiquette will mislead them. Preventing a violation of 

etiquette means not to make a person act in a provocative 

way. The reason is that such kind of behaviour would 

make harm both to an initiator and to a person. In case of 

the considered fairy-tale, the fairy turned into a witch, 

because she could not cope with emotions and gave way 

to hatred. Consider possible examples. 

Example 1. One meets a classmate but doesn’t greet 

him/her. It may lead to offense. 

Example 2. One may take a pencil of a classmate without 

the permission. The classmate may become cross with 

him/her. 

Example 3. One may eat a cake without expressing his/her 

gratitude to a classmate. The classmate may think that 

he/she is not polite. 

Example 4. When he/she does something wrong and 

doesn’t apologize, then the  classmate may think that 

he/she is rude with him/her. 

Example 5. When a classmate brings a mouse, though 

he/she knows that the girl is afraid of mice, it means that 

he/she is selfish, because he/she doesn’t take into account 

the peculiarities of the girl. 

Instruction 6. The essence of this step is to attract the 

attention to the episodes revealing the behaviour of the 

character of the book who is thinking and acting in terms 

of public good. 

Example 1. The 12th fairy was attentive and ready to help, 

she made up the situation and tried to make not only the 

princess but the whole kingdom fall asleep. The motive of 

the fairy was not to make the princess lonely when she 

woke. 

Example 2. The people of the kingdom were ready to 

help, and they brought their spindles to the square to make 

a fire. They were ready to sacrifice the necessary things 

and not to have new clothes, because they would not have 

the spindles to spin. 

Instruction 7. 

Preliminary stage. Ask five-six-seven-year-old children 

being acquainted with the fairy-tale “Sleeping Beauty” to 

describe the preparations in the Kingdom to the birth of a 

princess. Construct a collection containing all proposed 

creatures and their actions of the kind. 

Main stage. Ask children to select the creatures and their 

preparations to the birth of a princess. 

9 Children's speech as a source of 

vocabulary and images for the 

designers of tutoring systems 
The inner world’s picture of young children is very 

different from the picture of adults. Young children have 
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a vivid imagination, and they easily go from the reality 

into the world of fantasy. That is why it is very important 

for the designers of ITSs to use in the computer systems 

the vocabulary and images extracted from children’s 

examples collected at the preliminary stage of developing 

a system. We have collected, in particular, the following 

examples given by children: 

Preparation of gifts 

(1) The gardener prepares fountains and flower beds; (2) 

the carpenter makes the cradle shaped like (a) a swan, (b) 

dolphin which always rescues, (c) see-shell in which the 

princess will be like a pearl, (d) a flower which opens its 

petals at dawn; (3) the beasts prepare (a) milk taken from 

forest plants, (b) pick up glow-worms; the birds sing 

songs; the kittens are purring a lullaby; the baby-squirrels 

have picked up nuts; the mother-dogs are knitting mittens; 

the mother-squirrels are sewing the dresses for the dolls of 

the princess. 

Preparation in the palace 

(1) The birds are bringing in the beaks the field flowers; 

(2) the chipmunks are bringing the baskets with drops of 

dew in order to water field flowers; (3) in the evening the 

star peeps through the curtain to light the room; (4) the 

little angel descends in order to fill the nursery with kind 

dreams and to kiss the princess good night. 

10 Possible directions of future 

studies 
The considered script allows us to get an initial impression 

about the possibilities of using the methods of emotional-

imaginative teaching as the basis for developing ITSs of a 

new generation. This script may be compared with a single 

piece of a big, complicated mosaic picture to be created. 

The EIT-system provides original effective methods for 

designing ITSs solving the following tasks: 

- developing imagination, creativity by means of 

teaching to decode metaphors and invent 

metaphors; 

- contributing to early socialization of the learners on 

the example of etiquette as a social agreement 

(etiquette makes the behaviour of the humans 

predictable, it is very important for understanding 

each other and in order not to heart the feelings of 

people); 

- making thrilling the mastering of SL grammar (on 

the example of English); 

- teaching the learners to integrate information 

dispersed in various sources and to establish time-

causal relationships between the extracted facts; 

- revealing cross-culture differences for avoiding 

misunderstanding during communication. 

 

The EIT-system has been mainly realized at lessons of 

English as a SL for Russian-speaking children and at the 

lessons of poetry and literature in English, at lessons 

devoted to explaining the symbolic language of painting, 

the culture of communication, and the symbolic language 

of classical dance. These kinds of lessons are considered 

in numerous countries as highly appropriate for young 

children and teenagers. The carefully selected collection 

of texts used at lessons is provided by a number of 

classical, world-known fairy-tales and novels, in 

particular, “Snow White”, “Cinderella”, “Sleeping 

Beauty”, “Pinocchio”, “Pollyanna”, “The Life and 

Adventures of Santa Claus“ by L. Frank Baum, “Alice in 

Wonder  Land” by Lewis Carroll, “The Wind in the 

Willows” by Kenneth Grahame, “The Hundred and One 

Dalmatians” by Dodie Smith, etc. That is why the EIT-

system may be used (after a certain adaptation requiring a 

small time) in English-speaking countries and in 

numerous countries where the English language is learned 

as a SL. 

11 Conclusion 
We believe that the proposed SSOL-model possesses the 

properties enabling its usage as a paradigm for education 

in KS. The focus on the student's Self at the lessons means 

that the lessons are emotionally coloured, and this very 

much contributes to the success of the learning process. 

Now there are at least two successful implementations of 

the SSOL-model: the EIT-system, tested during 28 years 

in Russia, and art cognitonics. The principal 

distinguishing feature of the EIT-system is an effective, 

many-staged method of sustaining and developing 

creativity in young children and adolescents, supporting 

and developing EI, basing on EI for making much easier 

the grasping of the materials to be studied.  
Our numerous publications in English describe many 

aspects of the EIT-system. The scholars from various 

countries do have the possibility to develop their original 

implementations of the SSOL-model with respect to their 

mother tongue and national culture. The stated ideas and 

the EIT-system provide a strong support to STEAM 

education and to anthropocentric approach to education in 

the digital age  as a whole. 
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Millions of electrocardiograms (ECG) are interpreted every year, requiring specialized training for 

accurate interpretation. Because automated and accurate classification ECG signals will improve early 

diagnosis of heart condition, several neural network (NN) approaches have been proposed for 

classifying ECG signals. Current strategies for a critical step, the preprocessing for noise removal, are 

still unsatisfactory. We propose a modular NN approach based on artificial noise injection, to improve 

the generalization capability of the resulting model. The NN classifier initially performed a fairly 

accurate recognition of four types of cardiac anomalies in simulated ECG signals with minor, moderate, 

severe, and extreme noise, with an average accuracy of 99.2%, 95.1%, 91.4%, and 85.2% respectively.  

Ultimately we discriminated normal and abnormal heartbeat patterns for single lead of raw ECG 

signals, obtained 95.7% of overall accuracy and 99.5% of Precision. Therefore, the propose approach 

is a useful tool for the detection and diagnosis of cardiac abnormalities. 

Povzetek: V članku je opisana metoda modularnih nevronskim mrež za prepoznavanje šumnih ECG 

signalov.

1 Introduction 
The electrocardiogram (ECG) is a non-invasive clinical 

test that measures and records electrical changes that take 

place in the heart when it beats [1]. ECG is vastly used 

for screening, diagnosis, and monitoring of several heart 

conditions. Most ECGs are recorded and interpreted by 

health professionals, few of which have received formal 

training and proper assessment of competency in 

recording and interpreting ECGs [2,3], and many self-

reported their ECG reading skills as inadequate [4]. 

Therefore, several automated approaches have been 

developed to increase efficiency and enhance accuracy in 

interpreting ECG waveforms [5]. This is the case of 

classification systems based on artificial neural networks 

(NN), which have become very popular and most widely 

employed for successful classification of ECG signals [5] 

because of their natural ability to deal with incomplete or 

ambiguous input in pattern recognition tasks [6]. 

An ECG signal consists mainly of five continuous 

electromagnetic waves namely, P, Q, R, S, and T (Fig. 

1). The amplitude, direction, and duration of the waves, 

and their morphological aspects are analyzed for specific 

abnormalities. Other important information includes the 

peak area, called the QRS complex, the duration of the 

PR and QT intervals, and the deviation of the PR and ST 

segments. These characteristics can be contaminated by 

the physical parameters of electronic and mechanical 

devices, electrical activity of muscles, degradation of the 

electrode-skin contact, and other causes [7-9]. Noise 

corruption can generate similar morphologies to the ECG 

waveform, reducing the discriminating power of 

heartbeat patterns, and increasing the rate of false alarms 

for cardiac monitors [9]. Therefore, a large number of 

NN approaches for ECG classification have included 

signal preprocessing for noise reduction, using a wavelet 

transformer (WT) [6,11-13], nonlinear cubic spline 

interpolation (CSI) [14], fast Fourier transformation 

(FFT) [15] or band-pass filters [16-19]. 

mailto:lmena@upsin.edu.mx
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Nevertheless, current strategies for this critical step, 

the preprocessing for noise removal, are still 

unsatisfactory because clinical interpretation often 

requires even higher signal quality to detect cardiac 

disorders [20, 21]. For that reason, NN systems for ECG 

classification that are robust and efficient, and have 

greater noise tolerance, are needed. In this paper, we 

develop and test a noise-tolerant ECG signal classifier 

based on an NN approach. The method uses a modular 

NN architecture to perform initial training and testing on 

a simulated dataset. Ultimately we discriminated normal 

and abnormal heartbeat patterns for single lead of real 

ECG signals. 

 
  
Figure 1:  Typical one-cycle ECG signal. 

2 Literature review 
Most NN systems were tested using ECG data from the 

MIT-BIH arrhythmia database [5], which contains 48 

ECG recordings with signals that were band-pass filtered 

in the frequency range of 0.1 to 100 Hz and sampled at 

360 Hz [22].  In this sense, Rohan and Patil also used a 

low pass filter with a cut-off frequency of 30-100 Hz to 

pre-process 16 records from the MIT-BIH database [16]. 

They then employed an NN approach composed by two 

hidden layers with eight neurons and classified four types 

of cardiac arrhythmias with an overall accuracy of 

99.9%. Asl et al. used a 5-15 Hz band-pass filter to 

remove contamination from 2009 ECG segments, each 

with 32 RR intervals [17]. The authors developed a 

three-layered NN with one hidden layer of 20 neurons 

that classified RR interval signals into four arrhythmia 

categories with an average accuracy of 99.3%.  Das and 

Ari employed an NN approach with a pre-processing 

band-pass filter (3-20Hz) to reduce noise in 44 records of 

the database [18]. They classified five types of ECG 

beats with an S-transform NN approach and achieved 

97.9% of average classification accuracy. In contrast, 

Tang and Shu eliminated noise from an ECG waveform 

using high-pass filter with 0.7Hz and low-pass filter with 

100Hz [19]. Their quantum NN model recognized ECG 

signals with an overall accuracy of 91.7%. 

In two studies the authors used WT technique to 

remove noise from MIT-BIH records. Javadi et al. 

proposed a modular NN based on a mixture of experts 

and negatively correlated learning using stationary WT 

as a tool for noise reduction [6]. The NN ensemble 

produced a recognition rate of 96% for classifying 

normal heartbeats, premature ventricular contraction 

arrhythmias and other cardiac abnormalities. 

Vijayavanan et al. preprocessed ECG signal to remove 

different kinds of artifacts using discrete WT [12]. They 

proposed a probabilistic NN approach to discriminate the 

difference between a normal ECG signal and an 

arrhythmia affected signal with an accuracy of 96.5% 

classification rate. Similarly, Naima and Timemy used 

discrete WT denoising procedure on ECG data collected 

from two hospitals in Bagdad [13]. Their discrete WT-

NN classifier with six neurons in the hidden layer 

detected acute MI with 95% accuracy. On the other hand, 

Güler and Übeyli decomposed ECG signals from the 

Physiobank database [23] into time-frequency 

representations also using discrete WT. They classified 

four types of ECG beats with a total accuracy of 96.9% 

through a combined NN model composed by 30 hidden 

neurons [11] 

In its place, Setizwan et al. employed the nonlinear 

CSI method to estimate and eliminate noise from the 

baseline ECG of MIT-BIH registers. The implemented 

fuzzy-neuro learning vector quantization algorithm 

produced 95.5% of the overall accuracy rate to classify 

normal beat and 11 types of arrhythmias [14]. 

Meanwhile, Vishwa et al. applied direct FFT to remove 

low frequencies and restore an ECG signal from the 

MIT-BIH arrhythmia database with the help of inverse 

FFT [15]. The NN model composed by three and five 

neurons in first and second hidden layer respectively 

obtained a detection accuracy of 96.7%. 

In contrast, Garg and Sharma used an NN model 

with two hidden layers to analyze ECG records from the 

MIT-BIH database with no additional filter and correctly 

detected normal vs. arrhythmic ECGs with a general 

accuracy of 96.6% [24]. Finally, Jadhav et al. used 

records from the Cardiac Arrhythmia Database of the 

UCI Machine Learning Repository [25] with no prior 

filtering for classification of normal and abnormal ECG 

signals. Their NN approach with two hidden layers 

resulted in 82.4% correct classifications [26]. 

3 Materials and methods 
The NN classification comprises five stages: (i) 

simulation of ECG signal, (ii) extraction of features that 

indicate cardiac abnormalities, (iii) computer generation 

of normal and abnormal heartbeat patterns, (iv) artificial 

noise injection, and (v) cardiac rhythm classification on 

simulated and real ECG signals. 



Noise-tolerant Modular Neural Network System for... Informatica 43 (2019) 109–116 111 

3.1 ECG signal simulation 

We used a standard electrocardiographic 12 lead 

representation of the heart electrical activity [27] divided 

in the P, PQ, QRS, ST, T and TP sections (Fig. 1), to 

simulate an ECG signal with specific parameters (Table 

1). The resulting signal was composed of different 

waveforms and frequencies. 

Section 
Minimum 

Voltage 

Maximum 

voltage 
Time 

P 0 0.125 mV 95 ms 

PQ 0 0 40 ms 

QRS -0.1 mV 0.97 mV 65 ms 

ST 0 0 120 ms 

T 0 0.16 mV 180 ms 

TP 0 0 130 ms 

Table 1: Parameters of typical ECG lead. 

The P and T sections of the simulated ECG signal 

were similar to waveforms generated by the movement 

of a piston, which allowed generation of a mathematical 

model of their behavior [28]. The piston describes an 

oscillatory motion that can be approximated by a simple 

harmonic. The position equation of the piston is a 

function of the angular velocity: x(t)=r·cos(ωt), where 

x(t) is the piston position versus time, r is the radius of 

the crank and ωt is the angular velocity of rotation in 

radians. 

The P wave modeled by the piston motion equation 

had maximum amplitude of 0.125 mV. The T wave was 

split into two sections: the first section had maximum 

amplitude of 0.16 mV, a positive slope, and a period of 

T1; the second section had the same maximum amplitude, 

a negative slope, and a period, T2, which was less than 

T1. The QRS segment used corresponding voltages at the 

Q, R, and S points and intermediate voltages for the PQ-

Q, Q-R, R-S, and S-ST sections. A positive off-set 

voltage was then added to each value. Each section was 

further characterized by amplitude and corresponding 

slope (Table 1). The final output ECG signal, simulated 

using MATLAB software [29, 30], had a duration of 700 

ms for each cycle and was mounted on a signal base of 

512 mV amplitude (Fig. 2). 

 

Figure 2: Typical ECG signal simulated in MATLAB. 

3.2 Cardiac abnormalities  

Feature extraction is a key issue in recognition and 

classification tasks. We used a combination of 

morphological and timing features to distinguish between 

a normal heartbeat (NH) and disorders of heart rate and 

cardiac rhythm. The shape, position, and time duration of 

P, Q, T waves and the ST segment, were used to identify 

specific abnormalities (Fig. 3).  

 

Figure 3: Morphological and timing features of (a) the P wave; 

(b) the Q wave; (c) the ST segment; and (d) the T wave, used to 

detect specific cardiac abnormalities 

The P wave is the first positive deflection on ECG 

signal, with a normal duration <120 ms and amplitude 

rarely exceeding 0.25 mV. Greater amplitude suggests 

right atrial enlargement (RAE) [31], and an inverted P 

wave can indicate junctional rhythm (JR) [32]. The Q 

wave is the first downward deflection on ECG signal. 

Pathological Q waves, with a duration >40 ms or depth 

>0.1 mV, can be a sign of current or previous myocardial 

infarction (MI) [33]. Greater than 0.2 mV depression of 

the ST segment, which connects the QRS complex and 

the T wave, is attributable to cardiac ischemia (CI) [34]. 

Widespread inversion of the T wave, the first deflection 

following the QRS complex, is also associated with CI 

[35].  

3.3  Dataset  

After extracting the morphological and timing 

characteristics of the simulated ECG signal, we 

generated 10000 heartbeat feature vectors (normal and 

abnormal) for each ECG segment. The dimensions of the 

feature vectors for the P, Q, ST and T waves were 102, 

115, 120, and 200-dimensional respectively. We then 

built matrices , ,  and ) from randomly 

selected pattern vectors, using 900 for each matrix. These 

were organized as interspersed normal ( ) and 

abnormal patterns ( ). In the case of a P wave with two 

associated pathologies ( ), both abnormal patterns 

were inserted after each NH pattern: 

        (1) 

Later, we randomly combined the pattern vectors to 

generate a total training dataset, composed of 5400 
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samples from five classes. The first class was a NH; the 

other four classes were specific cardiac pathologies for 

each ECG wave. This takes into account that CI could be 

attributable to depression of the ST segment or 

widespread inversion of the T wave [34]. The total 

training data was partitioned into two datasets: training 

and testing set. The testing set was not seen by NN 

classifier during the training phase. It is only used for 

testing the generalization of NN approach after it was 

trained. We randomly selected the 80% examples for 

training, and the rest 20% examples as testing data.  

To assess the robustness of the learned patterns 

within noisy conditions, and to improve the 

generalization capability of the resulting NN system, we 

created artificial corruption in all ECG segments of 

testing set (Fig. 4) using a Gaussian white-noise model 

[40]. We injected 1 to 12% of randomly generated 

Gaussian white noise [41,42]. We defined quality 

categories to describe the noise level: minor (1-2%), 

moderate (4-6%), severe (8-10%), and extreme (12%). 

The corrupted testing set was used during the training 

phase to improve the behavior of NN ensembles while 

they were trained within noise conditions. 

Later we build a corrupted dataset for testing of 

trained NN with a total of 21600 contaminated ECG 

segments (17100 NH, 1800 CI, 900 RAE, 900 JR, and 

900 MI segments). In addition, the NN approach was 

tested on real ECG records of the Physikalisch-

Technische Bundesanstalt (PTB) Diagnostic ECG 

Database [36]. The PTB database contains digitized ECG 

signals provided by the National Metrology Institute of 

Germany. This ECG collection included 15 

simultaneously measured signals: the conventional 12 

leads together with the 3 Frank lead ECGs. Each signal is 

digitized at 1000 samples per second, with 16 bit 

resolution over a range of ± 16 mV and sampling 

frequency equal to 1 KHz [36]. 

 

 

Figure 4: P wave corrupted with 6% Gaussian white noise. 

We selected data from 221 subjects with a clinical 

summary available, which included ECG records 

classified as NH (n=52) or cardiac abnormalities (148 

MI, 14 dysrhythmia and 7 myocardial hypertrophy). For 

the testing purpose, we considered an unbalanced dataset 

in favor of arrhythmia data (76.5%) to improve the 

testing generalization capabilities of the NN classifier to 

recognizing cardiac abnormalities. Lead V1 was chosen 

for the whole analysis; because it has the largest ratio of 

atrial to ventricular signal amplitude and therefore can 

offer more representative characteristics for identifying 

the common heart diseases [37,38]. The final test set 

consisted of 884 ECG traces built from 4 heartbeats per 

individual. 

3.3 Neural network classifier 

The modular NN classifier consisted of four, three-

layered, feedforward micro NNs built through Matlab 

NN toolbox, one for each ECG interval analyzed. A 

back-propagation algorithm in batch gradient descent 

with momentum mode [39] and random weights/bias 

initialization were used for training. Transfer function 

group was of the hyperbolic tangent-logarithmic 

sigmoid-linear type for input-hidden-output layers. The 

learning rate and momentum coefficient were selected as 

0.05 and 0.9 respectively. Performance was tested using 

the mean squared error parameter, computed for 

differences between the actual outputs and the outputs 

obtained in each trained micro NN. The training ended, if 

the total sum of the squared errors was <0.001, or when 

3000 epochs were reached. The target outputs for NH, 

RAE, JR, MI, and CI were given by (0,0,0,0), (0,0,0,1), 

(0,0,1,0), (0,1,0,0), and (1,0,0,0), respectively.  

4 Results 

4.1 Simulated ECG dataset 

When the NN system was trained using pattern vectors of 

clean and noised simulated ECG signals, the MSE 

convergence goal (0.00096) was reached in 109 epochs. 

The best performance was obtained using 10 (P and T) or 

5 (Q and ST) neurons in the hidden layer of the micro 

NNs. In the first scenario of testing with an artificial 

corrupted dataset, correct classifications over 10 runs 

averaged 99.2%, 95.1%, 91.4%, and 85.2% for minor, 

moderate, severe, and extreme noise (Table 2) 

respectively. Total confusion matrix of each micro NN 

model for all the levels of noise is shown in Table 3. 

Noise 

Level 

Micro NN Accuracy (%) 

P Q ST T 
NH RAE JR NH MI NH CI NH CI 

Minor 100 99 100 100 100 100 100 97 97 

Moderate 97 88 96 100 100 100 100 85 90 

Severe 96 85 86 100 100 99 100 78 79 

Extreme 94 70 74 95 100 96 100 67 71 

Average 96.8 85.5 89 98.8 100 98.8 100 81.8 84.3 

Table 2: Classification performance for contaminated ECG 

segments. 

Estimated 

Output 

True output 

P Q ST T 
NH RAE JR NH MI NH CI NH CI 

NH 66184 522 396 67588 0 67598 0 55972 564 

Cardiac 

anomaly 
2216 3078 3204 812 3600 802 3600 12428 3036 

Table 3: Confusion matrix for classification of artificially 

corrupted ECG segments. 
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Overall classification accuracy was 93.9%. The best 

performance was achieved for the micro NNs, Q and ST, 

correctly classifying 98.8% of NH and 100% of 

abnormal segments.  

4.2 Real ECG dataset 

For the last stage of the study the trained NN approach 

was tested directly on raw ECG traces from PTB 

database, exclusively for discriminating between NH and 

cardiac abnormality. Overall classification accuracy was 

95.7%. The results are shown by a confusion matrix, 

where each cell contains the number of ECG traces 

classified for the corresponding combination of estimated 

and true outputs (Table 4). 

Estimated 

output 

True output 

NH Cardiac abnormality 

NH 205 35 

Cardiac 

abnormality 
3 641 

Table 4: Confusion matrix for classification of real ECG 

signals. 

The total test performance of the NN classifier is 

displayed in Table 5. This was determined by the 

computation of evaluation metrics such as Specificity 

(number of correctly classified NH over total number of 

NH), Sensitivity (number of correctly classified cardiac 

abnormalities over total number of cardiac 

abnormalities), and Precision (number of correctly 

classified cardiac abnormalities over total number of 

estimated cardiac abnormalities). 

Evaluation metrics Values (%) 

Specificity 98.6 

Sensitivity 94.8 

Precision 99.5 

Overall classification accuracy 95.7 

Table 5: Total test performance of the NN classifier. 

In Table 6 the overall performance of our proposed 

NN classifier is compared with the recognition rate of 

previous NN approaches for EGC classification found in 

the literature. 

5 Discussion 
Overall, results of the previous studies make it clear that 

suppression of noise corruption embedded in analysed 

signals improves the accuracy of NN classifiers. 

However, filtering parameters, particularly cut-off 

frequencies and phase response characteristics, should be 

chosen such that clinical information in ECG signals 

remains undistorted, while as much noise as possible is 

removed [43]. This is difficult because the signal and 

noise often share the same frequencies. Furthermore, 

adaptive filters do not normally have a sharp delineation 

between the pass-bands and cut-bands, but rather a slow 

transition in the filter response. If the clinical signals and 

noise are close, it may not be possible to remove the 

noise without removing some of the clinical signal [44]. 

Due to filtration problems, several previous studies found 

that adaptive filtering affected the estimation of 

morphological parameters in ECG signals [45-47], 

resulting in changes that simulated CI [48-53]. A 

reduction in the number of peaks and valleys was 

particularly misleading [54].  

Converse to previous NN approaches for 

classification of ECG signals, the system proposed trains 

with clean and noisy data [55]. By using inputs corrupted 

with randomly sampled noises and various signal-to-

noise ratios, we were able to build a robust classifier 

without an adaptive filter, because the injected noise 

improves the generalization capability of the NN model 

[56]. The rationale of this approach is that the 

perturbation introduced in training by the injected noise 

can be learned by the NN structure and recognized in the 

test phase. More exactly, noise injection during the 

training favors an optimal solution at which the objective 

function is less sensitive to the change of the input [57]. 

On the other hand, this approach is based on the premise 

that an NN method, which can provide accurate 

classification with noise, is preferable to methods that 

modify the original signal. Furthermore the modular 

design based in micro NNs provides a more specific 

classification for each considered kind of cardiac 

abnormality. In this sense, the analysis and experiments 

suggest that by injecting a minor to extreme level of 

noise in training of NN, the noise patterns can be 

effectively learned, and the generalization capability of 

the micro NNs can be improved. Both of these 

advantages result in substantial performance 

improvement of NN for ECG classification in noise 

conditions, without the inclusion of adaptive filters. 

However, although the average classification 

accuracy and precision of our NN system is competitive, 

NN approach  
Filtering 

technique 

Accuracy 

(%) 

*Rohan et al. [16]    30-100 Hz 99.9 

*Asl et al. [17] 5-15 Hz 99.3 

*Das et al. [18] 3-20 Hz 97.9 

Güler et al. [11] WT 96.9 

*Vishwa [15] FFT 96.7 

*Garg et al. [23] Non 96.6 

*Vijayavanan [12] WT 96.5 

*Javadi et al. [6] WT 96.0 

*Setiawan et al. [14] CSI 95.5 

Naima et al. [13] WT 95.0 

*Tang et al. [19] 0.7-100 Hz 91.7 

Jadhav et al. [26] Non 82.3 

Method proposed Non 95.7 

* ECG signals that were previously band-pass 

filtered in the frequency range of 0.1 to 100 Hz and 

sampled at 360 Hz. 

Table 6: Comparison of the overall classification accuracy 

of the proposed method and previous NN approaches in 

literature. 
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the system was tested for the detection of only four types 

of cardiac pathologies.  On the other hand, the first 

results of the trained NN approach were achieved with 

artificially generated random Gaussian white noise, 

without any specific assumption on the origin of the 

noise. Moreover, the additive noise model can differ to 

some extent from real ECG records that are corrupted by 

physiological noise and exhibiting spatial correlation 

across the individual ECG signals [16]. These limitations 

require additional research for situations where the nature 

of the contaminating noises are better known, and the 

additive artificial noise may be selected according to the 

particular situation. Therefore, our system requires 

further verification including information about the noise 

sources using actual ECG data and classifying other 

specific types of cardiac disorders. 

6 Conclusion 
We developed a robust and fairly accurate, noise-tolerant 

NN approach for detecting and diagnosing specific 

cardiac abnormalities. The modular NN system 

discriminates between simulated normal and abnormal 

cardiac rhythms with high accuracy for ECG signals with 

minor to moderate noise and good accuracy for signals 

with severe to extreme noise. The previous artificial 

noise injection stage enables the trained NN classifier to 

handle noise and recognize cardiac abnormalities on raw 

ECG signals with high Precision. With further 

verification, this system could facilitate the use of NN 

approaches to support clinical decisions. 

7 Acknowledgments 
This paper was supported by the Secretaria de Educación 

Pública, México (DSA/103.5/15/11115). The authors 

acknowledge the support of the Programa 

Interinstitucional para el Fortalecimiento de la 

Investigación y el Posgrado del Pacífico, which promotes 

the formation and consolidation of research networks 

integrated by researchers from universities, technological 

institutes, and state councils of science and technology of 

Mexico. GE Maestre is supported partially by the 

National Institutes of Health and the National Institute of 

Aging (5 R01 AG036469-05, 1R03AG054186).  We 

acknowledge Sarah Kaip for her editing of English 

language. 

Conflicts of interest 
None declared. 

References 
[1] Hurxthal L.M. Clinical interpretation of the 

electrocardiogram. The New England Journal of 

Medicine, 1934, Vol.  211, No. 10, pp. 431-437. 

https://doi.org/10.1056/NEJM193409062111001 

[2] Wolff A.R., Long S., McComb J.M., Richley D., 

Mercer P. The gap between training and provision: 

a primary-care based ECG survey in North-East 

England. The British Journal of Cardiology, 2012, 

Vol.  19, No. 1, pp. 38-40.  

https://doi.org/10.5837/bjc.2012.008 

[3] Richley D. New training and qualifications in 

electrocardiography. British Journal of Cardiac 

Nursing, 2013, Vol. 8, No. 1, pp. 38-42.  

https://doi.org/10.12968/bjca.2013.8.1.38 

[4] Som S. Nurse practitioners (and other physician 

extenders) are not an appropriate replacement for 

expert physician electrocardiogram readers in 

routine clinical practice. Journal of the American 

College of Cardiology, 2015, Vol.  65, No. 1, pp. 

106-107. https://doi.org/10.1016/j.jacc.2014.09.075 

[5] Jambukia S.H., Dabhi V.K., Prajapati, H.B. 

Classification of ECG signals using machine 

learning techniques: A survey. Proc. of IEEE 

International Conference on Advances in Computer 

Engineering and Applications, 2015, pp. 714-721. 

https://doi.org/10.1109/ICACEA.2015.7164783 

[6] Javadi M., Arani S.A.A.A, Sajedin A., 

Ebrahimpour R.  Classification of ECG arrhythmia 

by a modular neural network based on mixture of 

experts and negatively correlated learning. 

Biomedical Signal Processing and Control, 2013, 

Vol. 8, No. 3, pp. 289-296.  

https://doi.org/10.1016/j.bspc.2012.10.005 

[7] Zadeh A.E., Khazaee A., Ranaee V. Classification 

of the electrocardiogram signals using supervised 

classifiers and efficient features. Computer Methods 

and Programs in Biomedicine, 2010, Vol. 99, No. 

2, pp. 179-194. 

https://doi.org/10.1016/j.cmpb.2010.04.013 

[8] Micó P., Mora M., Cuesta-Frau D., Aboy M. 

Automatic segmentation of long-term ECG signals 

corrupted with broadband noise based on sample 

entropy. Computer Methods and Programs in 

Biomedicine, 2010, Vol. 98, No. 2, pp. 118-129.  

https://doi.org/10.1016/j.cmpb.2009.08.010 

[9] Choudhary M., Narwaria R.P. Suppression of noise 

in ECG signal using low pass IIR filters. 

International Journal of Electronics and Computer 

Science Engineering, 2012, Vol. 1, No. 4, pp. 2238-

2243. 

[10] Li Q., Clifford G.D. Signal quality and data fusion 

for false alarm reduction in the intensive care unit. 

Journal of Electrocardiology, 2012, Vol. 45, No. 6, 

pp. 596-603.  

https://doi.org/10.1016/j.jelectrocard.2012.07.015 

[11] Güler, İ., Übeyli, E.D. (2005). ECG beat classifier 

designed by combined neural network model. 

Pattern recognition, 2005, Vol. 38, No. 2, pp. 199-

208. https://doi.org/10.1016/j.patcog.2004.06.009 

[12] Vijayavanan M., Rathikarani V., Dhanalakshmi P. 

Automatic classification of ECG signal for heart 

disease diagnosis using morphological features. 

International Journal of Computer Science & 

Engineering Technology, 2014, Vol. 5, No. 4, pp. 

449-455. 

[13] Naima, F.A, Timemy A.A. Neural network based 

classification of myocardial infarction: a 

comparative study of Wavelet and Fourier 

https://doi.org/10.1056/NEJM193409062111001
https://doi.org/10.5837/bjc.2012.008
https://doi.org/10.12968/bjca.2013.8.1.38
https://doi.org/10.1016/j.jacc.2014.09.075
https://doi.org/10.1109/ICACEA.2015.7164783
https://doi.org/10.1016/j.bspc.2012.10.005
https://doi.org/10.1016/j.cmpb.2010.04.013
https://doi.org/10.1016/j.cmpb.2009.08.010
https://doi.org/10.1016/j.jelectrocard.2012.07.015
https://doi.org/10.1016/j.patcog.2004.06.009


Noise-tolerant Modular Neural Network System for... Informatica 43 (2019) 109–116 115 

transforms. In Pattern Recognition, 2009, pp. 337-

351. INTECH. https://doi.org/10.5772/7533 

[14] Setiawan I.M.A., Imah, E.M., Jatmiko, W.  

Arrhytmia classification using fuzzy-neuro 

generalized learning vector quantization. Proc. of 

IEEE International Conference on Advanced 

Computer Science and Information System, 2011, 

pp. 385-390. 

[15] Vishwa A.M.K., Lal S.D., Vardwaj P. Clasification 

of arrhythmic ECG data using machine learning 

techniques. International Journal of Interactive 

Multimedia and Artificial Intelligence, 2011, Vol. 1, 

No. 4 pp. 67-70. 

https://doi.org/10.9781/ijimai.2011.1411 

[16] Rohan M.D., Patil A.J.  Layered approach for ECG 

beat classification utilizing neural network. 

Bioinformatics, 2012, Vol. 2, No. 6, pp. 1495-1500. 

[17] Asl B.M., Sharafat A.R., Setarehdan S.K. An 

adaptive backpropagation neural network for 

arrhythmia classification using RR interval signal. 

Neural Network World, 2012, Vol. 6, No. 12, pp. 

535-54. 

[18] Das M.K., Ari S. ECG arrhythmia recognition using 

artificial neural network with S-transform based 

effective features. Proc. of IEEE India Conference 

Annual, 2013, pp. 1-6. 

https://doi.org/10.1109/INDCON.2013.6726153 

[19] Tang X., Shu L. Classification of electrocardiogram 

signals with RS and quantum neural networks. 

International Journal of Multimedia and 

Ubiquitous Engineering, 2014, Vol 9, No. 2, pp. 

363-372.https://doi.org/10.14257/ijmue.2014.9.2.37 

[20] Li Q., Rajagopalan C., Clifford G.D. A machine 

learning approach to multi-level ECG signal quality 

classification. Computer Methods and Programs in 

Biomedicine, 2014, Vol. 117, No. 3, pp. 435-447. 

https://doi.org/10.1016/j.cmpb.2014.09.002 

[21] Redmond S.J., Xie Y., Chang D., Basilakis J., 

Lovell N.H. Electrocardiogram signal quality 

measures for unsupervised telehealth environments. 

Physiological Measurement, 2012, Vol. 33, No. 9, 

pp. 1517-1533. 

https://doi.org/10.1088/0967-3334/33/9/1517 

[22] Moody G.B., Mark R.G. The impact of the MIT-

BIH arrhythmia database. IEEE Engineering in 

Medicine and Biology Magazine, 2001, Vol. 20, 

No. 3, pp. 45-50. https://doi.org/10.1109/51.932724 

[23] Goldberger A.L., Amaral L.A.N., Glass L.,  

Hausdorff J.M., Ivanov P.Ch., Mark R.G., Mietus 

J.E., Moody G.B., Peng, C.K., Stanley H.E. 

Physiobank, Physiotoolkit, and Physionet. 

Components of a new research resource for 

complex physiologic signals. Circulation, 2000, 

Vol. 101, No. 23, pp. e215-e220. 

https://doi.org/10.1161/01.CIR.101.23.e215 

[24] Garg P., Sharma A. Detection of normal ECG and 

arrhythmia using artificial neural network system. 

International Journal of Engineering Research and 

Science & Technology, 2015, Vol. 4, No. 1, pp. 1-

13. 

[25] Moses D. A survey of data mining algorithms used 

in cardiovascular disease diagnosis from multi-lead 

ECG data. Kuwait Journal of Science, 2015, Vol. 

42, No. 2, pp. 206-235. 

[26] Jadhav S., Nalbalwar S., Ghatol A. Performance 

evaluation of generalized feedforward neural 

network based ECG arrhythmia classifier. 

International Journal of Computer Science Issues, 

2012, Vol. 9, No. 4, pp. 379-384 

[27] Ambrose M. ECG. Interpretación clínica. Manual 

Moderno, Buenos Aires, 2008.  

[28] Chierici F., Pignagnoli L., Embriaco D. Modeling 

of the hydroacoustic signal and tsunami wave 

generated by seafloor motion including a porous 

seabed. Journal of Geophysical Research, 2010. 

Vol. 115, No. C3, pp. 1-15. 

https://doi.org/10.1029/2009JC005522 

[29] Islam M.K., Haque A.N., Tangim G., Ahammad T., 

Khondokar M.R.H. Study and analysis of ECG 

signal using MATLAB & LABVIEW as effective 

tools. International Journal of Computer and 

Electric Engineering, 2012, Vol.  4, No. 3, pp.  404-

408. https://doi.org/10.7763/IJCEE.2012.V4.522 

[30] Guda M., Gasser S., El Mahallawy M.S. MATLAB 

simulation comparison for different adaptive noise 

cancelation algorithms.  Proc. of the International 

Conference on Digital Information, Networking, 

and Wireless Communications, 2014, pp. 68-73. 

[31] Bille K., Figueiras D., Schamasch P.,   

Kappenberger L.,  Brenner J.I., Meijboom F.J., 

Meijboom E.J. Sudden cardiac death in athletes: the 

Lausanne Recommendations. European Journal of 

Cardiovascular Prevention & Rehabilitation, 2006, 

Vol. 13, No. 6, pp. 859-875. https://doi.org/ 

10.1097/01.hjr.0000238397.50341.4a 

[32] Cools E., Missant C. Junctional ectopic tachycardia 

after congenital heart surgery. Acta 

Anaesthesiologica Belgica, 2014, Vol. 65, No. 1, 

pp. 1-8. 

[33] Das M.K., Khan B., Jacob S., Kumar A.,  

Mahenthiran  J. Significance of a fragmented QRS 

complex versus a Q wave in patients with coronary 

artery disease. Circulation, 2006, Vol. 113, No. 21, 

pp. 2495-2501. https://doi.org/10.1161/ 

CIRCULATIONAHA.105.595892 

[34] Valo M., Moller A., Teupe C. Markers of 

myocardial ischemia in patients with diabetes 

mellitus and severe obstructive sleep apnea impact 

of continuous positive airway pressure therapy. 

Journal of Diabetes & Metabolism, 2015, Vol. 6, 

No. 492, pp. 2-5. 

[35] Bakhoya V.N., Kurl S., Laukkanen J.A. T-wave 

inversion on electrocardiogram is related to the risk 

of acute coronary syndrome in the general 

population. European Journal of Preventive 

Cardiology, 2014, Vol. 21, No. 4, pp., 500-506. 

[36] Bousseljot R., Kreiseler D., Schnabel A.     Nutzung 

der EKG-Signaldatenbank CARDIODAT der PTB 

über das Internet. Biomedizinische 

Technik/Biomedical Engineering, 1995, Vol. 40, 

No. s1, pp. 317-318. 

https://doi.org/10.5772/7533
https://doi.org/10.9781/ijimai.2011.1411
https://doi.org/10.1109/INDCON.2013.6726153
https://doi.org/10.14257/ijmue.2014.9.2.37
https://doi.org/10.1016/j.cmpb.2014.09.002
https://doi.org/10.1088/0967-3334/33/9/1517
https://doi.org/10.1109/51.932724
https://doi.org/10.1161/01.CIR.101.23.e215
https://doi.org/10.1029/2009JC005522
https://doi.org/10.7763/IJCEE.2012.V4.522
https://doi.org/%2010.1097/01.hjr.0000238397.50341.4a
https://doi.org/%2010.1097/01.hjr.0000238397.50341.4a
https://doi.org/10.1161/%20CIRCULATIONAHA.105.595892
https://doi.org/10.1161/%20CIRCULATIONAHA.105.595892


116 Informatica 43 (2019) 109–116 A. Ochoa et al.  

[37] Mainardi L., Sornmo L., Cerutti S. Understanding 

atrial fibrillation: the signal processing 

contribution. Morgan & Claypool Publishers, San 

Rafael, 2008. 

[38] Ramli A.B., Ahmad P.A. Correlation analysis for 

abnormal ECG signal features extraction.  Proc. of 

4th National Conference on Telecommunication 

Technology, 2003, pp. 232-237. 

https://doi.org/10.1109/NCTT.2003.1188342 

[39] Paulin F., Santhakumaran, A. Classification of 

breast cancer by comparing back propagation 

training algorithms. International Journal on 

Computer Science and Engineering, 2011, Vol. 3, 

No. 1, pp. 327-332. 

[40] Szabó B.T., van der Vaart A.W., van Zanten J.H. 

Empirical Bayes scaling of Gaussian priors in the 

white noise model. Electronic Journal of Statistics, 

2013, Vol. 7, pp. 991-1018. 

https://doi.org/10.1214/13-EJS798 

[41] Grandvalet Y., Canu S. Comments on noise 

injection into inputs in back propagation learning. 

IEEE Transactions Systems, Man and Cybernetics, 

1995, Vol. 25, No. 4, pp. 678-681. 

https://doi.org/10.1109/21.370200 

[42] An G. The effects of adding noise during 

backpropagation training on a generalization 

performance.  Neural Computation, 1996, Vol. 8, 

No. 3, pp. 643-674. 

https://doi.org/10.1162/neco.1996.8.3.643 

[43] Kumar R., Gupta R., Jyoti K., Ranjan A.K.  

AT89C51 microcontroller based medical two 

channel ECG module and body temperature 

measurement with graphics LCD. International 

Journal of Advanced Research in Computer Science 

and Software Engineering, 2015, Vol. 5, No. 5, pp. 

1321-1326. 

[44] Longini R.L., Giolma J.P., Wall III C., Quick R.F. 

Filtering without phase shift. IEEE Transactions on 

Biomedical Engineering, 1975, Vol. BME-22, No.  

5, pp. 432-433. 

https://doi.org/10.1109/TBME.1975.324517 

[45] Valverde E.R., Quinteiro R.A., Bertran G.C., Arini 

P.D., Glenny P., Biagetti M.O. Influence of filtering 

techniques on the time domain analysis of signal-

averaged P wave electrocardiogram. Journal of 

Cardiovascular Electrophysiology, 1998, Vol. 9, 

No. 3, pp. 253-260. 

https://doi.org/10.1111/j.1540-8167.1998.tb00910.x 

[46] Łęski J.M., Henzel N. ECG baseline wander and 

powerline interference reduction using nonlinear 

filter bank. Signal Processing, 2005, Vol.  85, No. 

4, pp. 781-793. 

https://doi.org/10.1016/j.sigpro.2004.12.001 

[47] Gregg R.E., Zhou S.H., Lindauer J.M., Helfenbein 

E.D., Giuliano K.K. What is inside the 

electrocardiograph?.  Journal of Electrocardiology, 

2008, Vol. 41, No. 1, pp. 8-14. 

https://doi.org/10.1016/j.jelectrocard.2007.08.059 

[48] Berson A.S., Pipberger H.V. The low-frequency 

response of electrocardiographs, a frequent source 

of recording errors.  American Heart Journal, 1966, 

Vol. 71, No. 6, pp.  779-789. 

https://doi.org/10.1016/0002-8703(66)90599-0 

[49] Bragg-Remschel D.A., Anderson C.M., Winkle 

R.A. Frequency response characteristics of 

ambulatory ECG monitoring systems and their 

implications for ST segment analysis. American 

Heart Journal, 1982, Vol. 103, No. 1, pp. 20-31. 

https://doi.org/10.1016/0002-8703(82)90524-5 

[50] Tayler D., Vincent R. Signal distortion in the 

electrocardiogram due to inadequate phase 

response. IEEE Transactions on Biomedical 

Engineering, 1983, Vol. BME-30, No. 6, pp. 352-

356. 

https://doi.org/10.1109/TBME.1983.325137 

[51] Tayler D.I, Vincent R. Artefactual ST segment 

abnormalities due to electrocardiograph design. 

British Heart Journal, 1985, Vol. 54, No. 2, pp. 

121-128.  

https://doi.org/10.1136/hrt.54.2.121 

[52] Burri H., Sunthorn H., Shah D. Simulation of 

anteroseptal myocardial infarction by 

electrocardiographic filters. Journal of 

Electrocardiology, 2006, Vol. 39, No. 3, pp. 253-

258.  

https://doi.org/10.1016/j.jelectrocard.2005.11.001 

[53] Censi F., Calcagnini G., Triventi M., Mattei E.,  

Bartolini P., Corazza I., Boriani G. Effect of high-

pass filtering on ECG signal on the analysis of 

patients prone to atrial fibrillation. Annali 

dell'Istituto Superiore di Sanità, 2009, Vol. 45, No. 

4, pp.  427-431. 

https://doi.org/10.1590/S0021-25712009000400012 

[54] Buendía-Fuentes F., Arnau-Vives M.A., Arnau-

Vives A., Jiménez-Jiménez Y., Rueda-Soriano J., 

Zorio-Grima E., Osa-Sáez A., Martínez-Dolz L.V., 

Almenar-Bonet L., Palencia-Pérez M.A. High-

bandpass filters in electrocardiography: source of 

error in the interpretation of the ST segment. 

International Scholarly Research Notices 

Cardiology, 2012, Vol. 2012, pp. 1-10. 

https://doi.org/10.5402/2012/706217 

[55] Li B., Tsao Y., Sim K.C. An investigation of 

spectral restoration algorithms for deep neural 

networks based noise robust speech recognition. 

Proc. of 14th Annual Conference of the 

International Speech Communication Association, 

2013, pp. 3002-3006. 

[56] Yin S., Liu C., Zhang Z., Lin Y., Wang D.,  Tejedor 

J., Fang-Zhen T., Li Y. Noisy training for deep 

neural networks in speech recognition. EURASIP 

Journal on Audio, Speech, and Music Processing, 

2015, Vol. 2015, No. 1, pp. 1-14. 

https://doi.org/10.1186/s13636-014-0047-0 

[57] Grandvalet Y., Canu S Comments on “Noise 

injection into inputs in back propagation learning”. 

IEEE Transactions on Systems, Man, and 

Cybernetics, 1995, Vol. 25, No. 4, pp. 678–681. 

https://doi.org/10.1109/21.370200 

 

https://doi.org/10.1109/NCTT.2003.1188342
https://doi.org/10.1214/13-EJS798
https://doi.org/10.1109/21.370200
https://doi.org/10.1162/neco.1996.8.3.643
https://doi.org/10.1109/TBME.1975.324517
https://doi.org/10.1111/j.1540-8167.1998.tb00910.x
https://doi.org/10.1016/j.sigpro.2004.12.001
https://doi.org/10.1016/j.jelectrocard.2007.08.059
https://doi.org/10.1016/0002-8703(66)90599-0
https://doi.org/10.1016/0002-8703(82)90524-5
https://doi.org/10.1109/TBME.1983.325137
https://doi.org/10.1136/hrt.54.2.121
https://doi.org/10.1016/j.jelectrocard.2005.11.001
https://doi.org/10.1590/S0021-25712009000400012
https://doi.org/10.5402/2012/706217
https://doi.org/10.1186/s13636-014-0047-0
https://doi.org/10.1109/21.370200


https://doi.org/10.31449/inf.v43i1.2716 Informatica 43 (2019) 117–121 117
  

Facial Expression Recognition Based on Local Features and 

Monogenic Binary Coding 

Zhangbao Chen 

School of Electronic and Electrical Engineering, Bengbu University, Bengbu, Anhui 233030, China 

Corresponding address: No. 1866, Caoshan Road, Bengbu, Anhui 233030, China 

E-mail: zbczbao@126.com 

 

Keywords: monogenic binary coding, facial expression recognition, local features, Japanese female facial expression 

Received: March 11, 2019 

Fast developing facial expression reciognition is one of the significant recognition technologies for 

biological features with high applied value. In this study, a monogenic binary coding algorithm was 

considered to illustrate a good matching with local features through the analysis of monogenic signal 

theory and monogenic binary algorithm. Then, the results of the facial expression recognition simulation 

experiment of monogenic based  classical facial expression database, the Japanese Female Facial 

Expression (JAFFE) Database, and the results of traditional Local Binary Patterns-Sparse 

Representation-based Classification (LBP-SRC) residual fusion method were compared to illustrate the 

efficiency of the monogenic binary coding algorithm in the aspect of facial recognition and to provide a 

basis for the application of the monogenic signal theory in facial expression. 

Povzetek: Opisana je nova varianta algoritma za hitro prepoznavanje izrazov na obrazu . 

1 Introduction 

Language is the most common way to convey information 

in daily life. However, the study shows that facial 

expressions contain more information than languages do 

and some cannot be easily recognized by humans 

themselves [1]. Thus, using computers to analyze facial 

expressions and to recognize important information has 

become a critical research topic in computer realm and the 

relative results have obtained a remarkable progress in the 

aspects of mental illness treatment, polygraph detection, 

distance education, human-computer interaction and so 

on. The rough operation flow of facial expression 

recognition is face detection and preprocessing, facial 

feature extraction, and facial expression classification [2], 

where face detection and preprocessing refer to the 

separation of the target face from the image; facial feature 

extraction refers to the extraction of some facial features 

that can reflect human emotions from the face, and facial 

expression classification is a classification of the  

extracted facial features as a specific expression. In the 

aspects of the extraction of facial features, there exist 

many mature technologies, including the extraction 

methods based on geometric features, overall statistical 

features, characteristic frequency rate, and motion 

features. Mollahosseini et al. [3] proposed a method to 

recognize facial expression with deep neural networks 

with good performance in blurred images. Dapogny et al. 

[4] proposed a method of facial recognition based on 

pairwise conditional random forests and its improvement 

in recognition was remarkable by learning random forests 

from different derivative characteristics in paired image. 

Lee et al. [5] proposed a new method of facial expression 

recognition based on sparse representation which could 

reduce the variance within class and emphasize to inquire 

the facial expressions in face images at the same time. The 

monogenic binary coding algorithm is relatively more 

widely used among many facial expression recognition 

technologies, and many improved methods with high 

recognition rate have been derived over time. Yang et al. 

[6] proposed a monogenic binary pattern that combined 

monogenic orientations and monogenic amplitudes to 

apply on facial recognition realm, which obtained good 

results. Zhang et al. [7] proposed a monogenic binary 

algorithm based on local features which was relatively 

easier in calculation and improved the recognition 

accuracy further. In this study, facial expression 

recognition algorithm based on local features and 

monogenic binary coding was analyzed to build the facial 

expression recognition model through the deep 

understanding of the monogenic signal theory and the 

monogenic binary coding and the accuracy rate was 

examined by Japanese Female Facial Expression (JAFFE) 

Database, the classic facial expression database. Some 

suggestions about the methods of facial expression 

recognition were provided through the illustration of the 

wonderful features of monogenic binary coding in facial 

expression recognition realm, which was shown by the 

comparison of accuracy rate with the traditional facial 

recognition method. 

2 Monogenic signal theory 

Hilbert transform is one of the methods to describe signal 

analysis and complex envelope in the field of mathematics 

and signal processing and it can be roughly described as 

mailto:zbczbao@126.com
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the convolution of a signal )(ts  with 
t

1
 to get the signal 

)(' ts  [8]. 

The formula of Hilbert transform is: 
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Hilbert transform keeps the amplitude of each 

frequency component of the target signal and the phase 

exhibits a °90  shift. 

Riesz transform is a two-dimensional extension of the 

Hilbert transform [9]. The monogenic signal based on 

Riesz transform can convert the one-dimensional signal 

into two-dimensional signal. The transformation form of 

Riesz transform in the spatial domain is: 
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where the convolution kernel of Risez transform is 
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. The monogenic signal of a picture 

can be defined as the combination of the signal )(zf  and 

Risez transform. The combination mode is: 

)()()()(),()()( zjfzifzfzfjizfzf yxRS ++=+= . (3) 

The monogenic signal based on its features similarly 

as real and imaginary components can be orthogonally 

decomposed into local amplitude A , local phase 


, and 

local orientation θ . The three mentioned above relatively 

describe the local energy information, the local structure 

information and the geometric orientation information of 

the monogenic signal. The calculation method is: 















=

+
−=

++=

)arctan(

)arctan()sgn(

222

x

y

yx

x

yx

f

f

f

ff
f

fffA




.    (4) 

3 Monogenic binary coding 

It is necessary to analyze from several perspectives with 

different indexes to better describe the detailed 

information of an image. According to monogenic signal 

theory, an image can be extracted three specific pieces of 

information, including amplitude A , phase , and 

orientation θ , then the local features of the image in 

details is described [10]. 

The feature images which have been decomposed can 

be named as monogenic binary coding amplitude image 

AJPG − , monogenic binary coding phase image −JPG , 

and monogenic binary coding orientation image −JPG . 

The coding images which have been decomposed are all 

composed of two parts, intensity coding of monogenic 

local imaginary part and monogenic local variable coding. 

The coding formula after the combination is: 

  ,,,)(),(),()( '' ANzCzCzCzNJPG cNcycxc ==−
, (5) 

where cz  refers to the central pixel of a selected area. 

3.1 Intensity binary coding of monogenic 

local imaginary part 

Since the Riesz transform is unsymmetrical in the 

monogenic signal, the features of the real part are 

suppressed, the representations of imaginary part are 

obvious, the decomposition effects are good, and the 

robustness is strong to factors such as illumination 

changes. In the image, the imaginary part after the 

monogenic binary coding can represent the intensity of 

local feature information of the central pixel. As for a pixel 

cz , its intensity coding of monogenic local imaginary part 

is 
 )(),( ''

cycx zCzC
, and the coding rule is: 
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where yx ff ,  are the horizontal and vertical output of 

the imaginary part of Riesz transform represented by 

monogenic signal. The quadrant was expressed in the 

coordinate system in Figure 1. 
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[1,1] [0,1]

fx
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Figure 1: Quadrant coding of features of monogenic 

imaginary part in each place 

3.2 Monogenic local variable binary 

coding 

Local binary pattern (LBP) coding can be used in 

monogenic amplitude, local XOR pattern (LXP) can be 

used in monogenic orientation and monogenic phase and 
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the robustness of codes can be strengthened through 

blocking by the angles when generating the specific codes. 

Local binary coding of monogenic amplitude usually 

uses round LBP operators. The working principle is to 

measure the local energy condition by comparing the 

amplitudes of the surrounding pixels and the central pixel. 

cz is set as the central pixel and there are P proximal 

points in the surrounding area. The calculation method of 

amplitude binary coding of cz  is as follows: 

i

c
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i

cA zAiAszC 2))()(()(
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,           (7) 

where  )(iA  is the amplitude value of the i -th 

proximal point, )( czA  is the proximal value of central 

pixel, and i2  is the factor that converts binary system to 

decimal system. The function )(xs  is a sign function and 

its formula is as follows: 
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The XOR pattern coding of monogenic orientation 

and monogenic phase. Local orientation describes the 

major information of local structure, and local phase 

describes the texture information of the image. Both of 

them can be represented with the angles from 0 to 360, 

however, the special points will be too dispersed and 

unstable to extract local features, which refers to relatively 

worse robustness, in the situation where the groups are too 

much and trivial. Due to the strengthening of robustness 

of coding, it is necessary to divide those angles into 

several intervals to generate aggregation effect and 

highlight the features and steadiness of the centralized 

region. 

In this study, the region, [ )360,0 , was divided into 6 

intervals. Different phases and orientation would be 

distributed to corresponding regions through categories 

and it was defaulted that the phases and orientation in the 

same region represented the same local features. The 

partition function )(xD  is shown as follows: 
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The method of XOR pattern coding of central pixel 

cz  with N proximal points is as follows: 
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where 
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where ( )i cC z
 is the binary coding of local phase, 

)( ci zC

 is the binary coding of local orientation, 
)( cz

 is 

the local phase of the center pixel cz , 
)(i

 is the phase 

of the i -th proximal point, )( czθ  is the local orientation 

of the center pixel cz , and )(iθ  is the orientation of the i

-th proximal point. 

4 Facial expression recognition 

simulation experiment based on 

local features and monogenic 

binary coding 

4.1 Experimental preparation 

The experiment was run on a desktop computer with a 

Windows 10 32-bit system, quad-core 3.30 GHz, and 4 

GB memory. 

This experiment is a non-specific facial expression 

experiment, using JAFFE Database which is a classic 

facial expression database. The database consists of 7 

expressions, each with 3 to 4 sample images taken from 

10 Japanese women, and there were 213 facial 

expression images. The seven types of expressions are 

sadness, joy, anger, nausea, surprise, fear and neutral 

expression [11]. 

4.2 Experimental procedure 

Test set and training set were selected firstly. The 

experiment was divided into 10 rounds. In every round, 9 

out of 10 females and about 190 facial expressions would 

be selected as the training set, and the remaining one about 

20 facial expressions was as the test set. After the end of 

the 10th round, the average value of the recognition rates 

was calculated as the result of this experiment.  The 

extracted expressions of a woman in the library are in 

Figure 2. 

 

Figure 2: Seven expression examples in JAFFE 

In order to ensure the validity of the recognition, it 

was firstly necessary to perform preprocessing. A uniform 

cropping template was taken to remove redundant 

information such as hair and neck, and then the processed 
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images were obtained after being equalized and scaled. 

The examples are shown in Figure 3. 

The feature graphs of monogenic binary coding of 

each image could be obtained with the method introduced 

in this study and the feature graphs AJPG − , −JPG , 

and −JPG  could be generated correspondingly with 

amplitude A , phase 


, and orientation θ . Eight 

proximal points in the proximal region could be obtained 

with the radius of 2 in the LBP calculation. The coding 

values of LBP coding and LXP coding were both in the 

range from 0 to 255; the monogenic local intensity coding 

was non-successive, from 0 to 1024. 

A histogram was established with the three features to 

further construct the feature histogram of the partial block. 

The images were divided into 15 non-overlapping blocks 

provided that the faces were standardized. Then every 

block were divided again into 33  sub-blocks. The feature 

graphs of the sub-blocks in the three dimensions were put 

in series to obtain the histogram of the sub-blocks. The 

feature histograms of every partial block could be 

obtained as a proof after being connected. 

Fisher linear discriminant analysis was used to reduce 

dimension of the training sets block by block [12]. The 

original image had a large amount of information and a 

large number of dimensions. If the identification was 

directly recognized, a "dimension disaster" might occur, 

thus it was necessary to perform dimension reduction at 

the beginning. Firstly, the linear discriminant analysis was 

used to learn the feature histogram matrix of each local 

block, and the best projection vector was obtained. Then, 

it was convolved with the histogram to obtain the reduced-

dimensional histogram. 

The cosine distance method was used to calculate the 

similarity between the test set and the training set in each 

local block, and the recognition was accumulated at the 

final [13]. The facial recognition of monogenic binary 

coding after fusion was supposed as ComJPG − , and the 

results of weighting fusion is as follows: 

 −−−− ++= JPGJPGAJPGComJPG SSSS 46.027.027.0
. (13) 

The LBP-SRC residual fusion algorithm with high 

recognition rate in traditional face recognition technology 

was selected [14], the results are modeled and calculated 

in the method described in this study, and the calculation 

results were obtained after being compared with the 

monogenic binary coding method. 

4.3 Experimental results and analysis 

The comparison results of the recognition rates are 

showed in Table 1. 

 

 

 

Type of 

recognition 

algorithm 

LBP-

SRC 

residual 

fusion 

AJPG −  −JPG  −JPG  ComJPG −  

The 

success 

rate of 

recognition

/% 

71.15 66.37 68.92 70.38 78.71 

Table 1: Comparison results of algorithm recognition 

rate. 

It could be easily seen that the traditional LBP-SRC 

residual fusion method had a relatively good recognition 

rate, which reached 71.15%; although the three separate 

monogenic binary coding calculation methods also had 

relatively higher facial expression recognition rate, their 

rates were lower than those of the traditional LBP-SRC 

residual fusion method. 

The algorithm based on local features and monogenic 

binary coding integrated the recognition characteristics of 

the three features, and reduced the volatility and limitation 

of recognition. Therefore, the highest facial expression 

recognition rate obtained was 78.71%. 

The corresponding facial expression recognition rate 

based on different expression categories is shown in the 

Figure 4. 

 
Figure 4: Comparison of five algorithms in the 

recognition rates of seven categories of expressions. 

It could be seen that the recognition rates of the five 

modes were different in different types of expressions. 

The total recognition rate seemed to be higher in the 

expressions of joy, nausea, and surprise. The most easily 

recognized expression was surprise. Sadness, anger, fear, 

and neutral expression were more difficult to recognize 

because of the small degree of facial muscle changes. The 

most difficult expression to recognize was fear. 

After comparing the recognition rates of different 

algorithms in the same expressions, it was known that the 

recognition rates of ComJPG −  was higher than those of 

AJPG − , −JPG , and −JPG  except the neutral 

expression, and the highest recognition rate of ComJPG −  

was in the three expressions of joy, nausea, and surprise. 

After comparing of ComJPG −  and LBP-SRC residual 

fusion, it was known that the recognition rates of 
ComJPG −  in the expressions of sadness, joy, anger, 

nausea, and surprise were higher than those of LBP-SRC 

 

Figure 3: The example of preprocessed results. 
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residual fusion, but the recognition rates in the expressions 

of fear and neutral expression were lower than those of 

LBP-SRC residual fusion. 

Based on the above research and considerations, it 

could be said that the algorithm based on local features 

and monogenic binary coding was a more effective facial 

expression recognition method with higher recognition 

efficiency. 

5 Conclusion 

Nowadays, facial recognition technology is widely used. 

In this study, facial expression recognition based on local 

features and monogenic binary coding algorithm was 

analyzed to illustrate the principles of monogenic signal 

theory and monogenic binary coding, and then the 

corresponding facial expression recognition model of the 

monogenic binary coding algorithm was constructed 

according to the theory, which was then applied to the 

JAFFE Database samples.  Compared to the traditional 

LBP-SRC residual fusion method, the effectiveness of the 

monogenic binary coding algorithm in the face 

recognition field was shown, providing some references 

for related research. 
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A gesture recognition technology is an important part of the human-computer interaction. This study 

focuses on the application of the support vector machine (SVM) in gesture recognition. The gesture image 

is segmented by YCgCr color space based skin color segmentation method. Then four Hu invariant 

moments and the ratio of area to circumference of gesture are taken as eigenvalues to extract gesture 

features. Finally, SVM is used for recognition. It was discovered that the proposed method has a good 

performance in the gesture recognition and can segment the collected images accurately. The recognition 

rate of Hu invariant moments based SVM algorithm reaches 99.2% in the recognition of the six gestures 

designed in this study, which is 9.2% higher than that of the HMM algorithm. The proposed method is 

reliable and feasible and can contribute to the simple man-machine interaction. 

Povzetek: Opisana je aplikacija algoritma SVM za prepoznavanje gest pri komunikaciji z računalnikom. 

1 Introduction 

With the development of science and technology, human-

computer interaction has gradually become a part of 

people's lives [1]. The human-computer interaction 

technology has  been constantly developed [2]. Gesture 

recognition is an important part of human-computer 

interaction [4] and plays an indispensable role in people’s 

daily life, and it has a wide application in computer games, 

virtual reality, medical care and other areas [5,6]. Kuang 

et al. [7] used the zed stereo camera to get the gesture 

depth image, segmented the gesture image by the depth 

information and color information detection, carried out 

the fingertip detection, and recognized the five kinds of 

digital gestures by support vector machine (SVM). The 

average recognition rate was 94.9%, which indicated the 

high validity of the method. Huang et al. [8] proposed a 

Gabor filter and SVM based hand gesture recognition 

method which eliminated the limitation of illumination 

conditions and obtained a recognition rate of 96.1% in the 

experiment. Moreover it was found that the use of Gabor 

filter improved the recognition accuracy from 72.8% to 

93.7%, which suggested the high feasibility of the method. 

Li et al. [9] designed a gesture recognition system, used 

previous facial knowledge based adaptive skin region 

segmentation algorithm to segment gesture, and then used 

SVM to recognize gesture. The experimental results 

showed that the gesture recognition method had a 

recognition rate of 95.88%, indicating that the method had 

excellent performance in gesture recognition and could be 

applied in real life. Nagarajan et al. [10] proposed a 

gesture recognition system based on edge histogram 

features and multi-class SVM to recognize American Sign 

Language (ASL) and found that the recognition rate of this 

method was 93.75%. In the present study, the YCgCr 

color space based skin color segmentation method was 

used to segment gesture image. Then the gesture image 

was recognized by Hu invariant moments based SVM 

algorithm to study the recognition effect of the method. 

2 Gesture recognition technology 

Man-human interaction technology realizes the rapid 

communication between human and machine, which 

brings huge convenience to people’s lives. Gesture is one 

of the daily communication means. Recognizing gesture 

can help computer understand the behavior act of humans 

and bring an intuitive experience to users, which is a 

natural human-computer communication means [11]. 

Gesture recognition is based on a data glove or vision. In 

data glove based gesture recognition, relevant information 

of hands are obtained through data glove, and then the 

collected data are recognized using computer. It is high-

efficient, but is high-cost and complex; hence it is difficult 

to be promoted. Vision-based gesture recognition is to 

collect hand images by camera and then recognize them 

by image analysis. It is practical and has been widely 

studied. It has been widely used in many fields, such as 

sign language recognition, somatosensory games and 

smart home. 

In the gesture recognition, the acquired image is 

segmented firstly to obtain gesture image, and the  features 

of the gesture image are extracted. Then, the gesture 

recognition algorithm was used for recognizing the 

mailto:wangchengc80@126.com
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gesture image. A complete gesture recognition system is 

shown in Figure 1. 

 

Figure 1: Gesture recognition system. 

3 YCgCr color space based gesture 

segmentation method 

 To accurately recognize gesture, the gesture needs to be 

separated from the gesture video. The commonly used 

gesture segmentation methods included skin color 

segmentation method, background differencing method 

and pattern matching method. In this study, YCgCr color 

space based skin color segmentation method was used to 

segment gesture image. 

YCgCr color space has many advantages in gesture 

segmentation. It is seldom affected by illumination. Y 

channel can represent the brightness information of the 

image. Gray image can be extracted directly on Y channel. 

Cg and Cr components can effectively identify skin color 

and non-skin color regions. 

Fixed threshold value was used to detect skin color. 

When the pixel value of an image satisfied the ondition 

     173,133,127,80,230,35  CrCgY
, it was 

recognized as a skin color pixel and reset to 255; otherwise 

it was recognized as a non-skin color pixel and reset to 0. 

Thus a binary image containing noise was obtained. Then 

the segmentation process was carried out using this image.  

(1) The skin color regions with the area smaller than 

400 pixels were eliminated. 

(2) The skin color regions with the width and height 

smaller than 20 pixels were removed.    

(3) The center of gravity ),( zz yx  of the remaining 

skin color region was calculated. 
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(4) The ratio of height (H) to width (W) of the skin 

color region was calculated and defined as σ , 

 0.37.0 =
W

H
 . 

4 Hu invariant moment based 

gesture feature extraction 

To improve recognition effect, feature extraction was 

performed on the segmented gesture binary image, i.e., 

selecting the features which could represent gesture as the 

feature vector. Features extracted included feature of 

normalized moment of inertia (NMI), the Fourier 

descriptor and geometrical characteristic [12]. Hu 

invariant moment was selected to extract feature of the 

gesture image. 

Hu moments are invariant to target translation and 

rotation. Hu invariant moment theory include seven t 

moments defined as: 
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Due to calculation complexity of high-order 

moments, 41  −
 were selected as features. Moreover the 

ratio of area to circumference of the gesture image was 

calculated and also taken as the feature parameter. 

 Circumference (L) refers to the sum of pixels on the 

border line:  

= ),( yxhL , 
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Area (S) refers to the sum of pixels in the hand region 

in the image: 
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The ratio of the area to the circumference of the eighth 

characteristic parameter is 
L

S
A = . 

5 Gesture recognition algorithm 

The commonly used gesture recognition algorithms 

include dynamic warping algorithm [13], Hidden Markov 

Model (HMM) and neural network. In recent years, SVM 

has been frequently used in gesture recognition [14]. In 

this study, SVM was selected as the gesture recognition 

algorithm. 
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5.1 SVM algorithm 

Suppose there was a sample set 

 ),(,),,(),,( 2211 NN yxyxyx  , where 
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. If there was a hyperplane 

0)( =+ obxw , then linear discriminant function was 
bxwxg +=)( , where w stands for weight vector and b is 

a constant. Then class interval was: 
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was satisfied and the class interval was the largest, then 

this was the optimal hyperplane. 

Linearly separable SVM could be rewritten as an 

optimization problem. 
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where w  and M
n RXRb ∈,∈  are eigenvectors and 

)1,1(−ny
 represents the affiliated category value. 

Lagrangian multiplier was used for solution. Then the 

problem could be written as: 

 


==

−=
n

i

ijij

n

ji

iji xxyyw
11,

)(
2

1
)(             (14) 

 

where iα  stands for Lagrangian multiplier . 

The final classification function was: 
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If it was linearly inseparable, slack variable ζ  needed 

to be introduced. The objective function was: 
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where C stands for the penalty factor. 

The following equation could be obtained after the 

solution based on Lagrangian multiplier: 
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where ),( ji xxK  stands for the kernel function . 

The final classification function was: 
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5.2 Common kernel functions 

(1) Linear kernel function is: 

ii xxxxK =),(
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(2) Polynomial kernel function is: 
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where p stands for the polynomial order. 

(3) Radial basis kernel function is: 
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Different kernel functions will affect the classification 

performance of SVM. It is found that radial basis kernel 

function has better performance. Therefore radial basis 

kernel function was used in this study. 

6 Verification of gesture recognition 

system 

6.1 Establishment of sample library 

Gestures were collected with the video camera in the 

laboratory environment. Six gestures were designed, as 

shown in Figure 2. An experimenter repeated every 

gesture in front of the camera for 100 times. The first 60 

samples of every gesture were taken as the training 

samples, and the remaining 40 samples were taken as the 

experimental samples. There were 360 training samples 

and 240 experimental samples, totally 600 samples. 

 

Figure 2: Experimental gestures 
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6.2 Gesture recognition results 

Firstly YCgCr color space based skin color segmentation 

method was used to segment the samples. Images of the 

gestures obtained after segmentation are shown in Figure 

3. 

 

Figure 3: The segmentation results of gestures 

It was found that the used gesture segmentation 

method accurately segmented gestures. According to the 

obtained segmentation results, features of the training 

samples were extracted, and five eigenvalues were 

obtained, including 4 invariant moments and the ratio of 

area to circumference A, as shown in Table 1. 

 
1 (10-3) 2 (10-7) 3 (10-8) 

4 (10-9) A 

0 8.72645 3.32452 1.75426 2.71256 -1.42658 

1 1.02154 3.59875 1.02568 2.31456 -2.25454 

2 8.62135 2.61245 2.26589 4.501247 -3.26589 

3 6.62354 9.28452 4.12523 4.12589 -4.23654 

4 5.62147 5.16521 3.28564 3.25489 -5.07541 

5 5.01245 1.06241 1.24658 1.20158 -5.92587 

Table 1 The eigenvalues of gestures. 

SVM was trained using the selected samples. Then it 

was used to recognize the experimental samples. To verify 

the recognition effect of the SVM, HMM and SVM 

recognition performance were compared. The results are 

shown in Table 2. 

Table 2 shows that the SVM has a very favourable 

performance. Only 2 out of 240 samples were misjudged. 

The recognition rate of 4 gestures out of 6 gestures reached 

100%, and the overall recognition rate reached 99.2%. The 

number of errors of HMM algorithm was relatively large, 

totally 24, and the average recognition rate was 90%. This 

showed that the effect of gesture recognition based on 

SVM was better than the one based on HMM. The 

recognition based on SVM could accurately recognize the 

gesture samples after gesture segmentation and feature 

extraction, with few number of wrongly recognized 

samples and high recognition rate; therefore the method 

was reliable. 

 

Recognition results of SVM 

Gesture 0 1 2 3 4 5 

Number of 

correctly 

recognized 

samples 

40 40 39 40 39 40 

Number of 

wrongly 

recognized 

samples 

0 0 1 0 1 0 

Recognition 

rate 
100% 100% 

97.5

% 
100% 

97.5

% 
100% 

Average 

recognition 

rate 

99.2% 

Recognition results of HMM 

Gesture 0 1 2 3 4 5 

Number of 

correctly 

recognized 

samples 

38 36 36 35 34 37 

Number of 

wrongly 

recognized 

samples 

2 4 4 5 6 3 

Recognition 

rate 
95% 90% 90% 

87.5

% 
85% 

92.5

% 

Average 

recognition 

rate 

90% 

Table 2 Comparison of the recognition results of SVM and 

HMM. 

7 Discussion 

In the aspect of the gesture segmentation, the skin color 

segmentation method based on YCgCr color space was 

used in this study [15]. It is less limited by light, and the 

calculation involved is simpler. It can segment the gesture 

image more accurately to facilitate feature extraction and 

recognition. 

The segmented gesture image contains a large 

amount of data. In order to recognize the image 

effectively, the feature vectors are needed. The extraction 

of feature vectors has a great influence to the recognition 

accuracy. In this study, Hu invariant moments were 

selected to extract the features of the gesture image. In 

order to reduce the computation, only the first four 

invariant moments were used together with the ratio of the 

area to the circumference of the gesture. In total, five 

feature parameters were used for gesture recognition. 

The SVM algorithm was selected due to its unique 

advantages in classification of small sample sets and non-

linearity. It was also successfully used in several other 

pattern recognition applications, data mining and other 

aspects. In this paper, the radial basis function is used as 

the kernel function. In the experiment, it was shown that 

the support vector machine algorithm has a good 

recognition performance. In the recognition of six 

gestures, the recognition rate is as high as 99.2%, while 

the recognition rate was 90% when HMM was used. The 

SVM clearly outperformed the HMM. 

The gesture recognition approach described in this 

paper has a good performance and can be used in the 

actual human-computer interaction. For example, in the 



Application of the Support Vector Machine Algorithm... Informatica 43 (2019) 123–127 127 

application of the intelligent remote control, gesture 0 can 

be used for indicating shutdown, gesture 1~5 can be used 

to indicate channel 1~5. It can also be used in intelligent 

audio, gesture 0~5 corresponding to shutdown, last song, 

next song, volume plus and volume down. With further 

training and recognizing additional gestures this could be 

applied even more extensively. 

8 Conclusion 

Gesture recognition can demonstrate a simple human-

computer interaction and can have a great applied value in 

people's daily life. In this study, firstly, the YCgCr color 

space based skin color segmentation method was used for 

segmenting the collected hand gesture images. Then, 

features were extracted using the first four features of the 

Hu invariant moment theory together with the ratio of area 

to circumference of the hand gesture images. Next SVM 

was used for gesture recognition in images. In 

experimental setup the recognition rate of SVM was 

99.2%, which was 9.2% higher than the HMM approach, 

indicating the high reliability of the SVM algorithm. This 

work provides a theoretical support for the application of 

the SVM in human-computer interaction. 

Acknowledgement 

This study was supported by Research on the Application 

of SVM in Human-Computer Interaction under grant 

number 1351MSYYB002 and Research on Some Key 

Technologies of the Internet of Things Architecture and 

Intelligent Information Processing Theory under grant 

number YB2018005. 

References 
[1] Hasan H. S., Kareem S. A. (2015). Human Computer 

Interaction for Vision Based Hand Gesture 

Recognition: A Survey. Artificial Intelligence 

Review, pp. 1-54. https://doi.org/10.1007/s10462-

012-9356-9 

[2] Grudin J., Carroll J. M. (2017). From Tool to 

Partner:The Evolution of Human-Computer 

Interaction. Extended Abstracts of the Chi 

Conference. Morgan & Claypool, Morgan & 

Claypool,  pp. 183. 

https://doi.org/10.2200/S00745ED1V01Y201612H

CI035 

[3] Biswas K. K., Basu S. K. (2012). Gesture recognition 

using Microsoft Kinect®. International Conference 

on Automation, Robotics and Applications. IEEE, 

Wellington, New Zealand, pp. 100-103. 

https://doi.org/10.1109/ICARA.2011.6144864 

[4] Panwar M. (2012). Hand gesture recognition based 

on shape parameters. International Conference on 

Computing, Communication and Applications. 

IEEE, Dindigul, Tamilnadu, India, pp. 1-6. 

https://doi.org/10.1109/ICCCA.2012.6179213 

[5] Ren Z., Meng J., Yuan J. (2011). Depth camera 

based hand gesture recognition and its applications 

in Human-Computer-Interaction. Communications 

and Signal Processing. IEEE, Singapore, pp. 1-5. 

https://doi.org/10.1109/ICICS.2011.6173545 

[6] Córdova-Palomera A., Fatjó-Vilas M., Kebir O., et 

al. (2011). Intelligent Approaches to interact with 

Machines using Hand Gesture Recognition in 

Natural way: A Survey. International Journal of 

Computer Science & Engineering Survey, pp. 122-

133. https://doi.org/10.5121/ijcses.2011.2109 

[7] Kuang D., Yang C., Wang M., Peng G. (2018). An 

improved approach for gesture recognition. Chinese 

Automation Congress. IEEE, Jinan, China, pp. 4856-

4861. https://doi.org/10.1109/CAC.2017.8243638 

[8] Huang D. Y., Hu W. C., Chang S. H. (2011). Gabor 

filter-based hand-pose angle estimation for hand 

gesture recognition under varying illumination. 

Expert Systems with Applications, pp. 6031-6042. 

https://doi.org/10.1016/j.eswa.2010.11.016 

[9] Li J., Zheng L., Chen Y., et al. (2013). A Real Time 

Hand Gesture Recognition System Based on the 

Prior Facial Knowledge and SVM. Journal of 

Convergence Information Technology, pp. 185-193.  

[10] Nagarajan S. S., Subashini T. (2013). Static Hand 

Gesture Recognition for Sign Language Alphabets 

using Edge Oriented Histogram and Multi Class 

SVM. International Journal of Computer 

Applications, pp. 28-35. 

https://doi.org/10.5120/14106-2145 

[11] Itkarkar R. R., Nandi A. V. (2017). A survey of 2D 

and 3D imaging used in hand gesture recognition for 

human-computer interaction (HCI). IEEE 

International Wie Conference on Electrical and 

Computer Engineering. IEEE, Pune, India, pp. 188-

193. https://doi.org/10.1109/WIECON-

ECE.2016.8009115 

[12] Zhao S., Zhang Y., Zhou B., Ma D. (2014). Research 

on gesture recognition of augmented reality 

maintenance guiding system based on improved 

SVM. International Symposium on Advanced 

Optical Manufacturing and Testing Technologies: 

Optical Test and Measurement Technology and 

Equipment. International Society for Optics and 

Photonics, pp. 61-81. 

https://doi.org/10.1117/12.2067852 

[13] Hartmann B., Link N. (2010). Gesture recognition 

with inertial sensors and optimized DTW prototypes. 

IEEE International Conference on Systems Man and 

Cybernetics, Istanbul, Turkey, pp. 2102-2109. 

https://doi.org/10.1109/ICSMC.2010.5641703 

[14] Aguilar W. G., Cobeña B., Rodriguez G., et al. 

(2018). SVM and RGB-D Sensor Based Gesture 

Recognition for UAV Control. International 

Conference on Augmented Reality, Virtual Reality 

and Computer Graphics. Springer, Cham, pp. 713-

719. https://doi.org/10.1007/978-3-319-95282-6_50 

[15] AlTairi ZH, Rahmat RW, Saripan MI, Sulaiman PS. 

Skin segmentation using YUV and RGB color 

spaces. Journal of Information Processing Systems, 

2014, 10(2):283-299. 

  



128 Informatica 43 (2019) 123–127 W. Cao  

 



https://doi.org/10.31449/inf.v43i1.2335 Informatica 43 (2019) 129–144 129
  

Collaborative Strategy for Teaching and Learning Object-Oriented 

Programming Course: A Case Study at Mostafa Stambouli Mascara 

University, Algeria 

Chérifa Boudia  

University Ahmed Ben Bella Oran 1 

PB 1524, El M'nouer Oran, Algeria 

E-mail: cherifa.boudia@univ-mascara.dz 

 

Asmaa Bengueddach 

University Ahmed Ben Bella Oran 1 

PB 1524, El M'nouer Oran, Algeria 

E-mail: asmaa.bengueddach@univ-oran1.dz 

 

Hafid Haffaf 

University Ahmed Ben Bella Oran 1 

PB 1524, El M'nouer Oran, Algeria 

E-mail: haffaf.hafid@univ-oran1.dz 

 

Student paper 

Keywords: university teaching strategies, oriented-object programming, collaborative learning,  

Received: May 21, 2018 

Several strategies and methods have been designed and tested to allow students to have better teaching 

and learning of programming concepts and training their programming skills acquired. In our 

university, old and classic pedagogical methods are still used in the learning of Oriented-Object 

Programming (OOP). This paper explores the experimentation of a pedagogical approach designed for 

Mostafa Stambouli Mascara University’s computer sciences students to enhance their chances to get an 

effective teaching using a collaborative learning and early introduction of current technologies. The 

study was made of 108 second year informatics students’ for two semesters (October–January 2016-

2017, September-December 2017-2018) who were identified in a controlled experience for collaborative 

learning OOP in lab session. Students gathered into predetermined groups based on initial test and 

some setting. The students are supposed to share the same programming assignment by distributing 

roles according to global pedagogical scenario for problem-resolving activities. This experience allows 

the teachers to apply this strategy and see students in closer and permit them to express their problems 

and search together for solutions. The principal objective was to offer a new experience to motivate 

students and make this design a smart opportunity to have better programming performance. 

Furthermore, as a result of testing this new strategy, the students’ academic progress is clear. A 

questionnaire was distributed with the purpose of analyzing students’ motivation and satisfaction levels 

alongside the effects of the experiment. Results show that students found that among other benefits this 

method facilitates the learning process.  

Povzetek: Poučevanje objektnega programiranja v Alžiriji na osnovi skupinskih pristopov. 

1 Introduction 
The challenges of the act of teaching are diverse and 

intricate in Algeria, as in most universities of the world 

[1], but remain focused on its pedagogical components 

[2], [3]. Indeed, to make our university credible 

innovative learning environment, newly recruited 

teachers are trained in teaching methodology for several 

months. However, these teaching methods and strategies 

are not deepened and stay premature [4]. Coming to 

computer sciences where problems are doubled. In fact, 

programming is a very hard task for students because it 

required high metacognitive skills like abstraction, deep 

comprehension, and long awareness, and many steps in 

problem-solving from analysis to debugging and testing 

[5]. In addition, teachers claim further difficulties found 

during programming lab sessions, due to several reasons 

such as the large number of students per class [6]. To 

overcome these challenges, collaborative learning is a 

good situation to involve students to help each other in 

groups for the same assignment activity by discussing 

ideas and giving everyone a simple task [5]. They can 

switch roles when the activity is completed. 

Consequently, Students enjoy the learning experience; 

feel motivated and ready for more improvement, in the 

other side, the teacher found more time to go further on 

https://doi.org/10.31449/inf.v43i4
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the course [7]. To elaborate collaborative learning in 

teaching programming for lab sessions, it is necessary to 

design a collaborative strategy for each step in problem-

solving and hire metacognitive abilities respectively in 

every simple activity [8]. Based on this idea, the 

students’ final program is the result of a collaborative 

strategy in teaching programming lab sessions starting 

from forming adequate groups which students work and 

learn from sharing, discussing their separated solutions 

and select the best solution that everyone has participated 

and understood. The overall purpose of the study is to 

demonstrate the impact and the effectiveness of a 

collaborative strategy on student learning in our 

university. As principal element, we introduce the 

collaborative learning in programming lab session 

course. As well, identify the behaviors of students 

through all designed roles in programming activities at 

different phases of global learning scenario. 

The lack of experimental research of new 

educational strategies in the field regardless the poor 

level of students' academic performance in programming. 

The decision was made to experiment a new strategy and 

to reveal the results. Our perspectives, as teachers 

experience’s in teaching programming, enable us to 

discover what challenges are presents, and the strategies 

claimed to be using successfully. In addition, a variety of 

pedagogical strategies was recommended from teaching 

practices. In categorizing approaches taken by teaching 

to support students, five key themes emerged globally 

collaborative learning, unplugged type activities, 

contextualization of tasks, developing computational 

thinking, and scaffolding programming tasks. Hence, this 

study aims to investigate the following research 

questions:  

Will collaborative learning with different roles in lab 

design affect students' academic performance in 

programming? 

Can resolution strategy process or steps guide the 

students in their achievement? 

Is there a relationship between the uses of ICTs to 

gain computer metacognitive competence?  

What is the teacher role in the entire experience?  

The rest of the paper is organized as follows: section 

2 describes the state of art of the research topic, related 

works and common definitions; section 4 displays the 

Algerian universities context about teaching computer-

programming course. Section 5 discusses the 

methodology and its results of the strategy. The last 

section, presents some conclusions and perspectives 

associated to the result of our research. 

2 Related work 

2.1 Teaching OOP courses 

In computer science, the teaching strategies and methods 

should be completely redesigned especially for 

programming courses [9]. Relatively to the nature of 

programming that presents challenges for both teachers 

and students [10]. It’s resulting mainly by the gap 

between theory and practice [3] in converting the 

understanding OOP courses’ lectures words into 

specification and coding using keyboards machines. The 

students seem to be disconnected from the practice of 

programming in lab sessions, where the smallest 

difficulties related to misunderstanding of a small 

semantic detail. Moreover, they are not diligent to work 

with current technologies in place of known tools [11]. 

Another difficulty for many programmers’ students is the 

multiplicity of approaches, and tools for program 

development. An approach or an algorithm that works in 

one case will sometimes not work in another, even 

though the problems appear review similar. The 

identification and selection of alternative approaches is 

seldom. Most programmers must rely on experience to 

determine the appropriate way [12]. 

To facilitate an effective learning experience in 

programming, and to support students understand the 

concepts, gain skills and promote their thinking 

performance, we need a collection of components beside 

the pedagogical ones. Researchers argues the necessarily 

of ICT (Information, Communications & Technology) 

tools in building a solid environment for programming 

education [13], [15]. Some tools are really serving the 

whole education process for a good comprehension of 

concepts and developing programming skills such as 

game [14], [13] [16], [17], [18]. Education is still, at an 

important percentage, teacher-centered learning where he 

is the source of knowledge, key of participation, 

students’ engagement and collaboration [19].  The use of 

internet and especially Facebook emerged significantly 

education to student-centred learning [20]. It was proven 

that providing links and materials is more useful for 

student to learn and give them extra time outside 

university doors for communication between teacher and 

students and among students [21]. 

Teaching guides the student’ progress from beginner 

[10] to expert by attaining skills, and develop 

intelligence, and learn to communicate with teachers and 

his class members [22], [23],  [24], explore his own 

conviction and attitude, and recognize his prospective, 

complete the task to another high one [25], [26]. As well, 

learning to be a computer programmer is considered a 

very hard task especially for beginners [27]. It requires 

constant improvement in programming skills. If learners 

are not moving forward, they are going backward.  

Learning to program involved many techniques, like 

verifying arguments using methods provided by 

programming tools [10], understanding the important 

each code blocks, experimenting that is performed by 

executing some test data, learning more by reading the 

outputs of the program to find errors in the software 

code, and using the open source codes, in both books and 

sites that host and release millions of lines of software 

[5]. Some of those programming techniques can help in a 

specific pinch, while others focus on the programming 

tools and environments. Despite the nature of each 

technique, when used with awareness and diligence, each 

can help develop students abilities, both beginner, and 

expert [28]. In the same time, some students show 

resistance to develop the competencies required to code 

programs than execute it properly [17]. Consequently, it 
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is imperative to know what barriers make this kind of 

learning complicated and how students could learn 

correctly and easily [29]. Furthermore, program 

execution on a machine is a dynamic process and it is 

complex to evoke mentally all the treatment seize and 

track how variables change during program execution 

[9], [30]. Others difficulties like problems in visualizing 

all the changes that happen when the program is running. 

Programming engages problem-solving strategies [31], 

choosing appropriate resolution methods, coding, 

debugging and testing a program as a result [32], [15].  

Besides, programming courses traditionally 

emphasize theoretical basis understanding of OO 

programming concepts, as well as its application in code 

fragment [33]. The concepts are truly learned during the 

practical experience to develop very high programming 

skills level, students needed to do often practice on 

programming exercises and to master debugging [1]. 

This course is presently brought to students in different 

strategies: traditional face-to-face learning [34], online 

learning [25], or in both situations called: blended 

learning [35]. 

2.2 Collaborative learning 

Definitions 

The collaborative learning is a situation where an 

interaction between students with exchanging, sharing 

ideas and information, distributing tasks [5] in order to 

achieve learning outcomes [37]. The importance of 

collaborative work is in summoning all the effort for the 

complementary relationship that conducts to excellent 

results. In collaborative learning situation, where at least 

two students work together to solve the same assignment, 

engage in a discussion in which all elements are working 

together to resolve a problem, and agreed on the founded 

solution at the end where various roles can be considered 

[28]. In psychological sciences and education, a study of 

Temperman and his colleagues [37] suggested six roles 

specific to learners according to their learning style 

(coach, organizer, secretary, moderator, administrator 

and theorist) in a collaborative remote learning 

environment. Andriessen [38] talk about discussion 

through visual representations that can help students 

learn to think critically and independently, even when 

students disagree, they still share the common concepts 

and they are all interested in achieving the same goals, in 

the meantime, the teacher should supervise the whole 

session and intervene depending on the problem to solve. 

Collaborative learning is used in many education 

disciplines, rather in engineering science. Computer 

science courses, mainly in face-to-face lab sessions, 

when the students are all presents, roles can be 

distributed at the beginning of each problem-solving and 

switched at the end. Literature mentions different 

collaborative learning strategies in programming courses 

[30], [7]. The most used is pair programming, two 

students share the same computer and attempt to solve 

the programming exercise, one of them the ”driver” pilot 

the coding task and the other the “navigator” detect and 

correct the eventual errors [39]. When the group is made 

up of more than two members in small or big groups, 

different tasks could be proposed according to the 

collaborative learning activities scenarios or scripts [40]. 

The distribution of those tasks might be automated in 

traditional teaching environments[41]. Another technique 

is TPS (Think-Pair-Share). Students operate in three 

phases: think and work individually for few minutes on 

the task, then engage in discussion with neighbors to 

write the detailed code encouraged by the teacher. At the 

last phase, the entire class participates in discussion for 

the proposed and alternative solutions. It is simple and 

easy to deploy in large class for small groups used in 

lectures and labs [42]. Learning computer programming 

accrue many abilities such as thinking critically, 

analyzing and synthesize information, organizing and 

planning in groups. Those abilities depend on others 

skills like social skills, it enhances communication and 

motivation form group working [43]. A collaborative 

environment reinforced by ICT tools increase interaction 

between learners [17]. Learners can discuss the subject 

problems, share ideas and/or code fragments through 

online interaction [44], [27]. 

Collaborative programming on the same 

programming assignment activity consists on designing 

several pedagogical scenarios depending on group 

settings. Many settings for group formation exist: 

random selection, self-selection, homogenous, and 

heterogeneous. Random selection generally is used in 

first year programming courses curriculum or large 

classes [9], where the students meeting up in groups set 

from the list of registered students ordered 

alphabetically. The random segmentation for large 

classes provides equitable distribution easy to apply 

offers to students, the same chance to interact socially 

being in any group [45]. Self-selection is used frequently 

project work groups. The students are more comfortable 

in choosing their mate based on friendship, previous 

programming experience, and previous studies [28].  

In the homogeneous group setting, members join a 

group where similar characteristics and preferences are in 

common such as learning style, same academic level 

[36], [23], [46]. Among its advantages, students can 

promote actively each other by interacting with varied 

individuals to enhance their abilities [39]. The other 

sides, students with different characteristics like learning 

level, make heterogeneous groups. This dissimilarity 

may be in each student but the same learning objective 

brings them together. The conditions that determine the 

choice of the group depend on the learning activity’s 

objectives [5], [47]. In literature, mixed groups are the 

most adopted setting [28]. However, the problem lies in 

heterogeneous elements' determination to configure the 

group in question [23]. Therefore, frequent researches 

have experienced the effect of group formation method 

on group performance [22], [48]. At this point, the 

importance of identifying witch settings may lead to a 

fruitful learning experience.  

All the reviewed studies provide a big evidence of 

how academics and teachers are agreed to work hard in 

order to improve teaching and learning computer 
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programming. Though, they operate at different aspects 

and use different techniques on teaching methodologies. 

In such a complex field as education and pedagogy, we 

focus on two aspects: techniques and methods in 

teaching computer programming and collaborative 

learning. Some parameters are needed to determinate a 

clear vision of each study, such as scope, timeframe, etc. 

From this state of art, collaborative learning may be a 

good practice to involve in learning programming. In 

methodology section, we will provide all settings to 

define our pedagogical approach. 

Pedagogical scenario 

The pedagogical scenario is a central concept called 

method that defines the learning unit’s scenario. This 

meta-model contains the descriptors necessary to model a 

learning unit where the role of each intervener is 

precisely described as well as the objectives and 

prerequisites of each participating activity to achieve a 

global goal [49] like in a collaborative learning situation. 

Therefore, the pedagogical scenario is the product of a 

design process. Its content consists of objectives, a 

planning of learning activities, a schedule, a description 

tasks to be carried out by the students, evaluation 

methods all defined, arranged and organized during a 

design process. The Scenario is considered as a 

structured and coherent set of two parts: the learning 

scenario and the coaching scenario. The learning 

scenario’ role is to describe the activities designed for 

use by learners and their assembly to build a learning 

situation and the productions that are expected. The 

frame scenario, or scenario as called by [50], specifies 

how teachers intervene tutors as designed to support the 

learning scenario which is considered to be a 

specification guiding the progress of the activity in the IT 

environment for which it was designed [51].  

The passage from the simple textual description 

describing the activity towards its unfolding through a 

series of transformations that plays the scenario in the 

environment selected target computer. In [52], the 

authors define the pedagogical scenario as the description 

of a learning situation in terms of roles, activities and 

environment necessary for its implementation, but also in 

terms of knowledge manipulated. Also, they make the 

difference between two types of scenarios: the predictive 

scenario: defined as established before by a designer for 

the implementation of a learning situation, and the 

descriptive scenario defined as a scenario that describes 

the progress of the situation a posterior learning by 

including in particular the actors’ activity traces (mainly 

the learners) and their productions. 

2.3 Algerian universities practice in 

teaching computer programming  

To properly conduct our study, we need to make a 

diagnosis on our specific problem we are facing and 

carry out a state of existing to see what strategy of 

teaching that could success in our environment with our 

students with the available components. Since 2004, 

almost in all higher institutions and universities in 

Algeria, educational system had moved to LMD system 

(licence, Master, Doctorat). Many malfunctions has 

accompanied the introduction of this new system, experts 

and academics argues from an evaluation of this 

experience in each university, and proposed, in terms of 

actions and measures that will allow the university to fill 

in the gaps and overcome those problems [53], this paved 

different features as a reform at the national level. At 

Mostafa Stambouli Mascara University, the 

undergraduate curriculum in computer science has been 

completely redesigned in the past few years. As part of 

this redesign, in the first semester, students are taking 

initiation to algorithmic at the first-year mathematics and 

informatics. This course introduces basics concepts in 

computer science as algorithms and basics data structures 

that include one lecture, one tutorial and one lab session 

weekly. In second semester, they take, as continuation of 

initiation to algorithmic, programming and data structure. 

This course gives a deeper notions and data structures 

using C programming language. Those two courses are 

ones of several fundamental teaching units’ courses.  

Among methodological teaching units, a new course 

(M211) Information and Communications Techniques 

where students can distinguish new technologies for 

information and communication. As elective courses, 

students can choose between (M212) programming tools 

for mathematics and (M213) Introduction to Object-

Oriented programming only one lecture in a week. 

Because students don’t take any elective course in the 

first-year, they took these courses mandatory, M213 in 

the second year informatics and M212 in the second year 

mathematics. They are required to take oriented-object 

programming course with Java as the programming 

language with overall hourly volume of 67 hours and 30 

minutes. The lectures were optional to attend but tutorials 

and lab sessions were mandatory. At the beginning of the 

semester, for the second year informatics class, students 

are divided into groups by alphabetical order; the average 

number of students per group is 20 according to the 

number of students enrolled. The two machines rooms 

granted to the informatics’ students are rented for all 

courses with lab session within one hour and thirty 

minutes period weekly. The machine rooms are equipped 

with computers, and their tables, a whiteboard and a desk 

for the teacher. This course is generally given by one 

teacher who is in charge of the lecture, tutorials and the 

lab sessions or no more than two teachers; one in charge 

of the lecture and the tutorials, the other in charge of the 

lab sessions. The official program of this course contains 

five chapters: introduction to OO Programming, classes, 

heritage and polymorphism, interface and 

implementation, and graphic interface and applet with 

java programming language. The student is expected to 

acquire during this course the following skills: 

1- The fundamental of object programming in java, 

2- Reading and understanding programs in java, 

3- Writing a program in java as a solution for a given 

problem, 

4- Writing sophisticated applications (use of advanced 

data structures). 
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The course’s assessment is done in two forms 

Continued Control (CC) and the final exam. For tutorials 

and lab sessions respectively, the teacher must do two 

CCs that could be a tests in machine room or homework 

and provide the marks before the final exam. 

3 Method 
The objectives of the study are to demonstrate the impact 

and effectiveness of implementing the collaborative 

group in learning achievement. Characterizing the nature 

of student behavior through different roles in 

programming learning, whether the teaching techniques 

are useful for students in face-face and distance learning, 

and to carry out a comparative study at different phases 

of global learning scenario with teacher and students 

engagement involved in.  

3.1 Groups’ determination 

In this study, 108 students of two different semesters 

(about 14 weeks per semester) from second year 

informatics undergraduate OO programming course with 

Java programming language are involved. The 

experience is conducted only on lab sessions according 

to a schedule time. Each semester for lab sessions, 

students were initially divided into 3 groups by 

alphabetical order. Separately, each group from the three 

initial groups, attend the lab session consecutively. As 

indicated in Table 1, Only 55 students (27 females, 28 

males) from 67 enrolled students in semester one and 53 

students (22 Females, 31 males) from 55 enrolled 

students in semester two. At the beginning, the students 

are randomly divided into 3 groups, and each group is 

composed of 22 as an average. Starting by setting up the 

sub-groups according to three steps: 

The initial test (IT) 

As the first step, it consists of making a simple MCQ that 

includes 16 basis algorithmic questions. It aims to 

determinate the performance Academic Level AL of each 

student. Another four questions, which are the age, score 

in first-year, color, and the last one, is: do you want to be 

the representative of your group? The color preference 

may identify similarities for the same group [54]. The 

answer of the last question can reveal the leadership 

potential of students [55]. As a result, the MCQ allows us 

to classify in 3 categories according to scores’ intervals: 

good [16-11[, medium [11-6[, poor [6-0]. 

Table 1: Information on the number of students and 

groups formed students. 

Information examination 

At the stage, we have all information like AL according 

to IT. We make the students together by followings AL 

and colors preference in a way to formulate in each color 

group for example: blue group contain one good, two 

mediums and one poor. Remark: to have more balanced 

groups, we tried to mix the two types of gender in each 

group. 

The final step 

In class, we told the students witch group they belong to. 

If they do not have any other issue about their partners, 

any preference or suggestions, they join their groups, sit 

together, and share one computer. According to this, sub-

groups are formed of 3 to 5 students each. The teacher 

recommended all groups to get textbook called 

Pedagogical Notebook (PN) in order to note every lab 

sessions activity, they cover it with their favorite color. 

The teacher checks frequently the PNs notes and gives 

extra marks for the best pedagogical notebooks at the end 

of the semester. 

3.2 Roles distribution 

We start to give details how to work in the group with 

explanation the roles of each member inter and intra 

group. 

The students’ roles 

We have determinate a variety of roles that the students 

must know as programmers and as members in the 

group. Those roles are quite different from most studies, 

such as those reported by [37]. The roles are not assigned 

but taken after discussing. Students’ roles are the main 

piece in our collaborative learning design because when 

all group members discuss and get a task, the student 

assumes his work with determination. Roles should 

rotate at the end of the exercise in order to allow every 

student can perform and experience all roles so that 

everyone takes a turn and consequently everyone in the 

groups should master. Students can complete more than 

one role at a time, if necessary. Possible roles include the 

following:  

Coach, student guides the group in the problem solving 

by facilitating the communication, motivate group 

members and if conflict case, he or she decide what 

strategy to choose or algorithm to apply, shifting the 

dialogue focus toward program structure. The coach asks 

the other groups’ coaches or/and the teacher for 

assistance, if necessary.  

Theorist, student, who can easily explain of the concept 

discussed, searches quickly for resources, and reminds 

the group of the steps to follow in problem solving. 

Programmer, student sits, in front of the computer, 

typing the code program properly using Intellij and all 

group members read and correct or share an idea.  

Moderator, student watches the group and gives 

feedback. He or she looks for behaviors to praise. The 

student encourages all group members to participate in 

the discussion and assist one another. He or she evaluates 

how well the group has worked together and gives 

suggestions for improvement.  

Semesters 
Total enrolled 

students 

Total remain 

students 

Initial 

groups 

Sub-

groups 

1 67 55 3 14 

2 62 53 3 17 
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Secretary, during the whole-class wrap-up, the student 

write on the pedagogical notebook PN all the details 

from the problem statement to the solution: noting the 

main ideas the group shared, questions the group has 

generated, teachers’ answers… 

Planner, Student sets the timer for each part in the lab 

session and lets the group know when it is time to move 

on to the next task. He or she makes sure everyone 

participates and only one person talks at a time (the 

teacher might do this instead of students). 

The teacher’s roles 

Besides designing the course, tutorials and Lab sessions 

and exercises sheets, the teacher also design the timing 

about exercises to be solve in each lab session according 

the courses’ progress, and also reminds the groups, 

during the 90-minute lab sessions to swap roles every 

finished exercise. Teacher can help by actively listening 

to students' conversations and if necessary clarifying 

situations, modeling strategy usage, explaining errors 

after or before debugging, sometimes correcting the code 

or giving tips about possible solutions, encouraging 

students to participate, and modeling a helpful attitude. 

At the end of each exercise, the teacher selects the best 

solution or final code in the perfect situation or suggests 

the worst code to be corrected, or to found the mistakes 

and at last taking notes on the PN. It is expected that 

students will need assistance learning to work in 

collaborative groups, implementing the strategies, and 

mastering academic content. 

3.3 The semester’ content and resolution 

strategy 

The content 

The Java lab sessions is conducted as shown in Table 2. 

The exercises’ sheets are given at the start of each 

chapter that permits the students to prepare at least one or 

two exercises solutions before each groups’ meeting in 

the lab session classrooms or other places. The teacher at 

the beginning of the class checks every student’s solution 

and gives scores. Because lack of time, we select the 

most important exercises to solve in class and let the 

students do the rest outside of classroom time.  

To foster the collaborative learning, the teacher 

might give highlights or mention the main idea of the 

checking skills and knowledge of Java programming. In 

the same date, we make an announcement of project 

groups’ assignment and collaborative learning conditions 

to do during 7 weeks.  

A project consultation involving collaboration 

among the students to make a code of simple software 

with user interface is conducted at the 14th week. The 

students learn advanced OOP in the latter half of the 

semester. 

 

Table 2: The Java lab sessions content per week. 

The resolution strategy 

Figure 1shows an overall scenario for learning activities 

in case the given exercise is being to be solved in class 

(solve at minimum two exercises per session: 20 min per 

exercise), otherwise we jump to phase 3 (the student 

prepare exercises before class to gain time and we correct 

more than two exercises in class). That involves: 

 

Figure 1: Global scenario for learning activity Problem-

solving phases for programming. 

Phase 1 (Individual work): students try to read and 

understand the exercise statement after that the teacher 

can explain the exercise’s purpose, give some details and 

set up the timer for 20 min.  

week Session content 

1 st Groups determination, Intellij installation and first uses  

2 nd Sitting up groups & Uses java terminology 1 

3 rd Uses java terminology 2 

4 th Java Class 1 

5 th Java Class 2 

6 th Heritage & Polymorphism 1 

7 th Individual CC1 & Project groups Assignment 

8 th Heritage & Polymorphism 2 

9 th Abstract class & Interfaces 1 

10 th Abstract class & Interfaces 2 

11 th Graphic Interface 1 

12 th Graphic Interface 2 

13 th Applet 

14 th Individual CC2 & Project Consultation  
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Phase 2 (Individual work): students adopt a strategy of 

resolution and try to solve the problem partially or 

totally.  

Phase 3 (Collaborative work): it involves 4 steps: 

3.1 Discussion (Problem analysis)  

3.2 Choice of resolution strategy & writing algorithms 

(Conception)  

3.3 Implementation (Coding)  

3.4 Debugging and testing the final program.  

Phase 4: the teacher stop the collaborative work, selects 

a code from any group and ask the group’s coach to write 

it or just fragments on the whiteboard. 

Phase 5: the teacher starts a discussion with the students 

about the code, finding bugs, and modifies it together, 

then ask the students to type it again on machine to 

display the results.  

Phase 6 (Individual work): writing notes. 

4 Results and discussion 
So far, we have recorded 31 collaborative sub-groups for 

the two semesters. The following step is, for each one of 

them, to trace, in categories their characteristics, 

communication, benefits, disadvantages and other points 

of interest such as the technologies used. For instance, 

Group organizing refers to role division of various types 

that offer features of organizing a group. Collaboration 

environments refer to places or environments that allow 

students to study together in the same physical area that 

provides the appropriate infrastructure to support the 

collaboration environment for exchange and interaction 

used with a common purpose with Github in distance 

learning. Communication refers to different ways of 

supporting discussing and interaction between members 

in a group. Web conference and Webinars are 

synchronous ways of communication using internet and 

social network Facebook. Of course, there are other ways 

(for example asynchronous) that can thoroughly support 

groups’ communication; like telephone messages. 

4.1 Survey and data analysis 

The online survey questionnaire was sent by this link  

https://app.evalandgo.com/s/?id=JTk1byU5NG4lOTklQ

UI=&a=JTk1ayU5OG0lOUIlQTk=  via the students’ 

Facebook group to about two promotions of 108 2nd year 

informatics students. The survey was conducted for the 

first promotion at the second half of January 2017 and at 

the beginning of February 2018. The survey was done in 

French language. The students had only one month to 

respond to the questionnaire, they were not graded. It 

was optional to complete. The responses were not 

anonymous at the time that they were submitted but were 

identified during data analysis. The ongoing collection of 

student responses was purposefully tied to the content 

questions so as to get the whole picture of the student 

experience in the Lab session Collaborative learning. 

During this period, in total 97 questionnaires were 

received with response rate of about 71.59%. After initial 

analysis of the total responses, 31 of them were judged to 

be incomplete and were dropped from the analysis, 

bringing the number of surveys to be analyzed to 66 

responses. 

Survey consisted of multiple-choice, 4-point Likert 

scale, and short-answer questions that asked students 

about various aspects of collaborative learning lab 

session new design. Briefly, it contained 109 questions 

divided on 8 parts:  

Part 1: Personal Information 

Part 2: Use of E-Learning Platforms (Distance Learning) 

Part 3: OOP Course 

Part 4: Students' perceptions of collaborative work within 

the group 

Part 5: Students' perceptions of group design for Lab 

session 

Part 6: Student Perceptions of Role Division in a Group. 

Part 7: Perceptions of students in Collaborative 

Production 

Part 8: Students' Perceptions of the quality and progress 

of their learning during Learning Scenario 

Activities (Global Pedagogical Scenario). 

Part 1: Personal Information. For the part 1, 

44.44% of the responders were females and 55.56% were 

males. All students had BAC diploma and were between 

20 and 25 years old except for one student who was over 

25 years old. 53.33% attended the lectures, tutorials and 

lab sessions where the rest attended tutorials and lab 

sessions only. We noted that 82.22% of the students 

prefer to do their important homework outside of the 

university and the most of 17.78% stay in the 

university’s library. 47.73% study for less than one hour 

per day, 38.64 % between 2-3 hours and 13.64 % for 

more than 3 hours. We asked the students about how they 

contact their teachers as multiple-choice question, 88.64 

% answered that they do it directly after the teacher 

finishes the lectures, or  tutorials or lab sessions and/or 

by social media about 45.45%, 31.82 % by emails and 

only 6.82% via the class’s representative. Another 

multiple-choice question about the use of the internet: 

88.84 % use it in search of exercises and solutions of 

different course, 29.55 to do tests online, 50% were 

looking for courses documentations, 20.45% to see their 

emails, and 25% to do other things. 

Part 2: Use of E-Learning Platforms (Distance 

Learning). Regarding the 2nd part that was 8 multiple-

choice, 4-points Likert scale, and one short-answer 

format as mentioned in Table 3 (see Appendix (A)). We 

want to know from this section if the students visit e-

learning platforms to study and what they do exactly. 

Apparently, only half of students know the e-learning 

platforms and 65.91of them believe in its effectiveness 

for their learning. Generally, they wished for changing 

content and format of these platforms. For ICT courses 

taken in first-year, 81.82% took 1-2 courses, 4.55% from 

2-4 courses, 4.55% took more than 4 courses and 9.09% 

haven’t took any course. 
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Part 3: The OOP course. The OOP course design 

was a 6 of 4-point Likert scale, 1 multiple-choice and 3 

short-answer questions format. The students, 65.79%, 

know that there is no OOP course on the e-learning 

platform, where the others don’t. The division of the 

pedagogical content on courses, tutorials and lab session 

was satisfiable for 70.27% of the students, 27.03% 

disagreed and only 2.7% strongly disagreed. Then 

48.65% of the students were strongly agreed to receive 

the course’s content in video format, 21.62% agree, and 

the rest disagreed. All the students preferred to receive 

the contents of all sessions (courses, tutorials and lab 

session) before class, argues that this act will help them 

to prepare well and have more ideas about the classes 

‘content, and wish to have it online with tests and 

exercises’ solutions with details, and know what their 

mates were reading, which courses. While the majority 

of students accessed to this part to complete all the 

questions (90–100% of students), a small percentage (5–

10%) of students opted to not complete the 2nd part, 

particularly the short-answer questions only in two 

weeks. For better response rate, we should divide the 

survey on short-surveys and ask students to complete in 

different time of the whole experience. As few students 

generally wrote a few words for the short-answer 

questions, it is unlikely that any given short survey takes 

less than 5 min to complete. 

Part 4: Students’ perceptions of collaborative work 

within the group. It consisted of 7 questions of 4-points 

Likert scale; that allowed students to evaluate their 

opinions and understanding of the collaboration, 

coordination and communication in the group with all 

members.  

 

Figure 2: Students' Performances in Collaboration within 

the group. 

Three principles questions were asked within “I 

would qualify my group during this practical work from 

a point of view”. It was regarding the student experience 

in the collaborative work were based on the students’ 

interactions with each other’s inside the group and 

emerging themes observed during lab sessions. The data 

set shown in Table 4 (see Appendix (A)) that all students 

were happy and agreed of the idea of collaborative group 

work excepting for 5.56% were disagreed and preferred 

working solo (see Figure 2).  

In coordination theme, tasks’ assignment between 

groups’ members were very important at 27.78%, 

important at 58.33% and not important at 13.89%. Just 

for information, tasks’ division is different from roles’ 

division; roles could be divided into tasks done by one or 

more than student. This might be more clarifying in part 

6. As shown in Figure 3, the crucial element in the whole 

process was the time management including for the 

teacher, students in some steps in problem-solving 

phases overflow time allocated to finish the exercise 

when they (63.89%) could not decide about a definite 

point especially discussions and exchanging tasks 

(55.56% said that is not effective). 

 

Figure 3: Students' Performances in Coordination (Time 

management). 

They couldn’t move on to the next step till it is not 

resolved. So, the Planner should be more lucid and 

specific in notifying the group members. This is why the 

teacher always notices all the groups when they are 

running out of time. To gain time, we allow groups to 

separate into subgroups (25.00%, 41.67% confirm its 

importance), more than one student take over one or 

more tasks. Some students (33.33%) chose to finish 

alone their tasks assigned. Communication was the 

vessel conductor in the group, students enjoy listening 

among the groups’ members to learn and understand the 

context (Very effective at 33.33%, effective at 58 .33% 

and not effective at 8.33%), as seen in Figure 4.  

 

Figure 4:  Students' Performances Listening among the 

groups’ members. 

When students agreed to divide simple tasks, help 

and depend on each other, they already know exactly 

what to do to finish it, as a result fast execution of tasks 

was very successful (Very effective at 36.11%, effective 

at 61.11% and not effective at 2.78%). 

Part 5: Students' Perceptions of Group Design for 

Lab Session. This part of the survey is composed of 6 

questions of 4-point Likert scale and one short question 

format (rated from Totally agree, Agree, Disagree, 

Strongly disagree); it is about groups’ design and 

conditions for group members’ adhesion. In Table V (see 

Appendix (A)), students consider 3 to 5 members in the 

group was appropriate (47.22% totally agree, 25.00% 

agree) due to the complexity of problem-solving and 

short time to realize it. We adopted the flipped-class 
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approach in preparing and solving exercises outdoor 

class to spend more time in rich discussions at lab 

sessions. They students know that there is not one way to 

solve a programming exercise but there is always an 

optimal one in term of running time, memory allocation, 

the right algorithm and minimum code lines. 80.55% of 

students get connected with their partners in the same 

group, 19.44% were not may be because in few groups 

some males and females were very shy (7 balanced 

groups, 2 groups of females and 2 groups of males). 

Conflicts in those groups were usually more balanced. 

Thus, the data set confirms that they prefer choosing 

their group mates and since we don’t know the 

background of the students, it was not possible to let 

students select their group mates. The greater part of 

students wished for different academic level groups in 

order to lower academic level students get help from 

higher academic level students. 8.33% only which 

represents almost higher academic level students wants 

more competitive collaborative groups at the same time. 

Part 6: Students' Perceptions about the roles’ 

distribution within a group. The fundamental 

preoccupation in computer science pedagogy is the 

improvement of computational thinking skills where all 

students are involves in this process from every step in 

solving-problems to implement applications. Students 

were asked about the impact of the roles proposed for the 

entire process to perform in collaborative groups for 

programming assignments; its benefits in facilitating the 

project’s realization. Also, they were asked about further 

elements that reinforce the group work and what does it 

take to achieve each role? Table VI (see Appendix (A)) 

shows that they were agreed (27.78% totally agree, 

72.22% agree) that it is facilitating their achievement by 

helping each other to understand the problems and 

solutions. Besides developing computational thinking 

skills (100%), it attributes them to build trust (41.67%), 

to arise their commitment (44.44%) and motivation 

(47.22%). It was evident for students to change and 

switch roles in terms of tasks (25.00% totally agree, 

55.56% agree), skills required and also to gain abilities in 

mastering all roles (16.67% disagree, 2.78% strongly 

disagree). Students must be engaged in front of all 

members and fully responsible on his simple goal to 

realize the group’s goal, Fig. 5 (see Appendix (A)) shows 

that 16,67 % protest doing other roles to accomplish the 

programming tasks, we should investigate more in order 

to determinate witch roles could be defined to those 

defined before. Two roles (programmer, secretary) were 

done only by 13.89 % and 27.78 % of students 

respectively. Each one of these roles has its special 

criteria, required coding skills and abilities like formal 

pertinent writing and students were less confident and 

afraid of making errors and bugs. It can be explained that 

they have poor abilities to do such roles. 47.22 % of 

students were holding the role of coach imply that they 

were interacting more in the collaborative learning. 

Whereas the role of moderator was hold by 44.44 % that 

characterizes the engagement to encourage participation 

of all group members, and theorist were 44.44 % that 

provide confirmation that they understand well the 

concept being discussed and could easily explain it for 

others and only 41,67 % for planner role which reflects 

organizational feature in problem-solving for group 

learning. All Students might have already some 

individual skills or knowledge and could foster getting 

others by practicing, discussing and watching others 

doing it because they like to ask spontaneously their 

peers more than the teacher. Consequently, all 

percentages join the results shown above. As last, two 

short-questions format for this section, we asked student 

about benefits and inconveniences. Many students wrote 

that they were  learning fast, getting great ideas form 

discussion, correction knowledge about wrong concepts’ 

comprehension, working effortlessly without pressing, 

saving more time for writing algorithms and codes. Little 

minority seem to dislike this type of group work in 

distance because of difficulties in unreliability of some 

groups members, scheduling meetings, and while 

students divide up the programming task for a project, 

each do a code fragment, and then combine all pieces 

into a one finished program. 

Part 7: Students’ Perceptions in Collaborative 

Production. That concern what was used in collaborative 

production as tools and technologies. Table 8 indicates 

some students’ answers performance. It involves 

different components: 

On the proposed programming environment: in 

this section, we demand students about the use of that 

was chosen in first place for several reasons principally 

because it is intuitive and intelligent as environment and 

can help beginners to master programming and lets them 

to quickly and easily write and change the code. Students 

shows their resistance and refuse strongly (only 13.89% 

said that is effective, 44.44% not effective and, 41.67% 

said it is not effective at all) this new environment 

because they preferred working with familiar platforms 

like Eclipse or Netbeans and that Intellij IDEA is not 

easy to use (16.67% claim that is easy to use and the rest 

83.33% assumed the opposite). For the next question 

they argue about the choice of the programming 

environment depends on (the tool’s mastery 16.67%, the 

tool’s ease of use 38.89%, the community of developers 

30.56%, The needs of the work to be solved 13.89%) that 

explain why they would not exploit Intellij IDEA). Since 

the student viewed the proposed programming 

environment as an instrument for programming rather 

than only the required lab session which they had to pass 

the computer examination. Besides, they administered 

various strategies as well as a long period in practicing 

outside their class for developing the better learning 

techniques. 

On tools used for communication and publishing 

tools: The data collected and evaluated about student use 

of communication and publishing tools confirmed that 

the tools were very helpful and appreciated by students 

for collaborative group in distance learning. In class, the 

tools were not employed for two reasons: 1) no internet 

available in the lab session, 2) they do not need it 

because only one computer was assigned to each group. 

At first, we must notify that categories, who possess 

personal laptops, smart phone or other devices with 
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internet, declared that the tools’ use was very important. 

(27.78% were totally agree and 58.33% were agree), they 

needed to create Facebook groups to communicate via 

videos or calls and exchanging messages, discussing or at 

least to schedule meetings sessions and face-to-face 

appointments (63.89%), Github were used for displaying 

code fragments (22.23%). The other category were only 

13,88% were connected to their colleagues by phone 

calls and proclaimed that Github was very sophisticated 

tool, consummate time to master and it deviate them 

from the principal purpose of programming. 

On the necessary use of Pedagogical Notebook: 

The students may take notes, as a complementary 

learning activity for programming assignment. We 

decide to make it a good habit by requesting every group. 

Students responds (13.89% were totally agree, 63.89% 

were agree, 16.67% were disagree and 5.56% strongly 

disagree). That can be explicable: taking notes is a 

complex process from comprehension, selecting 

pertinent information in limited time. Other explanation, 

students replaced in most of the time PN as paper support 

by video, audio and images supports using its smart 

phones, justifying this action that as electronic support 

has better writing, and don’t contain errors especially 

programming codes by answering the question:” Is a 

electronic format of PN better to handle than the paper 

format?”, (36.11% were totally agree, 27.78% were 

agree, 30.56% were disagree and 5.56% strongly 

disagree). 

About the lab session room: To enable students 

having modern teaching perspectives in lab rooms that 

allow collaborative learning, they were asked if they 

prefer working on their laptops instead of machines in 

the room. The majority of the students preferred their 

laptops (66.67% were totally agree, 16.67% were agree) 

to avoid problems like virus transferred with movable 

devices, and 16.67% were disagree because they do not 

have personal computers. Other questions regarding 

Classroom Structure or Computers Disposition form and 

the ideal arrangement for group work. They were all 

disagreed about the fixed computers tables and preferred 

(circle form 33.33%, the V form 52.78%, square form 

11.11% and 2.78% wished for other flexible forms). Wi-

Fi high-speed Internet access, interactive or intelligent 

board were the most wanted technologies for lab session. 

At minimum, students needed suitable spaces with 

audiovisual components for short demonstrations of tools 

installation, codes debugging, and lectures delivered 

during the session. They require also movable tables, 

computers and networks for higher collaborative 

organization supplies performance and an impressive 

room design to satisfying learning goals.  

About the teacher’s accompaniment and 

assistance for lab session: This might be divided on 

two: face-to-face and distance support. Students were 

thoroughly convinced that is the most important and 

necessary part in learning process. They were satisfied at 

94.45% and 5.56% required for more than one teacher in 

lab sessions, they explain that the teacher should know 

the progress of each group globally and each student in 

detail in a special sheet assessment available for 

consulting every session. 

Part 8: Students' Perceptions of the quality and 

progress of their learning during Learning Scenario 

Activities (Global Pedagogical Scenario. The students 

were generally satisfied but it reveals some weakness in 

different phases. The final set of data related to the global 

scenario proposed above rejoin that is very large 

category of students faces enormous difficulties in 

different steps in problem-solving in engineering 

sciences, especially in first steps e.g. analysis and 

designing (writing algorithms). Consequently, it is 

reasonable to think that students want more interaction 

with their peers in such phase where they are meeting 

problems. Moreover, some phases are believed to excel 

at some tasks more so than others do, e.g., phase 1, phase 

2. A minor misunderstanding leads to a greater number 

of defects. The students were interested in-group 

discussion by listening attentively.  

Table 5: Some students’ responds performance for part 8 

questions. 

They collaborated in working with their peers for 

getting main idea of the exercise. We compared the two 

first lines with the two next ones, it clearly obvious that 

the positive and significant role of collaborative work to 

overcome with discussion the lake of understanding 

where a few students were disagree especially the best; 

they preferred not wasting time to explain to their peers, 

time they need to move on and start coding. It might be 

explained that they do not esteem the notion of sharing 

and acquire poor collaborative skills where the lower 

academic level students appear passive peers by holding 

the others back. Given the magnitude of the percentage 

in the last two steps in phase 3 regarding coding and 

debugging, however, we can reasonably assume that the 

lack of significance is not related to insufficient data, 

rather, it is because the behavior of most students in the 

class is very close to watcher behavior across all 

sessions. It could be concluded that the collaborative 

work could alleviate their anxiety in coding step, which 

would cause their low programming learning 

achievement. We confirm this by recoding weakness of 

programming as a gap between theory and practice. 

In summary, much effort was expending in 

collaborative programming but, in other hand, the 

improved communication skills, enjoying lab sessions 

and reporting confidence in programming ability were 

the highest gains. 

 Totally

Agree 

Agree Disagree Strongly 

disagree 

Phase 1 27.78% 41.67% 27.78% 2.78% 

Phase 2  13.89% 50% 33.33% 2.78% 

Phase 3.1   38.89% 52.78% 8.33% 0 % 

Phase 3.2   41.67% 38.89% 19.44% 0% 

Phase 3.3   30.56% 50% 16.67% 2.78% 

Phase 3.4  47.22% 50% 0 % 2.78% 

Phase 4   17.14% 31.43% 48.57 % 2.86% 
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4.2 Assessments of programming 

improvement 

In the context of this study, we use learning to refer to 

the improvement in programming skill, not knowledge of 

an abstract concept. Three different assessments in lab 

session for students are done in the 7th and 14th week: 

Individual CC1, Individual CC2 and Project 

Consultation, we calculated individual learning gain as 

follows: 

In individual lab session LCC1 and LCC2: The 

individual LCC1 and LCC2 assessments were graded 

using a 10-point rubric. We examined ability for 

programming by checking source files that each student 

made in order to measure their programming skill as 

individual learning gain ILG using formula (1) 

 ILG = (LCC1 + LCC2)/2 (1) 

The Project Consultation PC: This phase endured at 

the 14th week. The students turned in final projects, 

presented it as groups. In the lab session room, they 

found helpful to use PowerPoint slides. After each 

presentation, the teacher used an oral questioning for 

each group and it was graded using a 5-point rubric, 

focusing on collaborative education outcomes. We can 

determinate three categories of groups: good, medium 

and lower performing groups depending on project 

achievement, active contribution of group’s members, 

beating challenges found, etc. The CC score for Lab 

session LCC is calculated as (2) follow:  

LCC = ILG + PC + P  (2) 

P refers to a score using a 5-point rubric relative to 

the students’ attendance. From the results, initials 

analysis has shown three different categories: High, 

Average, and low scores. We compared Initial Test, Lab 

session LCC, Tutorials TCC and the final exam FE. 

4.3 Assessments findings 

For a good interpretation the results of this study, we 

remember that every assessment is done differently.  The 

final exam, which constituted 50% of the course grade, 

consisted of 5 simple questions and 4 exercises 

including: identifying Java vocabulary, tracing source 

code outcomes, and implement a code. The TCC grades 

represent 25% of the course grade equally with LCC 

grades. The TCC was managed differently from LCC; it 

consisted of the average of two TCC1 and TCC2 

assessment based on implementing a simple code each 

on paper in 20 minutes period. The final course grade 

was calculated on the weighted percentage of all 

assessment activities (FE, TCC and LCC). Therefore, the 

main reason for comparing those results is to recognize 

the improvement in computational thinking and 

programming skills and style in collaborative learning. 

Fig. 6 displays the key predictors of performance in 

relation to assessment results in three levels. Starting 

with IT, at the beginning of the semester, students have 

low performance level (62.03% of Low performance), 

only 7.40% have High performance and 30.55% as 

Average performance. As can be seen, LCC results, 

correlated with collaborative programming, were 

positively significant.  

 

Figure 6:  Improvement of students’ results across 

different assessments. 

The average level, which represented 78.70 % of the 

students, dominate the results with the lowest percentage 

9.25 % of students in low level that shows a downward 

change. The percentage of the total number of students in 

Average performance has jumped highly from 30.55% to 

78.70%. In High performance, it moved 7.40% to 

12.05%. For TCC, we observe some drop in average and 

low levels with a small upward change in high level. 

Next in the transition from learning to the last assessment 

form, accompanied by teachers’ surveillance and exam 

stress, we again observe poor and negative students 

performance across different levels. 

5 Conclusion 
This paper has investigated the educational effectiveness 

of a collaborative learning design in object-oriented 

programming language lab session at the university 

Mostafa Stambouli Mascara and students’ satisfaction 

about different related issues. The results obtained allow 

us to claim that group design, global pedagogical 

scenario and especially roles division combined with 

technologies tools are the pedagogical methodology that 

produce in students. Furthermore, engagement, 

commitment and motivation of students increased at each 

phase of programming process.  

Besides verifying that the global scores, the 

academic level increase was verified among the students 

that had an initial lower academic level. Collaborative 

learning groups exhibit new social skills in all students. 

Higher academic level students were the most resistant to 

collaboration at the beginning of the experiment. It was 

also observed in these groups that students with low 

academic level tended to be passive towards high 

academic level students. But the connection takes place 

only while the teacher intervenes to weld broken the 

groups and encouraged the participation of all group 

members. However, other students were more motivated 

and collaborative. The teacher assistance was very 

important, helping students groups to accept critical and 

constructive feedback reinforce their learning inside and 



140 Informatica 43 (2019) 129–144 C. Boudai et al. 

 

outside lab session room. The experiments also verified 

that in absence of the teacher, some groups were not 

effective outdoors lab session, and all members count on 

high academic level students to do all the work. By 

contrast, high academic level students impose their 

solutions for the other members without any discussion. 

In the same time, it conducts to unfinished discussion, 

where each member believed that he has the right point. 

Furthermore, dividing tasks and roles made the learning 

less difficult and more agreeable; students with high 

determination continue to work in groups in other 

courses since they build trust and solid membership. 

Other courses’ teachers mention, in meetings, the good 

change of students’ programming style who still works 

collaboratively. Selecting an appropriate delivery format 

becomes even more pronounced when the students are 

engaged in a collaborative learning environment. 

Designing a collaborative learning environment should 

include all element cited before. Obviously, learning 

becomes more driven by ICT tools. Facebook and Github 

are emerging technologies that supported students in the 

successful achievement of collaborative blended 

learning. Teachers inspected all source codes at the end 

of the experiment reported by data indicating that 

collaborative group has an affirmative influence on 

learning how to program, at least shows improving of 

students programming style. In sum, our results suggest 

that ICT tools must be added to the pedagogical 

methodology to increase the learning progress, but some 

new suggested tools faced by a large resistance and show 

opposite expectations. Until this stage, we have not 

discussed the choice of Java as a programming language 

because, firstly, it is a powerful language, then students 

had already studied the C language and it is mandatory in 

the minister official program. Since our students learned 

programming in first year and their lower performance 

level, we believe that we should prepare them as native 

programmers programming for second-year java 

collaborative programming for better results.  

Limitations: The entire design is very exhausting 

practice from the beginning of the semester to the end, 

from initial tests to sending the final exam scores. So 

many difficulties demotivate both teachers and students 

in absence of minor ICT technologies, time allocated, 

networks, and management contesting often that conduct 

to discouragement for teachers and poor emerging skills 

for students. 

Perspectives: Finally, working with limited 

available components infect on learning methodologies, 

thus it is an open issue for the future. Roles proposed for 

students in the pedagogical scenario should be studied 

carefully. The metacognitive abilities behind every task 

in every role are strongly related; it is essential to inspect 

and explain witch poor skills behind role were less 

picked. Our vision is to create a platform for learning 

Objet-Oriented programming language with all 

communication and visualization features that allows 

collaborative teaching and learning programming. We 

have to unite inspiring all students with clear and visible 

guidance to have equal opportunities to reach their full 

potential. Helping our students overcome their obstacles, 

in order to raise the level of participation in collaborative 

work, keep it moving forward in order to become more 

competitive in programming. 
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7 Appendix (A) 

 

Table 3: Students’ responds performance for part 2 questions. 

Table 4: Performance for part 4 questions students’ responds. 

  

 
Absolutely Yes May be I do not Not at all 

Do you know the E-learning platforms 27.27% 22.73% 20.45% 29.55% 

Do you think that the online courses help 
you in your learning 

31.82% 34.09% 15.91% 18.18% 

 
Course format Reading list Online discussion Online tests 

Do you think that the content of these 
courses must be changed  and / or must 
contain other things 

75% 18.18% 59.09% 43.18% 

 
No course 1-2 2-4 + 4 

How many courses have you studied in 
ICT  

9.09% 81.82% 4.55% 4.55% 

 Very important Important Not  important Not important at all 

Collaboration within the group 36.11% 58 .33% 5.56% 0.00% 

 Very effective Effective Not effective Not effective at all 

Coordination within the group: 

1. Tasks’ assignment 27.78% 58 .33% 13.89% 0.00% 

2. Time management 8.33% 27.78% 63.89% 0.00% 

3. Partition into subgroups 25.00% 41.67% 33.33% 0.00% 

 Very important Important Not  important Not important at all 

Communication within the group: 

1. Listening among the groups’ members   33.33% 58 .33% 8.33% 0.00% 

2. Fast execution of tasks 36.11% 61.11% 2.78% 0.00% 

3. Exchanges of ideas, tasks 16.67% 27.78% 55.56% 0.00% 



144 Informatica 43 (2019) 129–144 C. Boudai et al. 

 

Table 5: Performance for part 5 questions students’ responds.  

Table 6: Some students’ responds performance for part 6 questions. 

Figure 5:  Roles' percentage held by students. 

 Totally agree Agree Disagree Strongly disagree 

I consider the students’ number per group suitable. 47.22% 25.00% 27.78% 0.00% 

I get along with my partners in the same group. 33.33% 47.22% 19.44% 0.00% 

When the group meets a conflict case, it is generally  

easily to overcome. 
16.67% 52.78% 30.56% 0.00% 

I prefer choosing my group’s mate 80.56% 19.44% 0.00% 0.00% 

I prefer students’ same academic level in each group 8.33% 27.78% 61.11% 2.78% 

I prefer students’ different academic level in each 
group 

16.67% 58.33% 22.22% 2.78% 

 Totally 
agree 

Agree Disagree 
Strongly 
disagree 

Does the distribution of roles facilitate the realization of 
collaborative work? 

27.78% 72.22% 0.00% 0.00% 

What criteria could strengthen the group work? 44.44% 41.67% 47.22% 100% 

Do roles change according to the nature of the work requested? 25.00% 55.56% 16.67% 2.78% 

I got involved significantly in my role 41.67% 47.22% 16.67% 0.00% 

How do you evaluate the involvement of your classmates in 
their roles? 

19.44% 58.33% 25.00% 0.00% 
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This paper presents a summary of doctoral thesis that evaluates the using of Alice microworld combined 

with different pedagogical approaches to learn introductory programming, specifically in programming 

knowledge and logical reasoning variables. The results suggest that when microworlds are combined with 

the 4C-ID instructional model there are positive effects in learning to program a computer, but they have 

no impact if an expository method is used. However, given the limited number of sampled subjects in this 

thesis, this topic should be further researched. It is necessary to understand to what extent, measurable, 

the use of certain teaching methods with or without association with microworlds, influence the results of 

students in knowledge and logical reasoning. 

Povzetek: Opisano je doktorsko delo na področju poučevanja osnovnih programskih veščin.

1 Introduction 
The scientific community has been developing several 

proposals to overcome the inherent difficulties in the 

initial learning of computer programming. One of the 

solutions is the use of microworlds. Faced with this 

problem, some solutions have been developed over the 

past few years to help overcome student difficulties. One 

of the proposed solutions is composed of the use of 

microworlds, such as Alice. This software aims to help 

and motivate students to learn how to program and was 

created about 15 years ago. Since then, it has been updated 

and several versions have emerged [1].  

The Alice software is considered a microworld for 

programming because it respects the characteristics of 

Papert’s microworld [2], namely: i) the possibility of 

creating simple examples in the microworld itself, in this 

case programming examples; ii) there should be no 

obstacles in the manipulation of the microworld, with the 

possibility of creating activities, games and art within the 

microworld; and iii) the content needed for learning 

should be able to be defined within the microworld. 

The present research organized into a thesis [3] with 

four sequential chapters, had the objective of 

understanding the effects of using Alice microworld, in 

programming learning when associated with certain 

pedagogical methods, specifically in the programming 

knowledge and in the logical reasoning, with a focus on 

vocational education at Portugal.  

2 Methodology 
The research process began with the typification of the 

Alice software into microworld in order to extend the 

thesis conclusion to other microworlds. 

The next step was conducted a systematic literature 

review and meta-analysis in order to understand the 

effects of Alice in programming learning on previous 

studies [4]. The combination of studies indicated 

promising results in the field (d = 0.541), but presented 

some weaknesses, where we highlight: (i) significant 

variation in data collection instruments, (ii) and the design 

of the studies, which do not specify the teaching strategies 

used to teach computer programming. In addition, there 

was no analysis of whether the use this microworld has a 

different impact has when students differ in cognitive and 

social characteristics, as these variables were also not 

isolated in any of the studies considered in the meta-

analysis. 

Therefore, we pursued the research by building a valid 

and reliable instrument, in Portuguese language, to 

evaluate the initial learning of programming in quasi-

experimental studies [5]. This instrument was constituted 

by multiple-choice and development questions and the 

difficulty level of the items was based on Bloom’s 

Taxonomy. The test was subsequently validated by a 

group of specialists and submitted to a pilot-group. This 

process concluded that the instrument is valid and reliable 

(alfa = 0.837). 

Lastly, we developed two quasi-experimental studies.  

In the first one [6], the experimental group (n = 11) 

used programming concepts with the Alice software and 

pseudocode, while the control group (n = 11) learned the 

same concepts without resorting to software. Both were 

mailto:joana.martinho.costa@gmail.com


146 Informatica 43 (2019) 145–147 J.M. Costa  

taught using expository teaching, the most commonly 

used method in Portugal [7]. In the first experimental 

study, based on the characteristics of a quasi-experimental 

design, we defined the following procedures: 

1) Data collection on the characteristics of the 

participants, application of a survey about the interest 

in programming and application of the Echelle 

Collective de Développement Logique (ECDL) [8], a 

scale that classifies the student thinking according to 

the five stages of Jean Piaget’s theory on cognitive 

thinking.; 

2) Experimental treatment: Introductory programming 

learning using an expository teaching combined with 

Alice microworld in the experimental group and the 

same conventional model without Alice, for four 

weeks with seven hours of programming per week 

3) Application of the created test [5] after experimental 

treatment to both groups. 

In the second study [9], computer program knowledge and 

development of logical reasoning were compared between 

two groups, which differed in logical reasoning and 

socioeconomic status, after they learned programming 

with Alice microworld associated to the Four Component 

Instructional Design Model (4C-ID). We followed next 

procedures: 

1) Data collection on the characteristics of the 

participants, application of a questionnaire on the 

interest of programming and application of the ECDL 

[7]; 

2) Experimental treatment: Initial programming 

learning using the 4C/ID instructional model 

combined with Alice software, for eight weeks with 

30 classes of 50 minutes, in both groups; 

3) After experimental treatment, application of the 

knowledge test and the ECDL to both groups. 

3 Results 
In the first study, the average score in the programming 

test, applied after the experimental treatment when 

covaried with the average score on the Logical 

Development Scale, applied before to the experimental 

treatment, was positive in both groups with no statistically 

significant difference between them (F(1,19)=0.984; p > 

0.05). When the ECDL covariable is maintained at its 

average value (11.95), the group that used Alice obtained 

a mean result in the programming test (6.073 +- 0.834) 

lower than the group that exclusively used pseudocode 

(7,290 +- 0.834). The analysis of planned contrasts 

between the experimental and control group reveals that 

the differences between the approaches (Alice with 

pseudocode or exclusive pseudocode) are not significant 

(t(19) = 0.992; p > 0.05). 

In the second study, the average score in the 

programming test, applied after the experimental 

treatment, when covaried with the average score on the 

Logical Development Scale (ECDL) prior to experimental 

treatment was positive in both groups, with no statistically 

significant difference between them (p > 0.05). Total 

ECDL score before and after experimental treatment 

differed positively in the control group (n = 8; p < 0.05) 

and experimental group, although here the difference was 

not statistically significant (n = 6; p > 0.05). The 

experimental group in this second study with lower 

socioeconomic status obtained the highest computer test 

average among the four groups in the two studies. 

4 Conclusions and future work 
This study aimed to understand the effects of the use of 

microworlds, when associated with different teaching 

methodologies, in the introductory programming learning. 

To answer this question, we used Alice microworld in 

quasi-experimental work. 

The results suggested that when Alice microworld is 

combined with the 4C-ID instructional model there are 

positive effects in learning to program a computer, but this 

software have no impact if an expository method is used. 

However, given the limited number of sampled subjects, 

this topic should be further researched. 

Finally, we suggest conducting experimental research 

that continues the work initiated in this thesis. It is 

necessary to understand the extent, measurable, the use of 

certain teaching methods with or without association with 

microworlds, influence the results of students in 

knowledge and logical reasoning. In future research, the 

same measuring instruments present in this study should 

be used, in groups with similar characteristics, in order to 

compare the results obtained with those described in this 

thesis. 
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Slovenian Society of Mathematicians, Physicists and Astronomers (Marej Brešar)
Automatic Control Society of Slovenia (Nenad Muškinja)
Slovenian Association of Technical and Natural Sciences / Engineering Academy of Slovenia (Mark Pleško)
ACM Slovenia (Borut Žalik)

Informatica is financially supported by the Slovenian research agency from the Call for co-financing of scientific
periodical publications.

Informatica is surveyed by: ACM Digital Library, Citeseer, COBISS, Compendex, Computer & Information
Systems Abstracts, Computer Database, Computer Science Index, Current Mathematical Publications, DBLP
Computer Science Bibliography, Directory of Open Access Journals, InfoTrac OneFile, Inspec, Linguistic and
Language Behaviour Abstracts, Mathematical Reviews, MatSciNet, MatSci on SilverPlatter, Scopus, Zentralblatt
Math



Volume 43 Number 1 March 2019 ISSN 0350-5596

Editors’ Introduction to the Special Issue on
"MATCOS-16 Conference"

G. Galambos, A. Brodnik 1

Implementation and Evaluation of Algorithms with
ALGator

T. Dobravec 3

Packing Tree Degree Sequences K. Bérczi, Z. Király, C. Liu,
I. Miklos

11

Construction of Orthogonal CC-sets A. Brodnik, V. Jovičić,
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