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In medical imaging systems, denoising is one of the important image processing tasks. Automatic noise 

removal will improve the quality of diagnosis and requires careful treatment of obtained imagery. Com-

puted tomography (CT) and X-Ray imaging systems use the X radiation to capture images and they are 

usually corrupted by noise following a Poisson distribution. Due to the importance of Poisson noise re-

moval in medical imaging, there are many state-of-the-art methods that have been studied in the image 

processing literature. These include methods that are based on total variation (TV) regularization, wave-

lets, principal component analysis, machine learning etc. In this work, we will provide a review of the 

following important Poisson removal methods: the method based on the modified TV model, the adaptive 

TV method, the adaptive non-local total variation method, the method based on the higher-order natural 

image prior model, the Poisson reducing bilateral filter, the PURE-LET method, and the variance stabi-

lizing transform-based methods. Our task focuses on methodology overview, accuracy, execution time and 

their advantage/disadvantage assessments. The goal of this paper is to provide an apt choice of denoising 

method that suits to CT and X-ray images. The integration of several high-quality denoising methods in 

image processing software for medical imaging systems will be always excellent option and help further 

image analysis for computer-aided diagnosis. 

Povzetek: Pregledni članek opisuje metode za čiščenje slike, narejene z rentgenom ali CT. 

1 Introduction 
Image denoising and noise removal with structure preser-

vation is one of important tasks that are integrated in med-

ical diagnostic imaging system, such as X-Ray, computed 

tomography (CT). X-ray and CT images are formed when 

an area under consideration of a patient is exposed under 

X-ray/CT and resulting attenuation is captured [1]. The 

noise density in these systems follows by the Poisson dis-

tribution and well known as the Poisson noise, shot noise, 

photon noise, Schott noise or quantum noise. Although 

Poisson noise does not depend on temperature and fre-

quency, it depends on photon counters. Poisson noise 

strength is proportional with the pixel intensity growth: 

Poisson noise at higher intensity pixel is greater than one 

at less intensity pixel [2].  

Nowadays, digitization is an important technique to 

improve image quality in medical imaging systems and 

the Poisson noise characteristics needs to be considered to 

remove it effectively [1]. Because the Poisson noise is a 

type of signal dependent noises, applying the usual de-

noising methods like for additive noises is ineffective, we 

need to design specific methods based on its characteris-

tics. 

There are many approaches were used to remove the 

Poisson noise, including total variation, mathematical 

transforms (wavelets, etc.), Markov random field, princi-

pal component analysis (PCA), machine learning etc. This 

paper mainly focuses on non-learning-based methods, 

learning technique is just a tiny part of this review that re-

lates to the field of expert image prior model. 

The approach that has been widely studied in the past 

few year and earn many achievements is regularization by 

total variation. This approach based on the regularization 

that was developed long time ago. Rudin et al.  [3] used 

the total variation regularization to remove noise on digital 

images. Basically, they minimized an energy functional 

based on L2 norm of image gradient with fixed constraint 
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for noise variance. The proposed model was also known 

as ROF (Rudin-Osher-Fatemi) model. This work is well-

known and was cited by tens of thousands of times. How-

ever, the ROF model focuses on restoring images that are 

degraded by Gaussian noise. This model is ineffective to 

process Poisson noise: in the resulting image, the edge is 

not well preserved; if regularization strength is decreased, 

the noise in higher intensity-region still remains.  

To pass over those limitations of the ROF model, Triet 

et al. [2] proposed an improved version that can process 

the Poisson noise well. This model is known as modified 

ROF model (MROF). However, both of original methods 

that based on ROF and MROF create an effect: artificial 

artifacts [1]. The artificial artifacts on digital images are 

misrepresentations of image processing. This effect makes 

some regions of images get unnatural [4]. The artifacts 

have many types, such as: staircasing, star, halo etc. In 

medical imaging, these artifacts can cause doctors to mis-

take for actual pathology. Usually, they need to learn to 

recognize these artifacts to avoid mistaking. So, during the 

processing, these artificial regions should not to be cre-

ated. Prasath  [1] proposed an adaptive version of MROF 

to remove this effect. This method is known as the adap-

tive total variation method (ATV). 

A common problem of both MROF and ATV methods 

is ineffective to process on photon-limited image. To en-

hance quality of this type of image in denoising process, 

Salmon et al.  [5] proposed the non-local PCA method. 

Thereafter, Liu et al.  [6] proposed another adaptive non-

local total variation method (ANLTV). This method in-

creases the information structure of image and gives the 

better denoising result on photon-limited images. 

Non-local approaches like ANLTV are state-of-the-

art. However, if the local models are combined with train-

ing process, we can get the result that is not inferior to 

other state-of-the-art non-local models. Wensen et al. [7] 

proposed a local variational model that incorporates the 

fields of expert prior image that is widely used in image 

prior and regularization model. This model is known as 

the higher-order natural image prior model (HNIPM). The 

HNIPM can remove Poisson noise on both high and low 

peak images. Although this model is local, since the model 

is trained on the Anscombe transform domain (very effec-

tive for Poisson denoising), it is also a competitive model 

to compare to other state-of-the-art Poisson denoising 

models. 

However, above methods are performed on iteration 

and this requires more execution time to remove noise. 

Kirti et al.  [8] proposed a spatial domain filter by modi-

fying bilateral filter framework to remove Poisson noise. 

The Poisson reducing bilateral filter (PRBF) is non-itera-

tive nature. So, it can treat Poisson noise faster than itera-

tive based approaches. 

Another approach is highly expected – wavelet and its 

modifications. Thierry et al. proposed a denoising method 

based on image-domain minimization of Poisson unbiased 

risk estimation: PURE-LET (Poisson Unbiased Risk Esti-

mation – Linear Expansion of Thresholds) [9]. This 

method is performed in a transformed domain: undeci-

mated discrete wavelet transform and can be extended 

with some other transforms. Zhang et al.  [10] also pro-

posed a multiscale variance stabilizing transform (MS-

VST) that can be deemed as an extension of Anscombe 

transform. This transform also can be combined with 

wavelet, ridgelet, and curvelet [10]. Both PURE-LET and 

MS-VST are competitive relative to many existing de-

noising methods, in which, the VST based methods are 

new research trend for CT and X-Ray images denoising 

[11] [12] [13] [14], because of using VST, Poisson noise 

can be treated as the additive Gaussian noise. Hence, re-

searchers can reuse the existing Gaussian denoising meth-

ods, that get many achievements and it is unnecessary to 

develop a partial denoising method to treat Poisson noise. 

Our paper is organized as follows: in Section 2, a de-

tail about image formation on CT/X-Ray imaging systems 

and characteristics of Poisson noise are provided; in Sec-

tion 3, methodology of Poison denoising methods are cov-

ered shortly; Section 4 and Section 5 present the discus-

sion about accuracy, performance, advantages/disad-

vantages of methods and the conclusion. 

2 Image formation in medical imag-

ing systems and Poisson noise 
In CT and X-Ray imaging systems, to produce a radio-

graphic image, X-Ray photons must pass through tissue 

and interact with an image receptor. The process of image 

formation is a result of differential absorption of the X-

Ray beam as it interacts with the anatomic tissue [15]. Dif-

ferential absorption is a process whereby some of the X-

Ray beam is absorbed in the tissue and some passes 

through the anatomic part. Because varying anatomic 

parts do not absorb the primary beam to the same degree, 

anatomic parts composed of bone absorb more X-Ray 

photons than parts filled with air. Differential absorption 

of the primary X-Ray beam creates an image that structur-

ally represents the anatomic area of interest. 

 

 
a 

 
b 

 

Figure 1: The Poisson noise generation: a) The ex-

pected noise-free image; b) The noisy image 

 

Poisson noise is a fundamental form of uncertainty as-

sociated with the measurement of light, inherent to the 

quantized nature of light and the independence of photon 

detection [16]. Its expected magnitude is signal-dependent 

and causes the dominant source of image noise except in 

low-light conditions. 

Image sensors measure scene irradiance by counting 

the number of discrete photons incident on the sensor over 

a given time interval. Because of the photoelectric effect 
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in digital sensors, photons are converted into electrons, 

whereas film-based sensors rely on photo-sensitive chem-

ical reaction. Then, the random individual photon arrival 

leads to Poisson noise. 

Individual photon detections can be considered as in-

dependent events that follow a random temporal distribu-

tion. The photon counting is a Poisson process, and the 

number of photons 𝑘 measured by a given sensor element 

over a time interval 𝑡 is described by the discrete proba-

bility distribution 

𝑃(𝑘) =
𝑒−𝜆𝑡(𝜆𝑡)𝑘

𝑘!
, 

where 𝜆 – expected number of photons per unit time inter-

val, which is proportional to the incident scene irradiance. 

Since the Poisson noise is derived from the nature of 

signal itself, it provides a lower bound on the uncertainty 

of measuring light. Any measurement would relate to 

Poisson noise, even under the ideal conditions of free-

noise sources. When Poisson noise is the only significant 

source of uncertainty, as commonly occurs in bright pho-

ton-rich environments, imaging is called photon-limited 

[16]. By the Poisson distribution, to reduce the Poisson 

noise, need to capture more photons. This requires longer 

exposures times or increasing the X-Ray intensity beam. 

However, the number of photons captured in a single shot 

is limited by the full well capacity of the sensor. Moreo-

ver, increasing exposures times or photon intensity beam 

would be harmful for health of patients. Since this limita-

tion of technology, it is necessary to reduce the Poisson 

noise by image processing algorithms.  

Figure 1 simulates the Poisson noise generation on 

image. We use the built-in imnoise function of MATLAB 

to generate the Poisson noise on skull image [17]. The 

Poisson noise in the higher intensity regions is greater than 

one of the lower intensity regions. 

3 Denoising methods on CT and X-

Ray images 

3.1 The modified ROF model 

Suppose that 𝑓 – a given grayscale image on Ω (a bounded 

open subset of ℝ2, i.e. Ω ⊂ ℝ2), 𝑢 – an expected denoising 

image that closely matches to observed image, 𝑥 =
(𝑥1, 𝑥2) ∈ Ω – pixels. 

By using total variation regularization, Triet et al. con-

vert the Poisson denoising problem to the following mini-

mization problem: 

𝑢 = argmin
𝑢

(∫ (𝑢 − 𝑓. 𝑙𝑛(𝑢))𝑑𝑥
Ω

 

+𝛽 ∫ |∇𝑢|𝑑𝑥
Ω

)       (1) 

where, 𝛽 > 0 – regularization parameter. 

To solve this problem, Triet et al. used the gradient 

descent method that replaces the regularization parameter 

by function that is suitable to process noise on image re-

gions with both low and high intensity. This manner ex-

actly suits the signal-dependent nature of Poisson noise.  

3.2 The adaptive Total variation method 

The adaptive total variation method is similar with above 

method. However, the second term in (1) is replaced by an 

adaptive total variation: 

 

𝑢 = argmin
𝑢

(∫ (𝑢 − 𝑓. 𝑙𝑛(𝑢))𝑑𝑥
Ω

 

+ ∫ 𝜔(𝑥)|∇𝑢|𝑑𝑥
Ω

)       (2) 

where, 

𝜔(𝑥) =
1

1 + 𝑘|𝐺𝜎 ∗ ∇𝑢|
, 

𝐺𝜎  – the Gaussian kernel for smoothing with 𝜎 variance, 

𝑘 > 0 – contrast parameter, operator ∗ is convolution. 

In order avoid staircasing artifacts, Prasath  [1] pro-

posed the generalized inverse gradient term incorporating 

to the local statistics with patches extracted from image. 

The detail about this term is presented below. 

Let 𝒩𝑥,𝑟 be the local region centered at 𝑥 with radius 

𝑟. Consider the local histogram of a pixel 𝑥 ∈ Ω and its 

corresponding cumulative distribution function [18]: 

𝐻𝑥(𝑦) =
|{𝑧 ∈ 𝒩𝑥,𝑟 ∩ Ω|𝑢(𝑧) = 𝑦|}|

|𝒩𝑥,𝑟 ∩ Ω|
, 

𝐶𝑥(𝑦) =
|{𝑧 ∈ 𝒩𝑥,𝑟 ∩ Ω|𝑢(𝑧) ≤ 𝑦|}|

|𝒩𝑥,𝑟 ∩ Ω|
, 

Where 0 ≤ 𝑦 ≤ 𝐿, 𝐿 – maximum possible pixel value of 

the image, |∙| – the number of elements of set (cardinality). 

The local histogram quantity to quantify local regions 

of given image is: 

𝒬(𝑥) = ∫ 𝐶𝑥(𝑦)𝑑𝑦
𝐿

0

. 

Finally, the adaptive weight in (2) is defined as: 

𝜔(𝑥) =
1

1 + 𝑘(|𝐺𝜎 ∗ ∇𝑢(𝑥)|/𝒬(𝑥))2
 

The alternating direction method of multipliers [1] is 

provided to solve the problem (2). This iterative manner 

also gives good performance. 

3.3 The adaptive non-local Total Variation 

method 

In the case of photon-limited image, a lot of useful struc-

ture information of original image has been lost. So, the 

corrupted image is close to the binary image. If we only 

apply the denoising methods, such as the modified ROF 

model or the adaptive total variation, the denoising result 

is not really effective. 

For this type of images, firstly, we need to enhance 

image (improve light, contrast, etc.) and after that, per-

form the denoising process. 

The method that Liu et al.  [6] proposed is similar with 

above idea. For first step, they enhance the image detail 

by using Euler’s elastica. In second step, they remove 

noise by using non-local total variation to aim to preserve 

the structure information. 

The Euler’s elastica-based noise image enhancement 

model is proposed hereafter: 
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𝑢 = argmin
𝑢

(∫ 𝑢 − 𝑓. 𝑙𝑛(𝑢)𝑑𝑥
Ω

 

+𝜆 ∫ (𝑎 + 𝑏 (∇.
∇𝑢

|∇𝑢|
)

2

) |∇𝑢|𝑑𝑥
Ω

)     (3) 

where 𝜆 > 0 – regularization parameter, 𝑎 > 0, 𝑏 > 0 – 

weight parameters. 

The Poisson denoising model based on non-local total 

variation is provided as follows: 

𝑈 = argmin
𝑢

(∫ (𝑢 − 𝑈)2𝑑𝑥
Ω

 

+𝛼 ∫ |∇NL𝑢|𝑑𝑥
Ω

),     (4) 

where 

∫ |∇NL𝑢|𝑑𝑥
Ω

= ∫ √∫ (𝑢(𝑥) − 𝑢(𝑦))
2

𝜔(𝑥, 𝑦)𝑑𝑦
Ω

𝑑𝑥
Ω

 

– is non-local total variation, 𝜔(𝑥, 𝑦) – the non-local 

weight to measure the similarity of patches centered at the 

pixels 𝑥 and 𝑦. The denoised version will be restored from 

(4) by using an inverse Anscombe transform as bellow: 

𝑢 = (
𝑈

2
)

2

−
3

8
. 

The alternating direction method of multipliers is also 

recommended to solve the models (3) and (4). 

3.4 The higher-order natural image prior 

model 

The denoising method by the higher-order natural image 

prior model is based on the fields of expert image prior 

model that can be presented as follows: 

argmin
𝑢

∑ 𝛼𝑖 ∑ 𝜌((𝑘𝑖 ∗ 𝑢)𝑝)

𝑁

𝑝=1

𝑁𝑓

𝑖=1

+ 𝐷(𝑢, 𝑓),         (5) 

where 𝑁𝑓 – number of filters, 𝑘𝑖 – set of learned linear fil-

ters with corresponding weights 𝛼𝑖 > 0, 𝑁 – number of 

image pixels, 𝜌(𝑧) = ln (1 + 𝑧2) – the potential function, 
(𝑘𝑖 ∗ 𝑢)𝑝 – a convolution at pixel 𝑝. The first term is de-

rived from the fields of expert image prior model, the sec-

ond term 𝐷(𝑢, 𝑓) is data fidelity that has various forms. 

By using model (5), Wensen et al. [7] proposed two 

models that were trained in various transform domains: 

the first model – is trained in the original image domain 

with the Poisson noise statistics derived data term; the sec-

ond model – is trained in the Anscombe transform domain 

with a quadratic data term. The first model removes Pois-

son noise on high peak images effectively, but it fails for 

low peak image. The reason is for the low peak image, 

there are large regions of image, in which, there are many 

pixels with zero intensity. This leads to those pixels with 

zero intensity cannot be updated and fixed at 0 in the iter-

ations. Hence, noise still remains. The second model is 

powerful to remove noise for low peak images, but the 

quadratic data term is only effective to treat Gaussian 

noise. So, Wensen et al. combined the advantages of two 

models to make a novel model by replacing the quadratic 

data term in the second model by the Poisson noise statis-

tics of data term in the first model. The resulting model 

proved its own power to remove the Poisson noise for both 

cases of high and low peak images. 

The iPiano algorithm [19] is recommended to solve 

the resulting model. It is an efficient algorithm for non-

convex optimization problems. 

3.5 The Poisson reducing bilateral filter 

The bilateral filter was proposed by Tomasi et al.  [20] to 

reduce additive Gaussian noise. This filter was developed 

based on the geometric and photometric distances in a lo-

cal window. Kirti et al.  [8] modified this filter by replac-

ing the geometric distance by Poisson distribution. There-

fore, the mean value is selected as mean of image intensity 

in a local window. For every mean value in the local win-

dow, the expected value is estimated by the maximum 

likelihood estimation method. 

Since the Poisson reducing bilateral filter is non-iter-

ative nature, its performance primarily depends on the 

maximum likelihood estimation method. 

3.6 The PURE-LET method  

The PURE-LET (Poisson Unbiased Risk Estimation – 

Linear Expansion of Thresholds) method [9] is extended 

from SURE-LET method [21]. The PURE-LET method is 

used to reduce Poisson noise. Basically, this denoising 

method was proposed based on a minimization of Poisson 

unbiased risk estimation by using the linear expansion of 

thresholds (LET). Luisier et al.  [9] proposed the PURE-

LET to reduce Poisson noise without any priori hypothe-

ses on noise-free image.  

The main goal of this proposed denoising method is a 

minimization of the mean squared error of the noise-free 

image and the denoised image. However, since the noise-

free image is unknown, unbiased risk estimation was used 

that known as the Poisson unbiased risk estimation. This 

estimation was given in the unnormalized-Haar-discrete-

wavelet-transform domain. In this estimation, an unknown 

image function used to replace for the noise-free image. 

To minimize this estimation, above unknow image 

function will be expressed in the linear expansion of 

thresholds. If elementary denoising functions are given, 

the minimization problem gets to be the problem of find-

ing weight parameters in the linear expansion. Hence, the 

main task of this PURE-LET method focuses on solving a 

linear system of equations, in which the variables are 

weight parameters of the linear expansion. 

The linear expansion of thresholds can be presented in 

transformed domain, such as unnormalized wavelet trans-

form, Anscombe transform and Haar-Fisz transform.  

Another important task in the PURE-LET methods is 

choosing a set of elementary denoising functions (or 

thresholding functions). These functions need to be satis-

fied the following minimal properties: differentiability, 

anti-symmetry, linear behavior for large coefficients. 

The PURE-LET method is a competitive method to 

compare to other state-of-the-art Poisson denoising meth-

ods. This method is also easy to be extended to treat other 

noises, such as Gaussian noise [22] [23] [24] [25], the 

mixed noise [26] [27] [28] [29] [30]. The method perfor-

mance much depends on the performance of methods of 
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solving linear system of equations, for example, the 

Gauss-Seidel method. 

3.7 The multiscale variance stabilizing 

transform method 

The multiscale variance stabilizing transform method is 

proposed by Zhang et al. [10] to reduce Poisson noise on 

photon-limited image. This method is based on the vari-

ance stabilizing transform (VST) that is incorporated 

within the multiscale framework offered by the undeci-

mated wavelet transform (UWT). This transform is used 

because of its translation-invariant denoising. The de-

noising task comes to finding coefficients of the mul-

tiscale variance stabilizing transform. By using these co-

efficients, we can estimate the noise-free image. 

The denoising method involves in the following steps: 

transformation – computation of UWT in conjunction with 

MS-VST; detection – detection of significant detail coef-

ficients by hypotheses test; estimation – reconstruction of 

the final estimate by using the knowledge of the detected 

coefficients. Since the signal reconstruction requires in-

verting the MS-VST-combined UWT, this reconstruction 

process is formulated as a convex sparsity-promotion op-

timization problem. This optimization problem can be 

solved by many iterative methods, such as the iterative hy-

brid steepest descent method. 

The MS-VST method can be combined with wavelet, 

as well as ridgelet (wavelet analysis in Radon domain) or 

curvelet. Further, this method can also to be extended to 

reduce other types of noise. 

3.8 Adaptive variance stabilizing trans-

form based methods 

The Poisson denoising methods by VST-based approach 

is often performed by three steps: applying the variance 

stabilizing transform, such as Anscombe transform; apply-

ing the denoising methods to resulting image, in which the 

denoising methods are the one for additive Gaussian 

noise; using inverse transformation to denoised image to 

get the Poisson denoised image. 

Hence, VST-based methods can use state-of-the-art 

Gaussian denoising methods. By this idea, there are some 

very effective methods, such as BM3D [31], SAFIR [32], 

BLS-GSM [33]. 

For VST-based methods, the choice of inverse trans-

formation is very important. Makitalo and Foi [11] pro-

posed the optimal inverse Anscombe transform. The adap-

tive variance stabilizing transform-based method of 

Makitalo et al. can be covered as follows: 

Step 1: Apply the Anscombe transform to Poisson 

noisy image to get asymptotically additive Gaussian noisy 

image. For 𝑧 – the observed pixel values obtained through 

an image acquisition device, the Anscombe transform is 

𝑓(𝑧) = 2√𝑧 +
3

8
, 𝑧 = (𝑧1, … , 𝑧𝑁), 𝑁 − pixel numbers. 

Step 2: Denoise the transformed images by additive 

Gaussian denoising method. 

Step 3: The denoising of 𝑓(𝑧) produces a signal 𝐷 that 

considered as an estimate of 𝐸{𝑓(𝑧)𝑦}, 𝑦 = (𝑦1, … , 𝑦𝑁) – 

pixel values of denoising image, 𝐸{. } – the mean. So, it is 

necessary to apply inverse transformation to 𝐷 to obtain 

the desired estimate of 𝑦. The inverse transformations can 

be used include: 

a) The exact Unbiased inverse 

ℐ𝐶(𝐷) = 2 ∑ (√𝑧 +
3

8
.
𝐷𝑧𝑒−𝐷

𝑧!
)

+∞

𝑧=0

. 

b) The ML inverse 

ℐ𝑀𝐿(𝐷) = {
ℐ𝐶(𝐷), 𝑖𝑓 𝐷 ≥ 2√3 8⁄

0,                 𝑖𝑓 𝐷 < 2√3 8⁄
. 

c) The MMSE inverse 

ℐ𝑀𝑀𝑆𝐸(𝐷) = ∫ 𝑝(𝐷|𝑦)𝑦𝑑𝑦
+∞

−∞

∫ 𝑝(𝐷|𝑦)𝑑𝑦
+∞

−∞

⁄ , 

where, 𝑝(𝐷|𝑦) =
1

√2𝜋𝜖2
e

−
1

2𝜖2(𝐷−𝐸{𝑓(𝑧)|𝑦})2

− the general-

ized probability density function of 𝑧 conditioned on 𝑦. 

Another adaptive VST-based method that has high 

accuracy and performance to treat Poisson noise was pro-

posed by Azzari and Foi [12]. This method is known as 

the iterative VST-based method.  

This method is also handled via three steps as above. 

However, in step 2, authors proposed another method to 

remove noise, but they did not use existing additive 

Gaussian denoising methods. The method is effective and 

has high performance because it exploited characteristics 

of Anscombe transformation. 

The algorithm starts by setting �̂�0 = 𝑧. At each itera-

tion 𝑖 = 1, … , 𝐾, a convex combination needs to be com-

puted: 

𝑧�̅� = 𝜆𝑖𝑧 + (1 − 𝜆𝑖)�̂�𝑖−1, 
where 0 < 𝜆𝑖 < 1, �̂� – estimate of 𝑦. So, �̂�𝑖−1 can be 

treated as a surrogate for 𝑦: 

𝐸{𝑧𝑖|𝑦} = 𝑦 = 𝜆𝑖
−2𝑣𝑎𝑟{𝑧𝑖|𝑦}, 

Where, 𝐸{. }, 𝑣𝑎𝑟{. } – the mean and variance respectively, 

and 𝑧𝑖 has higher SNR (signal-to-noise ratio) than 𝑧 for 

any 𝜆𝑖 < 1. 

Apply a VST 𝑓𝑖 to 𝑧𝑖 and obtain an image 𝑧𝑖 = 𝑓𝑖(𝑧𝑖), 

which can be denoised by a filter Φ for additive white 

Gaussian noise to get a filtered image 𝐷𝑖 = Φ(𝑧𝑖). Assum-

ing 𝐷𝑖 = 𝐸{𝑓𝑖(𝑧𝑖)|𝑦}, the exact unbiased inverse of 𝑓𝑖, 

ℐ: 𝐸{𝑓𝑖(𝑧𝑖)|𝑦} → 𝐸{𝑧𝑖|𝑦} = 𝑦, 
Will restore the original image: 

�̂�𝑖 = ℐ𝑓𝑖

𝜆𝑖(𝐷𝑖). 

This process loops until 𝑖 = 𝐾. 

The accuracy and performance of this method are 

competitive to other state-of-the-art Poisson denoising 

methods. 

3.9 Other Poisson denoising methods 

Since the Poisson denoising problem has important role 

not only in medicine, but also in other fields, such material 

science, astronomy etc., beside above state-of-the-art de-

noising methods, there are also many other denoising 

methods are highly assessed, such as: 
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The adaptive BLS-GSM method of Li et al.  [34]. 

They proposed this method based on Bayesian least 

squares method. Basically, this Poisson denoising method 

is a term of VST-based approach. 

The optimized anisotropic Poisson denoising method 

of Radow et al.  [35]. This method is proposed based on 

variational approach and anisotropic regulariser in the 

spirit of anisotropic diffusion. This method can be consid-

ered as a part of the total variation regularization. 

The Poisson denoising based on greedy approach of 

Dupe and Anthoine  [36]. The goal of this method is com-

bination of a greedy method with Moreau-Yosida regular-

ization of the Poisson likelihood. 

The Poisson reduction based on region classification 

and response median filtering of Kirti et al [37]. Their con-

tribution is usage of modified Harris corner point detector 

to predict noisy pixels and responsive median filtering in 

spatial domain. 

The primal-dual hybrid gradient algorithm [38] is a 

Poisson denoising method that should be also noticed. 

This method is based on total variation regularization and 

primal-dual hybrid gradient. So, this method has very 

good performance. 

4 Discussion 
Firstly, we will discuss on the accuracy of Poisson de-

noising methods. The MROF, ATV, ANLTV and HNIPM 

methods based on regularization, their accuracy is good 

enough to perform in medical imaging systems. Since the 

HNIPM method is trained on Anscombe transform do-

main, regardless of its localization, its accuracy is compet-

itive enough to other methods. If we combine the MROF, 

ATV, ANLTV methods with training process to select op-

timal parameters in iterative manners, their accuracy 

might be so far better than the HNIPM method, especially, 

for the ANLTV method, because it does not change the 

information structure of image in denoising process.  

An effect that reduces the accuracy in denoising pro-

cess is artificial artifacts. Almost of local methods usually 

create this effect. So, we need to perform some techniques 

to avoid adding artifacts to images, such in the case of the 

ATV method. For non-local methods, since the infor-

mation structure of image is preserved, the artifacts will 

be seldom added. The PRBF method has the lowest accu-

racy to compare to other denoising methods, including the 

PURE-LET, MS-VST and adaptive VST-based methods. 

When filter noise by PRBF, the hallo artifacts will appear 

in resulting images and the artifacts strength depends on 

filter parameters. Although we can control these parame-

ters to reduce the hallo artifacts, it is very hard to select 

optimal values. There are some methods were developed 

to reduce this type of artifacts [39] [40], but it is still un-

finished, especially, on Poisson noise reduction process by 

bilateral filter. For the PURE-LET, MS-VST and adaptive 

VST-based methods, the accuracy might be better than lo-

cal variational based methods without training process, 

particularly, for the photon-limited images. However, the 

PURE-LET method is usually unstable. In our test, the de-

noising result by the PURE-LET method is slightly differ-

ent in every execution, regardless of unchangeable input 

setting of parameters and configuration. When we com-

pare the MS-VST method to the PURE-LET method, the 

MS-VST method has better accuracy, especially, for pho-

ton-limited images [10]. The adaptive VST-based meth-

ods have better accuracy and performance to compare to 

MS-VST method [11] [12]. Both the PURE-LET and MS-

VST cause the artifacts. For the adaptive VST-based 

methods, appearance of the artifacts depends on selection 

of Gaussian denoising methods. 

Secondly, we focus on method performance by as-

sessing the execution time. Poisson denoising methods, 

such as MROF, ATV, ANLTV, PURE-LET, MS-VST and 

adaptive VST-based methods are designed on iterative 

manner, so their execution time is longer than one of the 

PRBF method. The PRBF method is very fast and this is 

proven in processing large images. Execution time of both 

of PURE-LET, MS-VST and adaptive VST-based meth-

ods also depends on computation time of transforms. Oth-

erwise, for the PURE-LET method, it also depends on ex-

ecution time of solving system of linear equations, and for 

the MS-VST method – depends on performance of method 

to solve convex optimization problem, such as the hybrid 

steepest decent method, and for adaptive VST-based 

methods – depends on performance of selective Gaussian 

denoising methods. For other methods: MROF, ATV, 

ANLTV, HNIPM, execution time much depend on perfor-

mance of method to solve optimization problem (convex 

optimization for the MROF, ATV, ANLTV methods and 

nonconvex optimization for the HNIPM method). There 

were some methods are recommended in their proposed 

works to solve these optimization problems: the gradient 

descent method, the alternating direction method of mul-

tipliers for convex optimization; iPiano for non-convex 

optimization. However, for the convex optimization, we 

can use other faster methods, such as: the primal-dual 

modified extragradient method, the primal-dual Arrow-

Hurwitz method, the graph-cut method [41]. In work [41], 

Chambolle et al. showed comparison of execution time of 

above methods with the alternating direction method of 

multipliers. Among of these methods, the primal-dual Ar-

row-Hurwitz method is the fastest, but proof of its conver-

gence is open problem. The primal-dual modified extra-

gradient method is certainly convergent and it is easy to 

parallelize on GPU. The graph-cut method is very fast and 

give exact discrete solutions, but an efficient paralleliza-

tion on GPU is still open problem. For the non-convex op-

timization, the iPiano method is state-of-the-art algorithm 

and fast enough to applied in this situation. Parallelization 

of the iPiano method is still open problem. Hence, the ex-

ecution time problem of all above methods can be solved 

by combining with higher performance algorithms and/or 

parallel processing. 

Finally, about methodology, the MROF, ATV, 

ANLTV and PRBF methods are simple and easy to under-

stand and easy to write program. The HNIPM is slightly 

more complex and requires the training process. Both of 

PURE-LET, MS-VST and adaptive VST-based methods 

are the most complex. They are performed in various 

transform domains. Their accuracy and performance also 

depend on calculation of these transforms. 
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To choose suitable method for Poisson denoising in 

specific cases, we need to know their advantages and dis-

advantages. These advantages and disadvantages are listed 

in Table 1 in terms of denoising capabilities of the re-

viewed denoising methods here. After decades of de-

noising research there are no universal denoising method 

even in the case of additive Gaussian noise. However, by 

concentrating on the state of the art denoising methods 

with emphasize of domain specific techniques will pave 

the way for choosing an optimal denoising method. We 

believe the overview of Poisson denoising methods based 

on mathematically well-defined techniques studied here 

can be used by researchers in developing and utilizing 

these in various domains. 

5 Conclusion 
The denoising on CT/X-Ray images is still a challenge in 

medical image processing, especially, on the photon-lim-

ited images. The state-of-the-art methods cannot solve 

simultaneously the following tasks: high accuracy on both 

photon-limited and photon-unlimited images, avoid add-

ing artificial artifacts and the performance. The goal to de-

velop an effective universal method that reduces multiple 

types of noise is even more difficult challenge.  

In this paper, we reviewed on the following methods: 

MROF, ATV, ANLTV, HNIPM, PRBF, PURE-LET and 

MS-VST. The PRBF is excellent choice if the execution 

time is the most important. However, if the accuracy is 

priority, non-local methods are recommended. If we need 

to process the photon-limited images, the ANLTV, MS-

VST and adaptive VST-based methods are very good 

choices. If we want to exploit the existing Gaussian de-

noising methods, we can use adaptive VST-based meth-

ods, including MS-VST. 

During denoising process is performed, it is necessary 

to avoid adding artificial structures, and one can choose 

ATV or ANLTV methods that provide good denoising 

performance without introducing discernible artifacts. In 

this case, the VST-based methods can be used if they are 

combined to the image structure preservation Gaussian de-

noising methods, such as BM3D [31], SAFIR [32] etc. 

By the research trend, the VST-based approach is a 

novel option by the criteria to create an “universal” 

method to remove multiple type of noises. This approach 

has potential if it is possible to expand the VST-based ap-

proach to apply to other signal dependent noises. 
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Property 

 

Method 

Ability of de-

noising on photon-

limited image 

Add  

artifacts 

Level of  

methodology 

Level of  

parallelization 

Level of  

execution time* 

MROF No Staircasing Easy Easy Immediate 

ATV No No Easy Easy Fast 

ANLTV Yes No Easy Easy Fast 

HNIPM No Staircasing Immediate Immediate Fast 

PRBF No Hallo Easy Unnecessary Very Fast 

PURE-LET No Star Hard Easy Fast 

MS-VST Yes Blocky Hard Easy Fast 

Adaptive VST-

based methods 
Yes Yes/No† Hard Easy Fast 

 

Table 1: Advantages and disadvantages of Poisson denoising methods 

 
* Execution time by method that was used in their proposed works. 
† This depends on selection of Gaussian denoising methods. 
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The authentication properties of a security protocol are specified based on the knowledge gained by the
principals that exchange messages with respect to the steps of that protocol. As there are many successful
attacks on authentication protocols, different formal systems, in particular epistemic and temporal epis-
temic logics, have been developed for analyzing such protocols. However, such logics may fail to detect
some attacks. To promote the specification and verification power of these logics, researchers may try to
construct them in such a way that they preserve some properties such as soundness, completeness, being
omniscience-free, or expressiveness. The aim of this paper is to provide an overview of the epistemic and
temporal epistemic logics which are applied in the analysis of authentication protocols to find out how far
these logical properties may affect analyzing such protocols.

Povzetek: V preglednem prispevku je prestavljena epistemska in časovna epistemska logika overitvenega
postopka z namenom izboljšave delovanja.

1 Introduction

The principals communicating in a network need to be as-
sured that they are sending/receiving messages to/from the
intended principals as otherwise an attacker may imperson-
ate an authorized principal and gain access to confidential
information. To prevent this, the principals use authenti-
cation protocols, which are built on cryptography, for ex-
changing messages [13]. Since there are many successful
attacks on authentication protocols [47, 60, 49, 35, 37, 33],
different formal sytems have been developed for analyzing
such protocols. Many of these systems are logical and are
known as logics of authentication [14, 8, 7, 36, 38].

The first formal system designated for the specification
and verification of authentication protocols is an epistemic
logic - called BAN [14]. Although BAN can safely ver-
ify some protocols, it does not verify some other ones
successfully, e.g., it proved that the Needham-Schroeder
Public Key protocol (NSPK for short) was secure but
later it was shown that NSPK was vulnerable to man-
in-the-middle attack [46]. To promote the verification
power of BAN, some extensions of it have been developed
[27, 3, 60, 62, 61, 17, 4]. Moreover, researchers have devel-
oped some other logics of authentication that are not BAN-

like, but are inherited from standard logics. Many of these
logics are epistemic and temporal epistemic ones that can
model different runs of a protocol or can be applied to in-
vestigate the knowledge acquired by principals at different
instants in protocol runs [16, 45, 50, 52, 8, 53]. For ex-
ample, a principal may find out who originated a received
message at specific step of a protocol run and may agree
with the sender on the received information.

There are also dynamic epistemic logics that are useful
for modeling knowledge protocols, which model higher-
order information and uncertainties in terms of agents’
knowledge about each other. However, since these logics
are inconvenient in a cryptographic setting for generating
equivalence relations among messages, we do not consider
them in this paper [21].

Although the proposed epistemic and temporal epistemic
logics have significantly improved the analysis of authen-
tication protocols, every now and then a problem is found
and we need to improve the logics to solve that problem.
For example, an attack may be detected by an omniscience-
free logic while it is ignored by another logic that is not
omniscience-free. Similarly, an authentication protocol can
be specified by a temporal epistemic logic while it can-
not be specified by a logic whose modalities are only epis-
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temic ones. Such issues encourage researchers to find out
if logics of authentication should preserve specific logical
properties. The properties that are usually discussed in this
context are soundness, completeness, expressiveness, and
being omniscience-free. Moreover, since a powerful at-
tacker is traditionally modeled as the well-known Dolev-
Yao message deduction system [24], it is valuable to see
if these logics can model such a system. In this way, if
a logic of authentication proves a security goal about an
authentication protocol, one can trust that the result is in-
deed valid in the presence of a powerful attacker who can
eavesdrop all communications, drop, manipulate and re-
play messages, and perform cryptographic operations using
his known keys and messages.

The aim of this paper is not to compare epistemic log-
ics of authentication to alternative security protocol analy-
sis, such as applied pi calculus and other process calculi,
strands, multiset and other forms of rewriting. The aim of
this paper is to provide an overview of the epistemic and
temporal epistemic logics of authentication to find out how
far some of their logical properties such as soundness, com-
pleteness, being omniscience-free, and expressiveness may
affect analyzing authentication protocols. To do so, we dis-
cuss not only the conditions under which these logics sup-
port the Dolev-Yao message deduction, but also the logical
properties that encourage us to trust the derived judgements
about the authentication protocols.

The rest of the paper is as follows: In Section 2, we pro-
vide an overview of the notions of cryptography, Kripke
semantics, and epistemic logics of authentication. In Sec-
tion 3, we compare epistemic and temporal epistemic log-
ics of authentication and show how far some of their logical
properties may affect them in analyzing authentication pro-
tocols. Section 4 concludes the paper.

2 Basic notions

Authentication protocols are rules built on cryptographic
primitives that help principals authenticate each other while
communicating in a hostile environment [13]. An authen-
tication goal can be expressed in terms of a knowledge no-
tion, e.g., the sender authentication can be read as “the re-
ceiver knows the sender of a received message”. Consider
the NSPK protocol shown in Figure 1. Every principal in
this protocol has a public key and a private key such that
the public key of any principal A is known to everyone but
only A has the corresponding private key.

In this protocol, principal A generates a nonce na, pairs
na with its name A, encrypts na.A with principal B’s
public-key pk(B) so that only B can decrypt it by his pri-
vate key, and sends {na.A}pk(B) to B. By receiving this
message, B decrypts it and sends na back along with his
nonce nb in an encrypted message so that only A can de-
crypt it. Then, A sends nb back to B. The goal of the
NSPK protocol is that both A and B can be assured that
they are talking to each other and not to an attacker. BAN

logic proved that the NSPK protocol was safe [14], whereas
Lowe showed that it was vulnerable to the man-in-the-
middle attack [46]. Although such a result seems confus-
ing, it is suggested by the well-known fact that the NSPK
protocol is safe assuming that no compliant initiator will
ever select a non-compliant responder for a session. Need-
ham and Schroeder assumed this fact about the principals.
However, it was certainly no longer a reasonable assump-
tion when cryptographic protocols were beginning to be
used on the open internet and Lowe outlined the man-in-
the-middle attack.

The man-in-the-middle attack, shown in Figure. 1, con-
sists of two interleaved sessions of the NSPK protocol. Af-
ter A initiates a protocol run with I , the intruder I extracts
the message, impersonates A, and sends na to B. When B
replies, I forwards this message to A and misuses A to ob-
tain nb. Then, I sends nb back toB. Thus,B is deceived to
believe that he is talking to A while he is in fact communi-
cating with I . This attack shows that the result of analyzing
the NSPK protocol using BAN logic is questionable. Since
the original BAN did not have formal semantics, finding
such a semantics that could model the above attack became
an important topic of research.

As said earlier, the formal analysis of an authentication
protocol using epistemic logics depends on the knowledge
gained by the principals executing that protocol. There are
two main ways to formalize such knowledge. Assume the
statement: “B has sentm”, where the underlying semantics
of a logic of authentication interprets this statement as fol-
lows: “B is engaging in an event of a protocol sending mes-
sage m”. If we formalize this statement with a logical for-
mula φ, A knows φ means: “A knows that B has sent m".
This is called propositional knowledge which is implicit
and does not care about the details of computation [58].
There is also algorithmic knowledge formalizing the exact
models of principals’ knowledge such that if a principal
has some bit strings, he can apply cryptographic operators
to compute more strings using some predefined algorithms
[30]. In this paper, we consider both of these knowledge
formalizations, but first we need to explain some primitive
notions.

Assume that θ is a set of principals exchanging messages
by executing an authentication protocol. We may use a log-
ical language L to specify not only the steps of such a pro-
tocol, but also the intended authentication properties that
we want to prove about that protocol. To do so, we need to
formalize exchanged messages as message terms in L be-
cause protocols are a type of messages passing multi-agent
systems [26]. A message may be a plain term c or a com-
pound one constructed by encryption or pairing such that
{m}k is the encryption of message m with the key k and
m.m′ is the pairing of messagesm andm′. There is a need
for a derivation system to derive new messages from known
ones using cryptographic functions. In this paper, we use
the well-known Dolev-Yao message deduction system [24]
as follows: m.m′ is a message if and only if bothm andm′

are messages. If {m}k and k are messages, then so is m.
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Figure 1: NSPK protocol and the man-in-the-middle attack

Finally, if m and k are messages, then so is {m}k. Given a
set of message terms τ and a finite set of Dolev-Yao mes-
sage deduction rules σ, we say that m is derivable from τ
if either m ∈ τ or m is derivable from τ by applying the
rules in σ. Assuming a set of message terms τ , there are
two interpretations for knowledge.

The first interpretation says that a principal i knows a
formula φ if he is aware of φ and φ is true in all the worlds
he considers possible. In this case, a set of formulas, de-
noted by Ai(w), is associated to every possible world w
such that i is aware of every formula in Ai(w) [31]. The
intuition behind such an interpretation is that a principal
needs to be aware of a formula before he can know it. For
instance, a principal i may be aware of an encrypted mes-
sage {m}k that he receives without being aware of message
m. In this way, i may know that he receives {m}k if this
message holds in all the worlds that are possible to him
while he may not know that he receives m. In the context
of verifying security protocols, Ai(w) is implemented as
an algorithm that says "YES" for the formulas that agent i
is aware of in his local state in w. In this way, we say that i
knows φ explicitly using algorithmic knowledge [45].

The second interpretation says that a principal i knows a
formula φ implicitly, shown by an epistemic formula Kiφ,
if i knows that φ is true. The set F of L-formulas then,
comprises not only atomic formulas about sending or re-
ceiving messages, but also compound formulas built induc-
tively as follows: For every φ, ψ ∈ F , i ∈ θ, and m ∈ τ ,
we have φ ∧ ψ, ¬φ, Ki φ, and Aiφ are in F .

The authentication protocols and goals formalized by
formulas in F need to be interpreted in a proper formal
semantics. Since an authentication protocol can be seen
as a multi-agent system and it is known that an interpreted
system 1 (IS for short) is a standard semantics for a multi-

1Assume that θ = {i1, . . . , in, e} is a set of principals such that “e”
denotes a specific principal called the environment. For each i ∈ θ, there
is a finite set Li of local states, a finite set ai of local actions, and a
local protocol pi : Li → 2ai . The transition relation ti : Li × a1 ×
. . . × an → Li is then defined to return the next local state of i after
all the principals perform their actions at the local state. Consider a set
of global states G ⊆ L1 × . . . Ln × Le, a set of joint actions a =
a1 × . . .× an × ae, a joint protocol p :

(
p1, . . . , pn, pe), and a global

transition relation t = (t1, . . . , tn, te), which operates on global states
by composing all local and environmental transition relations. An IS is
then a tuple

(
G, I0, t, {∼i}i∈A, π

)
, whereG is the set of all global states

accessible from any initial global state in I0 via the transition relation t.
For each i ∈ θ, there is an accessibility relation ∼i⊆ G × G such that

agent system, authentication protocols can be modeled by
interpreted systems too. This can build a foundation for
constructing Kripke semantics for epistemic logics of au-
thentication as follows [26].

A Kripke model of an epistemic logic of authentication
can reflect an authentication protocol. Such a model has a
set of possible worlds that can be defined as W = R × N,
where R is the set of all runs of that protocol and N is the
set of natural numbers. Thus, a pair 〈r, n〉 - called a point
- represents a run r at a time instant t. Such a point can be
associated to a set of formulas that hold (are true) in that
point. A Kripke model is then a tuple of the form M =(
W, {∼i}i∈A, π

)
where W is the set of all possible points

of the protocol. Moreover, the accessibility relation ∼i can
be interpreted in different ways.

In one interpretation, for every w1, w2 ∈ W , w1 ∼i w2

holds if and only if the local states of a principal i are the
same in w1 and w2. For example, the local states of B
at the end of both runs of the NSPK protocol shown in
Figure. 1 are the same because B sends and receives the
same messages by completing the execution of these two
runs. In another interpretation, for every w1, w2 ∈ W ,
w1 ∼i w2 holds if and only if the local states of a princi-
pal i are indistinguishable in w1 and w2. For example, as-
sume that there is a protocol P such that w1 = 〈r1, t1〉 and
w2 = 〈r2, t2〉 are two possible worlds of a Kripke model
that reflects P. Principals A and B participate in two runs
of P, denoted by r1 and r2, and formulas A sends {m}K
and A sends {m′}k′ hold in w1 and w2, respectively. As-
sume that B does not know the proper decryption keys to
decrypt these messages, so he cannot distinguish formu-
las A sends {m}K and A sends {m′}k′ because he sees
{m}k and {m′}k′ as two random messages. In this way,
he considers both of the formulas the same. If all of the
other formulas that hold in w1 and w2 are equal, B cannot
distinguish between w1 and w2 even if {m}k 6= {m′}k′ ,
i.e., we have: w1 ∼B w2

2. In this model, Ki φ is true
at w ∈ W if φ is true at every w′ ∈ W that is accessible
from w in A’s view. Moreover, Aiφ is true in w ∈ W if φ
can be computed by an awareness algorithmAi in w. Such

g ∼i g
′ if and only if li(g) = li(g

′), where li : G → Li(g) returns i’s
local state in the global state g, and π : G× Atom→ {true, false} is
an interpretation function [26].

2There are also some other interpretations for the accessibility relation.
We refer the interested reader to Ref. [17, 8].
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an algorithm is defined specifically for every protocol and
for computing intended formulas [30]. The truth of other
non-atomic formulas is defined in a standard way and the
atomic formulas are interpreted by the interpretation func-
tion π [15].

Assume thatM =
(
W, {∼i}i∈A, π

)
is a Kripke model

that models a protocol P, and AuthR is an authentication
requirement formalized by a logical formula φ. We say
that φ is satisfiable with respect toM when there is a w ∈
W such that φ is true in w, i.e., AuthR holds in a run
of P that is associated to w. We say that φ is valid with
respect toM if φ is true in every w ∈W i.e. AuthR holds
in all runs of P. We discuss authentication and formalizing
authentication in more detail below.

2.1 Formalizing authentication

Most of the security protocols have been designated for at-
taining authentication i.e. one principal should be assured
of the identity of another principal. A protocol designer
may assign different roles such as initiator, responder, or
server to principals. Authentication protocols can be clas-
sified into two categories with respect to these roles: the
protocols that try to authenticate a responder B to an initia-
tor A, and the protocols that try to authenticate an initiator
A to a responder B.

The notion of authentication does not have a clear con-
sensus definition in the academic literature. However, the
most clear and hierarchical definition for authentication has
been devised by Lowe. In this definition, authentication
requirements depend on the use to which the security pro-
tocol is put. These requirements can then be classified as
aliveness, weak agreement, non-injective agreement, and
agreement [46]. A protocol guarantees to a principal A
“aliveness” of another principal B if the following condi-
tion holds: whenever the initiator A completes a run of the
protocol, apparently with the responder B, then B has pre-
viously been running the protocol. Aliveness can be ex-
tended to “weak agreement” if B has previously been run-
ning the protocol with A. “Weak agreement" can be ex-
tended to non-injective agreement on a set of data items
(where V is a set of free variables of the protocol) if B has
previously been running the protocol with A, B was acting
as responder in his run, and the two principals agreed on
the values of all the variables in V . Weak agreement can
be extended to “agreement" if each such a run of A corre-
sponds to a unique run of B [46].

There are many attacks that occur due to parallel runs of
a protocol [47]. The definition of weak agreement for au-
thentication guarantees a one to one relationship between
the runs of two principals as follows: a protocol authen-
ticates a responder to an initiator, whenever a principal A
starts j runs of the protocol as an initiator and l runs as a
responder all in parallel; and completes k ≤ j runs of the
protocol acting as initiator apparently with a responder B,
then B has recently been running k runs acting as respon-
der in parallel, apparently with A. Moreover, A protocol

authenticates an initiator to a responder, whenever a princi-
pal B starts j runs of the protocol as a responder and l runs
as an initiator, all in parallel; and completes k ≤ j runs of
the protocol acting as responder, apparently with initiator
A, then A has recently been running k runs acting as ini-
tiator in parallel, apparently with B [59]. In the following
example, we explain the definition of agreement in more
detail.

Example 2.1. Consider the following challenge-response
protocol that aims to authenticate an initiator A to a
responder B, and to authenticate a responder B to an
initiator A. In this protocol, kab is a shared key between A
and B. Moreover, na and nb are two nonces generated by
A and B, respectively.

A→ B : na
B → A : {na}kab

.nb
A→ B : {nb}kab

There is the following reflection attack on the protocol
that consists of two sessions of the protocol executed in
parallel. In this attack, B has the responder role and I(A)
denotes an intruder who impersonates A:

1. I(A)→ B : na
2. B → I(A) : {na}kab

.nb
1′. I(A)→ B : nb
2′. B → I(A) : {nb}kab

.n′b
3. I(A)→ B : {nb}kab

B starts two runs of the protocol as a responder to A,
but it completes only one run (lines: 1, 2, and 3) with I(A)
while A does not participate in these runs. So, the protocol
fails to aim the agreement requirement.

In the next example, we show how we can formalize an
authentication requirement.

Example 2.2. Consider the NSPK protocol, shown in Fig-
ure 1. We want to formalize the non-injective agreement
authentication requirement. To do so, we use epistemic
modalities as follows:

KB KA msg na.nb

This formula can be read as follows: “B knows that A
knows the message na.nb". If this formula can be proven
for the NSPK protocol, then we say that the protocol guar-
antees “non-injective agreement” toB, where {na.nb} ap-
pears as the set of data items that the two principals agree
on their value. Since B encrypts nb with A’s public-key
and sends {na.nb}pk(A) to A, whenever B receives a mes-
sage containing nb, he concludes that A has previously
been running the protocol with B because A is the only
principal who has A’s private key to decrypt {na.nb}pk(A)

in order to extract nb. The man-in-the-middle attack de-
ceives B to believe that he is talking to A while he is in
fact talking to I , who is an intruder. All BAN-like logics
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proved the above formula for the NSPK protocol, whereas
an omniscience-free epistemic BAN-like logic, that is re-
ferred to WS5 throughout this paper, could identify this in-
sider attack [17]. In fact, being omniscience-free enabled
WS5 to model the Dolev-Yao message deduction properly.
We will explain this logic in detail at next sections.

3 Logical properties

In this section, we investigate how far some properties of
epistemic and temporal epistemic logics of authentication
may affect the analysis of authentication protocols. The
properties that we investigate are soundness, completeness,
being omniscience-free, and expressiveness.

3.1 Soundness and completeness

Beside syntax and semantics, every logic may have a proof
system X consisting of some axioms and rules where the
axioms are valid with respect to the logic’s semantics and
the rules preserve validity i.e. if the premise of a rule is
valid, the result of it is also valid. Let X be a proof system
of a logic of authentication that is based on the Dolev-Yao
deduction system. Moreover, let the following statement be
an authentication property: “principals i and j know that
they are talking to each other”, where i and j are engaging
only in one session and both peers has received certain mes-
sages as common knowledge to authenticate each other. In
this case, proving φ in X means that i and j know that they
are indeed talking to each other even in an environment
where there are attackers who can derive messages due to
the Dolev-Yao deduction system.

The proof system X may have some interesting proper-
ties, two of which are soundness and completeness: X is
sound if every derivable formula φ in X is also valid. X is
complete if every valid formula φ is provable in X . This is
also called “weak completeness” by some researchers [15].
Logical analysis of security protocols relies on formal mod-
els of cryptography where cryptographic operations and se-
curity properties are defined as formal expressions. Such
models ignore the details of encryption and focus on an
abstract high-level specification and analysis of a system
[1, 14, 24, 28].

Proving the soundness and completeness of a logic of au-
thentication gives a strong intuition that the formal seman-
tics of that logic is defined properly and it is working as
expected. So, the logic can be applied safely in analyzing
authentication protocols. For formal verification of a secu-
rity protocol, there is a need for a formal model to reflect
that protocol appropriately i.e. there is a need for a sound
formal model for that protocol. Using a logical model, the
verification is then dependent on the following parameters:
first, the protocol must be described in the language of the
logic. This description will be a part of a trust theory which
consists of correct and acceptable propositions used in de-
ducing security requirements. Even with a bad description

of a protocol and its initial assumptions, the logic should
consider all possible runs of that protocol.

To discuss the second parameter for defining a sound for-
mal model, we first provide an overview of the Dolev-Yao
indistinguishability relation. The intuitive idea for defin-
ing this relation is the fact that two messages are indis-
tinguishable if any test - based on a limited set of opera-
tions on messages - gives the same result about the config-
uration of those messages. The Dolev-Yao indistinguisha-
bility relation can be related to cryptographic computing
models. In this case, a formal model is said to be com-
putationally sound. This is expressed for static equiva-
lence, which is a general form of indistinguishability, ex-
plicitly: two local states are static equivalents if they sat-
isfy the same equivalence tests. For a given theory of
equation, static equivalence is based on a computable ef-
ficient set of operations such as symmetric and asymmet-
ric encryption and decryption. For example, consider the
simplest equivalence theory satisfying an equation of the
form dec(enc(m, pk), pr) = m, where pk, pr, and m are
a public key, a private key, and a message, respectively.
Moreover, enc is an asymmetric encryption operator that
encrypts m with pk and dec is an asymmetric decryption
operator that decrypts an encrypted message with pr [2].

There is also another parameter for defining a sound for-
mal model. Assume that there is a specification of an au-
thentication protocol P and some initial assumptions using
a logic of authentication L. We need to show whatever is
deduced in L about P should be consistent with what the
principals involved in executions of P actually infer. As-
sume that Γ is a finite set of logical formulas including the
specification of P and its initial assumptions. Moreover,
assume that the desired security goal is formalized by a
formula φ that can be proven by applying the formuals in Γ
and the axioms and rules of L’s proof system. If L is log-
ically sound andM is its model that satisfies the formulas
in Γ, M also satisfies φ. If we show that M considers
all possible runs of P , including those that attackers may
participate in, the model reflects P properly.

As said earlier, the other theorem that is usually inves-
tigated for every logic is completeness. All valid formu-
las of a complete logic are also provable in its proof sys-
tem. This motivates researchers to provide provers for the
analysis of security protocols [22, 52, 51, 29]. If such a
logic is also sound, the derived statements are more trusted
since completeness shows that the formal semantics work
as expected. Completeness may be a result of another prop-
erty. As an example, the completeness of BAN-like logics
has been an open problem for many years because some
of them do not have any formal semantics and some other
ones have inaccurate formal semantics. So, the logics could
not model some possible runs executed by a Dolev-Yao at-
tacker. However, it has been shown that the completeness
of BAN-like logics can be proven by presenting a formal
semantics that avoids logical omniscience [18]. We will
discuss logical omniscience in more details later.

There is also another line of research that proves com-
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pleteness for monadic fragments of a first-order temporal
epistemic logic with respect to their corresponding classes
of quantified interpreted systems. Such systems may have
the following typical properties: synchronicity, perfect re-
call, no learning, and unique initial state. In contrast to
most of the logics of authentication, such a logic has some
axioms and rules that explore the relationship between its
time and knowledge modalities [5, 6].

3.2 Logical omniscience
The semantics of a logic of authentication can be defined
based on the standard Kripke structure. Such a semantics
may lead to the logical omniscience problem where princi-
pals know all logical truths i.e. they know all consequences
of what they know [31]. In fact, the problem bypasses the
limitations placed on the knowledge of a principal who re-
ceives an encrypted message but does not have the right
key to decrypt that message. Assume that L is an epistemic
logic of authentication, which has a formal semantics built
on the standard Kripke structure, and Γ is a set of logical
formulas in L. Moreover, assume that a formula φ can be
derived from Γ in L’s proof system and an agent i knows
all of the formulas in Γ. Then, the formal semantics of L
leads to the logical omniscience where i knows φ. This fact
is an immediate result of the interpretation of the knowl-
edge modality of L with respect to the underlying standard
Kripke semantics. In this way, a formula Kiφ is true in a
state (possible world)w if and only if φ is true in every state
that is indistinguishable (accessible) from w in i’s view.

For example, assume that the following formula is true
in all possible runs of a protocol,

i sent msg {m}k → submsg(m)

where submsg(m) is read as m is a sub-message i.e. m is
a sub-message of {m}k. Using the standard Kripke seman-
tics and for every principal j, the following formula is also
true in all runs of that protocol:

Kj i sent msg {m}k → Kj submsg(m)

Now, assume that the anonymity of i fails and the formula
Kj i sent msg {m}k is valid. Therefore, Kj submsg(m)
can be deduced by applying modus ponens. But in fact,
this judgment is true only if j knows the symmetric key
k to decrypt {m}k. Thus, logical omniscience should be
avoided in order to restrict principals’ knowledge to what
they can compute from their known facts, messages, and
keys.

There are different approaches for solving the logical
omniscience problem in the analysis of security protocols.
In Ref. [19], the problem is solved by presenting a gen-
eralized Kripke semantics based on a permutation-based
IS. Such a semantics results in a weakened necessitation
rule for a logic faithful to BAN. Hence the logic becomes
an omniscience-free weakened S5. Such a logic formal-
izes an implicit form of knowledge that results in abstract
high-level reasoning of security protocols [17]. The logical

omniscience problem can also be avoided by exact mod-
els of knowledge that a principal acquires during protocol
runs. For example, such models are applied by a logic -
called TDL [45]. So, a part of the logic that links epistemic
modalities to awareness algorithms becomes omniscience-
free. In this way, a principal knows a fact if he is aware of
that fact. The idea of using awareness algorithms in formal
security was originated in Ref. [30]. We will talk about the
logics that use such algorithms at the end of this section.

3.3 Expressiveness

Epistemic logics of authentication usually have three dif-
ferent operators besides the standard ones of propositional
logics. These operators are temporal, epistemic, and aware-
ness. Hybrid systems may also have some other operators
such as type operators or algebraic operators, but we do not
consider hybrid systems in this paper and refer the inter-
ested reader to Ref. [39]. Temporal modalities formalize
precedence of actions, time intervals, etc., such as “next”
and “in a time interval [t1, t2]". Epistemic modalities for-
malize the knowledge of principals. Awareness operators
show the algorithms that principals use to become aware of
facts. The expressiveness of epistemic logics of authentica-
tion relies on their logical order and modalities. Moreover,
if a logic has temporal operators, its expressiveness also re-
lies on the method that the epistemic core is augmented by
temporal modalities.

There are three approaches for adding temporal modali-
ties to an epistemic core of a logic of authentication. The
first approach, which makes the resulting temporal epis-
temic logic very expressive, is the fusion approach where
epistemic and temporal modalities may appear in each
other’s scope without any restrictions. Moreover, the re-
sulting logic may have axioms and rules that explore inter-
actions between time and knowledge [5, 8, 23, 4]. This
approach has been used in developing logics applied in
analyzing a wide range of security protocols. Two ex-
amples of these protocols are classical authentication pro-
tocols such as NSPK and stream authentication protocols
such as TESLA [57], which is used for sending streams of
messages: videos, audios, etc.

The second approach is to use fibring technique where
temporal and epistemic modalities may appear in each
other’s scope without any restrictions. But, the time and
knowledge dimensions of a fibred logic are orthogonal. So,
such a logic has no axioms and rules to explore the rela-
tionship between time and knowledge. Fibring technique
does not model the knowledge which is obtained as a con-
sequence of a particular event. Thus, a fibred logic is less
intuitive for modeling security protocols and less expres-
sive in comparison with other logics built on the fusion ap-
proach. However, theorems such as soundness and com-
pleteness may be easily proven for a fibred logic if its con-
stituent logics are sound and complete. Moreover, a prover
can be easily constructed for a fibred logic if its constituent
logics have provers. Such a logic has been developed for
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the analysis of the TESLA protocol [56].
Finally, the last approach for adding temporal modalities

to an epistemic core of a logic of authentication is using the
temporalization technique. This technique operates in a hi-
erarchical way such that the temporal modalities can never
appear in the scope of epistemic modalities i.e. the result-
ing logic does not have any formula of the form Ki © φ,
which can be read as follows: agent i knows that at the
next step φ holds. This approach has been used for verify-
ing different protocols such as TESLA and WMF [53, 52].

In Figure 2, we compare some important epistemic and
temporal epistemic logics of authentication against the
above properties where every row of the figure is dedicated
to a specific logic. The 1st column of each row shows
the logic name. The 2nd column shows if the logic or-
der is “propositional” or “first-order”, denoted by “PR” and
“FO”, respectively. The 3rd column shows the type of op-
erators used in the logic where “E”, “A”, and “T” denote
“epistemic”, “awareness”, and “temporal”, in order. The
4th column shows if the logic has a proof system, model
checker, tableau . . .. The 5–7th columns show if the logic
is sound, complete, or omniscience-free, respectively. If a
logic is sound, complete, or omniscience-free, we show this
by a “X” symbol. If any of these properties does not hold,
we show this by a “×” symbol. If a logic does not have a
proof system, it has no soundness and completeness theo-
rems. In this case, we use a “−” symbol. Finally in the last
column, “EXP ” denotes that the explicit part of the logic
is omniscience-free. Some of the security protocols ana-
lyzed by these logics are shown in Figure 3. The attacker
models of these logics are also summarized in Figure 4.
In what follows, we explain the above logical properties in
more detail.

3.4 Inside the logics

In 1989 BAN logic was proposed as the first formal sys-
tem for the specification and verification of authentication
protocols [14]. This is a simple intuitive propositional epis-
temic logic named after its developers Burrows, Abadi, and
Needham. The syntax of BAN consists of inference rules
about principals’ beliefs and their actions. This syntax en-
ables BAN not only to specify the steps of an authentica-
tion protocol and its security goals, but also to derive the
intended goals about that protocol. The first step of ap-
plying BAN is to idealize a protocol into an abstraction. In
the second step, one should translate the initial assumptions
and the security goals into BAN language, relate each ide-
alized step of the protocol to a BAN formula, and then use
BAN inference rules to derive intended goals.

The soundness and completeness theorems cannot be
proven for BAN because it has no formal semantics. This
logic has only epistemic modalities and it is not expressive
enough to specify or verify highly time-dependent proto-
cols such as stream authentication protocols [29]. This,
along with BAN’s propositional order, results in its low
specification power. BAN has no formal attacker model

but the capabilities of attackers are somehow embedded in
its proof system.

For example, BAN has a rule - called the message-
meaning rule - which has two premises. Assume that
P and Q are two agents, m is a message, k is a key,
and {m}k denotes that m is encrypted with k. The first
premise of this rule says that P believes that k is a shared
key between P and Q. This is formalized as follows:
P Believes P ↔k Q. The second premise says that some-
one has sent a message which contains {m}k to P . This is
shown as follows: P sees {m}k. The conclusion of this
rule is that P believes that at some time Q sent a message
which contains m. This is formalized by the following for-
mula: P Believes Q said {m}k. As k is a shared key
between P and Q, only these two agents can use k to en-
crypt m and no other agent can create {m}k. Thus, when
P receives {m}k it concludes that at some time Q has sent
a message which contains {m}k. In this way, even if an
attacker has sent a message containing {m}k to P , P be-
lieves that this message has not been originated by Q [14].
As an example of formalizing authentication in BAN, we
say that authentication is complete for the NSPK protocol
if there are nonces na and nb, generated by A and B, re-
spectively, such that the following statements hold:

A Believes A↔na.nb B
B Believes A↔na.nb B.

The above formalizations can be classified as non-
injective agreement. However, other weaker formalizations
can be presented too.

As said earlier, BAN has some problems while verify-
ing authentication protocols. Many extensions of this logic
have been developed to resolve its problems. One of these
extensions is GNY developed in 1990 for verifying a wider
range of authentication protocols. GNY emphasizes sepa-
rating the content and meaning of messages while it follows
the same method as BAN for formalizing authentication.
This logic is named after its developers Gong, Needham,
and Yahalom. Although GNY can be applied in verifying
a sample voting protocol successfully, the logic still suf-
fers the same problems as its predecessor. Neither BAN
nor GNY preserves the properties discussed in Subsections
3.1, 3.2, and 3.3. Thus, their derivations are not trustwor-
thy. Moreover, these logics cannot analyze highly time-
dependent protocols such as the TESLA protocol.

The first attempt for developing a formal semantics for
BAN was in 1991 when Abadi and Tuttle improved the syn-
tax and inference rules of BAN and also presented a formal
semantics - called AT - for BAN [3]. This semantics is
based on the standard Kripke structure constructed from
interpreted systems. In this model, a principal i knows a
formula φ if we have: “i knows φ” is true at a point 〈r, k〉
if it is true in every point 〈r′, k′〉 that is indistinguishable
from 〈r, k〉 in i’s view. This extension of BAN - called AT
logic - is sound with respect to the AT semantics. Thus,
the proofs in this logic are more trustworthy. However, the
completeness of AT remained an open problem for years
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Figure 2: Some Logics Applied in Analyzing Authentication Protocols

Figure 3: Some Protocols Analyzed by The Logics in Figure 2

due to the logical omniscience problem, which was an im-
mediate consequence of its standard Kripke semantics [19].
Because of the logical omniscience problem, the logic by-
passes the principals’ restricted knowledge. Thus, AT is
not enough for modeling different runs of a protocol. This
logic follows BAN’s method for formalizing security prop-
erties. However, it can also formalize such properties at
specific points of protocol runs. For example, we may want
to verify whether a formula such as P ↔k Q is true at a
specific point 〈r, t〉 of a protocol run or not.

The correctness of a security protocol highly depends
on the evolving knowledge of principals communicating
through the protocol steps while time is passing. In 1993,
Syverson added temporal operators to BAN for the first
time. We call this logic TBAN throughout this paper [60].
TBAN could verify a key distribution protocol that the pre-
vious BAN-like logics could not because they lacked tem-
poral modalities and ignored a casual consistency attack on
the protocol. TBAN is sound with respect to the AT seman-

tics. Moreover, it is able to formalize temporal modalities
and statements. Thus, the specification power of TBAN is
more than its predecessors. This logic was a starting point
in using both temporal and epistemic modalities for ana-
lyzing authentication protocols and later many other logics
followed this approach [53, 4, 23, 22, 52, 56, 8]. For exam-
ple, we can formalize authentication for NSPK as follows
where the symbol 2 is read as “always":

2 A Believes A↔na.nb B
2 B Believes A↔na.nb B.

Although TBAN is more expressive than its prede-
cessors, it cannot analyze such protocols as M-TESLA,
Mix, and Dual Signature protocols [4, 17] since it is not
omniscience-free.

Contemporary to TBAN, van Oorschot followed another
line of research and extended BAN to facilitate the verifi-
cation of key agreement protocols [62]. The extended logic
was named VO. Although BAN, GNY, and VO have proof



On the Properties of Epistemic. . . Informatica 43 (2019) 161–175 169

Figure 4: The Attacker Model of The Logics in Figure 2

systems, we cannot analyze their soundness or complete-
ness because they lack formal semantics. All of these BAN
extensions were unified into a sound logic - called SVO
[61] - whose axioms and rules were simplified. The com-
pleteness of BAN was finally proven in 2007 when a proper
proof system and formal semantics were provided for this
logic. GNY, AT, VO, and SVO have no formal attacker
model, but the capabilities of the attacker are somehow em-
bedded in the proof system. So, the attacker model of these
logics is similar to that of BAN.

In 2005, it was shown that the AT semantics could not
identify some possible attacks because of the logical om-
niscience problem. To solve this problem, Cohen and
Dam provided a generalized Kripke semantics for BAN
such that BAN’s soundness, completeness, and decidabil-
ity were proven [19, 18]. Using this semantics, BAN can
be embedded into an S5 logic where some specific message
permutations are defined over messages. In this way, a for-
mulaKiφ is true in a possible world w if for every possible
world w′ of the model which is indistinguishable from w in
i’s view and with respect to a message permutation ρ, ρ(φ)

is true in w′. The formula ρ(φ) is the one in which every
message m is replaced by ρ(m) [19].

Such a generalized Kripke semantics results in a weak
necessitation rule for BAN. In this way, the application of
a weak necessitation rule along with axiom K does not lead
to logical omniscience in the derivations. So, the under-
lying semantics restricts the knowledge gained by an at-
tacker. We call this logic Weakened S5 - WS5 for short -
throughout the paper. WS5 can be extended by first-order
quantifiers. The resulting logic is a sound and complete
first-order logic [20], denoted by FOWS5 in this paper. It
is shown that these logics can safely specify and verify the
Mix protocol since they are omniscience-free. However,
they do not have temporal modalities to analyze such pro-
tocols as stream authentication.

WS5 can also be extended by temporal modalities. The
resulting logic is called TWS5. This logic successfully
verifies a modified TESLA protocol - called M-TESLA -
which cannot be analyzed by the previous temporal epis-
temic logics that are not omniscience-free [4]. However,
these logics make use of message permutation functions,
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which cause exponential run time [39]. Although WS5 and
its extensions are sound, complete, and omniscience-free,
the expressiveness of WS5 is less than its extensions since
it is propositional and does not have temporal modalities.

WS5, FWS5, and TWS5 use different symbols to for-
malize security properties. While WS5 can use epistemic
modalities, FWS5 and TWS5 can make use of quantifiers
and temporal modalities along with epistemic modalities,
respectively. As an example, assume that we want to for-
malize a message sending axiom in TESLA which says that
if the sender S sends a message M to the receiver R, then
R may receive this message in time interval [u, v] [4]. This
can be done as follows where nextu denotes u clock ticks
later:
S sends M → (©u R receives M) ∨ . . . ∨

(©v R receives M).
It is proven that the underlying generalized Kripke se-

mantics of WS5 restricts knowledge gained by an attacker
because the message permutation functions make the logic
omniscience-free. In fact, it is shown that the Dolev-Yao
deduction system reflects the semantics of WS5 implicitly
because such a semantics considers all of the possible runs
of a protocol in the formal model by applying the permuta-
tion functions on messages even those runs executed by a
Dolev-Yao attacker [17, 4].

There are also many standard logics that were not origi-
nally developed for analyzing authentication protocols, but
they are well adapted to this purpose. One of these log-
ics is LKXn proposed by Halpern and Pucella in 2003 [30].
This logic uses two kinds of knowledge: implicit knowl-
edge which is similar to that of BAN-like logics and ex-
plicit knowledge which links to some knowledge algo-
rithms. The attacker model is defined based on the explicit
knowledge in LKXn . In fact, LKXn defines attackers as the
Dolev-Yao deduction system explicitly using a Dolev-Yao
knowledge algorithm. We refer the interested reader to Ref.
[30] to review the full algorithm.

Explicit knowledge prevents logical omniscience. Thus,
attackers infer the statements that they can compute. It
has been proven that algorithmic knowledge can model
the Dolev-Yao deduction system. This model is a useful
abstraction because it does not consider the cryptosystem
used in the protocol and it can easily capture probability
for guessing appropriate keys. LKXn does not have a proof
system. Thus, it does not have soundness and completeness
theorems. However, a proof system may also be developed
for it. This logic is flexible and modular. Moreover, it can
be extended with probabilities to guess keys [25, 32] ac-
cording to Lowe’s model for guessing attacks [49]. LKXn
cannot verify highly time-dependent protocols because it
has no temporal modalities. This logic also uses implicit
knowledge to model principals’ beliefs about what is hap-
pening during a protocol run.

Lomuscio and Wozan followed the same approach to de-
velop a temporal epistemic logic called TDL for the specifi-
cation and verification of TESLA [45]. The logic not only
has traditional knowledge modalities but also has aware-

ness operators to represent explicit knowledge. Thus, a part
of TDL that links to explicit knowledge is omniscience-
free. The logic defines attackers as the Dolev-Yao deduc-
tion system explicitly. This is formalized through a deriva-
tion relation that shows how an attacker can extract a mes-
sage from a set of received messages and keys using admis-
sible operations. As an example, there is a derivation rule
as follows: if an agent i derives m.m′ using the Dolev-
Yao knowledge algorithm, denoted by an awareness oper-
ator ADYi , i can also derive m using this algorithm. TDL
has a computationally-grounded semantics. Moreover, it is
intuitive, sound, complete, and decidable. TDL has a high
specification power because it is a first-order modal logic
that has three types of modalities: epistemic, awareness,
and temporal.

In 2004, Dixon, Fernandez Gago, Fisher, and van der
Hoek introduced a first-order temporal logic of knowledge
- called KLn - for the specification and verification of au-
thentication protocols and verified NSPK as a case study
[23]. This logic is useful for reasoning about the evolving
knowledge of a principal over time. Especially, this is im-
portant if we want to be sure that a principal obtains certain
knowledge at a time instant. KLn is a fusion of a linear time
temporal logic and a multi modal epistemic logic S5. Thus,
the logic is powerful enough to specify agents’ capabili-
ties explicitly by logical formulas. As an example of using
quantifiers and modalities of KLn for formalizing security
requirements, consider the NSPK protocol as shown in Fig-
ure 1. Assuming that the predicate value − nonce(N,V )
of the logic indicates that the value of nonce N is V , we
want to show that every other principal, other than A and
B, who are running the protocol can never know the value
of A’s nonce. This is formalized as follows:

∀ V 2¬KC value− nonce(Na, V )

where 2 and KC are two modalities of KLn that are inter-
preted as “always" and “agent C knows", respectively.

To prove a security goal φ from protocol specification ψ,
where both φ and ψ are formulas in KLn, we must prove
ψ → φ. To do so, a resolution method is applied which
is in fact a refutation system showing that ψ ∧ ¬φ is not
satisfiable. A prototype theorem prover has been developed
for a single modal version of temporal logics of knowledge
but the developers insisted on a need to develop a more
powerful prover to deal with the multi-modal case in order
to prove theorems automatically [23].

Contemporary to KLn, Liu, Ozols, and Orgun devel-
oped the TML+ logic for analyzing authentication proto-
cols [41]. The logic uses the temporalization technique to
combine an epistemic logic - called TML - with a simple
linear-time temporal logic - called SLTL. This technique
allows adding SLTL to TML in a hierarchical way such
that the temporal operators can never appear in the scope of
epistemic ones. TML+ can be applied for the verification of
time-dependent properties of security protocols. To do so,
a trust theory for a protocol that is to be verified is provided.
The theory consists of TML+ axioms and rules along with
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a specification of the protocol and initial assumptions in
the form of TML+ formulas. Then, the theory is applied to
drive security goals. TML+ is sound and complete, yet it
is not omniscience-free. However, the logic assumes that
an attacker cannot decrypt an encrypted message if he does
not have the right key for decryption.

In 2007, a tableau system was developed for TML+
[51]. This was used for verifying both static and dy-
namic aspects of some protocols such as WMF, Needham-
Schroeder symmetric key, and Kerbros. The developers
proved the soundness and completeness of the labelled
tableau calculus based on the soundness and complete-
ness results of the constituent logics of TML+. Then, they
sketched a resolution-type proof procedure and proposed a
model checking algorithm for TML+ [51].

In 2006, Orgun, Ji, Chuchang, and Governatori con-
structed the FL logic for analyzing stream authentication
protocols from TML and SLTL using the fibring technique
[56]. In this way, FL is sound and complete with respect to
its fibered model because its constituent logics are proven
to be sound and complete [40, 34]. The original idea of
the fibring technique is based on the assumption that both
constituent logics are endowed with point-based semantics
so that a model of the fibred logic is a point-based seman-
tics and every point of the fibred model is closely related
to a point in a model of each constituent logic. Thus, a
model of a fibred logic can be related to several models in
each of the constituent logics. As a consequence, a fibred
logic preserves the theorems proven for its original logics
[42]. The FL fibred model is such that the formulas of FL
may contain any number of temporal and belief operators
without any restrictions. Any formula whose main opera-
tor is a temporal modality, is interpreted by referring to the
SLTL semantics and any formula whose main operator is
a belief modality, is interpreted by referring to the Kripke
semantics of TML.

The fibring technique also allows developing proof pro-
cedures from the constituent logics since the time and
knowledge dimensions of FL are orthogonal[29]. In 2008,
a modal tableau was developed for FL[29] by adapting
KEM, a modal tableau system, showing how combinations
of multi-modal logics can provide an effective tool for ver-
ifying the TESLA protocol. It has been proven that the
adapted KEM is sound and complete for SLTL and TML.
As a result of the fibring technique, these theorems have
also been proven for FL. KEM can be used to automatically
check for formal properties of security protocols [29].

The logic FL is more expressive than a temporalised be-
lief logic such as TML+ [52] because temporal and belief
modalities may appear in each other’s domains. This logic
is flexible because of its modular nature and it has a high
specification power since it is a first-order logic making use
of temporal and knowledge modalities. However, it is not
omniscience-free because of the standard Kripke seman-
tics of its belief aspect. In 2012, Ma et al. constructed
a temporalized belief logic - called TBL [53] - that was
less expressive than FL because of using the temporaliza-

tion technique. However, it was appllied in verifying the
TESLA protocol successfully. TBL is sound and complete,
yet it is not omniscience-free. This logic follows FL to de-
fine the attacker’s capabilities where they are defined simi-
lar to the Dolev-Yao model. However, neither of these two
logics prove if they can model such attackers.

In 2009, Boureanu, Cohen, and Lomuscio presented an
effective fully automatic approach for analyzing security
protocols in the presence of the Dolev-Yao attackers. This
approach makes use of a temporal epistemic logic, called
CTLK [8]. The first step is to specify a security proto-
col in CAPSL [54], which is a high-level specification lan-
guage formally describing protocols. Then, the specifica-
tions of the security protocol and security goals in CAPSL
are translated by an automatic compiler into an ISPL (In-
terpreted Systems Programming Language), which is a set
of CTLK specifications to be checked. The result of this
translation is a file that a MCMAS model checker3 takes as
input and checks whether or not the security goals are sat-
isfied by the protocol. In most cases, this gives a counter-
model if they are not satisfied by the protocol. The main
contribution is a compiler from protocol descriptions given
in CAPSL into ISPL, the input language for MCMAS. The
translation is optimised to limit the state explosion and
benefit from MCMAS’s various optimisations. To do so,
the authors developed PD2IS (Protocol Descriptions to In-
terpreted Systems), an automatic compiler from CAPSL
protocol descriptions to ISPL programs. This verification
method assumes a bounded number of concurrent protocol
sessions instantiated to run concurrently [8].

This CTLK approach makes use of the consistent mes-
sage permutations introduced in Ref. [19] through a smart
translation of security goals into CTLK formulas in order
to prevent bad effects of the logical omniscience. However,
CTLK is not omniscience-free. The approach models the
Dolev-Yao attacker explicitly as an environment which has
the capabilities of honest principals, can eavesdrop all com-
munications, compose and replay messages into any proto-
col session, and perform cryptographic operators using his
known keys. The attacker also has an identity and pub-
lic and private keys that may be used to communicate with
other principals and record their send actions. To avoid the
state-explosion problem while model checking, MCMAS
employs a fixed limited number of interleaved sessions.
Moreover, it is assumed that the verification process does
not support all types of nesting while encrypting messages
and the messages are of finite-length. These assumptions
are applied because an attack to a protocol may be usually
found in a small run of the protocol consisting of only a
few sessions [48].

No proof system has been presented for the CTLK logic
yet. So, this logic does not have any proven soundness and
completeness theorems [8]. However, one can develop a
proof system with respect to the underlying semantics of
CTLK and check if the logic is sound and complete accord-

3This is a BDD-based model checker for multi-agent systems support-
ing temporal-epistemic specifications [43]
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ing to that proof system. CTLK is powerful and flexible
enough to be extended. As a variant of this logic, CTLS5n
has been developed to model-check detectability of attacks
in multi-agent systems that are automatically generated for
security protocols [9]. As another extension of CTLK,
CTLKR has been developed for the analysis of an e-voting
protocol - called Foo - with a passive attacker model who
can link the receipt-providing principal and its vote [10].
Finally, ICTLK [12] has been developed for analyzing an
unbounded number of concurrent protocol sessions. These
extensions of CTLK use the same tools for verifying secu-
rity protocols automatically. Contemporary to CTLK, Luo
et al. provided a temporal epistemic logic - called ECKLn
- that was applied in verifying the NSPK protocol using
model checking techniques similarly. To do so, the authors
implemented and automatically verified security protocols
in a model checker for multiagent systems [9].

4 Conclusions

One of the main approaches for formal analysis of authen-
tication protocols is using epistemic or temporal epistemic
logics. The semantics of such logics should be able to
model the protocol runs, including those executed by at-
tackers. Then, theorem provers or model checkers are built
on these logics to analyze the protocols against intended
properties. Comparing the logics in Figure 2, it seems that
WS5 and its extensions are the best choices for protocol
analysis since they are sound, complete, and omniscience-
free. However, Figures 3 and 4 show that CTLK and its
extensions are very powerful in security protocol analysis,
make use of automatic compilers and model checkers, and
prevent bad effects of logical omniscience while modeling
the Dolev-Yao message deduction.

It has been shown that it is an undecidable problem to
find whether a security protocol is indeed secure or not
[55]. Thus, it is practical to use trusted security protocols
analyzed by different formal methods to provide fast solu-
tions for existing problems of real life systems. At the same
time, it is practical to move toward the best formal system
for verifying authentication protocols. A good measure for
finding such a formal system for security protocol analysis
is to prove that it can model the Dolev-Yao message deduc-
tion. In this line, we investigated the epistemic and tempo-
ral epistemic logics and showed how far their properties
such as soundness, completeness, being omniscience-free,
and expressiveness may affect the analysis of authentica-
tion protocols. Some of these logics have no proof sys-
tem, thus they have no soundness or completeness theo-
rems. However, they may apply model checkers for analy-
sis and use awareness algorithms for preventing the logical
omniscience problem while modeling the Dolev-Yao mes-
sage deduction explicitly [30, 45, 8]. Preventing the logi-
cal omniscience or avoiding its bad effects restricts a prin-
cipal’s knowledge to what he can compute or derive with
his known keys and messages. Some other epistemic log-

ics have proof systems, are omniscience-free, and model
the attacker capabilities implicitly [19, 20, 4]. If such log-
ics are logically sound, their derived judgments are more
trustworthy. If they are complete, they may make use of
automatic provers.

Comparing Figures 2 and 4, the epistemic logics
modeling the Dolev-Yao message deduction are either
omniscience-free or prevent the bad effects of omniscience.
In fact, provers are usually built on logics that preserve
properties such as soundness, completeness, and being
omniscience-free so that one can trust their output. At the
same time, model checkers deal with the state explosion
problem by imposing some assumptions so that they can
verify security protocols within an acceptable time. How-
ever, such assumptions may not stop us from using model
checkers since they cover a wide range of security proto-
cols and use existing tools. Finally, the expressiveness of
such logics makes them powerful enough to both formal-
ize attacker’s capabilities by logical formulas and analyze
different classes of authentication protocols. Specifically, if
the logic has both temporal and epistemic modalities, it can
analyze highly time-dependent protocols such as stream
authentication protocols.

Although it has been shown that logics using algorith-
mic knowledge can model the Dolev-Yao message deduc-
tive explicitly [30], to the best of our knowledge it has not
been proven if a temporal epistemic logic of authentication
can model such an attacker implicitly using permutation-
based generalized Kripke semantics. This can be a topic for
further research. As seen in this paper, all of the logics that
model the attacker capabilities implicitly are omniscience-
free. Thus, this can be a starting point for this topic of re-
search. Finally, it would be beneficial if such an overview
extends to the use of epistemic and temporal epistemic log-
ics in analyzing other security/privacy properties.
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There are well established widely used benchmark tests to assess the performance of practical exact clique
search algorithms. In this paper a family of further benchmark problems is proposed mainly to test exhaus-
tive clique search procedures.

Povzetek: Podanih je nekaj novih standardnih problemov za testiranje algoritmov za iskanje klik.

1 Preliminaries
Let G = (V,E) be a finite simple graph. Here V is the
set of vertices of G and E is the set of edges of G. The
finiteness of G means that G has finitely many nodes and
finitely many vertices, that is, |V | < ∞, |E| < ∞. The
simplicity of G means that G does not have any loop and it
does not have double edges.

Let C be a subset of V . If two distinct nodes in C are
always adjacent in G, then C is called a clique in G. When
C has k elements, then we talk about a k-clique. We in-
clude the cases k = 0 and k = 1 as well when |C| = 0 and
|C| = 1, respectively. Though in these cases C does not
have two distinct elements.

A clique is maximal in G if it is not part of any larger
clique in G. In other words a clique is maximal clique of
the graph G if it cannot be extended to a larger clique by
adding a new node of the graph G. A k-clique is a maxi-
mum clique in G if G does not contain any (k + 1)-clique.
All the maximum cliques of a graph G have the same num-
ber of nodes. We call this well defined number the clique
number of G and we denote it by ω(G).

A number of problems is referred as clique search prob-
lems [1].

Problem 1. Given a finite simple graph G. List all maxi-
mal cliques of G without repetition.

Problem 2. Given a finite simple graphG and given a pos-
itive integer k. Decide if G has a k-clique.

Problem 3. Given a finite simple graph G. Determine
ω(G).

Problem 4. Given a finite simple graph G. List all maxi-
mum cliques of G without repetition.

An algorithm to solve Problem 1 can be found in [2].
The algorithm is commonly known as Bron-Kerbosch al-
gorithm. Obviously, the Bron-Kerbosch algorithm can be
used to solve Problems 2, 3 and 4. A more efficient algo-
rithm to solve these problems was first given in [3]. The
algorithm is known under the name Caraghan-Pardalos al-
gorithm. The Bron-Kerbosch and Carraghan-Pardalos al-
gorithms are the classical algorithms that form the base of
many further clique search procedures. These algorithms
are presented in [14], [26], [24], [10], [9]. But this list is
not intended to be complete.

The complexity theory of the algorithm tells us that
Problem 2 is in the NP-complete complexity class. (See for
instance [6].) Consequently, Problem 3 must be NP-hard.

We color the vertices of G such that the following con-
ditions are satisfied.

(1) Each vertex of G is colored with exactly one color.

(2) Vertices of G connected by an edge receive distinct
colors.

A coloring of the nodes of G that satisfies conditions (1),
(2) is called a legal coloring or well coloring of the nodes
of G.

Suppose that the nodes ofG can be colored legally using
k colors. We may use a map f : V → {1, . . . , k} to de-
scribe a coloring of the nodes of G. The numbers 1, . . . , k
play the roles of the colors and f(v) is the color of the ver-
tex v for each v ∈ V . If for adjacent nodes u and v of G
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the equation f(u) = f(v) implies u = v, then the coloring
defined by the map f is a legal coloring.

There is a number of the colors k such that the nodes
of G can be colored legally using k colors and the nodes
of G cannot be colored legally using k − 1 colors. This
well defined number k is called the chromatic number of
the graph G and it is denoted by χ(G).

Graph coloring is a vast subject and we cannot make jus-
tice to this venerable field. In this paper we take a very
narrow view. We are interested in only one particular ap-
plication. Note that ω(G) ≤ χ(G) holds for each finite
simple graph G and so coloring of the nodes can be used to
estimate the size of a maximum clique. However, the gap
between ω(G) and χ(G) can be arbitrarily large. J. Myciel-
ski [13] exhibited a graph M (k) for which ω(M (k)) = 2
and χ(M (k)) = k for each integer k ≥ 2.

In order to find bounds for ω(G) the following node col-
oring was proposed in [21]. Let us choose an integer s ≥ 2
and consider a coloring of the nodes of G that satisfies the
following conditions.

(1′) Each vertex of G is colored with exactly one color.

(2′) If the vertices v1, . . . , vs are vertices of a clique in G,
then all the vertices v1, . . . , vs cannot receive the same
color.

A coloring of the nodes of G satisfying the conditions (1′),
(2′), is called a monochrome s-clique free coloring. In
short we will talk about s-clique free coloring. For s = 2
the monochrome s-clique free coloring of the nodes gives
back the legal coloring of the nodes. There is a well de-
fined minimum number k such that the nodes of G have an
s-clique free coloring using k colors. This k is referred to
as the the s-clique free chromatic number of G and it is de-
noted by χ(s)(G). The inequality ω(G) ≤ (s− 1)χ(s)(G)
shows that s-clique free coloring of the nodes can be used
to establish upper bound for the clique number.

A number of problems is considered in connection with
coloring the nodes of a graph customarily.

Problem 5. Given a finite simple graphG and given a pos-
itive integer k. Decide whether the nodes ofG admit a legal
coloring using k colors.

Problem 6. Given a finite simple graph G. Determine
χ(G).

It is a well known result of the complexity theory of al-
gorithms that Problem 5 belongs to the P complexity class
for k = 2 and it belongs to the NP-complete complexity
class for k ≥ 3. (See for example [15].) It follows that for
k ≥ 3 Problem 6 is NP-hard.

Problem 7. Given a finite simple graphG and two positive
integers s, k. Decide if the nodes ofG have a legal s-clique
free coloring with k colors.

It was established in [23] that for k = 3, s ≥ 3 Problem
7 is NP-complete.

2 A Mycielski type result
As we have already mentioned the chromatic number can
be a poor upper estimate of the clique number. By My-
cielski’s construction there are 3-clique free graphs with
arbitrarily large chromatic number. P. Erdős [5] general-
ized this result. Let us call the length of a shortest cordless
circle in a graph the girth of the graph. Clearly, the girth of
a 3-clique free graph must be at least 4. Erdős has proved
that for given positive integers k and l, there is a finite sim-
ple graph G with girth(G) ≥ l, χ(G) ≥ k. Erdős’s proof
is not constructive and so it is not at all straight forward
how the resulting graphs could be used in constructing test
instances.

In this section we present another extension of Myciel-
ski’s result. We replace the legal coloring of the nodes of a
graph by a legal s-clique free coloring of the nodes of the
graph. Consequently, the s-clique free chromatic number
χ(s)(G) will play the role of the chromatic number χ(G).

The result is motivated by the fact that one might try
to construct clique search test instances by replacing the
Mycielski graph by the graph emerging from the proof the
generalized version.

Theorem 1. Let us choose two positive integers s and k
with s ≥ 3 and k ≥ 2(s−1)/(s − 1). There is a finite
simple graph L(s,k) such that ω(L(s,k)) ≤ 2(s−1) and
χ(s)(L(s,k)) ≥ k.

The reader may notice that the graph L(2,k) is isomor-
phic to the Mycielski graph M (k).
Proof. The proof will be constructive. We start with the
special case s = 3. We choose an integer k for which
k ≥ 2(3−1)/(3− 1) = 2. Let M (k) be the Mycielski graph
with parameter k. Let u1, . . . , un be the nodes of M (k).
We substitute the node ui of M (k) by an isomorphic copy
M

(k)
i of the Mycielski graph for each i, 1 ≤ i ≤ n. Let

vi,1,, . . . , vi,n be the nodes of M (k)
i . We assume that the

nodes
v1,1, . . . , v1,n, . . . , vn,1, . . . , vn,n

are pair-wise distinct. These nodes will be the nodes of the
graph L(3,k).

The edges of M (k)
i are going to be edges of L(3,k) for

each i, 1 ≤ i ≤ n. Further, whenever the unordered
pair {ui, uj} is an edge of M (k), then we add the edge
{vi,α, vj,β} to L(3,k) for each α, β, 1 ≤ α, β ≤ n.

The dedicated reader will not fail to notice that the con-
struction we just presented is the so called lexicographic
product of the graphs M (k) and M (k).

We claim that ω(L(3,k)) ≤ 4.
In order to verify the claim we assume on the con-

trary that ω(L(3,k)) ≥ 5. Let C be a 5-clique in L(3,k).
Set Vi = {vi,1,, . . . , vi,n}. Note that the set Vi induces
M

(k)
i in L(3,k) as a subgraph of L(3,k). From the fact that

ω(M
(k)
i ) ≤ 2 it follows that C may have at most 2 nodes

in Vi for each i, 1 ≤ i ≤ n. Therefore C has nodes in some
M

(k)
i for at least 3 distinct values of i.
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Suppose that i and j are distinct numbers in the set
{1, . . . , n}. A node in M (k)

i and a node in M (k)
j can be

adjacent only if the unordered pair {ui, uj} is an edge of
M (k). This means thatM (k) contains a 3-clique. ButM (k)

does not contain any 3-clique. This contradiction com-
pletes the verification of the claim.

We claim that χ(3)(L(3,k)) ≥ k.
In order to prove the claim let us assume on the contrary

that χ(3)(L(3,k)) ≤ k − 1. Set

V = V1 ∪ · · · ∪ Vn
= {v1,1, . . . , v1,n, . . . , vn,1, . . . , vn,n}.

Suppose that the map f : V → {1, . . . , k − 1} defines a
3-clique free coloring of the nodes of L(3,k).

The restriction of f to the set Vi is a map gi : Vi →
{1, . . . , k − 1}. Clearly, the map gi defines a coloring of
the nodes of the graphM (k)

i . From the fact that χ(M
(k)
i ) ≥

k it follows that there are two distinct adjacent nodes of
M

(k)
i such that the two nodes receive the same color ci.

Set U = {u1, . . . , un}. Using the color ci we define a map
h : U → {1, . . . , k − 1}. We set h(ui) = ci for each i,
1 ≤ i ≤ n.

Note that the map h defines a legal coloring of the nodes
of the graphM (k). The only thing which needs verification
is that if ui and uj are distinct adjacent nodes ofM (k), then
ci 6= cj .

Let us assume on the contrary that ui and uj are distinct
adjacent nodes of M (k) and ci = cj . The graph M (k)

i has
two distinct adjacent nodes vi,i(1) and vi,i(2) such that

f(vi,i(1)) = f(vi,i(2)) = ci.

Similarly, the graph M (k)
j has two distinct adjacent nodes

vj,j(1) and vj,j(2) such that

f(vj,j(1)) = f(vj,j(2)) = cj .

Note that the nodes vi,i(1), vi,i(2), vj,j(1), vj,j(2) are the
nodes of a 4-clique in L(3,k). This means that the coloring
defined by the map f is not a 3-clique free coloring of the
nodes of L(3,k). This shows that the coloring defined by
the map h is a legal coloring of the nodes of M (k).

The coloring defined by h is using at most k − 1 colors.
This contradicts the fact that χ(M (k)) ≥ k. Thus we may
conclude that χ(3)(L(3,k)) ≥ k as we claimed.

Let us turn to the special case s = 4. We choose a integer
k for which k ≥ 2(4−1)/(4 − 1), that is, k ≥ 3. Let M (k)

be the Mycielski graph with parameter k. Let u1, . . . , un
be the nodes of M (k). We substitute the node ui of M (k)

by an isomorphic copy L(3,k)
i of the graph L(3,k) for each

i, 1 ≤ i ≤ n. Let vi,1,, . . . , vi,m be the nodes of L(3,k)
i . We

assume that the nodes

v1,1, . . . , v1,m, . . . , vn,1, . . . , vn,m

are pair-wise distinct. These nodes will be the nodes of the
graph L(4,k).

The edges of L(3,k)
i are going to be edges of L(4,k) for

each i, 1 ≤ i ≤ n. Further, whenever the unordered
pair {ui, uj} is an edge of M (k), then we add the edge
{vi,α, vj,β} to L(4,k) for each α, β, 1 ≤ α, β ≤ m.

We claim that ω(L(4,k)) ≤ 8.
In order to verify the claim we assume on the contrary

that ω(L(4,k)) ≥ 9. Let C be a 9-clique in L(4,k). Note
that the set Vi = {vi,1,, . . . , vi,m} induces L(3,k)

i in L(4,k)

as a subgraph of L(4,k). From the fact that ω(L
(3,k)
i ) ≤ 4

it follows that C may have at most 4 nodes in Vi for each
i, 1 ≤ i ≤ n. Therefore C has nodes in some L(3,k)

i for at
least 3 distinct values of i.

Suppose that i and j are distinct numbers in the set
{1, . . . , n}. A node in L

(3,k)
i and a node in L

(3,k)
j can

be adjacent only if the unordered pair {ui, uj} is an edge
of M (k). This means that M (k) contains a 3-clique. But
M (k) does not contain any 3-clique. This contradiction
completes the proof of the claim.

We claim that χ(4)(L(4,k)) ≥ k.
In order to prove the claim let us assume on the contrary

that χ(4)(L(4,k)) ≤ k − 1. Set

V = V1 ∪ · · · ∪ Vn
= {v1,1, . . . , v1,n, . . . , vn,1, . . . , vn,n}.

Suppose that the map f : V → {1, . . . , k − 1} defines a
4-clique free coloring of the nodes of L(4,k).

The restriction of f to the set Vi is a map gi : Vi →
{1, . . . , k − 1}. Clearly, the map gi defines a coloring
of the nodes of the graph L

(3,k)
i . From the fact that

χ(3)(L
(3,k)
i ) ≥ k it follows that there is a 3-clique in L(3,k)

i

such that the 3 nodes of the clique receive the same color
ci. Set U = {u1, . . . , un}. Using the color ci we define a
map h : U → {1, . . . , k − 1}. We set h(ui) = ci for each
i, 1 ≤ i ≤ n.

Note that the map h defines a legal coloring of the nodes
of the graphM (k). The only thing which needs verification
is that if ui and uj are distinct adjacent nodes ofM (k), then
ci 6= cj .

Let us assume on the contrary that ci = cj . The graph
L
(3,k)
i has 3 distinct pair-wise adjacent nodes vi,i(1), vi,i(2),

vi,i(3) such that

f(vi,i(1)) = f(vi,i(2)) = f(vi,i(2)) = ci.

Similarly, the graph L(3,k)
i has 3 distinct pair-wise adjacent

nodes vj,j(1), vj,j(2), vj,j(2) such that

f(vj,j(1)) = f(vj,j(2)) = f(vj,j(3)) = cj .

Note that the nodes

vi,i(1), vi,i(2), vi,i(3), vj,j(1), vj,j(2), vj,j(3)

are the nodes of a 6-clique in L(4,k). This means that the
coloring defined by the map f is not a 4-clique free coloring
of the nodes of L(4,k). This shows that the coloring defined
by the map h is a legal coloring of the nodes of M (k).
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In the coloring defined by h most k − 1 colors occur.
This contradicts the fact that χ(M (k)) ≥ k. Thus we may
draw the conclusion that χ(4)(L(4,k)) ≥ k as we claimed.

Continuing in this way we can complete the proof of the
theorem. 2

3 Test problems
Problems 2 and 3 are commonly referred as k-clique and
maximum clique problems, respectively. As we have
pointed out it is a well known result of the complexity the-
ory of algorithms that the maximum clique problem is NP-
hard. Loosely speaking it can be interpreted such that the
maximum clique problem is computationally demanding.

As at this moment there are no readily available mathe-
matical tools to evaluate the performance of practical clique
search algorithms, the standard procedure is to carry out
numerical experiments on a battery of well selected bench-
mark tests.

The most widely used test instances are the Erdős–Rényi
random graphs, graphs from the the second DIMACS chal-
lenge1 [8], combinatorial problems of monotonic matrices
[25, 22], and hard coding problems of Deletion-Correcting
Codes2 [20].

Evaluating the performances of various clique search al-
gorithms is a delicate matter. On one hand one would
like to reach some practically relevant conclusion about the
competing algorithms. On the other hand this conclusion is
based on a finite list of instances.

One has to be ever cautious not to draw overly sweep-
ing conclusions from these inherently limited nature ex-
periments. (We intended to contrast this approach to the
asymptotic techniques which are intimately tied to infinity.)
The situation is of course not completely pessimistic. Af-
ter all, these benchmarks were successful at shedding light
on the practicality of many of the latest clique search pro-
cedures. However, we should strive for enhancing the test
procedures. The main purpose of this paper is to propose
new benchmark instances.

There are occasions when we are trying to locate a large
clique in a given graph such that the clique is not necessar-
ily optimal. This approach is referred as non-exact method
to contrast it to the exhaustive search. For instance con-
structing a large time table in this way can be practically
important and useful even without a certificate of optimal-
ity.

The benchmark tests are of course relevant in connec-
tion with non-exact procedures too. In order to avoid any
unnecessary confusion we would like emphasize that in this
paper we are focusing solely on the exact clique search
methods.

Let n be a positive integer and let p be a real number
such that 0 ≤ p ≤ 1. An Erdős-Rényi random graph with

1ftp://dimacs.rutgers.edu/pub/challenge/
2http://neilsloane.com/doc/graphs.html

parameters n, p is a graph G with vertices 1, 2, . . . , n. The
probability that the unordered pair {x, y} is an edge of G
is equal to p for each x, y, 1 ≤ x < y ≤ n. The events that
the distinct pairs

{xi(1), yi(1)}, . . . , {xi(s), yi(s)}

are edges of G are independent of each other for each sub-
set {i(1), . . . , i(s)} of {1, 2, . . . , n}, where s ≥ 2.

In a more formal way the Erdős-Rényi random graph of
parameters n, p is a random variable whose values are all
the simple graphs with n vertices. The probability distribu-
tion over these graphs is specified in the manner we have
described above. In this paper we can work safely in a
more intuitive level. We start with a complete graph on n
vertices and we decide the fate of each edge by flipping a
biased coin.

In the case p = 0 we end up with a graph consisting of
n isolated nodes. In the case p = 1 we end up with a com-
plete graph on n nodes. (Paper [4] is the basic reference on
Erdős-Rényi random graph.)

Let l, m be positive integers. Let Hi = (Vi, Ei) be
a graph consisting of l isolated nodes. This means that
|Vi| = l and Ei = ∅ for each i, 1 ≤ i ≤ m. Let Vi =
{vi,1, . . . , vi,l}. We construct a new graph G = (V,E).
We set V = V1 ∪ · · · ∪ Vm. The nodes vi,r, vj,s are con-
nected by an edge in G whenever i 6= j. We may say that
the graph G is isomorphic to the lexicographic product of
the graphsH andKm, whereH consists of l isolated nodes
andKm is the complete graph onm nodes. (For further de-
tails of graph products see [7].)

Clearly, Vi is an independent set inG for each i, 1 ≤ i ≤
m. The subgraph induced by Vi ∪ Vj in G is a complete
bipartite graph for each i, j, 1 ≤ i < j ≤ m. Obviously,
χ(G) = m and ω(G) = m hold. In fact G contains lm

distinct m-cliques.
At this stage we choose a real number p such that 0 ≤

p ≤ 1. At each edge of G we flip a biased coin. The edge
stays with probability p. We call this step randomizing G.
The resulting random graphG′ belongs to the parameters l,
m, p. The l = 1 particular case corresponds to the Erdős-
Rényi random graph of parameters m, p.

It is clear that χ(G′) ≤ m and ω(G′) ≤ m. In order
to guarantee that ω(G′) = n holds we will plant an m-
clique into G′. One can achieve this by picking xi ∈ Vi for
each i, 1 ≤ i ≤ m and connect each distinct pairs among
x1 . . . , xm by an edge in G′.

Benchmark tests based on these random graphs are col-
lected in the BHOSLIB library.3 (The acronym BHOSLIB
stands for Benchmarks with Hidden Optimum Solutions
Library.)

After all these preparations we are ready to describe the
graphs we would like to propose for testing clique search
algorithms. Let k, m be positive integers. Let M (k)

i =
(Vi, Ei) be the Mycielski graph of parameter k. Let Vi =

3http://www.nlsde.buaa.edu.cn/~kexu/
benchmarks/graph-benchmarks.htm
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{vi,1, . . . , vi,n} for each i, 1 ≤ i ≤ m. We construct a
new graph G = (V,E). We set V = V1 ∪ · · · ∪ Vm. Let
vi,r, vi,s ∈ Vi. If the unordered pair {vi,r, vi,s} is an edge
ofM (k)

i , then we add this pair as an edge toG. These edges
will be the blue edges of G. In other words the subgraph
induced by Vi in G is isomorphic to M (k)

i for each i, 1 ≤
i ≤ m.

Pick vi,r ∈ Vi, vj,s ∈ Vj . We connect the nodes vi,r,
vj,s by an edge in G whenever i 6= j. These edges will be
the red edges of G.

Note that the graph G is isomorphic to the lexicographic
product of the graphs M (k) and Km, where M (k) is the
Mycielski graph of parameter k and Km is the complete
graph on m nodes. One can verify that χ(G) = (k)(m)
and ω(G) = (2)(m).

We choose a real number p such that 0 ≤ p ≤ 1. We
randomize the red edges of G. We flip a biased coin and
keep each red edge with probability p. The resulted random
graph is denoted by G′. It is obvious that χ(G′) ≤ (k)(m)
and ω(G′) ≤ (2)(m). By planting a (2m)-clique into G′

we can guarantee that ω(G′) = (2)(m). We pick xi, yi ∈
Vi such that the unordered pair {xi, yi} is an edge in G′ for
each i, 1 ≤ i ≤ m. Finally, we construct a (2m)-clique
whose nodes are x1, y1, . . . , xm, ym.

Figure 1: The adjacency matrices of the Mycielski graph
M (4) and the random graph G′.

4 Numerical experiments
The proposed new collection of test graphs can be found
on the site clique.ttk.pte.hu/evil. The source
code of the program that generates the adjacency matrices
of these graphs are also available on this site.

As an illustration Figure 1 exhibits the adjacency ma-
trix of the Mycielski graph of parameter 4. Further it de-
picts the adjacency matrix of the randomized version of the

lexicographic product of M (4) and K4, where M (4) is the
Mycielsky graph of parameter 4 and K4 is the complete
graph on 4 vertices. As the number of vertices of M (4) and
K4 are equal to 11 and 4, respectively, the product graph
has 44 nodes. The probability we used for randomizing is
p = 0.98.

In the constructions we systematically replaced the My-
cielski graph M (k) by the graph L(s,k) that appeared in the
proof of Theorem 1 for small values of the parameters s
and k. The graph M (4) has 11 nodes. Its chromatic and
clique numbers are 4 and 2, respectively. There is a graph
with the same chromatic and clique numbers the so-called
Chvatal graph. The Chvatal graph has 12 vertices but more
symmetric than M (4). We replaced M (4) by the Chvatal
graph systematically when we constructed test instances.
Note that other graphs also can be used instead of these
two examples. Presumably the kind of graphs where the
clique number is far from the chromatic number. As the
last step we randomly permuted the nodes of the graphs.

We carried out a large scale numerical experiment to
check the proposed EVIL benchmark problems. We used
55 test graphs. We took 35 BHOSLIB graphs and 20 EVIL
graphs. The experiment involved 7 programs implement-
ing 12 different algorithms and so we are able to compare
the running times of 660 clique searches. The processor of
the computer we used was a 2.3 GHz, Xeon E5-2670v3.

The 12 clique search algorithms we used are the follow-
ing.

(1) Östergård4 [14] (cliquer),

(2) Li5 [11], [12] (M-cql 10, M-cql 13-1 and M-cql 13-2).

(3) Konc6 [9] (mcqd and mcqd-dyn)

(4) Prosser7 (who implemented Tomita’s algorithm [24])
(MCR)

(5) San Segundo8 [16], [17], [18], [19] (BBMC, BBMC-
R, BBMC-L and BBMC-X).

There are three ways to use the 2013 version of C.-M. Li
program. A switch can be set to either “1” or “2” to select
between two built in orderings of the nodes of the graph. In
case no value of the switch is specified the program chooses
between the “1” and “2” possibilities. During our test we
explicitly used the switch “1” and “2” ( M-cql 13-1 and
M-cql 13-2).

The above programs are high quality state of art pro-
grams. It seemed reasonable to enter an unsophisticated
program to the competion. The program can be found on
the same site as the EVIL instances and goes under the
name antiB. The brief description of the program is the fol-
lowing.

4http://users.aalto.fi/~pat/cliquer.html
5http://home.mis.u-picardie.fr/~cli/

EnglishPage.html
6http://www.sicmm.org/konc/maxclique/
7http://www.dcs.gla.ac.uk/~pat/maxClique/

distribution/
8https://www.biicode.com/pablodev/examples_

clique
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1) Using the simplest sequential greedy algorithm color
legally the nodes of the graph and save the colors of
the nodes.

2) Set k to be the number of colors of the legal coloring
we have located.

3) Carry out a k-clique search.

4) If a k-clique is found, then it is a maximum clique of
the graph. Otherwise reduce the value of k and go to
step 3.

The k-clique search is based on the Carraghan-Pardalos
algorithm, where we utilized original coloring of the nodes.
The ordering of the nodes was done by the size of the color
classes and the node degrees.

The results of the experiment are summarized in Table
1.

The running times on the BHOSLIB instances are shown
in the first part of the table. The evaluation of the results
shows that the 2013 version of Li’s program with the “2”
switch is on is performing unexpectedly well. The running
times of he cliquer and the antiB programs are outliers as
well.

Our possible explanation is that although the BHOSLIB
tests are excellent for heuristic big clique search programs
however they are not so good for evaluating exact maxi-
mum clique search algorithms. One problem with these
instances is that the nodes of these graphs are not randomly
permuted. This means that a simple sequential greedy col-
oring will find the chromatic number at once, as the color
classes are laid out consecutively. This can be remedied
easily. An other possible problem is that most maximum
clique search programs use coloring as an auxiliary algo-
rithm. For these graphs the chromatic number is equal to
the clique size leaving a zero optimality or duality gap. So
specially designed programs, as the presented antiB, are
able to take advantage of this.

The running times for the EVIL benchmark problems are
shown in the second part of the table. Here the running
times are more evenly distributed.

One particular result was that there is a test graph with
220 nodes – 20 copies of the M (4) graph, p = 98% edge
probability – whose clique number could be determined by
only one program in slightly less than 12 hours. We sup-
pose that this problem is the hardest one of such small size.

For certain graph the running times of the cliquer pro-
gram are again outliers. These short running times could
be explained by the fact that the cliquer does not rely on
legal coloring of the nodes as do the other programs. Af-
ter all, we constructed the tests to widen the gap between
the chromatic number and the clique number. On the same
graphs but with non-permuted nodes the cliquer runs even
faster. This again points out the importance of randomly
permuting the nodes of the test graphs. The antiB program
finishes at the last place as one would expect.

We would like to close this section with a few remarks on
why the reader should appreciate the proposed benchmark
problems. Although it seems that there is a large number

of benchmark problems for maximum clique search algo-
rithms the plain fact is that there are not enough of them.
Many of these test problems are too easy for the modern
solvers as the sizes of these problems are small. On the
other hand there are test instances that are overly hard for
the contemporary clique solvers. The proposed EVIL test
graphs are forming parameterized families. The parameters
can be tuned to produce benchmark problems in various de-
grees of difficulty.

5 A historical thread

The graphs that are used for benchmarking clique search al-
gorithms are coming from various walks of discrete math-
ematics and its applications. In this section we will follow
a particular thread in order to shed some light on the forces
and demands that shaped the evolution of certain bench-
mark problems.

By the lack of other possibilities the performance of
clique search algorithms are commonly evaluated by car-
rying out large scale numerical experiments. Historically
the first clique search procedures were tested almost exclu-
sively on random graphs. The Erdős-Rényi random graphs
are readily available with any specified number of nodes
and with any specified edge densities. These random graph
are popular and useful test instances.

Since the clique size and the chromatic number of a ran-
dom graph is unknown at the moment of generating them,
these test graphs are not the ideal choices to test k-clique
search algorithms or for algorithms to list all maximum
cliques.

Let G = (V,E) be a complete k-partite graph with
n nodes. For the sake of definiteness we assume that V
is partitioned into the sets V1, . . . , Vk such that |V1| =
· · · = |Vk| = s. Consequently n = ks. Suppose
Vi = {vi,1, . . . , vi,s}. If i 6= j, then we connect each
node vi,α in Vi with each node vj,β in Vj . Thus G has
(1/2)k(k − 1)s2 edges, that is, |E| = (1/2)k(k − 1)s2.

The nodes of G can be legally colored using k colors.
The sets V1, . . . , Vk can play the roles of the color classes.
It is clear that ω(G) = k. Picking exactly one node from
each Vi we get mutually adjacent nodes that form the nodes
of a k-clique in G. The number of the maximum cliques
in G is equal to sk. These benchmark problems are good
candidates to test clique search algorithms that list all max-
imum cliques. These benchmark problems painfully lack
the unpredictability of random graphs.

Therefore when we connect the nodes of the sets Vi and
Vj we should do it in a randomized manner. Each of the
s2 edges of the bipartite graph induced by the set Vi ∪ Vj
in G is chosen with a fixed probability pi,j . The clique
size of the resulting random graph may decrease and the
chromatic number of the resulting random graph may in-
crease. By planting a randomly chosen k-clique into the
graph we guarantee that the clique and the chromatic num-
ber are equal to k.
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These graphs are the BHOSLIB instances. The develop-
ment of these graphs greatly enhanced the utility of random
graphs in testing clique search algorithms.

A graph whose chromatic number is equal to its clique
number is by no means is a typical graph. This is why we
propose a family of test graphs that have all the desired
properties of the BHOSLIB graph and in the same time the
gap between the clique and chromatic numbers can be set
in a more flexible manner.

Let G = (V,E) be the graph we intend to construct.
Let us start with a graph M = (W,F ) such that ω(M) =
r, χ(M) = s are known. Suppose W = {w1, . . . , wm}.
We consider k isomorphic copies M1, . . . ,Mk of M . Let
Mi = (Wi, Fi), where Wi = {wi,1, . . . , wi,m}.

In order to construct the graph G we set V = W1 ∪
· · · ∪Wk. Here we assume that the sets W1, . . . ,Wk are
pair-wise disjoint. Consequently G has km nodes. Let us
pick two distinct Wi and Wj . We connect wiα and wj,β
for each α, β, 1 ≤ α, β ≤ m. The resulting graph G has
km nodes and k|F | + (1/2)k(k − 1)m2 edges. Clearly,
ω(G) = kω(M) = kr and χ(G) = kχ(M) = ks.

As a next step we randomize G. Namely, we pick each
of the m2 edges running between Wi and Wj with a fixed
probability pi,j . (In many cases we choose all pi,j to be
equal.) Because we drop edges from the graphG, the quan-
tities ω(G), χ(G) may change. By planting a random (kr)-
clique we may restore the original ω(G). The chromatic
number of the new random graph may decrease. If the
probability pi,j is close to one then most likely the decrease
in the chromatic number is small. When we choose a graph
M for which ω(M) is much smaller than χ(M), then for
the resulted random graph the gap between the clique and
chromatic numbers most likely does not disappear.

The resulting random graphs are the test instances pro-
posed in this paper.

The Szemerédi regularity lemma teaches us that a large
dense graph can be transformed into a form which is very
much similar to our proposed graph. So the proposed graph
in a sense is not overly artificial.

6 Reducing the number of nodes

We use the graphs L(s,k) defined in the proof of Theorem
1 to construct benchmark instances. It is imperative to con-
struct hard benchmark instances with as few nodes as possi-
ble. In this section we will show that with a little extra care
we can reduce the number of the nodes and still get a graph
which has the required properties of the graphs L(s,k). For
the sake of simplicity we will restrict our attention to the
special case s = 3.

Let G = (V,E) be a finite simple graph. A subset C of
V is called an edge covering set of G if each edge of G has
at least one end point in C.

Let µ(k) be the number of the nodes of the Mycielski
graph M (k) of parameter k. The Mycielski graph M (3) is
a circle consisting of 5 nodes and 5 edges. Thus µ(3) =

5. The Mycielski graph M (k+1) is constructed from the
Mycielski graph M (k) in the following way.

Suppose U = {u1, . . . , un} is the set of nodes of M (k).
Here of course n = µ(k). In order to construct M (k+1)

from M (k) we add new nodes v1, . . . , vn to the existing
nodes u1, . . . , un. We set V = {v1, . . . , vn}. We assume
that the nodes u1, . . . , un and v1, . . . , vn are pair-wise dis-
tinct. In other words we assume that U ∩ V = ∅. We draw
an edge between the node vi and each neighbor of the node
ui for each i, 1 ≤ i ≤ n. Finally we add a new node w to
the set of nodes U ∪V and draw an edge between the node
w and vi for each i, 1 ≤ i ≤ n.

Note that the equation µ(k + 1) = 2µ(k) + 1 holds and
using µ(3) = 5 one can compute the number of nodes of
the Mycielski graph M (k).

Lemma 1. The Mycielski graph M (k) has an edge cover-
ing set of size µ(k − 1) + 1 for each k ≥ 3.

Proof. For k = 3 the Mycielski graph is a circle consisting
of 5 vetices and 5 edges. Two adjacent nodes x, y and a
node z that is not adjacent to any of x, y form an edge
covering set in M (3). This proves the lemma in the special
case k = 3.

For the remaining part of the proof we may assume that
k ≥ 4. We proceed by an induction on k. The My-
cielski graph M (k) has some nodes u1, . . . , un such that
n = µ(k − 1) and the subset U = {u1, . . . , un} induces a
subgraph that is isomorphic to M (k−1).

The Mycielski graph M (k) has some nodes v1, . . . , vn
such that vi is adjacent to each neighbor of ui for each i,
1 ≤ i ≤ n. Finally, M (k) has a node w which is adjacent
to vi for each i, 1 ≤ i ≤ n.

The set C = U ∪ {w} is an edge covering set in M (k).
This completes the proof of the lemma. 2

We do not claim that this edge covering set has the smallest
possible number of nodes.

Lemma 2. For each integer k ≥ 3 there is a graph N (k)

such that it has [µ(k − 1) + 1]µ(k) + µ(k − 1) nodes
ω(N (k)) ≤ 4 and χ(3)(N (k)) ≥ k.

Proof. We start the construction ofN (k) with the Mycielski
graph M (k). We assume that U = {u1, . . . , un} is the set
of nodes of M (k). By Lemma 1, the graph M (k) has an
edge covering set C, where n = µ(k) and |C| = µ(k −
1) + 1.

We will assign a subgraph Li to the node ui of the graph
M (k) for each i, 1 ≤ i ≤ n. The graph Li is either a graph
consisting of one single node vi,1 or Li is an isomorphic
copy of the Mycielski graph M (k). In this second case the
set of nodes of Li is equal to Vi = {vi,1, . . . , vi,r}, where
r = µ(k).

If ui 6∈ C, then to the node ui we assign the graph Li
which consists of a single node. If ui ∈ C, then to the node
ui we assign the graph Li which has µ(k) nodes.

Let us suppose that the unordered pair {ui, uj} is an
edge of the graphM (k). We draw edges between each node
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of Li and each node of Lj . The result of repeating this pro-
cedure for each edges of the graph M (k) will be the graph
N (k). Clearly, N (k) has

[µ(k − 1) + 1]µ(k) + µ(k)− µ(k − 1)− 1 =

[µ(k − 1) + 1]µ(k) + 2µ(k − 1) + 1− µ(k − 1)− 1 =

[µ(k − 1) + 1]µ(k) + µ(k − 1)

nodes. It remains to show that ω(N (k)) ≤ 4 and
χ(3)(N (k)) ≥ k.

In order to prove that ω(N (k)) ≤ 4 we assume on the
contrary that ω(N (k)) ≥ 5. Let ∆ be a 5-clique in N (k).
Note that

ω(Li) =

{
1, if |Vi| = 1,
2, if |Vi| = µ(k).

The clique ∆ may contain at most one node from Li for
which |Vi| = 1. The clique ∆ may contain at most two
nodes from Li when |Vi| = µ(k). It follows that there
must be at least three distinct values of i for which the
graph Li contains a node from the 5-clique ∆. This gives
at least three distinct values of i for which the nodes ui
pair-wise adjacent. But M (k) does not have any 3-clique
as ω(M (k)) ≤ 2.

In order to prove that χ(3)(N (k)) ≥ k we assume on the
contrary that χ(3)(N (k)) ≤ k−1. Let V = V1∪· · ·∪Vn be
the set of nodes ofN (k) and let f : V → {1, . . . , k−1} be a
map that describes the monochrome 3-clique free coloring
of the nodes of N (k).

Consider a subgraph Li of N (k). Let gi be the re-
striction of f to Vi = {vi,1, . . . , vi,r}. Plainly, the map
gi : Vi → {1, . . . , k − 1} describes a coloring of the nodes
of the graph Li. Using the facts that Li is isomorphic to
M (k) and χ(M (k)) ≥ k we can draw the conclusion that
there must be two distinct adjacent nodes of M (k) that re-
ceive the same color.

Remember that U = {u1, . . . , un} is the set of nodes of
the Mycielski graph M (k) we used in the construction of
N (k). We define a map h : U → {1, . . . , k − 1}.

If the subgraph Li of N (k) has only one node, then we
set h(ui) to be f(vi,1). In plain English we assign the color
of the only node of the graph Li to the node ui of the graph
M (k).

If the subgraphLi ofN (k) has µ(k) nodes, then there are
two distinct adjacent nodes of Li, say vi,i(1), vi,i(2) such
that f(vi,i(1)) = f(vi,i(2)). In this case we set h(ui) to be
f(vi,i(1)). In simple English assign the common color of
the adjacent nodes vi,i(1), vi,i(2) of N (k) to the node ui of
M (k).

We claim that the map h : U → {1, . . . , k−1} describes
a legal coloring of the nodes of M (k). The only thing we
should check is that if ui, uj are distinct adjacent nodes of
M (k), then h(ui) 6= h(uj) must hold.

Let us start with the case when ui 6∈ C, uj 6∈ C. The
assumption that ui, uj are distinct adjacent nodes of M (k)

contradicts the fact that C is an edge covering set in M (k).
Therefore this case cannot occur.

If ui ∈ C, uj ∈ C, then the subgraphs Li, Lj of N (k)

both have µ(k) nodes. There are distinct adjacent nodes
vi,i(1), vi,i(2) in Li such that f(vi,i(1)) = f(vi,i(2)) =
h(ui). Similarly, there are distinct adjacent nodes vj,j(1),
vj,j(2) in Lj such that f(vj,j(1)) = f(vj,j(2)) = h(uj).
Here h(ui) 6= h(uj) must hold since otherwise we have a
4-clique in N (k) whose nodes receive the same color. This
cannot happen as the map f : V → {1, . . . , k − 1} de-
scribes a monochrome 3-clique free coloring of the nodes
of N (k).

If ui 6∈ C, uj ∈ C, then the subgraph Li of N (k)

has only one node and the subgraph Lj of N (k) has
µ(k) nodes. Now f(vi,1) = h(ui). There are dis-
tinct adjacent nodes vj,j(1), vj,j(2) in Lj such that
f(vj,j(1)) = f(vj,j(2)) = h(uj). This time h(ui) 6= h(uj)

must hold since otherwise we have a 3-clique in N (k)

whose nodes receive the same color. This cannot happen as
the map f : V → {1, . . . , k − 1} describes a monochrome
3-clique free coloring of the nodes of N (k). 2
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antiB BBMC BBMC BBMC BBMC M-clq M-clq M-clq mcqd mcqd MCR cliquer
name |V | % ω(G) -R -L -X 10 13-1 13-2 -dyn

frb30-15-1.clq 450 82 30 0 1611 1645 1694 1613 575 629 0 2735 2541 3673 21
frb30-15-2.clq 450 82 30 0 1010 1094 1191 1047 921 990 0 3329 4155 905 43
frb30-15-3.clq 450 82 30 0 602 581 623 556 432 429 0 1305 2767 300 194
frb30-15-4.clq 450 82 30 0 1855 1768 1901 1676 1154 617 0 5763 4996 2698 2
frb30-15-5.clq 450 82 30 0 1273 1213 1437 1154 726 1110 0 1997 4536 1355 0
frb35-17-1.clq 595 84 35 1 – – – – – – 1 – – 34983 18
frb35-17-2.clq 595 84 35 1 – – – – – – 1 – – – 104
frb35-17-3.clq 595 84 35 2 – – – – – – 0 – – 22607 14493
frb35-17-4.clq 595 84 35 1 – – – – 27231 42219 0 – – 5249 7923
frb35-17-5.clq 595 84 35 5 – – – – – – 0 – – – 181
frb40-19-1.clq 760 86 40 0 – – – – – – 1 – – 11589 –
frb40-19-2.clq 760 86 40 1 – – – – – – 0 – – – –
frb40-19-3.clq 760 86 40 8 – – – – – – 0 – – – 353
frb40-19-4.clq 760 86 40 38 – – – – – – 7 – – – 2296
frb40-19-5.clq 760 86 40 10 – – – – – – 5 – – – 78
frb45-21-1.clq 945 87 45 0 – – – – – – 119 – – – –
frb45-21-2.clq 945 87 45 118 – – – – – – 72 – – – –
frb45-21-3.clq 945 87 45 122 – – – – – – 44 – – – –
frb45-21-4.clq 945 87 45 218 – – – – – – 36 – – – –
frb45-21-5.clq 945 87 45 475 – – – – – – 203 – – – –
frb50-23-1.clq 1150 88 50 16385 – – – – – – 764 – – – –
frb50-23-2.clq 1150 88 50 10145 – – – – – – 363 – – – –
frb50-23-3.clq 1150 88 50 12585 – – – – – – 7938 – – – –
frb50-23-4.clq 1150 88 50 501 – – – – – – 17 – – – 2754
frb50-23-5.clq 1150 88 50 18256 – – – – – – 221 – – – –
frb53-24-1.clq 1272 88 53 73 – – – – – – 4771 – – – –
frb53-24-2.clq 1272 88 53 – – – – – – – 190 – – – –
frb53-24-3.clq 1272 88 53 2910 – – – – – – 2091 – – – –
frb53-24-4.clq 1272 88 53 29815 – – – – – – 4022 – – – –
frb53-24-5.clq 1272 88 53 27671 – – – – – – 1071 – – – –
frb59-26-1.clq 1534 89 59 – – – – – – – – – – – –
frb59-26-2.clq 1534 89 59 42408 – – – – – – – – – – –
frb59-26-3.clq 1534 89 59 – – – – – – – – – – – –
frb59-26-4.clq 1534 89 59 – – – – – – – – – – – –
frb59-26-5.clq 1534 89 59 – – – – – – – 11661 – – – –
chv12x10.clq 120 92 20 – 4 5 4 1 1 8 0 4759 48 700 0
myc5x24.clq 120 97 48 14536 0 0 0 0 0 0 0 2 1 4 112

myc11x11.clq 121 93 22 – 8 12 7 2 1 7 0 1097 85 1081 239
s3m25x5.clq 125 89 20 5440 6 8 6 5 1 1 0 5 6 9 0
myc23x6.clq 138 87 12 1681 2 3 2 2 2 57 0 4 7 56 699
myc5x30.clq 150 97 60 – 1 1 1 0 0 0 0 10 2 47 42042
s3m25x6.clq 150 90 24 – 192 278 195 186 4 12 8 64 92 128 0

myc11x14.clq 154 94 28 – 486 566 422 66 33 235 23 – 11563 – –
chv12x15.clq 180 94 30 – 26019 34161 26045 7796 1235 26798 184 – – – 0
myc5x36.clq 180 97 72 – 3 2 3 2 0 0 0 17 6 118 –
myc23x8.clq 184 90 16 – 115 165 112 88 215 23434 90 1138 1390 – –

myc11x17.clq 187 95 34 – 40109 – 33957 5056 2378 43935 2375 – – – 3159
s3m25x8.clq 200 92 32 – 46253 – 44843 38987 181 1206 478 22778 18148 40089 0
myc5x42.clq 210 98 84 – 26 15 25 4 0 0 0 443 36 1414 –

myc11x20.clq 220 95 40 – – – – – – – 38519 – – – –
myc23x10.clq 230 91 20 – – – – 38104 26210 – 7545 – – – –
chv12x20.clq 240 95 40 – – – – – – – – – – – –
myc5x48.clq 240 97 96 – 23 22 25 13 0 0 0 319 39 3316 –

s3m25x10.clq 250 93 40 – – – – – 6980 44122 – – – – 18
myc11x23.clq 253 95 46 – – – – – – – – – – – –

Table 1: Running time results in seconds for the BHOSLIB and EVIL instances. The “–” sign indicates that the running
times are exceeding the 12 hour limit.
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In the field of fingerprint identification, local histograms coding is one of the most popular techniques 

used for fingerprint representation, due to its simplicity. This technique is based on the concatenation of 

the local histograms resulting in a high dimension histogram, which causes two problems. First, long 

computing time and big memory capacities are required with databases growing. Second, the recognition 

rate may be degraded due to the curse of dimensionality phenomenon. In order to resolve these problems, 

we propose to reduce the dimensionality of histograms by choosing only the pertinent bins from them 

using a feature selection approach based on the mutual information computation. For fingerprint features 

extraction we use four descriptors: Local Binary Patterns (LBP), Histogram of Gradients (HoG), Local 

Phase Quantization (LPQ) and Binarized Statistical Image Features (BSIF). As mutual information based 

selection methods, we use four strategies: Maximization of Mutual Information (MIFS), minimum 

Redundancy and Maximal Relevance (mRMR), Conditional Info max Feature Extraction (CIFE) and Joint 

Mutual Information (JMI). We compare results in terms of recognition rates and number of selected 

features for the investigated descriptors and selection strategies. Our results are conducted on the four 

FVC 2002 datasets which present different image qualities. We show that the combination of mRMR or 

CIFE feature selection methods with HoG features gives the best results. We also show that the selection 

of useful fingerprint features can surely improve the recognition rate and reduce the complexity of the 

system in terms of computation cost. The feature selection algorithms may reach 98% of time reduction 

by considering only 20% of the total number of features while also improving the recognition rate of about 

2% by avoiding the curse of dimensionality phenomena. 

Povzetek: Analizirani so različni načini opisa in preiskovanja pri histogramskem kodiranju identifikacije 

prstnih odtisov. 

1 Introduction 
Biometric recognition has gained a considerable interest 

in the recent years because of the various applications in 

the large field of security. Security can be categorized in 

data access security (computer and mobile access, USB 

key, bank cards) or in person access security (forensic 

identification, ID access). Many technological solutions 

exist relying on distinctive biometric identifiers (e.g. 

fingerprints, face, iris or speech) each one having its own 

qualities. However, the most used biometric identifiers are 

the fingerprints due to their uniqueness, persistence, 

simplicity of acquisition and the availability of the 

electronic acquisition devices [1]. Indeed, the fingerprints 

are single to each person and they remain unchanged 

during all the life of the person. 

Fingerprint recognition systems can be categorized into 

three main approaches: minutiae-based systems, image-

based correlation systems and image-based distance 

systems [2]. For the first category, the fingerprint image 

must pass through several preprocessing steps to detect 

and extract some points of interest called minutiae: 

smoothing, local ridge orientation estimation, 

binarization, thinning, and minutia detection. The second 

category directly estimates the similarity between a test 

and a reference fingerprint pattern by the autocorrelation 

method. For the third category, global or local features are 

extracted from the fingerprint image such that the features 

also called descriptors retain most of the pertinent 

information representing the fingerprint. This kind of 

mailto:adjimia@yahoo.fr
mailto:philippe.ravier@univ-orleans.fr


188 Informatica 43 (2019) 188–198  A. Adjimi et al. 

fingerprint recognition systems is preferred in the case of 

low quality images, because it is difficult to extract 

reliable minutiae sets in this case [3]. A distance measure 

between a test and a reference fingerprint pattern or any 

other classifier are finally used for making a matching 

decision [3]. 

Within this last category, many descriptors have been 

proposed. These descriptors can be principally grouped 

into histogram-based features or linear transformed 

features. The descriptors of the first group exploit some 

statistical characteristics of the fingerprint by 

transforming the image into a histogram of fixed length 

like Local Binary Patterns (LBP), Gabor filter with Local 

Binary Patterns (GLBP) hybrid method [4], Local Phase 

Quantization (LPQ) [5], Histogram of Gradients [6] or 

Binarized Statistical Image Features (BSIF) [7] or Scale 

Invariant Feature Transform (SIFT) [8][9]. In the second 

group, the fingerprint image is transformed into a vector 

of different features extracted from the fingerprint image 

such as Discrete Cosine Transform (DCT) features [10], 

Gabor filters based descriptors [11][12] and Discrete 

Wavelet Transform (DWT) features [13][14][15][16]. 

 

In this work, we focus on the histogram-based 

fingerprint representation techniques such as LBP, LPQ, 

HoG and BSIF. Indeed, these techniques are very used for 

fingerprint recognition due to their simplicity. These 

techniques are based on the concatenation of the local 

histograms leading to a histogram of great dimension 

(e.g.1024 features for each fingerprint in the case of LBP), 

which requires long computing time, big memory capacity 

and requires a huge training dataset to model the classes. 

Practically, it has been observed that features addition can 

cause a performance degradation of the classifier if the 

number of data used for the classifier designing is too low 

relatively to the number of features [17][18]. This 

phenomenon called the curse of dimensionality leads to 

the phenomenon of "peaking" [19]. So it is desirable to 

keep the number of features as small as possible which is 

also of benefit for reducing computational cost in the 

fingerprint identification task and for avoiding memory 

obstruction too. Keeping a small number of features is a 

dimensionality reduction operation, which can be done 

with two approaches: the first approach is a features 

transformation in which the initial features set is replaced 

by a new reduced set using transformation algorithm like 

PCA (Principal Component Analysis), LDA (Linear 

Discriminant Analysis)…. The second approach is a 

features selection which selects the relevant features from 

the initial features set [20]. However, using a reduced set 

of features by transformation needs greater memory 

capacity and more computing time in the testing phase 

compared to using a reduced set of features obtained by 

selection algorithms [20] because the former requires 

computation of all the features before reduction. So, in the 

present work, we have considered the features selection 

algorithms to select the relevant bins of histograms for the 

histogram-based fingerprint representation techniques. 

The feature selection methods are also divided into two 

categories, which are “wrapper” or “filter”. In “wrapper” 

methods, the relevance measure for a features subset is the 

training/testing recognition rate of the used classifier. 

Consequently, the wrapper selection procedure makes the 

computational cost rapidly increase, because a new 

classifier has to be built with training and testing phases 

each time a features subset is tested. Moreover, the 

features selected by wrapper methods are adapted to the 

used classifier, so their performance results are dependent 

on the type of classifier. In contrast, “filter” methods 

evaluate the features subset relevance independently of the 

classifier, so the selected features can be used for any 

classifier modelling [20][21]. For all these reasons, we 

have chosen the “filter” methods, which are the preferable 

methods in the case of high dimensionality and large 

datasets for computational reasons. 
The “filter” methods use a selection criterion typically 

based on information theory tools like Mutual Information 

(MI) useful for measuring the quantity of information that 

features may have for describing the data. To our 

knowledge, only few works have investigated the MI 

based criteria in the field of biometric identification. 

In [22], an efficient code selection method for face 

recognition is presented and compact LBP codes are 

obtained. The code selection is based on the maximization 

of mutual information (MMI) between features (LBP 

codes) and class labels. Applying this principle for 

selection is achieved by using the max-relevance and min-

redundancy (mRMR) criterion. The method proposed 

consists of transforming the face images into LBP 

histograms, then selecting the relevant codes from these 

histograms using the maximization of the mutual 

information. In this work the authors have used the chi-

square formula for measuring the distance between the 

histograms of the reference and the test templates. 

In [23], the BSIF features have been investigated in the 

frame of a fingerprint recognition system, with 

preliminary results of feature selection using the FVC2002 

fingerprint dataset [24]. The experiments have shown that 

an increasing number of extracted sub-images leads to an 

increasing recognition rate, but also leads to higher 

dimension histograms which decreased accordingly 

performance of the system regarding computing time and 

memory capacity. This motivated the use of MI feature 

selection strategy, namely interaction capping (ICAP). 

 

In this work, we extend the fingerprint recognition 

system proposed in [23] by considering more datasets 

within the FVC2002 fingerprint database, more descriptor 

types and by investigating several other feature selection 

strategies, all based on mutual information computation to 

select the relevant bins of histograms that are extracted 

from the fingerprint images. The present study will focus 

on robustness of the fingerprint system regarding various 

descriptors and noisy datasets. The main aim of this work 

is to find a combination of feature selection method with 

a pertinent descriptor type in a larger context than in study 

[23]. To that aim, next section introduces the former 

developments of [23] and explains the novelty of the 

present paper comparatively. Section 3 proposes a brief 

review of all the descriptors used in this paper. Section 4 

describes the feature selection methods based on mutual 

information. In section 5 we present the experimental 
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procedure and we discuss the obtained results using a 

public fingerprint dataset in section 6. Finally, we draw a 

conclusion in section 7. 

2 Related work 
In our previous works [23] and [25], a fingerprint 

recognition system was created following the flowchart of 

Fig. 1. A sequence of many preprocessing steps were 

applied on the training and testing image datasets before 

extracting the LBP, LPQ or BSIF features, namely 

enhancement, alignment, extraction of the region of 

interest (ROI) around the core point and division of the 

ROI into sub-regions. This procedure is detailed in [23]. 

So the set of sub-regions are inputs for the features 

computation. In [25], we used the novel BSIF descriptor 

[7] compared with LBP and LPQ descriptors, for 

fingerprint images. From each sub-region, a histogram of 

BSIF is extracted and the final feature vector is obtained 

by concatenating all BSIF histograms extracted from the 

sub-regions. In [23] an extended work of this previous 

work was presented, in which the relevant bins of the BSIF 

descriptor extracted histograms were selected using ICAP 

features selection method. The last step of Fig. 1 is the 

decision making. It is based on the distance between the 

histograms of the reference fingerprints and the tested one. 

The distance is computed as a chi-square measure which 

formula is given below [22] 

𝜒2(𝑅, 𝑇) = ∑
(𝑅𝑖 − 𝑇𝑖)2

𝑅𝑖 + 𝑇𝑖

𝑛

𝑖=1
                           (1) 

where𝑅𝑖and 𝑇𝑖are the reference and the tested 

fingerprint histogram magnitudes respectively and 𝑛 is the 

number of bins. 

The recognition system uses the following rule to 

make a decision: if a test fingerprint gives the best match 

for the fingerprint of the same person it is declared to be a 

correct match; else it is declared to be a false match. 

The recognition rate is computed as 

 

𝑅𝑒𝑐𝑜𝑔𝑛𝑖𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 (%)

=  
number of correctly recognized images 

number of test images
 × 100, (2) 

 

In the current paper, many extensions are proposed 

with respect to our former work [23].  The purpose is to 

evaluate the robustness of the system regarding changes in 

the datasets, depending on the descriptors type. We thus 

consider the new descriptor histogram of gradients (HoG). 

Then all the descriptors LBP, LPQ, HoG and BSIF are 

evaluated on all the datasets DB1, DB2, DB3, DB4 of the 

FVC2002 fingerprint dataset [24]. Indeed, the DB2 and 

DB3 datasets were discarded for the preliminary study in 

work [23] while interesting for a robustness study because 

these are noisy datasets. Moreover, four MI strategies 

instead of only one in work [23] are investigated for 

achieving a comparison between them, also by 

considering the four descriptors instead of BSIF only as 

proposed in [23]. These novelties are described in the 

flowchart of Fig. 2. Furthermore, the impact of feature 

selection on computing time is analyzed. A deep 

performance analysis of the dimensionality reduction 

procedure is also proposed. 

The parameter values of the fingerprint recognition 

system depicted in Fig. 2 will be given in section 5.2 of 

the experimental part. 

3 A brief review of descriptors LBP, 

LPQ, HoG and BSIF 
In this section we give a brief review of the descriptors 

LBP, LPQ, HoG and BSIF used in this work for features 

extraction. 

3.1 LBP (Local Binary Patterns) 

This operator was proposed by Ojala et al [26] for texture 

analysis. It is characterized by its tolerance to illumination 

changes, its computational simplicity and its invariance 

against changes in gray levels. The LBP descriptor works 

on eight neighbors of a pixel and uses the gray value of 

this pixel as a threshold; thus, if a neighbor pixel has a 

higher or a same gray value than the center pixel then a 

binary one is assigned to that pixel, else it gets a binary 

zero. The LBP code for the center pixel is then produced 

by concatenating the eight ones or zeros to obtain a binary 

number that is transformed after that to a decimal number. 

The LBP code has a certain value from 0 to 255. 

Therefore, a histogram of 256 bins is composed from these 

values and used for matching. 

3.2 LPQ (Local Phase Quantization) 

This texture descriptor was originally proposed by 

Ojansivu and Heikkila [27]. It is based on the blur 

invariance property of the Fourier phase spectrum. It has 

shown good performance in recognition of textures even 

when there is no blur and outperforms the Local Binary 

Pattern operator in texture classification. It uses the local 

phase information extracted using the 2-D local Fourier 

transform computed over a window of size (2R+1) by 

(2R+1) neighborhood at each pixel position in image of 

size n by n. For LPQ, only four complex coefficients 

corresponding to 2-D spatial frequencies 𝑣1 = [𝑎, 0], 𝑣2 =

[0, 𝑎], 𝑣3 = [𝑎, 𝑎] and 𝑣4 = [−𝑎, 𝑎] where 𝑎 =
1

2𝑅+1
 are 

retained. The real and the imaginary parts of the complex 

values are stacked in a vector of 8 components for each 

pixel which gives a matrix of size 8 by n x n.  Then, the 

coefficients are decorrelated by a whitening operation 

assuming a correlation coefficient of 0.95 between 

adjacent pixel values and a Gaussian distribution of the 

pixel values. Finally, this matrix is binarized by looking 

the sign of each element, so that if it has a positive value, 

a binary 1 is assigned to that element otherwise a binary 0 

is assigned. The last step is the histogram construction by 

transforming each column of 8 elements to a decimal 

value between 0 and 255. Finally a 256-dimensional 

histogram is composed from these values and used in 

classification. 
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Figure 1: Flowchart of the related work system of fingerprint recognition. 

 
Figure 2: Flowchart of the proposed system. The red characters indicate the added elements for a deep study  

of the system (details of image preprocessing and matching steps can be found in reference [23]). 

 

3.3 HoG (Histogram of Gradients) 

The HoG descriptor has been first proposed by Dalal and 

Triggs [28] as an image descriptor used in computer vision 

and image processing for object detection. The basic idea 

of this descriptor is that local object appearance and shape 

can be characterized rather well by the distribution of local 

intensity gradients. The gradient filter is applied in both 

directions x and y of the image. The two obtained images 

are then transformed in magnitude and orientation 

gradients. After, they are divided into small spatial regions 

(cells). For each cell, each pixel has a gradient magnitude 

which accumulates the distribution at the bin 

corresponding to its orientation value. The concatenation 

of these histograms gives the HoG histogram. For 

example, if  the number of orientation bins spaced over 0° 

- 180° is 9 (180°/20°) and the image is split into 3x4 cells 

(12 is the total number of cells), we then obtain a 

histogram of G with 3x4x9=108 bins. Actually, the 

obtained histogram is not a genuine one since the bins 

cumulative does not reach the total number of pixels. A 

histogram-like is finally obtained with sqrt L2-

normalization [28]. 

3.4 BSIF (Binarized Statistical Image 

Features) 

BSIF is a new descriptor recently proposed by 

Kannla&Rahtu [7] for texture classification and face 

recognition. Its main idea is that it automatically learns a 

set of filters from a small set of natural images instead of 

using manual filters such as in LBP and LPQ descriptors. 

BSIF is a binary code string which length is the number of 

filters. Each bit of the code string is computed by 

binarizing the response of the image to a linear filter from 

the set with a fixed threshold. Given an image patch X of 

size l × l pixels and the #i linear filter Wi of the same size 

from the set of learned filters, the response si is obtained 

by 

si = ∑ Wi(u, v)X(u, v) = wi
𝑇x,                          (3)

u,v

 

where vectors wi and x contain the pixels of  Wi and 

X. The binarized feature bi is obtained by setting bi= 1 if 

si> 0 and bi = 0 otherwise [7]. The BSIF descriptor 

depends on two parameters which are the filter window 

size and the number of bits representing the binary code 

string. So, the number of bits determines the number of 

extracted features. If the binary code string is 

represented with 8 bits, we get 256 features vector, which 

means a histogram of BSIF features of 256 bins. 

4 Feature selection using Mutual 

Information 
Feature selection is used to identify the useful features and 

remove the features that are redundant and irrelevant for 

the task of classification. For this reason, it is necessary to 

reach a measurement of features relevance which makes it 

possible to quantify their importance in this task. In this 

section we briefly give some basic concepts and notions 

from information theory that are useful for understanding 

the four feature selection methods used in this work. In 

information theory, MI measures the statistical 

dependence between two random variables. So, MI can be 

used to evaluate the relative utility of each feature to 

classification, in which entropy and mutual information 

are two principal concepts. 

Entropy H can be interpreted as a measure of the 

uncertainty of random variables. Let X be (or represent) a 

discrete random variable with probabilistic 

distribution  p(x). The entropy of X is defined as [29]: 

H(X) = − ∑ p(x) log(p(x))

x∈X

                       (4) 
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The mutual information MI between two discrete 

variables X and Y is defined using their joint probabilistic 

distribution p(x, y) and their respective marginal 

probabilities p(x) and p(y) as: 

MI(X; Y) = ∑ p(x, y) log
p(x, y)

p(x)p(y)
(5)

x∈X y∈Y

 

The objective of using MI is to select a subset S of 

relevant features from a set F of features, which share the 

most information with the class variable. The treatment of 

each feature needs a very big number of possible subsets 

(combination Ck
n), this leads to the iterative "greedy" 

algorithms which select the relevant features one by one 

(sequential forward selection) or deletes the unneeded 

features (sequential backward selection). The use of the 

greedy forward selection procedure with the MI based 

relevance criterion is generally a good choice of feature 

selection procedure [30]. 

The Forward ‘‘greedy’’ algorithm based on MI is 

presented as follows [31][32]: 

1) (Initialization) set F ←“initial set of  n features”; S ← 

“empty subset” 

2) (Calculation of MI), ∀fi ∈ F , calculateMI(C; fi). 
3) (Choose the first feature fs1

), find the feature that 

maximizes MI(C; fi),  affect  F ←  F − {fs1
}, S ←

{fs1
}.   

4) (Greedy selection), repeat until the desired number of 

features: 

a. (Compute MI between features), ∀fi ∈ F , 
compute MI(C;  S, fi). 

b.  (Select the next feature fsj
), choose the feature 

fi ∈ F that maximizes MI(C;  S, fi) at the step j, 

affect F ←  F − {fsj
}, S ← S ∪ {fsj

}.  

5) Take out the subset S of the selected features. 

Practically, it is difficult to compute MI(C;  S, fi) when 

the cardinal of the subset S increases because it requires 

an estimation of high dimension probability density 

functions, which cannot be correctly estimated with a 

limited number of samples [20]. So the majority of the 

algorithms use measurements which are maximally based 

on three variables: two features plus the class index. For 

this reason, many proposed criteria based on MI are 

heuristic [32][33]. 
As previously stated, “filter”methods are preferred to 

wrapper ones. These methods are defined by a criterion J, 
also called relevance index or scoring criterion, which is 

planned to measure the relevance of a feature or a feature 

subset for the task of classification. The simplest feature-

scoring criterion is referred as MIM (Mutual Information 

Maximization) [21]: 

Jmim(fi ) = MI(C; fi )                                  (6) 

The Jmim criterion does not include the features 

already selected which leads to selecting redundant 

features (sharing the same information with the class 

index C) that must be eliminated. Numerous 

“filter”criteria have been proposed taking into account the 

redundancy [33][32]. We use four criteria in this work: 

MIFS, mRMR, CIFE and JMI [21]. 

4.1 Mutual Information Feature Selection 

strategy (MIFS) 

Proposed by Battiti [31], it is very useful in feature 

selection problems and classifying systems due to its 

simplicity. MIFS selects the feature that maximizes the 

information about the class label C, and subtract the MI 

between features fi and the already selected variable fj to 

achieve the minimum redundancy: 

Jmifs(fi ) = MI(C; fi ) − β ∑ MI(

fj∈S

fi ;  fj)             (7) 

In this latter expression, S stands for the set of already 

selected features. 

The parameter β is a configurable parameter that 

determines the degree of redundancy checking within 

MIFS. It must be set experimentally [21][34]. The 

performance of MIFS degrades if there are many 

irrelevant and redundant features because it penalizes 

redundancy too much. 

 

4.2 Minimum Redundancy and Maximal 

Relevance strategy (mRMR) 

Proposed by Peng et al [35], it is equivalent to MIFS with 

β =
1

|S|
 where |S| = card(S) is the number of already 

selected features. It finds a balance between the relevance, 

which is the dependence between the features and the 

class, and the redundancy of features with respect to the 

subset of previously selected features. The criterion can be 

written as: 

Jmrmr(fi ) = MI(C; fi ) −
1

|S|
∑ MI(

fj∈S

fi ;  fj). (8) 

With the minimum redundancy criterion of mRMR 

method, we can get more representative features of the 

class variable, which are maximally dissimilar to already 

selected ones, so it gives a small number of features which 

effectively covers the same space as a larger number of 

features. 

4.3 Conditional Infomax Feature 

Extraction strategy (CIFE) 

Lin and Tang [36] proposed a criterion, called Conditional 

Infomax Feature Extraction, in which the joint class-

relevant information is maximized by explicitly reducing 

the class-relevant redundancies among features [33]. Note 

that this criterion has been proposed by several authors in 

different ways [20][32][33][37]: 

 

Jcife(fi ) = MI(C; fi )

− ∑ MI(fi ;  fj)

fj∈S

+ ∑ MI(fi ; fj|C).                         (9)

fj∈S
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The CIFE criterion is same as MIFS plus the 

conditional redundancy term. 

4.4 Joint Mutual Information strategy 

(JMI) 

Proposed by Yang and Moody [38], the Joint Mutual 

Information score is 

Jjmi(fi ) = MI(C; fi ) −
1

|S|
∑ [MI(fi ; fj ) −fj∈S

                                                                 MI(fi ; fj|C)]           (10) 

JMI method studies relevancy and redundancy by 

taking the mean value, and takes into consideration the 

class label when calculating MI. JMI and mRMR are very 

similar but the difference is the conditional redundancy 

term. 

5 Experimental procedure 
First, we give a brief description of the public fingerprint 

dataset FVC2002 [24]. Second, we present the 

experimental parameters chosen for our fingerprint 

recognition system. Third, we describe the way we select 

the relevant bins from LBP, LPQ, HoG and BSIF 

histograms using the Brown’s toolbox for feature selection 

[21]. 

5.1 Datasets 

The experimental results have been conducted on the 

FVC2002 fingerprint dataset [24], which has been divided 

into two sets A and B. Each set is divided in 4 datasets 

DB1, DB2, DB3 and DB4. Three different scanners and 

the SFinGe synthetic generator were used to collect the 

fingerprints [24]. A total of 120 fingers and 12 

impressions per finger (1440 impressions) using 30 

volunteers have been collected. The top-ten quality fingers 

were removed from each dataset since they do not 

constitute an interesting case study [24]. The size of each 

dataset in the FVC2002 test, however, was established as 

110 fingers, 8 impressions per finger (880 impressions) 

and split into set A (100 fingers - evaluation set) and set B 

(10 fingers - training set). To make set B representative of 

the whole dataset, the 110 collected fingers were ordered 

by quality, and then the 8 images from every tenth finger 

were included in set B. The remaining fingers constituted 

set A. In this work, we have used set A to conduct our 

experimental results [6]. 

                                                           
1https://www.dropbox.com/s/wregrs3ah0qcfdd/SIfing.rar 

Table 1 presents the technologies and the scanners 

used to collect the FVC2002 datasets and the size of 

images in each dataset for each set. 

5.2 Fingerprint recognition system 

This section describes the experimental parameters 

chosen for our fingerprint recognition system. 

The related work in section 2 mentioned the region 

around the core point of the fingerprint image. The region 

of size (100x100 pixels) is extracted and divided into 4 

sub-regions of size (50x50 pixels) for each one. For 

features extraction we use the four descriptors LBP, LPQ, 

HoG and BSIF applied for each sub-region. 

• For LBP features extraction, we convert the gray value 

of each pixel to one of the 256 LBP codes. Next we 

construct the histogram of LBP codes. 

• For LPQ we use a radius equal to 3, so a histogram of 

256 bins is extracted. 

• For HoG, each sub-region is divided into sub windows 

of 3 rows and 3 columns (9 cells total). The orientation 

and magnitude of each pixel is calculated. The 

absolute orientation is divided into 9 equally sized 

bins, which results in a 9-bin histogram per each of the 

9 cells, so a histogram of 81 bins is produced. 

• For BSIF we use a filter of 11x11 size and number of 

bits equal to 8 to extract a histogram of 256 bins. The 

learnt filters are provided by [7]. 

For each region, the histograms of LBP, LPQ, HoG and 

BSIF are extracted independently and concatenated to 

construct the final normalized histogram for each 

descriptor. The LBP, LPQ, HoG and BSIF histograms are 

extracted using SIfingToolbox1. For LBP, BSIF and LPQ 

features, the normalization is carried out by dividing the 

value of each bin of the histogram by the sum of the values 

of the bins of this histogram. For HoG features, the 

normalization is done with sqrt L2-normalization as stated 

in [28]. 

Table 2 presents the number of bins in each extracted 

histogram for the different descriptors. 

In this work, the first results are obtained by training 

the system over 7 images of each person for each dataset. 

That is, we use 700 dataset images for training and use 

remaining 100 dataset images for testing for each dataset. 

In the experiments, the 8 fold-cross validation was 

applied, so the test step was repeated 8 times. 

 Technology Scanner 

Size of 

image (pixel 

× pixel) 

Set A Set B Resolution 

DB1 Optical IdentixTouchView II 388×374 100 persons 

with 8 

impressions 

per person 

(800) 

10 persons 

with 8 

impressions 

per person 

(80) 

500 dpi 

DB2 Optical Biometrika FX2000 296×560 569 dpi 

DB3 Capacitive Precise Biometrics 100 SC 300×300 500 dpi 

DB4 Synthetic SFinGEv2.51 288×384 
About 500 

dpi 

Table 1: The technologies and scanners used to collect the FVC2002 datasets and the size of images in each dataset. 

https://www.dropbox.com/s/wregrs3ah0qcfdd/SIfing.rar
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5.3 Bins selection 

Table 2 shows that the number of extracted features is 

high (histogram of 1024 in the case of BSIF, LBP and LPQ 

and 324 in the case of HoG) which makes the response 

time in the matching stage very long. The dimensionality 

reduction is achieved by a feature selection stage. To that 

aim, we have used the Brown’s Toolbox (FEAST 

toolbox)2, which contains the implementation of 13 

different features selection methods based on mutual 

information. In our case we have only used 4 feature 

selection methods. Two of them are based on the 

redundancy (MIFS and mRMR). The two other ones are 

based on the conditional redundancy (CIFE and JMI). 

Practically, the LBP, LPQ, BSIF and HoG histogram 

bins are extracted from all the training images that are also 

used for feature selection. At this point, each bin is 

considered as a feature in the feature selection process. 

This means that each feature is a random variable which 

probability density function can be estimated with a 

histogram construction using many realizations of the 

variable, each image being associated to a realization. 

Building the histogram of features necessitates the 

magnitude variation ranges to be properly discretized. 

This step is required for a low biased estimation of mutual 

information and entropies used in the Brown’s Toolbox. 

Now, we assume that the number of images is 𝑁which is 

the number of samples or realizations used for histogram 

estimation of the features. The number 𝑚 of bins 

representing the histogram for each feature can be 

obtained by Sturges’ formula [39]: 

𝑚 = 𝑙𝑜𝑔2(𝑁) + 1                                       (11) 

6 Results and discussion 

6.1 Impact of the descriptor type on 

classification performance 

In this section, we analyze performance results of the 

proposed descriptors for the fingerprint recognition task. 

Performance is measured in terms of recognition rates and 

computing time for the identification stage. Table 3 shows 

the recognition rates and the computing time with all 

extracted features obtained for each descriptor applied on 

the different datasets. It is clearly shown from Table 3 (a) 

                                                           
2http://www.cs.man.ac.uk/~gbrown/fstoolbox/ 

that the LBP features provide the poorest recognition rates 

compared to the other descriptors in all datasets with an 

about 10% drop in the recognition rate by comparison with 

the other rates. The BSIF descriptor gives the best 

recognition rates except in the DB2 dataset. For all the 

datasets, the HoG and LPQ descriptors give 

approximately the same results. It is also observed that 

DB3 dataset gives the poorest recognition rates. This is 

due to the fact that DB3 is the most difficult dataset among 

the four datasets in FVC2002 in terms of image quality 

[40]. Mainly it can be concluded that the HoG and LPQ 

descriptors are robust with respect to the dataset diversity 

because of general high recognition rates compared to the 

other descriptors. This is confirmed by an average rate 

over the four datasets reaching near 86.8% for both 

descriptors. Conversely, BSIF also reaches an average rate 

of 86% but with extreme values with the highest rates for 

three datasets and the poorest rate for one dataset. From 

Table 3 (b), it is clearly shown that the HoG descriptor 

requires less computing time than the other descriptors for 

the identification stage. This is due to the smaller number 

of histogram bins required for this method. Moreover, the 

computing time is rather independent of the tested dataset. 

So generally, we can conclude that HoG features 

outperform the other used features in terms of calculation 

complexity (only 324 features) and in recognition rate. 

A natural perspective is to deal with higher dimension 

datasets and/or real-time recognition systems. This 

requires keeping the number of the extracted features as 

small as possible, which implies computational and 

memory cost reductions for the training and testing stages. 

For this reason, many feature selection algorithms have 

been investigated to solve the problem of computational 

and memory cost reduction. 

6.2 Impact of the feature selection 

algorithm on classification 

performance 

Fig. 3 shows the results obtained by the four feature 

selection methods (MIFS, mRMR, CIFE and JMI) on the 

four datasets DB1, DB2, DB3 and DB4 and with all the 

descriptors. 

The results obtained with LPQ features are very close 

to those of HoG and BSIF, like observed in the previous 

study [23] with LBP also giving the poorest results. It can 

be noted that all the curves reach approximately a plateau 

as soon as 20% of the total number of features are selected 

by any of the selection algorithm except MIFS. A first 

conclusion is that dimensionality feature reduction can be 

achieved for all the datasets. In many cases, the MIFS 

algorithm shows an abrupt change at the beginning of the 

curve. Among the feature selection algorithms, the mRMR 

is slightly better than the other ones in average over all the 

datasets. 

The curse of dimensionality phenomenon can clearly 

be observed with DB3 and DB4 datasets in Fig.3, where 

higher recognition rates can be reached with a smaller 

number of features than the maximal one. However, the  

Feature extraction 

method 

Number 

of 

regions 

around 

the core 

point 

Number of histogram 

bins 

LBP 

4 regions 

of size 

50x50 

256*4=1024 

LPQ 256*4=1024 

HoG 81*4=324 

BSIF 256*4=1024 

Table 2: Number of histogram bins for each descriptor. 

 

http://www.cs.man.ac.uk/~gbrown/fstoolbox/
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Figure 3: Recognition rates on all the four datasets using HoG, LPQ, LBP and BSIF selected features and using 

MIFS, mRMR, CIFE and JMI feature selection strategies. 

(a) DB1 DB2 DB3 DB4 

HoG 90.75 90.86 73.25 92.13 

LPQ 90.25 91.25 74.13 91.50 

LBP 80.75 84.00 65.75 81.38 

BSIF 92.25 80.75 76.37 94.50 
 

(b) DB1 DB2 DB3 DB4 

HoG 563 569 554 564 

LPQ 10350 10493 10304 10378 

LBP 10161 10219 10253 10256 

BSIF 11381 10905 10609 11257 
 

Table 3: (a) Recognition rate results (%) (b) Computing time results (s) with HoG, LBP, LPQ and BSIF features 

on the four FVC 2002 datasets. 

(a) DB1 DB2 DB3 DB4 

HoG 96.44 96.48 96.39 96.45 

LPQ 98.08 98.15 98.11 98.09 

LBP 98.08 98.09 98.09 98.11 

BSIF 98.01 97.79 97.84 97.94 
 

(b) DB1 DB2 DB3 DB4 

HoG 2.62 2.19 -2.73 4.88 

LPQ 4.55 5.2 4.4 3.55 

LBP 0 2.98 3.04 -1.99 

BSIF 1.76 1.55 0.65 0.66 
 

Table 4: (a) Reduction Rate (%) of computing Time (b) Loss of Recognition Rate (%) caused by dimensionality reduction. 
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phenomenon of peaking can be far more significant in 

some curves without cross-validation. Indeed, the curves 

of Fig.3 are the result of cross-validation which makes an 

average of 8 recognition rate curves. This operation may 

mask outlier curves. As an example, we consider a case 

without cross-validation with HoG features on DB3 by 

taking the 7th image as a test image and the remainder 

images as references. From Fig.4, the CIFE algorithm 

allows 74% of recognition rate to be attained by selecting 

28 HoG features which is far better than the recognition 

rate of 66% obtained with all the features (324). 

Note in addition that such a case corresponds to the 

practical use of a feature selection algorithm because of 

averaging effect of the cross-validation process, which 

prevents delivering a common sequence of selected 

features. 

6.3 Impact of feature selection on 

computing time 

In this section, we evaluate the benefit of the selection 

procedure on the complexity of the system in terms of 

computing time and its effect on the recognition rate of the 

system. For this experiment, we use the JMI features 

selection method. 

Table 4(a) presents the Reduction Rate of the 

computing Time (𝑅𝑅𝑇) given as follow: 

𝑅𝑅𝑇 = (𝑇𝐹 − 𝑇𝑆)/𝑇𝐹                        (12) 

where 𝑇𝐹 is the computing Time corresponding to 

number of Full features and 𝑇𝑆 is the computing Time 

corresponding to the number of Selected features. 

Table 4(b) presents the Loss of Recognition Rate 

(LRR) caused by the dimensionality reduction. This is 

given by: 

𝐿𝑅𝑅 = (𝑅𝑅𝐹 − 𝑅𝑅𝑆)/𝑅𝑅𝐹                  (13) 

where 𝑅𝑅𝐹 is the Recognition Rate corresponding to 

the number of Full features and 𝑅𝑅𝑆 is the Recognition 

Rate corresponding to the number of Selected features. 

In this experiment, we consider the first 20% of the 

selected features w.r.t. to the full number of features. 

  
HoG DB1 HoG DB2 

  
HoG DB3 HoG DB4 

Figure 5: Number of HoG selected features with 𝒂𝒍𝒑𝒉𝒂 = {90%….99%} on all datasets, using MIFS, mRMR, 

CIFE and JMI features selection strategies. 
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Figure 4: The curse of dimensionality phenomenon 

(peaking) for DB3 dataset with HoG selected features. 
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From table 4(a), it can be concluded that considering 

20% of BSIF, LBP or LPQ selected features improves the 

computation time of about 98% compared to the 

computation time needed with the full number of features. 

Table 4(b) indicates that the loss of recognition rate may 

grow up to about 5% while some cases may improve the 

recognition rate (1.99% when selecting 20% of LBP 

features with DB3 or 2.73% when selecting 20% of HoG 

features with DB4 respectively). 

6.4 Performance analysis of the 

dimensionality reduction procedure 

It is interesting to know to what extent the number of 

features could be decreased by considering a small 

degradation of the recognition rate. For this experiment, 

we thus determine the number of selected HoG features 

that allows a recognition rate greater than an 

𝑎𝑙𝑝ℎ𝑎 percent value of the rate obtained with the 

minimum number of features using the formula  

𝑎𝑙𝑝ℎ𝑎 =
𝑅𝑅𝑆

𝑅𝑅𝐹
∗ 100                 (14) 

where 𝑅𝑅𝑆 is the recognition rate corresponding to the 

selected features. 𝑅𝑅𝐹 is the recognition rate obtained 

with all the features. The alpha parameter can take values 

from 0% to 100%. Fig.5 reports the number of HOG 

selected features corresponding to 𝑎𝑙𝑝ℎ𝑎 values located in 

{90%...99%}. From these results, it can be observed that 

the three feature-selection methods mRMR, CIFE and JMI 

give very close results, unlike MIFS that always shows 

poorer performance except in the case of DB3. It can also 

be observed that CIFE seems to show better results in the 

case of real bases (DB1, DB2 and DB3) with respect to the 

synthetic base (DB4). The number of features can be 

strongly reduced for DB3 with very little concession on 

the recognition rate (for example 34 features with CIFE 

are sufficient with 𝑎𝑙𝑝ℎ𝑎=98%), the profit being very 

weak for smaller 𝑎𝑙𝑝ℎ𝑎 values. On the other hand, willing 

to keep the same number of features (34) with the other 

bases, it is necessary to go down to 𝑎𝑙𝑝ℎ𝑎= 94% for DB1, 

95% for DB2 and less than 𝑎𝑙𝑝ℎ𝑎= 90% for DB4 (with 

mRMR). 

Table.5 presents the optimal number of BSIF, HoG, 

LPQ and LBP selected features by the used feature 

selection methods with 𝑎𝑙𝑝ℎ𝑎=98%. Table.6 presents 

their corresponding recognition rates. 

From Tables 5 and 6, the following points can be 

highlighted: 

- For DB1 and DB3, the combination of HoG features 

with the feature selection method CIFE gives the best 

performance results with a reduced number of 66 

features in the case of DB1 and 34 features in the case 

of DB3. 

- For DB2 and DB4, the combination of HoG features 

with the feature selection method mRMR gives the 

best performance results with a reduced number of 66 

features in the case of DB2 and 91 in the case of DB4. 

- For DB4, using LBP features with feature selection 

method mRMR gives a reduced number of features 

equal to 48 but with a poor recognition rate compared 

to HoG and LPQ. The best performance result is 

obtained with 87 BSIF features. 

As a conclusion, the two feature-selection methods 

mRMR and CIFE allow obtaining the reduced number of 

the features in the majority of cases. 

7 Conclusion 
Histogram based techniques are very used for fingerprint 

image representation. Generally, concatenation of the 

histograms leads to the problem of high dimension, which 

degrades performance results of the identification system 

in terms of complexity (computing time and memory cost) 

and recognition rate. In this paper, we have deeply studied 

the problem of dimensionality reduction in a fingerprint 

identification system in order to reduce the complexity 

with possible improvement of the recognition rate 

avoiding the curse of dimensionality phenomenon. We 

have presented a fingerprint recognition system based on 

4 descriptors: local binary pattern (LBP), local phase 

quantization (LPQ), Histogram of gradients (HoG) and 

Binarized Statistical Image Features (BSIF). For the 

dimensionality reduction we used 4 feature selection 

methods based on mutual information: MIFS, mRMR, 

CIFE and JMI.  The experiments were conducted on the 

public FVC 2002 fingerprint dataset.  

The use of several types of features and several 

datasets allows efficiently to validate the feature selection 

 
BSIF HoG LPQ LBP 

MIFS mRMR CIFE JMI MIFS mRMR CIFE JMI MIFS mRMR CIFE JMI MIFS mRMR CIFE JMI 

DB1 425 202 176 201 138 107 66 80 261 472 313 448 918 144 220 137 

DB2 274 113 152 194 162 66 94 75 234 303 255 411 953 207 472 222 

DB3 363 121 152 124 202 38 34 35 845 303 290 348 950 260 150 216 

DB4 589 90 297 87 170 91 152 98 653 184 425 248 932 48 197 52 

Table 5: Number of BSIF, HoG, LPQ and LBP selected features with 𝒂𝒍𝒑𝒉𝒂 =98%. The green values correspond to the minimum number of 

selected features with a 98% degradation acceptance with respect to the rate obtained with all the features. 

 
BSIF HoG LPQ LBP 

MIFS mRMR CIFE JMI MIFS mRMR CIFE JMI MIFS mRMR CIFE JMI MIFS mRMR CIFE JMI 

DB1 90 90.37 90.10 90.37 89 89 89 89 88.5 88.5 88.5 88.62 79.38 79.38 79.25 79.38 

DB2 79 79.12 79 79.12 89.10 89.5 89.25 89.25 89.5 89.5 89.5 89.5 82.83 82.83 82.5 82.38 

DB3 74.74 74.75 74.75 74.75 71.8 72.25 72.10 72.25 72.75 72.75 72.75 72.87 64.5 64.63 64.75 64.5 

DB4 92.5 92.5 92.6 92.5 90.5 90.37 90.37 90.30 89.75 89.75 89.87 89.75 79.75 79.75 80.25 79.75 

Table 6: Recognition rates obtained by BSIF, HoG, LPQ and LBP selected features with 𝒂𝒍𝒑𝒉𝒂 =98%. The green numbers are those giving the 

smallest numbers of selected features. 
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techniques and to choose the best combination (type of 

features/feature selection method) for the task of 

fingerprint identification. From all the results we can 

conclude that the use of feature selection methods can 

reduce the number of features whatever the type of 

features and whatever the dataset, except in the case of 

using MIFS with LBP features that present bad 

performance result. We can conclude also that the feature 

selection techniques can reduce the curse of 

dimensionality phenomenon and probably improve the 

recognition rate of the identification system. The 

combination of HoG features with CIFE or mRMR gives 

the best performance in terms of recognition rate, 

robustness and complexity of the system. In terms of 

complexity, a huge computation time reduction (98%) is 

obtained by considering only 20% of the total number of 

features without much affecting the recognition rate. 

In definitive, employing feature selection algorithms 

will always provide a benefit when compared to no 

selection since higher or equal identification performance 

can be obtained and at the same time the computation 

complexity for the identification stage can be reduced. As 

perspective, we plan to investigate other descriptors and 

biometric modalities. 
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In this paper we discuss NIST test results of a previously introduced cryptosystem based on automata
compositions. We conclude that the requirements of NIST test are all fulfilled by the cryptosystem.

Povzetek: Analiziran je kriptirni sistem DH1 na osnovi končnih avtomatov s testom NIST.

1 Introduction and problem
statement

Dömösi and Horváth in their previous
works (see [Dömösi and Horváth, 2015a] and
[Dömösi and Horváth, 2015b]) introduced new block
ciphers based on Gluškov-type product of automata.
In what follows we will refer to the cipher in
[Dömösi and Horváth, 2015a] as the first Dömösi-
Horváth cryptosystem, or in short, DH1-cipher, whereas to
the cipher in [Dömösi and Horváth, 2015b] as the second
Dömösi-Horváth cryptosystem, or in short, DH2-cipher.
In this paper we investigate some properties of the DH1-
cipher. However, we do not discuss all details of definition
and motivation regarding DH1-chipers in this paper.

Both systems use the following simple idea: consider
a giant-size permutation automaton such that the set of
states and the set of inputs consisting of all given length
of strings over a non-trivial alphabet as all possible plain-
text/ciphertext blocks. Moreover consider a cryptograph-
ically secure pseudo random number generator with large
periodicity having the property that, getting its really ran-
dom kernel, it serves a sequence of pseudo random strings
as inputs for the automaton. For each plaintext block the
system calculates the new state into which the actual pseu-
dorandom string takes the automaton from the state which

is identified as the actual plaintext block. The string –
identified as the new state– will be the ciphertext block
ordered to the considered plaintext block. Of course, the
ciphertext will be the concatenation of the generated ci-
phertext blocks. The giant size of the automaton makes
it infeasible to break the system by brute-force method.

For all notions and notations not defined in this paper
we refer to the monographs [Dömösi and Nehaniv, 2005,
Mezenes and Vanstone, 1996]. The cryptosystem dis-
cussed here is a block cipher. Since the key automaton is
a permutation automaton, for every ciphertext there exists
exactly one plaintext making the encryption and decryption
unambiguous. Moreover, there is a huge number of corre-
sponding encoded messages to each plaintext so that sev-
eral encryptions of the same plaintext yield several distinct
ciphertexts.

Given the cryptosystem DH1-cipher described above a
natural question is the investigation of the statistical prop-
erties of the system from many perspectives. For in-
stance, the avalanche effect of the system –as a natu-
ral property required in the profession– may be tested by
several classical hypothesis tests. Some early results are
given in [Dömösi et al., 2017] where they confirm that the
avalanche effect is fulfilled. However, further tests can and
should also be used, in particular the ones used for testing
whether the output of it can be distinguished from ’true’
random sources. That is why we turned to the well known



200 Informatica 43 (2019) 199–207 P. Dömösi et al.

NIST package of statistical tests in this paper, which can be
considered as a ’standard’ in the profession for such pur-
poses. Our main aim is to give the results of the NIST test
regarding the cryptosystem at issue (Section 5). For this
we describe the system (Section 3) together with some the-
oretical background (Section 2), as well as the necessary
details, of course, of our experimental analysis done for the
tests (Section 4). We show in this paper that the system we
discuss has passed all statistical tests in the NIST package.

2 Theoretical background
The automata are systems that can be used for the transmis-
sion of information of certain type. In wider sense, every
system that accepts signals from its environment and, as a
result, changes its internal state, can be considered as an au-
tomaton. By an automaton we mean a deterministic finite
automaton without outputs. The automaton A = (A,Σ, δ)
consists of the finite set of states A, the finite set of in-
put signals Σ, and the transition function δ, which is often
written in a matrix form. The transition matrix of the au-
tomaton A = (A,Σ, δ) consists of its states such that it
has as many rows as input signals, and there are as many
columns as states of the automaton. For the sake of sim-
plicity we assume that A and Σ are ordered sets. The j-th
element of the i-th row of the transition matrix will be the
state which is assigned by the transition function to the pair
consisting of j-th state and i-th input signal. We say about
this element a of the i-th row and j-th column of the tran-
sition matrix that the i-th input signal takes the automaton
from its j-th state to state a. (In fact, in this case it is also
usual to say that the automaton goes from its j-th state to
state a by the effect of the i-th input signal.) The rows of
the transition matrix can be identified with the input signals
of the automaton, and its columns with its states, while the
transition matrix itself with the transition.

If all the rows of the transition matrix are permutations
of the state set then we have a permutation automaton.

Lemma 1. An automaton A = (A,Σ, δ) is a permutation
automaton if and only if for any a, b ∈ A, x ∈ Σ, δ(a, x) =
δ(b, x) implies a = b.

Proof. Suppose that A is a permutation automaton. Then
all rows in its transition matrix are permutations of the state
set. But then none of the rows of the transition matrix has a
repetition. Therefore, for any states a, b ∈ A and input
x ∈ Σ, δ(a, x) = δ(b, x) implies a = b. Conversely,
assume that for any states a, b ∈ A and input x ∈ Σ,
δ(a, x) = δ(b, x) implies a = b. Then none of the rows
of the transition matrix has a repetition. Therefore all of its
rows are permutations of the state set. This completes the
proof.
The Gluškov-type product of the automata Ai
with respect to the feedback functions ϕi (i ∈
{1, . . . , n}) is defined to be the automaton
A = A1 × · · · × An(Σ, (ϕ1, . . . , ϕn)) with state set

Figure 1: Gluškov-type product.

A = A1×· · ·×An, input set Σ, transition function δ given
by δ((a1, . . . , an), x) = (δ1(a1, ϕ1(a1, . . . , an, x)), . . . ,
δn(an, ϕn(a1, . . . , an, x))) for all (a1, . . . , an) ∈ A and
x ∈ Σ (see also Figure 1). In particular, if A1 = . . . = An
then we say that A is a Gluškov-type power.

We shall use the feedback functions ϕi, i = 1, . . . , n in
an extended sense as mappings ϕ∗i : A1 × · · · × An × Σ∗,
where ϕ∗i (a1, . . . , an, λ) = λ and ϕ∗i (a1, . . . , an, px) =
ϕ∗i (a1, . . . , an, p)ϕi(δ1(a1, ϕ

∗
1(a1, . . . , an, p)), . . . ,

δn(an, ϕ
∗
n(a1, . . . , an, p)), x), ai ∈ Ai, i = 1, . . . , n, p ∈

Σ∗, x ∈ Σ. In the sequel, ϕ∗i , i ∈ {1, . . . , n} will also be
denoted by ϕi.

Next we define the concept of temporal product of au-
tomata. It is a model for multichannel automata networks
where the network may cyclically change its internal struc-
ture during its work on each channel.

Let At = (A,Σt, δt), t = 1, 2 be automata having
a common state set A. Take a finite nonvoid set Σ and
a mapping ϕ of Σ into Σ1 × Σ2. Then the automaton
A = (A,Σ, δ) is a temporal product (t-product) of A1 by
A2 with respect to Σ and ϕ if for any a ∈ A and x ∈ Σ,
δ(a, x) = δ2(δ1(a, x1), x2), where (x1, x2) = ϕ(x) (see
also Figure 2). The concept of temporal product is gener-
alized in the natural way to an arbitrary finite family of
n > 0 automata At (t = 1, . . . , n), all with the same
state set A, for any mapping ϕ : Σ →

∏n
t=1 Σt, by

defining δ(a, x) = δn(· · · δ2(δ1(a, x1), x2), · · · , xn) when
ϕ(x) = (x1, . . . , xn). In particular, a temporal product of
automata with a single factor is just a (one-to-many) rela-
beling of the input letters of some input-subautomaton of
its factor.

Lemma 2. Every temporal product of permutation au-
tomata is a permutation automaton.

Proof. It is clear from the above mentioned remark that
every temporal product of permutation automata with a
single factor is a permutation automaton. Now let At =
(A,Σt, δt), t = 1, 2 be permutation automata with the
same state set A. Consider a temporal product of A1 and
A2 with respect to an arbitrary input set Σ and mapping
ϕ : Σ→ Σ1 ×Σ2. Prove that for any a, b ∈ A, z ∈ Σ with
ϕ(z) = (x, y), δ2(δ1(a, x), y) = δ2(δ1(b, x), y) implies
a = b.
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Figure 2: Temporal product.

Indeed, let δ1(a, x) = c and δ1(b, x) = d. Recall that
A2 is a permutation automaton. Therefore, by Lemma 1,
δ2(c, y) = δ2(d, y) implies c = d. On the other hand, A1

is also a permutation automaton. Thus, by Lemma 1, c = d
with δ1(a, x) = c and δ1(b, x) = d imply a = b. Apply-
ing Lemma 1 again, we receive that the temporal product
of A1 and A2 with respect to Σ and ϕ is a permutation
automaton. Therefore our statement holds for all temporal
products having two factors. Now we consider a temporal
product of permutation automata A1, . . . ,An, n > 2 with
respect to a given set Σ and mapping ϕ.

Define the mappings ϕ1 : Σ → Σ1 ×
Σ2, ϕ2 : Σ → (Σ1 × Σ2) × Σ3, . . . ,
ϕn−1 : Σ → (...(Σ1 × Σ2) × . . . ×
Σn−1) × Σn with ϕ1(x) = (x1, x2),
ϕ2(x) = ((x1, x2), x3), . . . , ϕn−1(x) =
((...((x1, x2), x3)...), xn) whenever
ϕ(x) = (x1, . . . , xn). Let B1 denote the temporal
product of A1 and A2 with respect to Σ and ϕ1, B2 denote
the temporal product of B1 and A3 with respect to Σ and
ϕ2, . . . , Bn−1 denote the temporal product of Bn−2 and
An with respect to Σ and ϕn, respectively.

Then using the fact that our statement holds for all
temporal products with two factors we obtain that all of
B1, . . . ,Bn−1 are permutation automata. On the other
hand, it is clear that Bn−1 is equal to the temporal prod-
uct of permutation automata A1, . . . ,An with respect to Σ
and ϕ. Thus the proof is complete.

Given a function f : X1 × · · · × Xn → Y, we say that
f is really independent of its i-th variable if for every
pair (x1, . . . , xn), (x1, . . . , xi−1, x

′
i, xi+1, . . . , xn)

∈ X1 × · · · × Xn, f(x1, . . . , xn) =
f(x1, . . . , xi−1, x

′
i, xi+1, . . . , xn). Otherwise we say

that f really depends on its i-th variable.
A (finite) directed graph (or, in short, a digraph) D =

(V,E) (of order n > 0) is a pair consisting of sets of ver-
tices V = {v1, . . . , vn} and edges E ⊆ V × V. Elements
of V are sometimes called nodes. An edge (v, v′) ∈ E
is said to have a source v and a target v′. Moreover, we
say that v ∈ V is a source if there exists a v′ ∈ V hav-
ing (v, v′) ∈ E, and v′ ∈ V is a target if there exists a
v ∈ V with (v, v′) ∈ E . The pair (v, v′), (v′′, v′′′) is
called a branch if v = v′′ and v′ 6= v′′′. In addition,the pair
(v, v′), (v′′, v′′′) is called a collapse if v 6= v′′ and v′ = v′′′.
If |V | = n then we also say that D is a digraph of order n.
If V can be decomposed into two disjoint (nonempty) sub-
sets V1, V2 such that V1 is the set of all targets and V2 is the

set of all sources then we say that D is a bipartite digraph.
If the bipartite graph D has neither branches nor collapses
then we say that D is a simple bipartite digraph.

Let Σ be the set of all binary strings with a given
length ` > 0 and let n be a positive integer power of 2,
let A1 = (Σ,Σ × Σ, δA1

) be a permutation automaton
such that for every a, x, x′, y, y′ ∈ Σ, δA1(a, (x, y)) 6=
δA1(a(x′, y)), δA1(a, (x, y)) 6= δA1(a(x, y′)), and let
Ai = (Σ,Σ × Σ, δAi

), i = 2, . . . , n be state-isomorphic
copies ofA1 such thatA1, . . . ,An are not necessarily pair-
wise distinct, and let n be a power of 2. Consider the fol-
lowing simple bipartite digraphs:
D1 = ({1, . . . , n}, {(n/2 + 1, 1), (n/2 +

2, 2), . . . , (n, n/2)}),
D2 = ({1, . . . , n}, {(n/4 + 1, 1), (n/4 +

2, 2), . . . , (n/2, n/4),
(3n/4 + 1, n/2 + 1), (3n/4 + 2, n/2 +

2), . . . , (n, 3n/4)}),
. . .,
Dlog2n−1 = ({1, . . . , n}, {(3, 1), (4, 2), (7, 5), . . . ,
(8, 6), (n− 1, n− 3), (n, n− 2)}),
Dlog2n = ({1, . . . , n}, {(2, 1), (4, 3), . . . , (n, n− 1)}),
Dlog2n+1 = D1,
. . . ,
D2log2n = Dlog2n.
For every digraph D = (V,E) with D ∈

{D1, . . . ,D2log2n} let us define the Gluškov-
type product, called two-phase D-product,
AD = A1 × · · · × An(Σn, (ϕ1, . . . , ϕn)) of
A1, . . . ,An so that for every (a1, . . . , an), (x1, . . . , xn)
∈ Σn, i ∈ {1, . . . , n}, ϕi(a1, . . . , an, (x1, . . . , xn)) =
(aj ⊕xj , xi), if (j, i) ∈ E, and aj ⊕xj is the bitwise addi-
tion modulo 2 of aj and xj , ϕj(a1, . . . , an, (x1, . . . , xn))
= (a′i⊕xi, xj), if (j, i) ∈ E, a′i denotes the state into which
ϕi(a1, . . . , an, (x1, . . . , xn)) takes the automaton Ai from
its state aj , and a′i ⊕ xi is the bitwise addition modulo 2 of
a′i and xi. 1

Let B = (Σn, (Σn)2log2n, δB) be the temporal prod-
uct of AD1 , . . . ,AD2log2n

with respect to (Σn)2log2n and
the identity map ϕ : (Σn)2log2n → (Σn)2log2n. We say
that B is a key-automaton with respect to A1, . . . ,An.2

Obviously, B is unambigously defined by the transition
matrix of A1 and the bijective mappings τ1 : Σ →
Σ, . . . , τn : Σ → Σ which represent the state isomor-
phisms of A1, . . . ,An to A.

An important property of key-automata is explained in
the following result.

Theorem 1. Every key-automaton is a permutation au-
tomaton.

Proof. Let B = (Σn, (Σn)2log2n, δB) be a key-
automaton. By definition, it is a temporal product of au-
tomata AD1

, . . . ,AD2log2n
with respect to (Σn)2log2n and

1We remark, that for every j ∈ V2 there exists exactly one i ∈ V1
with (j, i) ∈ E, and conversely, for every i ∈ V1 there exists exactly one
j ∈ V2 with (j, i) ∈ E. Therefore, all of ϕ1, . . . , ϕn are well-defined.

2Recall that n should be a positive integer power of 2.
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the identity map ϕ : (Σn)2log2n → (Σn)2log2n as defined
above. By Lemma 2, it is enough to prove that each of
AD1 , . . . ,AD2log2n

is a permutation automaton.
Consider an automaton AD = (Σn,Σn, δD) with AD ∈

{AD1
, . . . ,AD2log2n

} and the simple bipartite digraphD =
(V,E) assigned toAD. Let V1 denote the set of targets and
V2 denote the set of sources of D as before.

By Lemma 1 it is enough to prove that
for any states (a1, . . . , an), (a′1, . . . , a

′
n)

∈ Σn and input (x1, . . . , xn) ∈
Σn, δD((a1, . . . , an), (x1, . . . , xn))
= δD((a′1, . . . , a

′
n), (x1, . . . , xn)) implies (a1, . . . , an) =

(a′1, . . . , a
′
n).

Suppose δD((a1, . . . , an), (x1, . . . , xn)) =
δD((a′1, . . . , a

′
n), (x1, . . . , xn)) = (b1, . . . , bn) for

some state (b1, . . . , bn) of AD and let (i, j) ∈ E. Observe
that for every i ∈ V1 there exists exactly one j ∈ V2 with
(j, i) ∈ E, and vice versa, for every j ∈ V2 there exists
exactly one i ∈ V1 with (j, i) ∈ E. This means that the
transitions in the i-th and j-th component automata depend
only on the i-th and j-th state and input components.

Then, by the effect of its input (aj⊕xj , xi) the i-th com-
ponent of AD goes from its state ai into state bi, and sim-
ilarly, by the effect of its input (bi ⊕ xi, xj) the j-th com-
ponent of AD goes from its state aj into state bj .

But then by the effect of its input (a′j ⊕ xj , xi), the i-th
component of AD goes from its state a′i into state bi, and
similarly, by the effect of its input (bi ⊕ xi, xj), the j-th
component of AD goes from its state a′j into state bj .

Recall that Aj is a permutation automaton. Therefore,
applying Lemma 1, aj = a′j . Therefore, using our previous
assumptions we can derive that by the effect of its input
(aj ⊕ xj , xi) the i-th component of AD goes from its state
a′i into state bi. On the other hand, we assumed that by the
effect of its input (aj ⊕ xj , xi), the i-th component of AD
goes from its state ai into state bi.Applying Lemma 1 again
we obtain that ai = a′i.

Applying the above treatment to ev-
ery (i, j) ∈ E, we receive (a1, . . . , an)
= (a′1, . . . , a

′
n). This completes the proof.

The basic idea of DH1 cryptosystem is to use a fi-
nite automaton and a pseudo random generator. The set
of states of the automaton consists of all possible plain-
text/cyphertext blocks and the input set of the automaton
contains all possible pseudo random blocks. The size of the
pseudo random blocks are the same as the size of the plain-
text/cyphertext blocks. For each plaintext block the pseudo
random generator generates the next pseudo random block
and the automaton transforms the plaintext block into a
cyphertext block by the effect of the pseudo random block.
The key is the transformation matrix of the automaton.

It is easy to see that the key must be a permutation au-
tomaton, since this property grants an unambiguous de-
cryption. This condition is satisfied by Theorem 1.

On the other hand we can have more than one cor-
responding ciphertext for each plaintext even if we use
the same key-automaton. The reason for this is that we

can change the pseudo random numbers generated by the
pseudo random generator. We can save a secret number n
–as a part of the key– and before encryption we can choose
a (public) random number m. This number m will be the
first block of the ciphertext, and before encryption and de-
cryption, the seed of the pseudo random number generator
can be calculated with an XOR operation from n and m
(n ⊕m). This way each encryption process uses different
pseudo random numbers and results different ciphertext for
the same plaintext.

The problem with this idea is the following. Modern
block ciphers operate on fixed-length groups of bits called
blocks. The size of the blocks is at least 128 bits (16 bytes),
so the size of the transition matrix of the automaton is huge,
namely 2128 × 2128 × 16 bytes, which is impossible to be
stored in the memory or on a hard disk. The solution is
to use an automata network. Gluškov-type product of au-
tomata consists of smaller component automata and it is
able to simulate the operation of a huge automaton. In this
case we should store only the transition matrix of the iso-
morphic component-automata, the structure of the compo-
sition and the secret number n to calculate the seed of the
pseudo random number generator.

3 Encryption and decryption
A symmetric cryptosystem consists of the following:

– a set of plaintexts P ,

– a set of ciphertexts C,

– a key space K,

– an encryption function e : P ×K → C, and

– a decryption function d : C × K → P .

Furthermore, the following property must hold for each
x ∈ P and k ∈ K: d((e(x, k), k) = x. Moreover, the cryp-
tosystem is called approved block cipher if and only if the
elements of the set of plaintexts and the set of ciphertexts
are at least 128 bit long (|P| ≥ 2128 and |C| ≥ 2128).

Our cryptosystem is a block cipher one. Both of the en-
cryption and decryption apparatus have a pseudo random
generator and a key-automaton.

The encryption procedure is the following. Before the
encryption procedure, the pseudo random generator gets its
initialization vector as a true random string r1 . . . rn ∈ Σn,
where the pseudo random alphabet Σ is also the plaintext
and the ciphertext alphabet simultaneously. This initializa-
tion vector will also be the first block of the ciphertext.

Then the apparatus reads the plaintext block-by-block
and, after reading the next plaintext block a1 · · · an ∈ Σn

(the first block first), it generates the second, third, and the
further blocks of the ciphertext in the following way.

The apparatus takes the key-automaton B =
(Σn, (Σn)2log2n, δB) into the state a1 · · · an ∈ Σn
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which coincides with the actual one, i.e. the last received
plaintext block.

Next the pseudo random number generator gener-
ates a 2log2n long number of pseudo random se-
quences w1, . . . , w2log2n ∈ Σn such that each of them
takes the next temporal component (the first one first)
AD = (Σn,Σn, δD) (AD ∈ {AD1

, . . . ,AD2log2n
})

of the key automaton into the state ak,1 · · · ak,n
= δD(ak−1,1 · · · ak−1,n, wk), k = 1, . . . , 2log2n, where
a0,1 · · · a0,n denotes the actual plaintext block.

The last state a2log2n,1 · · · a2log2n,n will be the generated
ciphertext block of the plaintext block a1 · · · an.

The i-th transition ai,1 · · · ai,n =
δD(ai−1,1 · · · ai−1,n, wi) will be performed in the
following way.

Recall that D is a Gluškov product AD = A1 ×
· · ·×An(Σn, (ϕ1, . . . , ϕn)) of appropriate permutation au-
tomata Am = (Σ,Σ2, δm),m = 1, . . . , n that are state
isomorphic to each other so that for an appropriate bipar-
tite digraph D = (V,E) with the set V1 of targets and V2
of sources we have as follows:
δi(ak−1,i, ϕi(ak−1,1, · · · , ak−1,n, (x1, . . . , xn)) =

ak,i, where ak,i = δi(ak−1,i, (ak−1,j ⊕ xj , xi)), if
(j, i) ∈ E, and ak,i = δi(ak−1,i, (ak,j ⊕ xj , xi)), if
(i, j) ∈ E, and ak,j = δi(ak−1,i, (ak−1,j ⊕ xj , xi)),

(1)

where wm = x1 · · ·xn ∈ Σn is the actual pseudo ran-
dom string. Obviously, using the transition matrix of Ai,
from ak−1,i, ak−1,j , xi, xj we can determine ak,i for ev-
ery i ∈ V1, (j, i) ∈ E. Moreover, after calculating
the values ai(i ∈ V1), using the transition table of Ai,
from ak−1,j , ak,i, xi, xj we can determine ak,j for every
i ∈ V2, (i, j) ∈ E.

Then, concatenating the calculated blocks, we will get
the ciphertext.

The decryption procedure is the following. Similarly as
before, before the decryption procedure the pseudo random
generator gets the first ciphertext block as its initialization
vector r1 . . . rn ∈ Σn.

Then the apparatus reads the ciphertext block-by-block
and, after reading the next ciphertext block c1 · · · cn ∈ Σn

(the first block first), it generates the second, third and the
further blocks of the plaintext in the following way.

The apparatus determines the state
a1 · · · an ∈ Σn of key-automaton
B = (Σn, (Σn)2log2n, δB) into which the automaton
B is taken from the state a1 · · · an ∈ Σn by the effect of
2log2n consecutive strings in Σn generated by the pseudo
random generator.

Thus the pseudo random generator should generate
a 2log2n -long number of pseudo random sequences
w1, . . . , w2log2n ∈ Σn and going back from the last mem-
ber w2log2n to the first one w1 the following procedure is
performed.

Each of them takes the next temporal com-
ponent (in opposite direction, i.e., the last one

first and the first one last) AD = (Σn,Σn, δD)
(AD ∈ {AD1

, . . . ,AD2log2n
}) of the key automa-

ton into the state ak−1,1 · · · ak−1,n back from the
state ak,1 · · · ak,n = δD(ak−1,1 · · · ak−1,n, wk), k =
1, . . . , 2log2n, where a2log2n,1 · · · a2log2n,n denotes the
actual ciphertext block c1 · · · cn.

The last state a0,1 · · · a0,n will be the generated plaintext
block of the ciphertext block c1 · · · cn.

The state ai−1,1 · · · ai−1,n obtained
from the i-th state transition ai,1 · · · ai,n
= δD(ai−1,1 · · · ai−1,n, wi) will be performed in the
following way.

Recall again that D is a Gluškov product
AD = A1 × · · · × An(Σn, (ϕ1, . . . , ϕn)) of appro-
priate permutation automata Am = (Σ2,Σ, δm),m =
1, . . . , n that are state isomorphic to each other
so that for an appropriate bipartite digraph
D = (V,E) with the set V1 of targets and V2 of
sources, we conclude as in (1).

Recall also that all of A1, . . . ,An are permutation
automata. Therefore, for every ak,i, ak,j , xi, xj , j ∈
V2, (j, i) ∈ E, there exists only one ak−1,j with ak,j =
δi(ak−1,j , (ak,i ⊕ xi, xj)). Thus, using the transition
table we can unambiguously determine ak−1,j for ev-
ery j ∈ V2. Moreover, for every ak,i, ak−1,j , xi, xj ,
i ∈ V1, (j, i) ∈ E, there exists exactly one ak−1,i with ak,i
= δi(ak−1,i, (ak−1,j ⊕ xj , xi)). Therefore, using the tran-
sition table again we can unambiguously determine ak−1,i
as well for every i ∈ V1.

Then by concatenating the determined plaintext blocks
we will get the plaintext back.

To sum up, the discussed cryptosys-
tem is a block cipher. Because of
Theorem 1, for every ciphertext there exists exactly
one plaintext making the encryption and decryption
unambiguous. Moreover, there is a huge number of
corresponding encoded messages to each plaintext so that
several encryptions of the same plaintext yield several
distinct ciphertexts.

4 Experimental results
The practical test was done using 16 byte (128 bit) long in-
put blocks, output blocks and pseudo random blocks. First
we present the size of the keyspace, then we continue our
investigation with the test results of the the speed of the
algorithm, and finally the effectiveness of the avalanche ef-
fect.

Using the above mentioned parameters with 256 possi-
ble states (1 byte long states) we need 16 automata having
a transition matrix of 216 = 65536 lines and 28 = 256
columns. Each cell of the automaton contains 1 byte long
data (One state). The size of the matrix is 16 megabytes
and the number of possible matrices is 256!65536, where the
exclamation mark means the factorial operation. This pro-
tection is much more than good enough against brute-force
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attacks. When we use isomorphic automata this huge num-
ber should be further increased to have 256!65536∗256!15 =
256!65551 possible keys. Using the above mentioned pa-
rameters with half byte (4bits) long states, we need 32 au-
tomata having a transition matrix of 28 = 256 lines and
24 = 16 columns and each cell of the automaton contains
half byte long data. In this case the size of the matrix is
only 2 kilobytes and the number of possible matrices is
16!256. Using permutation automata this can be increased
to 16!287 possible keys, which is still more than enough
against brute-force attacks. However, we recommend the 8
bit version, because the number of calculations during the
encoding and decoding process is less and the effectiveness
of the avalanche effect is better.

The practical test of the encoding and decoding algo-
rithm was done on an average desktop PC, (3,1 GHz Intel
Core I3-2100 processor, 4 Gigabyte RAM). The program
we used was a well written C# implementation. The results
of the speed tests of the 8 bit version can be seen in Table
1.

The results of the speed tests show that using an average
PC the encoding time is more than 4 megabytes per second,
and decoding time is about the same.

The avalanche effect is a very important property of
block ciphers. The block cipher is said to have avalanche
effect when a small change in the plaintext block results in
a significant change in the corresponding ciphertext block,
further, a small change in the ciphertext block results in a
significant change in the corresponding plaintext block. We
tested the avalanche effect in the following way. We chose
1000000 random plaintext blocks, encoded them and then
we changed 1 bit in each plaintext block, encoded again,
then we calculated the number of different bytes in the ci-
phertext blocks pair-wise. We also tested the opposite case,
namely, we chose 1000000 random ciphertext blocks, de-
coded them and then we changed 1 bit in each ciphertext
block, decoded again and calculated the number of differ-
ent bytes in each plaintext block pair-wise. During the first
test we used just the first two rounds of encoding and de-
coding. The results can be seen in Table 2. When we
change only one bit in the plaintext block the difference
between the corresponding ciphertext blocks will be really
huge in the majority of cases. The same effect can be seen
in the opposite case: changing one bit in the ciphertext
block results in a huge difference in the plaintext block as
well. Although it was a good result, we also made a fur-
ther test with the full 4-round algorithm. The results can be
seen in Table 3.

Furthermore, we calculated the optimal avalanche effect.
For this, we chose 2×1000000 completely random blocks
and then calculated the difference between them pair-wise.
The results are in Table 4

We can assume that using the 8-bit version of the algo-
rithm with 128 bit long blocks and 4 rounds the algorithm
has the maximal avalanche effect and an appropriate speed
(4 megabyte/s). Of course the speed of the algorithm de-
pends on the hardware, the programming language and the

actual program code as well.

5 The NIST test

The National Institute of Standards and Technology (NIST)
published a statistical package consisting of 15 statistical
tests that were developed to test the randomness of arbi-
trarily long binary sequences produced by either hardware
or software based cryptographic random or pseudo random
number generators. In case of each statistical test a set of
P-values was produced. Given a significance level α, if the
P-value is less than or equal to α then test suggests that
the observed data is inconsistent with our null hypothesis,
i.e. the ’hypothesis of randomness’, so we reject it. We
used α = 0.01 as it is common in such problems in cryp-
tography. An α of 0.01 indicates that one would expect
1 sequence in 100 sequences to be rejected under the null
hypothesis. Hence a P-value exceeding 0.01 would mean
that the sequence would be considered to be random, and
P-value less than or equal to 0.01 would lead to the conclu-
sion that the sequence is non-random.

One of the criteria used to evaluate the AES candidate
algorithms was their demonstrated suitability as random
number generators. That is, the evaluation of their out-
put utilizing statistical tests should not provide any means
by which to distinguish them computationally from a truly
random source. Randomness testing was performed using
the same parameters as for the AES candidates in order
to achieve the most reliable and comparable results. First
the input parameters –such as the sequence length, sample
size, and significance level– were fixed. Namely, these pa-
rameters were set at 220 bits, 300 binary sequences, and
α = 0.01, respectively. Furthermore, Table 5 shows the
length parameters we used.

In order to analyze the output of the algorithm
we encrypted the Rockyou database, which contains
more than 32 millions of cleartext passwords (see e.g:
[Tihanyi et al., 2015]). Applying the NIST test for the en-
crypted file it has turned out that the output of the algo-
rithm can not be distinguished in polynomial time from
true random sources by statistical tests. The exact p-values
of the evaluation of the ciphertext are shown in Table (6).
We also tested the uniformity of the distribution of the p-
values obtained by the statistical tests included in NIST,
which is a usual requirement in the literature (see e.g.
[Rukhin et al., 2010]). The uniformity of p-values provide
no additional information about the type of the cryptosys-
tem. We have also shown that the proportions of binary
sequences which passed the 0.01 level lie in the required
confidence interval (see e.g. [Rukhin et al., 2010]).

6 Conclusions

The output of our crypto algorithm has passed all statisti-
cal tests of the NIST suite we performed and we were not
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Table 1: Encoding and decoding spped test.

Type of the plaintext Size Encoding time Decoding time Encoded bytes per second
Image:JPG 205216 00:00.0470960 00:00.0456500 4357397.6558519

Document:PDF 204768 00:00.0459240 00:00.0454752 4458845.0483407
Text:TXT 204848 00:00.0467470 00:00.0461294 4382056.6025627

Compressed:RAR 204848 00:00.0471470 00:00.0454830 4344878.7833796
Compressed:RAR 104883392 00:25.9539778 00:27.2784568 4041129.7569962
Compressed:RAR 524613552 02:10.6843636 02:08.6140492 4014355.9454882
Compressed:RAR 1102971104 04:28.121944 04:08.2624464 4442762.5683785

Table 2: Character differences after 2 rounds of encoding.

different characters in one block encoding decoding
0 0 0
1 0 0
2 1 1
3 0 0
4 36 40
5 3 1
6 72 89
7 125 136
8 5574 5594
9 11 4

10 179 225
11 410 396
12 11050 11064
13 880 921
14 22670 22397
15 43064 42710
16 915924 916422

Table 3: Character differences after 4 rounds of encoding.

different characters in one block encoding decoding
0-12 0 0
13 37 28
14 1717 1746
15 59403 59145
16 938842 939081

Table 4: Optimal avalanche effect.

different characters in one block
0-12 0
13 32
14 1693
15 58681
16 939594
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Table 5: Parameters used for NIST Test Suite.
Test Name Block length

Block Frequency 128

Non-overlapping Template 9

Overlapping Template 9

Approximate Entropy 10

Serial 16

Linear Complexity 500

able to distinguish it from true random sources by sta-
tistical methods. Statistical analyses of a cryptosystem is a
must-have requirement, and these test results are good in-
dicators that further analyses can and should be done in or-
der to check further properties. Cryptanalysis methods like
chosen-plaintext, known-plaintext and related-key attack
techniques will be used to prove or disprove the strength
of the cryptosystem. These problems are the subject of our
future research.

Many information systems such as computers and com-
puter networks may be simulated by means of a queue-
ing system. In general, queueing systems model is de-
veloped assuming the arrival rate and service intensity to
be in the equilibrium state. The well-known methods of
the queueing system investigation are based on the station-
ary behaviour of the input flow and service duration. Tak-
ing into account these characteristics as well as technical-
economical criteria, the optimal system performance pa-
rameters are determined.

In real conditions the input flow arrival rate is affected by
the step-by-step influence and the system state can essen-
tially differ from the desired one. Here we come across the
problem of compensating these differences with the pur-
pose of equalizing the real value of output of customers’
flow to the desirable one.

The main idea of this work lies in the identification of
the queueing system as the control object with further con-
struction of discrete control closed scheme.
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Table 6: Results for the uniformity of p-values and the proportion of passing sequences.

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 P-value PRO- STATISTICAL TEST

PORTION

28 35 23 33 43 34 32 23 26 23 0.162606 296/300 Frequency

25 29 35 38 27 23 26 27 31 39 0.407091 298/300 BlockFrequency

28 37 26 37 32 28 25 36 25 26 0.574903 297/300 CumulativeSums

26 30 31 30 33 27 24 38 28 33 0.840081 295/300 CumulativeSums

33 20 33 26 32 28 44 25 30 29 0.205897 297/300 Runs

23 33 40 24 31 22 31 29 38 29 0.284959 297/300 LongestRun

24 28 40 32 24 30 30 27 37 28 0.527442 297/300 Rank

34 35 23 33 30 35 27 34 23 26 0.623240 298/300 FFT

35 31 30 29 30 29 32 28 23 33 0.958773 295/300 NonOverlapping−

Template

. . . . . . . . . . . . .

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

25 27 25 29 40 39 29 33 26 27 0.419021 299/300 OverlappingTemplate

32 29 21 20 29 37 34 28 30 40 0.220931 298/300 Universal

35 33 28 34 26 26 27 30 33 28 0.935716 299/300 ApproximateEntropy

21 17 24 23 15 15 18 12 15 17 0.516465 171/177 RandomExcursions

. . . . . . . . . . . . .

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

23 16 15 16 14 26 12 18 18 19 0.384836 172/177 RandomExcursions−

V ariant

. . . . . . . . . . . . .

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

23 27 38 25 27 43 41 24 24 28 0.042808 298/300 Serial

28 28 25 24 45 32 32 33 28 25 0.253551 296/300 Serial

32 25 33 34 40 20 31 35 15 35 0.039244 295/300 LinearComplexity
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People lives in a society adhering to different types of norms, and some of these norms are unpopular.
This paper proposes an agent-based model for unpopular norm aversion. The proposed model is simulated
asking important “what-if” questions to elaborate on the conditions and reasons behind the emergence,
spreading and aversion of unpopular norms. Such conditions can thus be analyzed and mapped onto the
behavioral progression of real people and patterns of their interactions to achieve improved societal traits
particularly using the new social landscape dominated by digital content and social networking. Hence, it
can be argued that careful amalgamation of social media content can not only educate the people but also
help them in an aversion of undesirable behaviors such as retention and spreading of unpopular norms.
Simulation results revealed that to achieve a dominant norm aversion, an agent population must incorpo-
rate a rational model, besides, active participation of agents in averting unpopular norms.

Povzetek: Razvit je agentni sistem obnašanja množic, ki omogoča analizo odpora proti nezaželenim nor-
mam.

1 Introduction
Social norms are concepts and practices prevalent in a soci-
ety [7]. Formally, “Norms are practical prescriptions, per-
missions, or prohibitions, accepted by members of particu-
lar groups, organizations, or societies, and capable of guid-
ing the actions of those individuals” [21].

Norms are accepted which means that their existence is
evident from empirical inquiry. However, there is a con-
tradiction in the viewpoint of the notion of existence. One
view of norms existence (acceptance) is internalized that
incorporates it into individuals’ identity [21, 1]. The other
view uses the intentions of individuals’ as the criterion for
norm acceptance instead of the identity of individuals [21].
Therefore, conforming/accepting a norm corresponds to
the first view while following a norm relates to the sec-
ond view [3]. This distinction allows thinking of a norm
even without accepting it [21]. Norms describe a collective
behavior of groups, organizations, or societies but they are
the collective outcome of individuals’ cognition.

Norms have the power to transform into actions. This
can lead to norm transformation as well. Brennan et al
[3] have distinguished between conforming and comply-
ing (following) with norms. Similarly, they differentiated
between avoiding and acting opposite to norms. These ac-
tions are norm guided and in the absence of a norm, an
action would not be performed or it would be performed
but not in a similar fashion [21].

Norms play an important role in the development of so-

cial order [30]. They can change, create and affect behav-
iors. On the other hand, behaviors are capable of chang-
ing, creating and affecting norms [15]. Individual behavior
affects the behavior of other individuals in its range of in-
fluence [8]. The process is often defined as norm being
“externalized”. These externalities are able to reproduce a
regulatory impact on individuals’ behavior [12]. According
to Christine Horne, a higher degree of norm enforcement
have large sanctioning benefits [9]. She designed a norm
enforcement theory with the following features. In the case
of group welfare, sanctioning benefits have a positive effect
on norm and metanorm enforcement. However, the sanc-
tioning cost has a negative effect on norm enforcement. In
the case of social relations, interdependence has a positive
effect on norm enforcement. Similarly, sanctioning cost
and interdependence have a positive effect on metanorm
enforcement. Meta-norms are a particular type of norms
that regulate enforcement. Interdependence means the ex-
tent to which individuals value their relations. The experi-
mental analysis of the theory of enforcement has revealed
that theories that do not consider social relational contact
may produce faulty predictions.

Generally, an individual in a society is expected to be-
have according to societal norms. However, the equation is
not that simple. Following a societal norm does not mean
that an individual is accepting it. There may be a num-
ber of conditions and incentives that force an individual
to follow a social norm [21]. This clearly distinguishes
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the distinction between following and conforming to the
norm. If a norm is not confirmed or accepted from the
inside of an individual, just following it as a visible trait
is of weaker intensity. Hence, in the case of an individ-
ual, a norm can be followed as a result of social pressure,
but not accepted, if the individual’s personal belief does
not correspond to it. Contrarily, an individual may ac-
cept/conform to a norm, if personal belief corresponds to
following it. Christine Horne [10] has emphasized on re-
lationships, which are more important than individual per-
ception about norms. She argues that these relationships
can even persuade an individual to enforce a norm, even if
there is no apparent benefit of doing it. This situation be-
comes interesting when a particular norm is unpopular in
nature.

Unpopular social norms are those norms with which the
majority of people do not agree or believe in it internally. In
fact, people personally do not agree with unpopular norms
but still stick to them. Individuals’ may even unintention-
ally enforce others to follow them. Such cases in sociology
are dealt through a dilemma called, Emperor’s Dilemma,
as illustrated by Nkomo in [24]. Emperor’s dilemma re-
lates to a tale in which everyone shows fake admiration for
a new gown worn by an emperor even though the emperor
was naked. The cunning gown designers announced that
the (non-existent) gown would not be visible to those who
are not loyal to the emperor or who are really dumb. The
fear of being punished and of being identified as having in-
ferior societal traits, no one spoke the truth. The truth that
the emperor was in fact naked.

It is evident that the Emperor’s Dilemma is demonstrated
in many places around the world in one way or the other.
Whether it is foot-binding in neo-Confucian China or inter-
cousin marriages and dowry in Asia (indicated by Blake
in [2] and Hughes in [11], respectively), the nature of the
thought process is the same. People do not reveal what they
really believe from the fear of being identified as ignorant
or anti-social.

It is not that harmful if unpopular norms are followed
at an individual level. However, when a large population
adopts unpopular norms, following it becomes a kind of
default behavior that might influence the neutral part of the
population. As a consequence, it has been observed that
people even start enforcing unpopular norm which they dis-
approve in private. This behavior is generally termed as
false enforcement. Willer et al. in [29] focused on finding
out the reasons for false enforcement. According to them,
people falsely enforce unpopular norms to create an illu-
sion of sincerity rather than conviction. They performed
experiments using two scenarios, namely, wine tasting and
text evaluation. Experimental results revealed that people
who enforced a norm even against their actual belief, in
fact, criticized different alternate variations of an unpop-
ular norm. In short, their outcomes indicate that how so-
cial pressure can lead to false enforcement of an unpopular
norm.

Un-popular Norms (UNs) could have an adverse impact

on society and it is, therefore, sometimes necessary to op-
pose and possibly avert them. To achieve this goal, it is im-
portant to know the conditions which enable the persistence
of unpopular norms and models that support possible aver-
sion of these norms. This study attempts to elaborate on
the conditions and reasons behind the emergence, spread-
ing and aversion of unpopular norms in a society, using a
theory-driven agent-based simulation.

The rest of the paper is structured as follows. Section 1
introduced the research work presented in this work. Re-
lated work is provided in section 2. The current models
and then the proposed model is presented in section 3. De-
tailed analysis and comparison are provided in 4. Section
5 ends this paper with conclusions and future direction of
this work.

2 Related work

The propagation and transformation of norms co-evolve
with each other. Norms propagate through diffused influ-
ence. Since the subjects being influenced may have their
own perspective, they may decide to adhere or reject it.
As a result, the reciprocating influence of the subjects may
transform the norm itself. According to Macy and Flache,
exploration of scenarios of such a nature has been a sub-
ject of complex adaptive systems and they are investigated
by developing agent-based models [18]. Understanding the
emergence of norms in a society of agents is a challenge
and an area of ongoing research [27].

Studying norms in society have been one of the research
focus of agent-based modeling community. Theoretical
studies on norms such as those conducted by Conte and
Castelfranchi [6] and Meneguzzi et al. [20] explored that
agent are supposed to comply with social norms. The
sense of punishment from the society is evident as the pre-
dominant factor behind compliance of norms [4]. Stud-
ies conducted by Sanchez-Anguix et al. [25] and Sato and
Hashimoto [26] focused on the emergence of norms and
they described strategies showing how norms prevail in a
society. This is basically governed by societal influence.
Agents set their goals and frequently change their behav-
ior based on societal influence until a global equilibrium in
achieved [27]. Though lots of work has been done on the
emergence and prevalence of norms, very limited is car-
ried out for the aversion of unpopular norms. To the best,
our knowledge, our previous work [31, 22, 23] is the only
agent-based study on this exciting research area. Willer et
al. have pointed out many “empirical cases in which in-
dividuals are persuaded to publicly support behaviors or
beliefs that they privately question” [29]. The term, Prefer-
ence falsification, coined by Kuran [17] is defined as “the
act of misrepresenting one’s genius wants under perceived
social pressures”. According to him, an equilibrium is the
sum of three utilities namely, intrinsic, expressive, and rep-
utation. The intrinsic utility is about an individual’s per-
sonal satisfaction being part of the society. The expressive
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utility is about an individual gain in the response of present-
ing himself/herself to be what is expected. The utility that
is acquired through the reaction of others is termed as rep-
utation utility. The concept of an unpopular norm is very
close to the concept of preference falsification, in which
individuals publicly lie about their privately held prefer-
ences [16]. According to Makowsky and Rubin [19], such
societies are “prone to cascades of preference revelation if
preferences are interconnected - where individuals derive
utility from conforming to the actions of others”. Further,
“ICTs and preference falsification complement each other
in the production of revolutionary activity. The former fa-
cilitates the transmission of shock while the latter increases
the magnitude of change that arises after a shock.” The util-
ity acts in two different ways in the propagation of unpop-
ular norms. At one end, it can force an individual to fol-
low an unpopular norm, or even falsely enforce it. On the
other end, it can propagate an opposite sentiment as a re-
sult of private preference revelation. There is a number of
evidence that a minority of activists (capable of revealing
their private preferences on will) can make a big difference
but in a conducive environment [13]. So, the relevant ques-
tion in this context becomes “Can a minority of activists
change an unpopular norm adopted by the majority?”.

3 The proposed extended model
To avert UNs, it is important to understand conditions that
might help to stop the propagation of these norms. Partic-
ularly, it is imperative to find the conditions necessary to
establish an alternative norm - a reciprocal norm of pre-
vailing UN, and the conditions that enforce people other
than activists to follow the alternate norm. This section first
introduces the social interaction model for following UNs

proposed by Centola et al. [5]. It, then, provides briefly our
previous extension to this model followed by the proposed
extension in this paper.

3.1 Centola’s model of norm aversion
Centola’s model [5] is capable of elaborating the conditions
and reasons behind the emergence, spreading, and aver-
sion of UNs in society but using theory-driven approach.
Consider an Un-popular Norm (UN) prevailing in a soci-
ety. Assume that a minority of the population truly be-
lieve in it due to some vested interest. Agents represent-
ing this population are termed as True Believerss (TBs).
Contrarily, a majority of the population do not believe in
the UN. Agents representing this population are termed as
Dis-Believerss (DBs). Figure 1(a) illustrates a sample dis-
tribution scenario.

Centola’s model is based on four variables explained be-
low:

1) Belief: an agent’s belief in UN which is 1 in case of
TBs and −1 in case of DBs.

2) Compliance: means that an agent is complying with
a UN or not? Initially, all TBs are complying
(compliance = 1) and DBs are not complying
(compliance = −1).

3) Enforcement: is an agent influence on the neighbor-
hood. Starting with a default value of 0, it can either
be −1 or 1.

4) Strength: is an agent’s resistance against compliance
of a UN.

An agent i’s belief is a static value. The value of compli-
ance may change using Equation 1.

compliancei =

{
−beliefi if (−beliefiNi

×NEi) > strengthi
beliefi otherwise

(1)

enforcementi =

 −beliefi, if (−beliefiNi
×NEi) > (strengthi + k)

∧
(beliefi 6= compliancei)

beliefi, if (strengthi × enforcement_needi > k)
∧

(beliefi = compliancei)
0, otherwise

(2)

Where, NEi = count of (Moore’s) neighbors enforcing
opposite belief and Ni = count of (Moore’s) neighbors.
This means that an agent’s decision to comply with UN or
not is dependent on the enforcement of opposite belief by
the neighborhood. If NEi is greater than the strength of
a DB, the agent would comply against its belief. Since,
TBs compliance (which equals their belief about a UN)
and strength are already equal to 1, Equation 1 would not
change the compliance value of TBs.

When compliance is decided, an enforcement decision is

made next. Enforcement value may change using Equation
2.

Equation 3 is used to compute enforcement_needi
- that is the need of enforcement reflecting influence of
neighborhood compliance.

enforcement_needi =
(1− beliefi

Ni
)×NCi

2
(3)

Where, NCi = number of (Moore’s) neighbors whose
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Figure 1: (a) Simulation set-up for 100 agents including 10% TBs. Initial values: TBs (belief = 1, strength = 1.0,
compliance = 1, enforcement = 0), DBs (belief = −1, strength = [0.01-0.29], compliance = −1, enforcement = 0). (b)
Changes in arrow directions in response of the application of Centola’s model.

compliance is different than the agent’s belief.
When an agent’s belief is equal to compliance (true is the

case of TBs and starting values of DBs), then the enforce-
ment will be equal to belief but only when strength × en-
forcement_need of an agent is greater than a threshold vari-
able k. Otherwise, it would remain 0. Since, the strength
of DBs is kept very low, thus the condition would not result
in enforcing −1 value by DBs. This condition will always
enforce a value of 1 by TBs. On the other hand, when an
agent’s belief is not equal to compliance (true is the case
of DBs with belief −1 and compliance 1 when Equation 1
is applied), the enforcement will be equal to the negation
of belief but only when the enforcement of opposite belief
in the neighborhood is greater than strength plus k value of
the agent. This means that such a DB itself start enforcing
a UN.

For example, the TB with ID 6 (see Figure 1 (b) - middle)
uses Equation 3 to calculate the enforcement_need value
equal to 1.6 for beliefi = 1, Ni = 5 and NCi = 4.
Thus, the value of compliance for the agent (from Equa-
tion 1) remains equal to its belief, because, neighborhood
enforcement (−(1)/5× 0 , where 0 = NEi) is not greater
than its strength 1. However, the second condition of Equa-
tion 2 changes enforcement from 0 equal to 1, because, the
strength value of 1 multiplied with enforcement_need value
of 1.6 gives a much greater than the enforcement threshold
k which is considered 0.2 in this case. The same explana-
tion applies to TB named 2.

DB (BD check it please), numbered 55 (see Figure 1(b))
applies Equation 3 to get the enforcement_need value equal
to 1.33 for beliefi = −1, Ni = 3 and NCi = 2. In this
case, the value of compliance for the agent (from Equation
1) changes to the opposite of its belief, because, neighbor-
hood enforcement (−(−1)/3 × 2 , where 2 = NEi) is
greater than its strength value of 0.14. The first condition of

expression 2 changes the enforcement value from 0 equal
to 1 as neighborhood enforcement (−(−1)/3 × 2 , where
2 = NEi) is much greater than the enforcement threshold
k (0.2 in this case) plus strength (0.14).

There are some DBs that do not comply at this point.
For example, DB 34 by using Equation 3 calculates the en-
forcement_need value equal to 1.2 for beliefi = −1, Ni =
5 and NCi = 2. The value of compliance for the agent
(from Equation 1) remains unchanged, because, the neigh-
borhood enforcement (−(−1)/5 × 1 , where 1 = NEi)
is not greater than its strength value of 0.216. The second
condition of Equation 2 would make enforcement from 0
equal to −1, because strength (0.216) multiplied with en-
forcement_need (1.2) is slightly greater than the enforce-
ment threshold k considered 0.2 in this case. The same
applies to DB 10 and 42. Contrarily, the enforcement of
DB 83 remains 0. These DBs, however, start complying
at next iteration (see Figure 1 (b) - right) due to combined
enforcement of their neighbors.

3.2 Our previous extension

Since, acpdb compliance in basic centolla’s model is un-
desirable, in our previous work [31], we extended it and
introduced a special kind of DBs (called Activists (ACTs))
with more desire to avert (act against) a UN. These ACTs
are triggered by the presence of TBs in the surrounding,
particularly who are enforcing. Their strength is progres-
sively incremented proportionally to the intensity of en-
forcement from TBs. The strength of an ACT is calculated
using Equation 4.

strengthi = strengthi + (
Ejb
Ni

) (4)

Where, Ejb = is the number of enforcing TBs.
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Figure 2: Simulation results of the basic Centolla’s model for various scenarios based on number of agents (considered
50, 100, and 200) and threshold value k - showing an agent’s desire to comply (considered 0.2, 0.5, and 0.8).

Figure 3: Simulation results of our previous extension to Centolla’s model for various scenarios based on number of
agents (considered 50, 100, and 200) and threshold value k - showing an agent’s desire to comply (considered 0.2, 0.5,
and 0.8).

3.3 The proposed extension

In this paper, the model is further extended to incorporate
the decision-making of a DB as a result of neighborhood
condition. It is proposed that DBs (who are not ACTs)
should not be considered as entirely a numb entity. We
propose a decision-making model represented in Equation
5. In this model, the strength of DBs (who are not ACTs)
is changed (increased or decreased) based on its type be-
ing either “optimistic” or “pessimistic”. The difference be-
tween percentage of enforcing TBs (termed as, Pjb) and
percentage of complying DBs (termed as, Pjd) is divided
by neighborhood density (Ni) times the fraction of DBs of
that type (consider opt for an optimistic and “1−opt′′ for a
pessimistic DB). If an agent belongs to the optimistic cat-
egory, its strength would be increased/decreased based on

the difference of “true enforcement” (represented as Pjb)
and “false compliance” (represented as Pjd). When fast
compliance is more then the strength will decrease. On
the other hand, when true enforcement is more then the
strength will increase.

4 Evaluation and results

4.1 Simulation environment

NetLogo [28] - a popular agent-based simulation tool with
support for grid-based spaces, is used to simulate the work
presented in this work. The agents reside on cells of a
spatial grid. We have used the concept of Moore’s neigh-
borhood to represent the surrounding of an agent - a very
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strengthi =

{
strengthi + (Pjb − Pjd)/(Ni × opt), if i is optimistic
strengthi + (Pjb − Pjd)/(Ni × (1− opt)), otherwise (5)

Figure 4: Simulation results of the proposed extension (with 10% agents of total population being optimistic) to Centolla’s
model for various scenarios based on number of agents (considered 50, 100, and 200) and threshold value k - showing an
agent’s desire to comply (considered 0.2, 0.5, and 0.8).

popular strategy in many cell-based spatial configurations
[14]. For a coarse-grained evaluation, we used a simulation
space consisting of a torus of 17 × 17 cells. Figure. 1(a)
provides an illustration of this space filled with 100 agents.

4.2 Results and discussion

4.2.1 Previous findings

Due to the spatial nature of the neighborhood, it was ex-
pected that a more dense population is susceptible to more
DBs compliance. This fact is evident from the results
shown in Figure. 2. Further, DBs’s compliance is inversely
proportional to the value of k - an agent’s desire to comply.
Ironically, in all cases depicted in Figure. 2, the population
achieves stability always being attracted towards various
fixed points.

In our previous work [31], it was observed that in highly
dense conditions with a large number of norm aversion
ACTs, the aversion of unpopular norms can be achieved.
This fact is highlighted in Figure. 3. There is a striking
similarity between the basic model and our previously ex-
tended model whose results are presented in Figure. 2 and 3
in corresponding order. It is learned that the cases com-
prise of smaller values of k and a large number of agents
are worst than the rest of the cases. A marginal improve-
ment was achieved by introducing the ACTs where com-
paratively less number of DBs were witnessed complying
with a UN.

4.2.2 Current findings: a brief analysis

This model uses optimistic DBs that are intrinsically be-
lieving in averting the UN. Simulation work conducted in
this paper uses three different numbers of these optimistic
DBs, which are counted as 10, 20 and 30% of the total
population. It was learned that the proposed model signif-
icantly reduces the number of DBs complying with a UN.
Even the scenario considered as a worst one (the one com-
prises of 200 agents and a threshold value k = 0.2) achieved
a 100% improvement by drooping compliance rate from
70% to 35%. This is illustrated in Figure. 3 and 4.

When the proposed model is compared with the previous
model, it was noted that DBs’s compliance comparatively
gets worse as the number of agents’ increases irrespective
of the value of k.

The cases where the number of agents is 200 always
perform worse than other cases (comprising of 50 or 100
agents). This can be noticed while comparing the results
presented in Figure. 3 with 4). Overall, with an increase in
the number of optimistic DBs, the results get improved as
witnessed by comparing the results given in Figure. 4, 5,
and 6).

4.2.3 Current findings: a detailed analysis and
comparison

In this section, we present a detailed analysis of the simu-
lation results. The simulation space for these experiments
comprises a torus of 33× 33 cells. 1000 agents are placed
on cells without overlapping. Figure 7(a) provides this
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Figure 5: Simulation results of the proposed extension (with 20% agents of total population being optimistic) to Centolla’s
model for various scenarios based on number of agents (considered 50, 100, and 200) and threshold value k - showing an
agent’s desire to comply (considered 0.2, 0.5, and 0.8).

Figure 6: Simulation results of the proposed extension (with 30% agents of total population being optimistic) to Centolla’s
model for various scenarios based on number of agents (considered 50, 100, and 200) and threshold value k - showing an
agent’s desire to comply (considered 0.2, 0.5, and 0.8).

setup.
Simulation results are analyzed based on the following

four quantities:

1) DBComplBCount: is the number of Dis-Believerss
which comply with the Un-popular Norm, B, against
their belief.

2) DBFollBCount: is the number of DBs which do not
comply with the UN, B, but follow it against their be-
lief.

3) DBComplACount: is the number of DBs which com-

ply with the alternate norm, A, but still do not believe
in it.

4) DBBelACount: is the number of DBs which comply
with the alternate norm, A, and believe in it.

The purpose and intention of the proposed model are to
reduce the value of DBFollBCount because these agents
are unsure and their belief can potentially be averted. The
possible aversion may transform agents status from “fol-
lowing” to those which are “complying” with the alternate
norm (DBComplACount).
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Figure 7: NetLogo Simulation. (a) Setup of 1000 agents with 5% TBs and 5% ACTs. TBs, ACTs, and DBs are represented
as blue coloured triangles, blue coloured persons, and green coloured triangles correspondingly. (b) Results of basic
Centola model [5]. Equilibrium state, where all DBs now comply with the unpopular norm, B, against their belief.

The basic model proposed by Centola [5] formulates the
spread of a UN only. The results of the application of the
model settle in an equilibrium state after the 5th iteration.
Figure 9(a) visualises the concept presented in Figure 7(b).
It is evident from the results presented in Figure 9(a) that all
DBs started with following the UN, quickly, started com-
plying with it.

After all, DBs started complying with the norm, B, a
change in strategy was tested. The ACTs was activated to
play their role as proposed in [31]. The extended model
proposed by Zareen et al. [31] reached at an equilibrium
between 10th to 12th iteration. Figure 9(b) visualises the
concept presented in Figure 8(a).

It is evident from the results shown in Figure 9(b) that
DBs started complying with the alternate norm, A, under
the influence of ACTs.

The number of DBs which transformed to compliance
state merely changed to the following state again. Start-
ing with an increase in the following agents, a decline was
observed, however, it did not drop to 0. DBs following
and complying to the norm, B, stabilizes with followers
more than agents which are complying. As shown in Fig-
ure 8(a), DBs in the neighborhood of ACTs started follow-
ing and complying norm, A, against their belief.

The proposed extended model achieved equilibrium with
promising results. Figure 10(a) visualises the scenario pre-
sented in Figure 8(b). It is evident from the results given
in Figure 10(a) that DBs started complying with alternate
norm, A, under the influence of ACTs. Further, the ma-
jority of them started complying norm, A, with a belief in
it. In response, the number of DBs following the norm, B,
reduced to almost nothing.

Finally, we further increased the number of TBs and
ACTs to a comparison with the scenarios just discussed.

It was learned from Figure 10(a) and 10(b) that the pat-
tern and state changes are similar. However, the aggregate
number of DBs in state DBBelACount and DBFollBCount
has decreased substantially when compared with the aggre-
gate count of DBComplACount and DBComplBCount. It
means that the DBs who believed in the norm, A, was de-
creased by almost 50% when the number of TBs and ACTs
were doubled.

4.2.4 Discussion

The main objective of the proposed model was to reduce
the number of disbelievers complying with an unpopular
norm, B. It is clear from the simulation results given in
Figure 9 that our previous model presented in [31] reduced
the number of complying agents to 25% of the whole pop-
ulation as compared with 95% obtained by the standard
model. However, 50% agents still follow the norm, B, and
only 20% start complying with the alternate norm, A. The
credit goes to the introduction of ACTs in the population of
agents.

The introduction of optimistic agents in our current ex-
tension proposed in this paper significantly improved these
results. Though the number of disbelievers complying with
an unpopular norm does not change much, however, the
majority of disbelievers started believing in alternate norm
instead of following an unpopular norm. This is evident
from comparing Figure 9(b) and Figure 10(a) with each
other.

5 Conclusion
It is argued that for societal good, it is necessary to oppose
and possibly avert unpopular norms. This work is an at-
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Figure 8: NetLogo Simulation. (a) Setup of 1000 agents with 5% TBs and 5% ACTs. TBs, and ACTs are represented
as blue coloured triangles and blue coloured persons correspondingly.The rest of the agents are DBs.Simulation Result of
the extended model proposed by Zareen et al. [31]. Equilibrium state, where DBs in the neighborhood of ACTs started
following (blue) and complying (red) norm, A, against their belief. (b) Simulation results of the current proposed extended
model.

tempt to realise the conditions that result in the emergence
of unpopular norms and define situations under which
these norms can be changed and averted. It presented an
agent-based simulation for unpopular norm aversion. It
utilised the reciprocal nature of persistence and aversion of
norms to define situations under which these norms can be
changed and averted. The simulation results revealed that
in addition to agents actively participating in averting the
unpopular norm, incorporating a rational decision-making
model for normal agents is necessary to achieve a dominant
norm aversion. Further, it was learned that the inclusion of
true believers and activists play a significant role in norm
aversion dynamics.

In short, this study revealed that more educated and
socially active individuals are key to reduce undesirable
norms in society. The significance of this fact is also ap-
plicable to digital societies primarily created by social net-
working applications nowadays.
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As an alternative to traditional classification methods, semi-supervised learning algorithms have become a
hot topic of significant research, exploiting the knowledge hidden in the unlabeled data for building pow-
erful and effective classifiers. In this work, a new ensemble-based semi-supervised algorithm is proposed
which is based on a maximum-probability voting scheme. The reported numerical results illustrate the
efficacy of the proposed algorithm outperforming classical semi-supervised algorithms in term of classifi-
cation accuracy, leading to more efficient and robust predictive models.

Povzetek: Razvit je nov delno nadzorovani učni algoritem s pomočjo ansamblov in glasovalno shemo na
osnovi največje verjetnosti.

1 Introduction

The development of a powerful and accurate classifier is
considered as one of the most significant and challeng-
ing tasks in machine learning and data mining [3]. Nev-
ertheless, it is generally recognized that the key to recog-
nition problems does not lie wholly in any particular solu-
tion since no single model exists for all pattern recognition
problems [28, 15].

During the last decades, in the area of machine learn-
ing the development of an ensemble of classifiers has been
proposed as a new direction for improving the classifica-
tion accuracy. The basic idea of ensemble learning is the
combination of a set of diverse prediction models, each of
which solves the same original task, in order to obtain a bet-
ter composite global model with more accurate and reliable
estimates or decisions than can be obtained from using a
single model [9, 28]. Therefore, several prediction models
have been proposed based on ensembles techniques which
have been successfully utilized to tackle difficult real-world
problems [31, 14, 32, 30, 23, 27, 11]. Traditional ensemble
methods usually combine the individual predictions of su-
pervised algorithms which utilize only labeled data as train-
ing set. However, in most real-world classification prob-
lems, the acquisition of sufficient labeled samples is cum-
bersome and expensive and frequently requires the efforts
of domain experts. On the other hand, unlabeled data are
fairly easy to obtain and require less effort of experienced
human annotators.

Semi-supervised learning algorithms constitute the ap-
propriate and effective machine learning methodology
for extracting useful knowledge from both labeled and
unlabeled data. In contrast to traditional classification
approaches, semi-supervised algorithms utilize a large
amount of unlabeled samples to either modify or reprior-

itize the hypothesis obtained from labeled samples in or-
der to build an efficient and accurate classifier. The gen-
eral assumption of these algorithms is to leverage the large
amount of unlabeled data in order to reduce data sparsity
in the labeled training data and boost the classifier per-
formance, particularly focusing on the setting where the
amount of available labeled data is limited. Hence, these
methods have received considerable attention due to their
potential for reducing the effort of labeling data while still
preserving competitive and sometimes better classification
performance (see [18, 6, 7, 38, 17, 16, 21, 20, 22, 44, 45,
46, 43] and the references therein). The main issue in
semi-supervised learning is how to exploit the information
hidden in the unlabeled data. In the literature, several ap-
proaches have been proposed each with different philoso-
phy related to the link between the distribution of labeled
and unlabeled data [46, 4, 36].

Self-labeled methods constitute semi-supervised meth-
ods which address the shortage of labeled data via a self-
learning process based on supervised prediction models.
The main advantages of this class of methods are their sim-
plicity and their wrapper-based philosophy. The former is
related to the facility/comodity of application and imple-
mentation while the latter refers to the fact that any super-
vised classifier can be utilized, independent of its complex-
ity [35]. In the literature, self-labeled methods are divided
into self-training [41] and co-training [4]. Self-training
constitutes an efficient semi-supervised method which iter-
atively enlarges the labeled training set by adding the most
confident predictions of the utilized supervised classifier.
The standard co-training method splits the feature space
into two different conditionally independent views. Sub-
sequently, it trains one classifier in each specific view and
the classifiers teach each other the most confidently pre-
dicted examples. More sophisticated and advanced variants
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of this method do not require explicit feature splits or the it-
erative mutual-teaching procedure imposed by co-training,
as they are commonly based on disagreement-based classi-
fiers [44, 12, 36, 46, 45]

By taking these into consideration, ensemble methods
and semi-supervised methods constitute two significant
classes of methods. The former attempt to achieve strong
classification performance by combining individual classi-
fiers while the later attempt to enhance the performance of
a classifier by exploiting the information in the unlabeled
data. Although both methodologies have been efficiently
applied to a variety of real-world problems during the last
decade, they were almost developed separately. In this con-
text, Zhou [43] advocated that ensemble learning and semi-
supervised learning are indeed beneficial to each other and
stronger learning machines can be generated by leverag-
ing unlabeled data with the combination of diverse classi-
fiers. More specifically, ensemble learning could be useful
to semi-supervised learning since an ensemble of classifiers
could be more accurate than an individual classifier. Ad-
ditionally, semi-supervised learning could assist ensemble
learning since unlabeled data can enhance the diversity of
the base learner which constitute the ensemble and increase
the ensemble’s classification accuracy.

In this work, a new ensemble semi-supervised self-
labeled learning algorithm is proposed. The proposed al-
gorithm combines the individual predictions of three of
the most representative SSL algorithms: Self-training, Co-
training and Tri-training via a maximum-probability voting
scheme. The efficiency of the proposed algorithm is eval-
uated on various standard benchmark datasets and the re-
ported experimental results illustrate its efficacy in terms
of classification accuracy, leading to more efficient and ro-
bust prediction models.

The remainder of this paper is organized as follows: Sec-
tion 3 presents some elementary semi-supervised learning
definitions and Section 4 presents a detailed description of
the proposed algorithm. Section 5 presents the experimen-
tal results of the comparison of the proposed algorithm with
the most popular semi-supervised classification methods on
standard benchmark datasets. Finally, Section 6 discusses
the conclusions and some research topics for future work.

2 Related work

Semi-Supervised Learning (SSL) and Ensemble Learning
(EL) constitute machine learning techniques which were
independently developed to improve the performance of
existing learning methods, though from different perspec-
tives and methodologies. SSL provides approaches to im-
prove model generalization performance by exploiting un-
labeled data; while EL explores the possibility of achiev-

ing the same objective by aggregating a group of learn-
ers. Zhou [43] presented an extensive analysis of how
semi-supervised learning and ensemble learning can be ef-
ficiently fuse for the development of efficient prediction
models. A number of rewarding studies which fuse and ex-
ploit their advantages have been carried out in recent years;
some useful outcomes of them are briefly presented below.

Zhou and Goldman [42] have adopted the idea of en-
semble learning and majority voting and proposed a new
SSL algorithm which is based on the multi-learning ap-
proach. More specifically, this algorithm utilizes multiple
algorithms for producing the necessary information and en-
dorses a voted majority process for the final decision, in-
stead of asking for more than one views of the correspond-
ing data.

Along this line, Li and Zhou [17] proposed another al-
gorithm, in which a number of Random trees are trained
on bootstrap data from the dataset, named Co-Forest. The
main idea of this algorithm is the assignment of a few un-
labeled examples to each Random tree during the training
process. Eventually, the final decision is composed by a
simple majority voting. Notice that the utilization of Ran-
dom Tree classifier for random samples of the collected la-
beled data is the main reason why the behavior Co-Forest
is efficient and robust although the number of the available
labeled examples is reduced. Xu et al. [40] applied this
method for the predictions of protein subcellular localiza-
tion providing some promising results.

Sun and Zhang [34] attempted to combine the ad-
vantages of multiple-view learning and ensemble learn-
ing for semi-supervised learning. They proposed a
novel multiple-view multiple-learner framework for semi-
supervised learning which adopted a co-training based
learning paradigm in enlarging labeled data from a much
larger set of unlabeled data. Their motivation is based on
the fact that the use of multiple views is promising to pro-
mote performance compared with single-view learning be-
cause information is more effectively exploited; while at
the same time, as an ensemble of classifiers is learned from
each view, predictions with higher accuracies can be ob-
tained than solely adopting one classifier from the same
view. The experiments conduced on several datasets pre-
sented some encouraging results, illustrating the efficacy
of the proposed method.

Roy et al. [29] presented a novel approach by utilizing
a multiple classifier system in the SSL framework instead
of using a single weak classifier for change detection in re-
motely sensed images. The proposed algorithm during the
iterative learning process uses the agreement between all
the classifiers which constitute the ensemble for collecting
the most confident labeled patterns. The effectiveness of
the proposed technique was presented by a variety of ex-
periments carried out on multi-temporal and multi-spectral
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datasets.
In more recent works, Livieris et al. [21] proposed a new

ensemble-based semi-supervised method for the prognosis
of students’ performance in the final examinations. They
incorporated a ensemble of classifiers as base learner in the
semi-supervised framework. Based on their numerical ex-
periments, the authors concluded that ensemble methods
and semi-supervised methodologies could efficiently com-
bined to develop efficient prediction models. Motivated
by the previous work, Livieris et al. [22] presented a new
ensemble-based semi-supervised learning algorithm for the
classification of chest X-rays of tuberculosis, presenting
some encouraging results.

3 A review on semi-supervised
self-labeled classification

In this section, we present a formal definition of the semi-
supervised classification problem and briefly describe the
most relevant self-labeled approaches proposed in the lit-
erature. Let xp = (xp1, xp2, . . . , xpD, y) be an example,
where xp belongs to a class y and aD-dimensional space in
which xpi is the i-th attribute of the p-th sample. Suppose
L is a labeled set of NL instances xp with y known and U
is an unlabeled set ofNU instance xq with y unknown. No-
tice that the set L ∪ U consists the training set. Moreover,
there exists a test set T of NT unseen instances where y is
unknown, which has not been utilized in the training stage.
Notice that the aim of the semi-supervised classification is
to obtain an accurate and robust learning hypothesis with
the use of the training set.

Self-labeled techniques constitute a significant family of
classification methods which progressively classify unla-
beled data based on the most confident predictions and
utilize them to modify the hypothesis learned from la-
beled samples. Therefore, the methods of this class ac-
cept that their own predictions tend to be correct, with-
out making any specific assumptions about the input data.
In the literature, a variety of self-labeled methods has
been proposed each with different philosophy and method-
ology on exploiting the information hidden in the unla-
beled data. In this work, we focus our attention to Self-
training, Co-training and Tri-training which constitute the
most efficient and commonly used self-labeled methods
[21, 20, 22, 35, 37, 36].

3.1 Self-Training
Self-training [41] is generally considered as the simplest
and one of the most efficient SSL algorithms. This algo-
rithm is a wrapper based SSL approach which constitutes

an iterative procedure of self-labeling unlabeled data. Ac-
cording to Ng and Cardie [25] “self-training is a single-
view weakly supervised algorithm” which is based on its
own predictions on unlabeled data to teach itself. Firstly, an
arbitrary classifier is initially trained with a small amount
of labeled data, constituting its training set which is itera-
tively augmented using its own most confident predictions
of the unlabeled data. More analytically, each unlabeled
instance which has achieved a probability over a specific
threshold ConLev is considered sufficiently reliable to be
added to the labeled training set and subsequently the clas-
sifier is retrained.

Clearly, the success of Self-training is heavily depended
on the newly-labeled data based on its own predictions,
hence its weakness is that erroneous initial predictions
will probably lead the classifier to generate incorrectly
labeled data [46]. A high-level description of Self-training
algorithm is presented in Algorithm 1.

Algorithm 1: Self-training

Input: L − Set of labeled instances.
U − Set of unlabeled instances.
ConLev − Confidence level.
C − Base learner.

Output: Trained classifier.

1 : repeat

2 : Train C on L.

3 : Apply C on U .

4 : Select instances with a predicted probability more than ConLev

per iteration (xMCP).

5 : Remove xMCP from U and add to L.

6 : until some stopping criterion is met or U is empty.

3.2 Co-training
Co-training [4] is a SSL algorithm which utilizes two clas-
sifiers, each trained on a different view of the labeled train-
ing set. The underlying assumptions of the Co-training ap-
proach is that feature space can be split into two different
conditionally independent views and that each view is able
to predict the classes perfectly [33]. Under these assump-
tions, two classifiers are trained separately for each view
using the initial labeled set and then iteratively the classi-
fiers augment the training set of the other with the most
confident predictions on unlabeled examples.
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Essentially, Co-training is a “two-view weakly super-
vised algorithm” since it uses the self-training approach on
each view [25]. Blum and Mitchell [4] have extensively
studied the efficacy of Co-training and they concluded
that if the two views are conditionally independent, then
the use of unlabeled data can significantly improve the
predictive accuracy of a weak classifier. Nevertheless,
the assumption about the existence of sufficient and
redundant views is a luxury hardly met in most real world
scenarios. Algorithm 2 presents a high-level description of
Co-training algorithm.

Algorithm 2: Co-training

Input: L − Set of labeled instances.
U − Set of unlabeled instances.
Ci − Base learner (i = 1, 2).

Output: Trained classifier.

1: Create a pool U ′ of u examples by randomly choosing from U .

2: repeat

3: Train C1 on L(V1).

4: Train C2 on L(V2).

5: for each classifier Ci do (i = 1, 2)

6: Ci chooses p samples (P ) that it most confidently labels as

positive and n instances (N ) that it most confidently labels

as negative from U .

7: Remove P and N from U ′.

8: Add P and N to L.

9: end for

10: Refill U ′ with examples from U to keep U ′ at constant size of u

examples.

11: until some stopping criterion is met or U is empty.

Remark: V1 and V2 are two feature conditionally independent views of instances.

3.3 Tri-Training
Tri-Training [44] consists of an improved version of Co-
Training which overcomes the requirements for multiple
sufficient an redundant feature sets. This algorithm consti-
tutes a bagging ensemble of three classifiers, trained on the
data subsets generated through bootstrap sampling from the
original labeled training set. In case two of the three clas-
sifiers agree on the categorization of an unlabeled instance,
then this is considered to be labeled and augment the third
classifier with the newly labeled example. The efficiency of
the training process is based on the strategy the “majority
teach minority” which avoids the use of a complicated time
consuming approach to explicit measure the predictive con-
fidence, serving as an implicit confidence measurement,

In contrast to several SSL algorithms, Tri-training
does not require different supervised algorithms as base
learners which leads to greater applicability in many real
world classification problems [12, 46, 19]. A high-level
description of Tri-training is presented in Algorithm 3.

Algorithm 3: Tri-training algorithm

Input: L − Set of labeled instances.
U − Set of unlabeled instances.
Ci − Base learner (i = 1, 2, 3).

Output: Trained classifier.

1: for i = 1, 2, 3 do

2: Si = BootstrapSample(L).

3: Train Ci on Si.

4: end for

5: repeat

6: for i = 1, 2, 3 do

7: Li = ∅.
8: for u ∈ U do

9: if Cj(u) = Ck(u) then (j, k 6= i)

10: Li = Li ∪ (u,Cj(u)).

11: end if

12: end for

13: end for

14: for i = 1, 2, 3 do

15: Train Ci on Si.

17: end for

18: until some stopping criterion is met or U is empty.

4 An ensemble semi-supervised
self-labeled algorithm

In this section, the proposed ensemble SSL algorithm is
presented which is based on the hybridization of ensem-
ble learning with semi-supervised learning. Generally, the
development of an ensemble of classifiers consists of two
main steps: selection and combination.

The selection of the appropriate component classifiers
which constitute the ensemble is considered essential for
its efficiency and the key points for its efficacy is based on
the diversity and the accuracy the component classifiers. A
commonly and widely utilized approach is to apply diverse
classification algorithms (with heterogeneous model repre-
sentations) to a single dataset [24]. Moreover, the combina-
tion of the individual predictions of the classification algo-
rithms takes place through several methodologies and tech-
niques with different philosophy and performance [28, 9].
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By taking these into consideration, the development
of an ensemble of classifiers is considered to be consti-
tuted by the SSL algorithms: Self-training, Co-training and
Tri-training. These algorithms are self-labeled algorithms
which exploit the hidden information in unlabeled data
with complete different methodologies since Self-training
and Tri-training are single-view methods while Co-training
is a multi-view method.

A high-level description of the proposed Ensemble
Semi-supervised Self-labeled Learning (EnSSL) algorithm
is presented in Algorithm 4 which consists of two phases:
Training phase and Testing phase.

In the Training phase, the SSL algorithms which
constitute the ensemble are trained independently, using
the same labeled L and unlabeled U datasets (steps 1-3).
Clearly, the total computation time of this phase is the
sum of computation times associated with each component
SSL algorithm. In the Testing phase, initially the trained
SSL algorithms are applied on each instance in the testing
set (step 6). Subsequently, the individual predictions of
the three SSL algorithms are combined via a maximum
probability-based voting scheme. More specifically, the
SSL algorithm which exhibits the most confident predic-
tion over an unlabeled example of the test set is selected
(step 8). In case the confidence of the prediction of the
selected classifier meets a predefined threshold (ThresLev)
then the classifier labels the example otherwise the pre-
diction is not considered reliable enough (step 9). In this
case, the output of the ensemble is defined as the combined
predictions of three SSL learning algorithms via a simple
majority voting, namely the ensemble output is the one
made by more than half of them (step 11). This strategy
has the advantage of exploiting the diversity of the errors of
the learned models by using different classifiers and it does
not require training on large quantities of representative
recognition results from the individual learning algorithms.

Algorithm 4: EnSSL

Input: L − Set of labeled training instances.
U − Set of unlabeled training instances.
T − Set of test instances.
ThresLev − Threshold level.

Output: The labels of instances in the testing set.

/* Phase I: Training phase */

1: Train Self-train(L,U).

2: Train Co-train(L,U).

3: Train Tri-train(L,U).

/* Phase II: Testing phase */

5: for each x from T do

6: Apply Self-train, Co-train, Tri-train classifiers on x.

7: Find the classifier C∗ with the highest confidence prediction on
x.

8: if (Confidence of C∗ ≥ ThresLev) then

9: C∗ predicts the label y of x.

10: else

11: Use majority vote to predict the label y of x.

12: end if

13: end for

5 Experimental results

In this section, the classification performance of the pro-
posed algorithm is compared with that of Self-training, Co-
training and Tri-training on 40 benchmark datasets from
KEEL repository [2] in terms of classification accuracy.

Each self-labeled algorithm was evaluated deploying as
base learners:

– C4.5 decision tree algorithm [26].

– RIPPER (JRip) [5] as the representative of the classi-
fication rules.

– kNN algorithm [1] as instance-based learner.

These algorithms probably constitute three of the most ef-
fective and most popular data mining algorithms for classi-
fication problems [39]. In order to study the influence of the
amount of labeled data, four different ratios of the training
data were used: 10%, 20%, 30% and 40%. Moreover, we
compared the classification performance of the proposed
algorithm for each utilized base learner against the corre-
sponding supervised learner.

The implementation code was written in JAVA, using
WEKA Machine Learning Toolkit [13]. The configuration
parameters of all the SSL methods and base learners used
in the experiments are presented in Tables 1 and 2, respec-
tively. It is worth noticing that the base learners were uti-
lized with their the default parameter settings included in
the WEKA software in order to minimize the effect of any
expert bias by not attempting to tune any of the algorithms
to the specific datasets.

Table 3 presents a brief description of the datasets
structure i.e. number of instances (#Instances), number
of attributes (#Features) and number of output classes
(#Classes). The datasets considered contain between 101
and 7400 instances, the number of attributes ranges from 3
to 90 and the number of classes varies between 2 and 15.
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SSL Algorithm Parameters

Self-training Maximum number of iterations = 40.

c = 95%.

Co-training Maximum number of iterations = 40.

Initial unlabeled pool = 75.

Tri-training No parameters specified.

EnSSL ThresLev = 95%.

Table 1: Parameter specification for all SSL algorithms em-
ployed in the experimentation.

Base learner Parameters

C4.5 Confidence factor used for pruning = 0.25.

Minimum number of instances per leaf = 2.

Number of folds used for reduced-error pruning =
3.

Pruning is performed after tree building.

JRip Number of optimization runs = 2.

Number of folds used for reduced-error pruning =
3.

Minimum total weight of the instances in a rule =
2.0.

Pruning is performed after tree building.

kNN Number of neighbors = 3.

Euclidean distance.

Table 2: Parameter specification for all base learners em-
ployed in the experimentation.

Dataset #Instances #Features #Classes

automobile 159 15 2

appendicitis 106 7 2

australian 690 14 2

automobile 205 26 7

breast 286 9 2

bupa 345 6 2

chess 3196 36 2

contraceptive 1473 9 3

dermatology 358 34 6

ecoli 336 7 8

flare 1066 9 2

glass 214 9 7

haberman 306 3 2

heart 270 13 2

housevotes 435 16 2

iris 150 4 3

led7digit 500 7 10

lymph 148 18 4

mammographic 961 5 2

movement 360 90 15

page-blocks 5472 10 5

phoneme 5404 5 2

pima 768 8 2

ring 7400 20 2

satimage 6435 36 7

segment 2310 19 7

(continued).

Dataset #Instances #Features #Classes

sonar 208 60 2

spambase 4597 57 2

spectheart 267 44 2

texture 5500 40 11

thyroid 7200 21 3

tic-tac-toe 958 9 2

titanic 2201 3 2

twonorm 7400 20 2

vehicle 846 18 4

vowel 990 13 11

wisconsin 683 9 2

wine 178 13 3

yeast 1484 8 10

zoo 101 17 7

Table 3: Brief description of datasets.

Tables 4-7 present the experimental results using 10%,
20%, 30% and 40% labeled ratio, respectively regarding
all base learners.

Table 8 presents the number of wins of each one of
the tested algorithms according to the supervised classifier
used as base learner and utilized the ratio of labeled data in
the training, while the best scores are highlighted in bold.
It should be mentioned that draw cases between algorithms
have not been encountered. Clearly, the presented results
illustrated that EnSSL is the most effective method in all
cases except the one using kNN as base learner with a la-
beled ratio of 30%. In this case, Tri-training performs bet-
ter in 13 datasets, followed by EnSSL (9 wins). It is worth
noticing that

– Depending upon the the ratio of labeled instances in
the training set, EnSSL illustrates the highest classifi-
cation accuracy in 46.2% of the datasets for 10% la-
beled ratio, 40% of the datasets for labeled ratio 20%,
44.4% of the datasets for labeled ratio 30% and 44.4%
of the datasets for 40% labeled ratio. Obviously, En-
SSL exhibits better classification accuracy for 10%
and 40% labeled ratio.

– Regarding the base classifier, EnSSL (C4.5) presents
the best classification accuracy in 14, 20, 21 and 19 of
the datasets using a labeled ratio of 10%, 20%, 30%
and 40%, respectively. EnSSL (JRip) prevails in 18,
14, 16 and 16 of the datasets using a labeled ratio of
10%, 20%, 30% and 40%, respectively. EnSSL (kNN)
exhibit the best performance in 11, 9, and 17 of the
datasets using a labeled ratio of 10%, 20%, 30% and
40%, respectively. Hence, EnSSL performs better us-
ing C4.5 and JRip as base learners.
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Dataset C4.5 Self
(C4.5)

Co
(C4.5)

Tri
(C4.5)

EnSSL
(C4.5)

JRip Self
(JRip)

Co
(JRip)

Tri
(JRip)

EnSSL
(JRip)

kNN Self
(kNN)

Co
(kNN)

Tri
(kNN)

EnSSL
(kNN)

automobile 64,21% 71,63% 71,58% 66,46% 69,79% 64,88% 69,08% 70,33% 64,63% 65,33% 61,75% 72,29% 64,13% 69,00% 74,13%

appendicitis 76,27% 81,09% 83,00% 82,00% 82,00% 83,91% 82,09% 81,00% 83,09% 83,09% 82,00% 85,82% 85,82% 85,82% 85,82%

australian 84,20% 85,80% 85,65% 87,10% 86,67% 85,22% 85,65% 85,36% 86,23% 86,38% 83,19% 83,91% 85,36% 83,77% 84,93%

banana 74,40% 74,58% 74,85% 75,00% 74,85% 73,19% 72,89% 73,15% 73,25% 73,30% 72,38% 72,89% 73,15% 73,25% 73,30%

breast 70,22% 75,87% 75,54% 73,82% 75,54% 68,45% 69,91% 67,81% 73,12% 69,56% 73,03% 72,41% 73,09% 73,45% 73,45%

bupa 56,24% 57,98% 57,96% 57,96% 58,57% 56,24% 58,57% 57,96% 57,96% 57,96% 56,24% 58,57% 57,96% 57,96% 57,96%

chess 98,97% 99,41% 97,62% 99,44% 99,41% 97,97% 99,09% 97,68% 99,09% 99,19% 93,90% 96,34% 90,02% 96,56% 96,40%

contraceptive 48,75% 49,69% 50,98% 50,37% 50,30% 43,04% 43,65% 46,64% 46,57% 46,77% 48,95% 50,84% 51,12% 51,59% 51,12%

dermatology 92,60% 94,54% 90,17% 94,54% 95,36% 85,76% 87,15% 86,06% 89,61% 91,00% 94,79% 97,25% 94,53% 97,24% 96,97%

ecoli 79,77% 80,37% 74,99% 80,97% 79,78% 78,83% 77,99% 75,88% 79,48% 78,88% 80,93% 80,97% 77,37% 82,15% 82,15%

flare 72,23% 74,66% 71,76% 73,73% 74,10% 68,38% 71,20% 67,18% 70,44% 70,36% 72,04% 74,95% 63,32% 73,92% 74,20%

glass 63,51% 67,81% 62,73% 64,48% 67,32% 61,21% 68,25% 62,64% 55,30% 64,09% 64,03% 72,51% 71,56% 72,97% 73,44%

haberman 71,90% 72,24% 70,24% 70,24% 70,24% 70,91% 71,57% 70,26% 70,56% 70,90% 71,55% 70,89% 73,88% 74,20% 74,20%

heart 78,54% 78,57% 76,89% 80,53% 81,52% 78,92% 80,89% 80,23% 80,90% 81,23% 80,87% 79,88% 80,86% 81,19% 80,20%

housevotes 96,52% 96,56% 94,84% 93,51% 95,69% 96,96% 96,56% 96,58% 93,51% 95,69% 91,34% 91,85% 91,85% 91,85% 91,85%

iris 92,67% 94,00% 95,33% 94,67% 94,00% 92,00% 93,33% 91,33% 90,00% 94,00% 92,67% 93,33% 93,33% 95,33% 94,67%

led7digit 69,80% 71,80% 58,60% 53,20% 69,40% 68,00% 70,60% 69,00% 34,20% 69,80% 72,60% 73,00% 56,00% 53,00% 69,40%

lymph 70,95% 74,38% 73,76% 73,71% 73,71% 72,90% 74,29% 75,05% 72,29% 74,38% 76,95% 78,48% 80,57% 81,19% 80,48%

mammographic 82,41% 83,49% 83,01% 84,22% 84,34% 82,41% 83,25% 82,29% 83,86% 83,73% 82,05% 82,65% 82,29% 83,73% 83,25%

movement 40,28% 56,94% 50,00% 35,83% 52,78% 29,44% 56,94% 49,17% 31,94% 48,89% 40,28% 65,00% 56,94% 59,72% 65,56%

page-blocks 95,39% 96,58% 95,71% 96,49% 96,71% 95,96% 96,09% 95,65% 96,36% 96,47% 96,05% 96,27% 95,34% 96,27% 96,16%

phoneme 80,33% 81,79% 80,13% 81,24% 81,98% 79,40% 81,35% 80,16% 80,46% 81,46% 80,26% 82,27% 81,25% 81,87% 82,14%

pima 74,47% 73,81% 73,81% 74,46% 74,20% 74,47% 73,29% 72,90% 73,81% 73,16% 72,69% 72,38% 73,03% 73,15% 73,54%

ring 80,41% 80,82% 80,91% 81,20% 83,54% 91,84% 92,47% 92,62% 92,61% 93,08% 62,15% 61,66% 60,51% 62,19% 61,05%

satimage 83,20% 84,38% 83,98% 84,65% 85,39% 83,31% 83,62% 84,15% 83,43% 84,80% 88,48% 89,25% 88,47% 89,03% 89,46%

segment 92,55% 94,42% 90,30% 93,90% 94,89% 91,82% 90,87% 86,15% 90,09% 92,77% 93,33% 93,12% 90,52% 93,29% 93,77%

sonar 67,43% 73,57% 68,67% 71,19% 71,19% 68,86% 77,05% 72,69% 74,71% 76,12% 70,69% 78,95% 74,10% 73,67% 76,05%

spambase 91,55% 92,72% 91,13% 92,79% 92,89% 90,68% 92,37% 91,55% 91,89% 92,83% 92,39% 93,02% 92,33% 93,22% 93,31%

spectheart 67,50% 68,75% 70,00% 70,00% 70,00% 63,75% 72,50% 70,00% 71,25% 71,25% 63,75% 66,25% 68,75% 68,75% 68,75%

texture 84,55% 87,87% 86,02% 86,65% 88,95% 84,73% 86,91% 86,33% 86,20% 89,64% 94,75% 96,07% 95,13% 95,78% 96,22%

thyroid 99,17% 99,32% 98,72% 99,24% 99,28% 98,89% 99,17% 98,42% 99,17% 99,24% 98,43% 98,76% 98,53% 98,69% 98,87%

tic-tac-toe 81,73% 83,60% 85,70% 85,27% 85,38% 97,08% 97,49% 97,91% 97,60% 97,49% 97,29% 99,06% 98,75% 98,64% 98,96%

titanic 77,15% 76,83% 77,60% 77,65% 77,82% 77,06% 77,19% 76,92% 77,65% 77,69% 77,06% 76,83% 77,69% 77,60% 77,65%

twonorm 78,99% 79,54% 79,50% 79,51% 82,19% 83,99% 84,82% 84,39% 84,19% 86,61% 93,39% 93,59% 93,69% 93,70% 94,61%

vehicle 66,55% 70,33% 66,78% 68,66% 70,44% 62,17% 60,87% 60,04% 61,34% 60,99% 64,90% 70,69% 67,97% 69,38% 70,33%

vowel 97,27% 98,28% 97,57% 98,28% 98,28% 96,96% 98,18% 97,17% 98,28% 98,28% 95,85% 97,57% 95,85% 97,47% 97,57%

wisconsin 94,57% 94,56% 93,57% 94,13% 94,56% 93,99% 95,85% 93,84% 94,98% 95,12% 96,42% 96,70% 96,28% 96,70% 96,70%

wine 84,28% 89,90% 78,01% 88,79% 89,90% 86,44% 89,28% 86,41% 89,87% 90,98% 93,20% 95,52% 94,97% 95,52% 95,52%

yeast 75,13% 74,93% 74,86% 74,86% 74,86% 75,07% 74,19% 75,74% 75,13% 75,20% 75,21% 74,19% 75,07% 75,27% 75,14%

zoo 93,09% 92,09% 89,18% 92,09% 92,09% 84,09% 86,09% 87,09% 86,09% 86,09% 90,09% 95,09% 84,27% 95,09% 95,09%

Table 4: Classification accuracy (labeled ratio 10%).
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Dataset C4.5 Self
(C4.5)

Co
(C4.5)

Tri
(C4.5)

EnSSL
(C4.5)

JRip Self
(JRip)

Co
(JRip)

Tri
(JRip)

EnSSL
(JRip)

kNN Self
(kNN)

Co
(kNN)

Tri
(kNN)

EnSSL
(kNN)

automobile 66,08% 77,29% 62,75% 73,50% 76,00% 65,42% 69,67% 64,67% 71,50% 74,04% 64,17% 68,46% 65,92% 72,25% 74,08%

appendicitis 80,09% 81,09% 83,00% 82,91% 82,91% 83,91% 82,09% 82,00% 82,91% 82,00% 83,09% 86,82% 86,73% 85,82% 85,82%

australian 86,09% 86,67% 86,23% 87,10% 87,68% 85,51% 86,09% 85,80% 86,23% 86,09% 84,93% 85,94% 83,04% 84,06% 85,07%

banana 74,62% 74,57% 75,23% 75,08% 78,26% 73,36% 72,75% 74,21% 73,79% 75,13% 74,55% 72,75% 74,21% 73,79% 75,13%

breast 70,23% 74,16% 71,31% 75,54% 75,64% 69,24% 72,07% 68,51% 71,70% 71,01% 73,12% 70,68% 71,69% 72,75% 72,75%

bupa 57,41% 58,27% 57,96% 57,96% 58,57% 57,10% 58,27% 57,96% 57,96% 57,96% 57,10% 57,41% 57,96% 57,96% 57,96%

chess 99,00% 99,41% 98,18% 99,37% 99,41% 98,87% 99,09% 98,15% 99,03% 99,06% 94,90% 95,99% 91,02% 96,71% 96,40%

contraceptive 50,44% 50,17% 50,84% 50,44% 50,71% 43,04% 42,57% 46,64% 46,36% 45,75% 50,51% 50,37% 51,93% 49,83% 50,71%

dermatology 93,41% 92,63% 89,32% 93,99% 94,81% 85,77% 88,52% 85,49% 89,05% 91,52% 94,79% 96,97% 95,32% 96,97% 97,24%

ecoli 80,02% 79,48% 76,79% 79,19% 80,06% 80,62% 78,89% 77,66% 78,01% 78,58% 80,94% 79,20% 80,07% 81,29% 81,58%

flare 73,17% 75,42% 72,70% 73,35% 74,29% 68,95% 73,17% 72,70% 71,85% 73,73% 72,51% 74,29% 68,48% 73,36% 73,45%

glass 65,52% 67,34% 63,70% 64,96% 70,24% 63,12% 64,94% 65,02% 62,21% 66,47% 67,81% 66,84% 71,58% 69,13% 72,97%

haberman 72,24% 70,24% 70,24% 70,24% 70,24% 71,27% 70,24% 70,27% 69,91% 70,24% 71,87% 70,59% 73,56% 73,56% 73,24%

heart 79,25% 77,89% 77,60% 79,22% 80,20% 80,88% 78,58% 76,89% 79,56% 79,57% 80,92% 81,53% 82,86% 80,86% 81,52%

housevotes 96,52% 96,56% 95,69% 93,51% 95,69% 96,96% 96,99% 96,99% 93,08% 94,38% 91,79% 91,85% 91,85% 91,85% 91,85%

iris 94,00% 94,00% 93,33% 93,33% 93,33% 93,33% 93,33% 91,33% 93,33% 93,33% 93,33% 93,33% 94,00% 93,33% 94,67%

led7digit 70,40% 71,00% 65,60% 68,00% 70,20% 69,60% 70,00% 70,80% 58,80% 70,40% 73,00% 73,80% 67,00% 69,40% 71,20%

lymph 71,57% 75,71% 72,43% 74,43% 76,43% 74,48% 72,43% 76,38% 73,76% 75,10% 79,19% 79,81% 83,24% 81,19% 81,14%

mammographic 83,61% 82,65% 82,65% 84,10% 83,37% 83,25% 83,37% 82,89% 83,73% 83,61% 83,01% 83,49% 82,29% 83,98% 83,25%

movement 50,00% 59,17% 47,50% 47,22% 57,50% 43,33% 54,17% 51,94% 21,39% 45,83% 57,22% 63,06% 55,83% 61,11% 65,00%

page-blocks 96,36% 96,75% 96,02% 96,58% 96,78% 96,22% 96,49% 95,74% 96,55% 96,71% 96,13% 96,40% 95,69% 96,18% 96,16%

phoneme 80,51% 81,33% 80,00% 81,20% 81,79% 79,94% 81,12% 80,11% 81,05% 81,55% 81,25% 82,12% 81,49% 81,81% 82,35%

pima 74,48% 74,33% 73,15% 73,29% 73,81% 74,62% 74,73% 73,41% 73,28% 73,67% 73,47% 74,07% 73,54% 73,68% 73,67%

ring 81,00% 80,69% 81,12% 80,91% 83,76% 92,28% 92,62% 92,16% 93,01% 93,14% 62,20% 61,36% 60,58% 62,38% 61,04%

satimage 83,29% 84,57% 84,27% 84,15% 84,90% 83,40% 83,23% 83,00% 83,73% 84,55% 88,90% 89,28% 88,50% 89,42% 89,65%

segment 93,46% 94,37% 91,17% 94,03% 94,59% 92,16% 91,21% 88,96% 90,48% 92,47% 92,34% 92,90% 91,21% 93,64% 93,55%

sonar 70,76% 71,24% 73,12% 73,62% 76,07% 70,71% 69,81% 75,07% 70,26% 69,83% 74,50% 75,98% 74,64% 78,86% 79,88%

spambase 92,28% 92,89% 91,87% 92,81% 92,85% 90,94% 92,55% 91,78% 92,52% 92,89% 92,85% 93,18% 92,81% 93,39% 93,70%

spectheart 71,25% 68,75% 71,25% 70,00% 68,75% 65,00% 71,25% 70,00% 71,25% 71,25% 66,25% 66,25% 66,25% 67,50% 68,75%

texture 86,36% 87,29% 86,29% 87,42% 88,76% 85,33% 86,53% 86,13% 86,51% 89,31% 94,49% 96,27% 95,58% 96,05% 96,56%

thyroid 99,21% 99,32% 98,96% 99,25% 99,31% 99,01% 99,17% 98,54% 99,13% 99,19% 98,58% 98,65% 98,96% 98,58% 98,79%

tic-tac-toe 82,36% 86,11% 85,28% 84,96% 87,47% 97,39% 97,70% 98,02% 98,01% 97,91% 98,12% 98,12% 97,07% 98,64% 98,33%

titanic 77,19% 77,06% 77,19% 77,65% 77,24% 77,15% 77,46% 75,69% 77,65% 77,65% 77,15% 76,92% 77,06% 77,33% 76,96%

twonorm 79,74% 79,58% 79,39% 79,64% 82,70% 84,11% 83,72% 84,16% 84,07% 86,62% 93,50% 93,73% 93,61% 93,73% 94,69%

vehicle 68,56% 71,26% 66,78% 70,09% 71,62% 62,54% 60,17% 59,92% 61,11% 60,63% 65,37% 67,50% 67,73% 70,21% 69,97%

vowel 97,87% 98,08% 98,48% 98,38% 98,58% 97,77% 98,18% 98,08% 98,18% 98,18% 96,76% 96,86% 96,66% 97,17% 97,47%

wisconsin 94,70% 94,28% 94,57% 94,13% 94,42% 94,42% 95,71% 95,56% 95,99% 95,70% 96,42% 96,85% 96,56% 96,85% 96,70%

wine 88,82% 89,90% 87,61% 85,42% 87,68% 89,90% 88,76% 84,15% 89,93% 89,90% 93,24% 95,52% 94,41% 95,52% 95,52%

yeast 75,34% 76,07% 74,39% 75,00% 74,73% 75,20% 75,80% 75,14% 74,80% 75,20% 75,47% 74,86% 75,34% 75,41% 75,20%

zoo 94,00% 92,09% 82,18% 89,09% 91,09% 86,09% 84,18% 89,00% 86,09% 86,09% 92,09% 95,09% 81,27% 94,18% 94,18%

Table 5: Classification accuracy (labeled ratio 20%).
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Dataset C4.5 Self
(C4.5)

Co
(C4.5)

Tri
(C4.5)

EnSSL
(C4.5)

JRip Self
(JRip)

Co
(JRip)

Tri
(JRip)

EnSSL
(JRip)

kNN Self
(kNN)

Co
(kNN)

Tri
(kNN)

EnSSL
(kNN)

automobile 74,21% 73,46% 72,92% 77,29% 79,21% 67,92% 63,42% 70,38% 71,54% 72,83% 65,50% 61,63% 69,17% 70,96% 70,33%

appendicitis 82,00% 83,09% 83,00% 84,82% 84,00% 83,91% 83,91% 84,82% 83,82% 83,82% 85,73% 86,73% 86,73% 84,91% 86,73%

australian 85,94% 86,52% 85,80% 86,81% 86,67% 85,65% 85,94% 85,65% 85,80% 85,51% 84,20% 83,91% 85,07% 84,06% 85,64%

banana 74,70% 74,58% 75,36% 74,70% 78,81% 73,45% 72,89% 73,70% 73,11% 76,11% 74,66% 72,89% 73,70% 73,11% 76,11%

breast 70,32% 75,20% 74,16% 75,54% 75,74% 69,54% 75,17% 69,95% 71,32% 72,03% 73,23% 73,09% 71,69% 73,09% 72,75%

bupa 57,10% 57,98% 57,96% 57,96% 58,57% 57,41% 57,98% 55,67% 57,96% 57,96% 57,41% 55,92% 57,96% 57,96% 57,96%

chess 99,12% 99,41% 98,28% 99,41% 99,44% 98,90% 99,00% 98,12% 99,22% 99,31% 94,96% 94,15% 92,49% 96,71% 95,93%

contraceptive 50,85% 49,82% 50,91% 50,17% 51,72% 46,50% 44,60% 47,39% 46,98% 46,43% 51,39% 49,21% 51,66% 52,20% 51,11%

dermatology 94,80% 93,15% 90,97% 94,53% 95,08% 87,67% 88,81% 86,35% 87,40% 89,08% 95,88% 96,43% 96,15% 97,24% 96,97%

ecoli 80,06% 79,15% 77,07% 78,87% 78,57% 80,66% 79,51% 79,79% 76,53% 77,12% 81,24% 79,80% 80,37% 80,70% 80,70%

flare 73,63% 74,48% 74,20% 73,45% 73,73% 69,13% 71,00% 70,64% 70,55% 71,95% 72,61% 73,35% 71,57% 74,11% 73,73%

glass 66,47% 61,19% 65,95% 69,74% 70,15% 63,16% 63,66% 65,06% 67,40% 68,83% 69,70% 63,68% 60,80% 71,99% 70,65%

haberman 72,24% 71,86% 70,24% 70,24% 70,24% 71,91% 71,86% 70,90% 70,24% 70,24% 72,89% 70,91% 72,57% 73,54% 72,56%

heart 79,90% 76,27% 79,87% 78,88% 80,22% 81,23% 79,59% 79,22% 82,22% 81,87% 82,22% 80,19% 83,84% 81,52% 81,84%

housevotes 96,52% 96,56% 96,99% 96,56% 96,56% 96,96% 96,99% 96,56% 96,99% 96,99% 92,21% 91,85% 91,85% 92,26% 91,85%

iris 94,00% 94,00% 94,00% 93,33% 94,00% 93,33% 93,33% 92,00% 94,00% 93,33% 93,33% 94,00% 94,00% 92,00% 93,33%

led7digit 71,20% 70,40% 69,20% 71,00% 71,00% 70,40% 69,20% 71,60% 69,00% 71,00% 73,20% 73,60% 70,80% 70,80% 71,80%

lymph 76,33% 73,62% 76,43% 72,38% 71,71% 74,90% 75,76% 79,76% 75,86% 77,14% 79,81% 79,14% 77,86% 81,19% 80,52%

mammographic 83,73% 83,98% 82,05% 84,22% 84,10% 83,61% 84,10% 82,29% 84,10% 84,22% 83,37% 83,86% 82,53% 83,73% 83,96%

movement 55,28% 58,89% 51,67% 50,56% 61,39% 51,39% 54,44% 50,00% 38,33% 53,06% 59,11% 63,06% 54,44% 58,06% 63,61%

page-blocks 96,38% 96,47% 96,38% 96,69% 96,87% 96,29% 96,36% 96,11% 96,38% 96,60% 96,20% 96,20% 95,92% 96,33% 96,34%

phoneme 81,05% 81,01% 80,11% 81,31% 81,42% 80,61% 80,55% 80,64% 80,88% 81,44% 81,68% 81,98% 81,35% 82,20% 82,14%

pima 75,53% 74,84% 73,68% 74,72% 75,24% 75,25% 73,80% 72,65% 72,37% 73,02% 74,48% 74,51% 74,20% 72,76% 74,71%

ring 81,23% 80,30% 81,43% 81,03% 83,15% 92,59% 92,88% 91,80% 92,59% 92,88% 62,36% 61,15% 60,65% 62,26% 60,80%

satimage 84,29% 84,48% 84,41% 84,69% 85,18% 83,43% 83,39% 83,36% 83,56% 84,91% 88,90% 89,08% 88,98% 89,45% 89,76%

segment 93,68% 94,03% 91,73% 94,37% 94,76% 92,64% 91,13% 87,88% 90,30% 92,77% 92,55% 92,51% 90,82% 93,55% 93,55%

sonar 72,62% 71,69% 74,57% 76,10% 74,17% 74,55% 74,14% 71,69% 74,10% 76,50% 74,52% 77,50% 76,43% 72,21% 74,10%

spambase 92,70% 92,70% 92,13% 92,92% 92,87% 92,15% 91,78% 91,83% 92,31% 92,44% 92,98% 92,55% 92,94% 93,37% 93,26%

spectheart 71,25% 71,25% 68,75% 67,50% 68,75% 68,75% 70,00% 71,25% 71,25% 71,25% 70,00% 71,25% 68,75% 67,50% 68,75%

texture 86,44% 87,80% 86,73% 86,76% 88,85% 86,25% 86,44% 87,45% 86,56% 88,95% 95,64% 95,89% 95,85% 96,16% 96,40%

thyroid 99,25% 99,17% 99,22% 99,32% 99,28% 99,07% 99,04% 99,17% 99,00% 99,13% 98,61% 98,33% 98,68% 98,63% 98,64%

tic-tac-toe 83,30% 84,96% 85,80% 85,38% 88,41% 97,81% 97,70% 97,60% 98,02% 97,70% 98,54% 96,45% 97,07% 98,85% 98,85%

titanic 77,15% 77,28% 77,46% 77,10% 77,24% 77,24% 77,24% 77,46% 77,51% 77,24% 77,17% 77,19% 77,46% 77,19% 77,06%

twonorm 79,85% 79,53% 79,68% 81,18% 83,59% 84,82% 83,93% 84,73% 84,91% 87,38% 93,72% 93,88% 93,73% 93,93% 94,89%

vehicle 68,68% 70,45% 69,15% 69,74% 71,75% 62,77% 58,52% 60,64% 60,76% 60,76% 67,73% 66,20% 67,86% 70,21% 69,04%

vowel 97,87% 97,47% 97,67% 97,98% 97,87% 97,77% 97,57% 97,98% 98,38% 98,28% 97,07% 96,86% 96,05% 97,97% 97,77%

wisconsin 94,99% 94,99% 94,13% 94,42% 94,85% 95,28% 96,42% 94,41% 94,99% 94,98% 96,57% 96,70% 96,56% 96,70% 96,70%

wine 89,35% 88,79% 87,61% 91,57% 91,57% 91,57% 87,58% 88,73% 88,79% 88,17% 94,35% 96,08% 96,63% 95,52% 96,08%

yeast 75,41% 74,73% 75,20% 75,20% 75,54% 76,08% 75,13% 75,00% 75,54% 76,21% 75,68% 74,53% 74,59% 75,20% 75,07%

zoo 94,00% 93,09% 88,09% 94,00% 95,00% 87,09% 87,09% 81,18% 86,09% 86,09% 93,01% 94,09% 88,27% 93,09% 93,09%

Table 6: Classification accuracy (labeled ratio 30%).
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Dataset C4.5 Self
(C4.5)

Co
(C4.5)

Tri
(C4.5)

EnSSL
(C4.5)

JRip Self
(JRip)

Co
(JRip)

Tri
(JRip)

EnSSL
(JRip)

kNN Self
(kNN)

Co
(kNN)

Tri
(kNN)

EnSSL
(kNN)

automobile 74,25% 72,33% 77,33% 75,46% 81,13% 70,88% 59,71% 68,46% 70,96% 71,58% 67,92% 65,33% 64,75% 67,21% 69,75%

appendicitis 83,82% 81,09% 85,73% 82,00% 82,00% 83,91% 81,09% 83,82% 83,00% 83,00% 85,81% 82,09% 85,82% 84,91% 85,82%

australian 86,23% 85,80% 86,09% 87,54% 87,10% 85,65% 85,36% 85,94% 86,38% 85,36% 85,38% 84,93% 84,06% 84,20% 86,78%

banana 74,79% 74,66% 75,77% 74,72% 80,53% 73,47% 72,74% 73,55% 72,81% 75,70% 74,94% 72,74% 73,55% 72,81% 75,70%

breast 70,95% 71,34% 75,20% 75,16% 75,16% 70,41% 70,68% 70,33% 71,70% 70,67% 73,04% 72,73% 72,38% 72,75% 73,08%

bupa 58,04% 54,75% 57,67% 57,96% 58,57% 57,44% 54,75% 57,67% 55,67% 57,96% 57,54% 55,34% 57,67% 57,96% 57,96%

chess 99,22% 99,25% 99,03% 99,41% 99,41% 99,00% 99,19% 98,62% 99,12% 99,16% 95,71% 93,55% 93,30% 96,65% 95,96%

contraceptive 51,41% 48,00% 51,73% 50,03% 51,52% 46,87% 42,84% 46,98% 47,05% 46,88% 51,96% 47,93% 51,11% 52,07% 51,93%

dermatology 95,08% 93,46% 92,05% 94,26% 95,38% 87,71% 87,98% 88,25% 89,08% 90,17% 96,14% 96,43% 95,59% 97,24% 97,24%

ecoli 81,84% 77,67% 80,63% 79,48% 80,34% 81,22% 79,49% 77,69% 80,37% 79,80% 82,04% 80,96% 79,46% 80,69% 82,47%

flare 73,82% 73,63% 73,07% 74,29% 74,10% 69,23% 68,86% 71,76% 69,79% 70,64% 73,27% 73,17% 72,32% 73,64% 73,36%

glass 70,65% 61,58% 67,38% 68,72% 72,01% 66,76% 55,13% 67,79% 61,77% 67,79% 73,42% 62,19% 70,17% 73,40% 74,78%

haberman 73,53% 73,53% 71,90% 70,24% 70,24% 72,20% 72,86% 70,94% 69,27% 69,27% 72,91% 72,22% 73,87% 74,20% 74,20%

heart 80,23% 74,94% 77,95% 77,90% 80,88% 81,55% 80,26% 82,47% 82,22% 83,52% 82,87% 81,53% 82,52% 80,86% 82,49%

housevotes 96,56% 94,82% 96,12% 96,56% 96,56% 96,96% 96,99% 96,56% 96,56% 96,56% 92,23% 91,85% 92,26% 91,85% 91,85%

iris 94,00% 94,00% 93,33% 93,33% 93,33% 94,00% 94,00% 86,67% 93,33% 93,33% 94,00% 94,00% 94,00% 92,67% 93,33%

led7digit 71,40% 68,60% 68,40% 70,40% 70,80% 70,80% 69,60% 68,80% 70,80% 71,00% 73,40% 74,00% 72,00% 71,80% 72,20%

lymph 76,33% 75,10% 74,29% 75,05% 75,05% 76,24% 76,43% 77,86% 75,76% 77,24% 80,52% 76,43% 79,81% 81,86% 81,86%

mammographic 83,73% 83,61% 82,29% 84,10% 84,10% 83,86% 83,61% 82,89% 84,22% 83,49% 83,37% 82,29% 82,29% 83,61% 83,13%

movement 55,83% 58,89% 51,11% 55,00% 59,17% 52,44% 50,28% 50,00% 49,17% 52,78% 61,39% 53,89% 58,89% 65,28% 62,78%

page-blocks 96,42% 96,56% 96,36% 96,77% 96,91% 96,34% 96,34% 96,29% 96,24% 96,34% 96,31% 96,27% 96,05% 96,31% 96,40%

phoneme 81,11% 80,51% 80,66% 81,20% 81,25% 80,90% 80,05% 80,48% 81,03% 81,18% 82,14% 81,61% 81,53% 82,11% 82,20%

pima 74,87% 73,54% 74,33% 73,16% 74,20% 76,05% 73,80% 73,81% 73,16% 74,33% 74,57% 74,19% 74,34% 73,02% 74,84%

ring 82,45% 80,91% 80,97% 81,16% 83,32% 92,69% 92,96% 91,64% 92,74% 93,19% 62,72% 60,47% 60,47% 62,32% 60,49%

satimage 84,38% 84,34% 84,55% 84,24% 85,10% 83,74% 84,48% 83,71% 83,73% 85,00% 88,92% 88,81% 89,20% 89,45% 89,73%

segment 94,20% 93,46% 92,03% 93,72% 94,20% 93,03% 90,35% 90,87% 90,26% 91,82% 92,99% 92,08% 92,12% 93,42% 93,07%

sonar 73,17% 71,74% 72,71% 72,69% 73,67% 76,00% 70,81% 72,71% 71,29% 76,26% 75,02% 77,00% 74,14% 75,57% 77,50%

spambase 92,81% 92,41% 92,11% 92,72% 92,76% 92,26% 91,87% 91,87% 92,05% 92,37% 93,02% 92,65% 93,22% 93,18% 93,41%

spectheart 72,50% 66,25% 71,25% 68,75% 68,75% 68,75% 72,50% 70,00% 70,00% 71,25% 70,00% 67,50% 70,00% 68,75% 68,75%

texture 87,05% 87,85% 87,05% 87,56% 88,89% 86,89% 86,42% 86,45% 87,24% 89,16% 95,91% 95,69% 95,84% 96,09% 96,31%

thyroid 99,25% 99,08% 99,25% 99,22% 99,25% 99,17% 99,07% 99,07% 99,17% 99,18% 98,69% 98,50% 98,54% 98,63% 98,78%

tic-tac-toe 83,51% 84,34% 85,90% 85,70% 88,93% 98,02% 97,49% 97,60% 97,70% 97,81% 98,64% 93,73% 97,29% 98,85% 98,43%

titanic 77,60% 77,46% 77,87% 77,51% 77,92% 77,60% 77,46% 77,96% 77,92% 77,92% 77,60% 77,65% 77,96% 77,19% 78,01%

twonorm 80,11% 80,04% 80,19% 80,22% 82,82% 84,89% 83,65% 84,18% 83,95% 86,07% 94,11% 94,03% 93,91% 93,84% 95,03%

vehicle 70,34% 69,25% 69,40% 68,45% 70,68% 64,88% 57,68% 60,88% 60,05% 60,88% 68,20% 67,60% 68,08% 70,09% 69,38%

vowel 98,08% 97,77% 97,98% 98,28% 98,18% 97,98% 98,28% 97,87% 98,18% 98,18% 97,57% 96,36% 97,67% 97,47% 97,37%

wisconsin 94,99% 94,28% 94,85% 94,99% 94,99% 95,99% 95,56% 94,70% 95,27% 95,27% 97,42% 96,42% 96,99% 96,70% 96,70%

wine 90,39% 88,79% 88,24% 88,79% 90,49% 91,57% 88,20% 85,39% 90,36% 88,73% 94,87% 94,97% 95,52% 95,52% 95,52%

yeast 75,35% 74,66% 75,20% 75,27% 75,60% 76,08% 73,91% 75,34% 74,93% 76,27% 76,08% 73,85% 75,40% 75,34% 75,40%

zoo 95,00% 90,09% 91,09% 93,00% 92,00% 87,09% 87,09% 85,09% 87,09% 87,09% 93,01% 90,18% 92,09% 92,09% 93,09%

Table 7: Classification accuracy (labeled ratio 40%).
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10% 20% 30% 40%

SSL Algorithm C4.5 JRip kNN C4.5 JRip kNN C4.5 JRip kNN C4.5 JRip kNN

Self-Train 11 9 8 9 6 7 1 5 4 0 5 1

Co-Train 4 5 2 2 6 4 3 5 4 3 3 2

Tri-Train 4 3 8 2 4 7 7 5 13 3 4 8

Supervised 4 4 0 4 5 2 4 5 4 7 8 4

EnSSL 14 18 11 20 14 15 21 16 9 19 16 17

Table 8: Total wins of each SSL algorithm.

The statistical comparison of multiple algorithms over
multiple data sets is fundamental in machine learning
and usually it is typically carried out by means of a
nonparametric statistical test. Therefore, the Friedman
Aligned-Ranks (FAR) test [8] is utilized in order to
conduct a complete performance comparison between
all algorithms for all the different labeled ratios. Its
application will allow us to highlight the existence of
significant differences between the proposed algorithm and
the classical SSL algorithms and evaluate the rejection of
the hypothesis that all the classifiers perform equally well
for a given level. Notice that FAR test is considered to be
one of the most well-known tools for multiple statistical
comparison tests when comparing more than two methods
[10]. Furthermore, the Finner test is applied as a post hoc
procedure to find out which algorithms present significant
differences.

Ratio Classifier Friedman Finner post-hoc test

(C4.5) Ranking p-value Null Hypothesis

10%

EnSSL 58.4375

Self-training 76.625 0.049750 rejected

Tri-training 94.7875 0.037739 rejected

Co-training 128.225 0.025321 rejected

Supervised 144.425 0.012741 rejected

20%

EnSSL 56.6

Self-training 83.8 0.045583 rejected

Tri-training 103.85 0.037739 rejected

Supervised 115.4875 0.025321 rejected

Co-training 142.7625 0.012741 rejected

30%

EnSSL 57.575

Tri-training 93.5375 0.044582 rejected

Supervised 108.85 0.037739 rejected

Self-training 109.2625 0.025321 rejected

Co-training 133.275 0.012741 rejected

(continued).

Ratio Classifier Friedman Finner post-hoc test

(C4.5) Ranking p-value Null Hypothesis

40%

EnSSL 58.475

Supervised 77.45 0.142611 accepted

Tri-training 106.9625 0.000239 rejected

Co-training 116.2 0.000016 rejected

Self-training 143.4125 0.000000 rejected

Table 9: FAR test and Finner post hoc test (C4.5).

Tables 9, 10 and 11 present the information of the statis-
tical analysis performed by nonparametric multiple com-
parison procedures for each base learner. The best(lowest)
ranking obtained in each FAR test determines the control
algorithm for the post hoc test. Moreover, the adjusted p-
value with Finner’s test (Finner APV) is presented based
on the control algorithm, at α = 0.05 level of significance.
Clearly, the proposed algorithm exhibits the best overall
performance, outperforming the rest SSL algorithms, since
it reports the highest probability-based ranking, presenting
statistically better results, relative to all labeled ratio.

6 Conclusions & future research
In this work, a new ensemble semi-supervised algorithm is
proposed based on a voting methodology. The proposed al-
gorithm combines the individual predictions of three SSL
algorithms: Co-training, Self-training and Tri-training via
a maximum-probability voting scheme. The numerical ex-
periments and the presented statistical analysis indicate that
the proposed algorithm EnSSL outperforms its component
SSL algorithms, confirming its efficacy.

An interesting direction for future work is the develop-
ment of a parallel implementation of the the proposed al-
gorithm. Notice that the implementation of each one of its
component based learners in parallel machines constitutes
a significant aspect to be studied, since a huge amount of
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Ratio Classifier Friedman Finner post-hoc test

(JRip) Ranking p-value Null Hypothesis

10%

EnSSL 62.2625

Self-training 81.5375 0.136404 accepted

Tri-training 100.2625 0.004429 rejected

Co-training 121.0125 0.136404 rejected

Supervised 137.425 0.000000 rejected

20%

EnSSL 69.25

Self-training 95.225 0.044749 rejected

Tri-training 102.35 0.014031 rejected

Supervised 116.7 0.000492 rejected

Co-training 118.975 0.000488 rejected

30%

EnSSL 66.225

Supervised 99.9625 0.009140 rejected

Tri-training 104.175 0.004484 rejected

Self-training 109.25 0.001771 rejected

Co-training 122.8875 0.000048 rejected

40%

EnSSL 64.925

Supervised 76.1 0.387887 accepted

Tri-training 107.875 0.001206 rejected

Co-training 121.175 0.000028 rejected

Self-training 132.425 0.000001 rejected

Table 10: FAR test and Finner post hoc test (JRip).

data can be processed in significantly less computational
time. Since the experimental results are quite encourag-
ing, a next step could be the evaluation of the proposed
algorithm in specific scientific fields applying real world
datasets, such as the educational, health care, etc.
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When merging query results from various information sources or from different search engines, popular 

methods based on available documents scores or on order ranks in returned lists, its can ensure fast 

response, but results are often inconsistent. Another approach is downloading contents of top documents 

for re-indexing and re-ranking to create final ranked result list. This method guarantees better quality but 

is resource-consuming. In this paper, we compare two methods of merging search results: a) applying 

formulas to re-evaluate document based on different combinations of returned order ranks, documents 

titles and snippets; b) Top-Down Re-ranking algorithm (TDR) gradually downloads, calculates scores 

and adds top documents from each source into the final list. We propose also a new way to re-rank search 

results based on genetic programming and re-ranking learning. Experimental result shows that the 

proposed method is better than traditional methods in terms of both quality and time. 

Povzetek: V prispevkih sta primerjana dva pristopa pri združevanju zadetkov iskanja: z enačbo in z 

algoritmom TDR, nato pa je primerjana še izvirna metoda. 

1 Introduction 
In the Internet, search engines like Google, Bing, Yahoo 

provide a convenient mechanism for users to search and 

exploit information on the Web. According to statistics of 

"Surface Web" in 20171, it shows that Google indexes 

about 50 billion web pages, Bing about 5 billion pages. 

 

Figure 1: Size of the indexed webpages. 

The "Surface Web" is only about 1% of the "Deep Web" - 

which is not indexed by popular search engines. Many 

websites do not allow search engines to crawl, instead 

offering themselves a separate query system such as 

PubMed or the US Census Bureau.  

                                                           
1 http://www.worldwidewebsize.com 

However, when searching on search engines such as 

Google, Yahoo or Bing users are not satisfied for two 

reasons. Firstly, each search engine has different corpus, 

searching and ranking methods so the returned results will 

be different. Secondly, search engines now perform 

monolingual searches (search only on the corresponding 

language for search keywords), so users can not find 

webpages in other languages. 

To help users exploit the information effectively, 

there are some tools that combine search results from 

various sources. We can improve search results based on 

the available search engines by building a Meta Search 

Engines [1]. The nature of Meta Search Engines is to use 

techniques to exploit existing search engines and to 

process the results obtained from these search engines to 

generate a new search result that better matches user 

requirements. A Meta Search Engine needs to handle a 

variety of issues such as query processing, search on 

available search engines, processing returned results, re-

ranking results found, and display results for users. In this 

study, we focused solely on re-ranking the results found 

by the search engines available. 

There are two approaches to solve the problem. The 

first is to mix the search results (duplicate documents) of 

different search engines on the same information space. 

This method is often applied to "Surface Web". The 

second is to combine search results from independent 

sources (Federated Information Retrieval - FIR) [2], more 

in line with the exploitation of "Deep Web" information. 

The research and development of a combination of 

search results from multiple sources focused on three main 
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issues: server description, server selection, and merging 

[1]. Server description is intended to estimate general 

information about the original search server such as the 

number of documents, terms; Frequency of search results 

returned, ... Server selection is made based on the server 

description information to determine the most suitable 

server to send the query. Mixed results are the main work 

of combining search results from multiple sources, 

evaluating, rearranging documents, creating final list of 

results returned to the user. 

Merging techniques can be distinguished based on the 

types of information used for evaluating, re-ranking 

search results from sources [3]: server information search 

(total number of documents, results returned); Statistical 

information: the rank order of the document, the rating 

provided by the originator; basic information (title, 

abstract); or the content of the document itself. Research 

is aimed at improving the evaluation criteria such as 

accuracy, recall, data usage savings, response speed and 

bandwidth usage. 

The innovation in this paper is using machine learning 

techniques and basic information returned from the 

original search engine for re-ranking. We propose solution 

of sequential mixing to balance the speed and quality of 

the results. 

The rest of this paper is organized as follows. In the 

Session 2, we present an overview of re-ranking and focus 

on previous efforts on techniques of re-ranking as well as 

our analysis and remarks on pervious methods. Details of 

our proposal in using genetic programming for the re-

ranking are presented in Section 3 and the experiment is 

presented in Session 4. We conclude important points in 

Section 5. 

2 Overview on re-ranking 

2.1 Ranking and re-ranking 

In the information query, the ranking is usually done by 

calculating the score of fit between the document and the 

query, serving the goal of creating a list of documents in 

decreasing order of the score (shows the degree of 

suitability for user requirements). 

After executing the initial query and receiving the 

results from a search engine, the data can be extracted 

including the query content itself, the text list, the ranking 

points corresponding to the text (some may be hidden 

from the user), some basic content for each text, such as 

title, abstract. On an interactive system, the search is 

performed repeatedly, and the system can store and 

analyse the contents of executed queries, found 

documents, read texts, declarations or manipulations by 

users. The above information may be exploited by the 

system to re-rank the result list in a variety of ways, 

distinguished by the type of data used as using the 

information of the available search engines, rating, or 

considering to user information. 

 

Figure 2: Mix model for search results. 

Merging search results from multiple sources has the 

following process (Figure 2): The central server Sc 

receives the query from the user, sends the query to search 

servers from S1 to Sm. From each Si server, the list of Li 

contains N best results created and returned to the central 

server. Sc re-evaluates the documents based on the content 

returned from the original search servers or the content 

themselves to create the final result list returned to the 

user.  

2.2 Techniques of re-ranking 

2.2.1 Combination available rating 

The simplest method to merge ranking results is Raw-

Score, which directly uses the rankings in each of the 

original search result listings [4]. The CombSUM method 

proposed by Fox and Shaw, takes the total score of the 

document in the various search engines to determine the 

CombSUM score for a document. 

𝐶𝑜𝑚𝑏𝑆𝑈𝑀 =  ∑ 𝑠𝑐𝑜𝑟𝑒𝑖

𝑖∈𝐼𝑅 𝑆𝑒𝑟𝑣𝑒𝑟𝑠

 

with IR Servers as the set of search engines, scorei is 

the point of the document assigned by the ith search engine. 

The score assigned by a search engine can be 

normalized to a NormalizedScore score to avoid 

differences in searcher norms: 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑𝑆𝑐𝑜𝑟𝑒 =  
𝑠𝑐𝑜𝑟𝑒 − 𝑀𝑖𝑛𝑆𝑐𝑜𝑟𝑒

𝑀𝑎𝑥𝑆𝑐𝑜𝑟𝑒 − 𝑀𝑖𝑛𝑆𝑐𝑜𝑟𝑒
 

with MinScore and MaxScore being the smallest and 

largest values in the score of all documents assigned by 

the search engine. 

The weakness of this method is the difference of 

search engines quality on ranking quality, scoring, 

presentation methods, ... To overcome the limitation, we 

can add a weighting for search engines. The 

WeightedCombSUM score for a document is calculated 

by the formula: 

𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑𝐶𝑜𝑚𝑏𝑆𝑈𝑀

=  ∑ 𝑤𝑖

𝑖∈𝐼𝑅 𝑆𝑒𝑟𝑣𝑒𝑟𝑠

× 𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑𝑆𝑐𝑜𝑟𝑒𝑖 

 



New Re-Ranking Approach in Merging Search Results Informatica 43 (2019) 235–241 237 

Here, wi is the weight assigned to the search engine i 

in the set of search engines IR Servers; NormalizedScorei 

is the normalization of being assigned by server i to the 

document as in the formula of NormalizedScore. 

Similarly, some studies [5] suggest a linear function 

combining the ratings of search engines of the form: 

𝑀(𝑑, 𝑞) =  ∑ 𝛽𝑖

𝑛

𝑖=1

× 𝑠𝑖(𝑑, 𝑞) 

Here M(d, q) is the final ranking point, si(d, q) is the 

ranking (normalized) of the search engine i, 𝛽𝑖 is the 

weight assigned to the search engine i. The limitation of 

these methods lies in the need to identify values 𝛽𝑖 by 

manual methods or based on observation of training data. 

2.2.2 Ranking order information  

The second solutions group uses ranking order 

information in the original search list. The Round Robin 

method [6] is the simplest method of mixing, which is 

performed as follows: We have the result list which is 

returned from L1, L2, ..., Lm; Firstly, we get the m first 

result as R1 from the list of Li, then take the m second 

result is R2 from the list of Li and so on. The final result of 

the mixing process is in the form of L1R1, ..., LmR1, L1R2, ..., 

LmR2, ... This is the right solution to ensure search speed 

when the source of quality information equivalent. 

Borda mixing method [7] uses expert judgment 

scores. Each expert ranked a number of c documents. For 

each expert, the top document is c, the second document 

is c-1 and so on. If there are some unrated documents, the 

remainder is divided equally among all unrated papers. 

Finally, the materials are ranked according to the total 

number of points assigned. Blending methods use useful 

ranking information in the absence of information about 

the search engine rankings. However, studies show that 

this method of mixing is not as effective as the 

combination of scores. 

The LMS method (using result Length to calculate 

Merging Score) introduces the original search server 

counting formula based on the number of returned 

documents, then identifies new points for documents by 

multiplying the server point by original point [8]. 

2.2.3 Ranking learning 

In a local search system, documents can be indexed in a 

variety of ways such as VSM, LSI, LMIR, ... The score of 

a document versus a query in different ways can be 

considered as different attributes of the document. Current 

information query systems tend to apply machine learning 

techniques to model or create ranking formulas based on 

these attributes. 

The learning process consists of two steps: training 

and testing. The training input is D consisting of the set 

{<q, d, r>}, where q is the query, d is the document 

represented by the list of attributes {f1, f2, ..., fm}, r is the 

relevancy of the document d versus the query q. The 

training step involves the construction of an F rating 

model, based on a training database that determines the 

relationship between the attributes of the document and 

the relevance of the document to the query. At the test 

step, the ranking model applied to the T-dataset is made 

up of the set {<qtest, dtest, rtest>}, the rpredict value is the dtest 

document relevancy for the qtest query. - calculated by the 

F-rating model - will be compared to the rtest value for the 

rating quality of the rating model. Data for training D and 

experimental data T are usually generated by editing the 

search results in practice, and then manually evaluated by 

experts. 

Ranking methods generally have the same approach 

by optimizing the objective function: find the maximum 

value of the gain function or find the minimum value of 

the loss function. 

Ranking techniques are divided into three groups: 

point-wise, pair-wise and list-wise [9]. With a point-wise 

approach, each training object corresponds to an assigned 

document attached to the rating value. The learning 

process involves finding a model that maps each object to 

a rating close to its actual value. The pair-wise approach 

utilizes pairs of documents that are associated with rank 

order (before or after) as training subjects. In the list-wise 

approach, the training object is itself the list of ranked 

documents corresponding to the query. 

The characteristic of the point-wise solution group is 

PRank introduced in [10] using a regression analysis. 

In the pair-wise group, they constructed the RankSVM 

ranking algorithm with the aim of minimizing bias in the 

list of sorted pairs. This method is often referred to in 

studies as a basis for comparison. Freund applies boosting 

and introduces the RankBoost algorithm [11]. The 

advantage of this approach is that it is easy to deploy and 

can run in parallel for testing. Another example is FRank 

based on the probability ranking model. 

In the ListNet method of the list-wise group, the 

document list itself is considered a training subject. The 

authors use a probability method to calculate the loss 

function for the list, which is determined by the difference 

between the expected sorting list and the correct sorting 

list. Neural network models and gradient descent are used 

in deployment algorithms to determine the ranking model. 

While the presented methods may apply to mixing 

results from multiple search engines, the ranking learning 

methods apply to the case of the search system. Kits and 

documents are indexed in different ways. According to 

Yu-Ting and colleagues [12], ranking methods with 

training data (referred to as supervised ranking) were 

evaluated more effectively than others one (may be 

considered non-supervisor ranking). 

2.2.4 Using user information 

By default, traditional web search engines perform 

keyword-based queries. However, two different users, 

with different interests, can use same keywords with 

different search goals. In order to better meet the 

individual user's search needs, the user's declaration of 

behaviour and habits of the user during the search 

operation has become a research object. personalized 

ranking results or cooperative ratings [13]. 

Personalization of rankings results in querying and 

ranking results for users based on individual user interests 

and is carried out through two processes: (1) The 
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information that describes the user's interest and (2) the 

data collection reasoning to predict the content is close to 

the user's desires. 

Initial data collection solutions require the user to 

disclose the information interest through the registration 

table, and the user may change this information [14]. The 

problem with this solution is that the user does not want 

to, or has difficulty in providing feedback about their 

search results as well as their concerns. Another direction, 

more popular, perform "learning", create user profiles 

through search history to classify, create groups of topics 

of interest to users with the aim of providing more 

information for the ranking. Based on the collected data, 

the authors build a model that describes and exploits 

relationships between users, queries, and Web pages, and 

serves search results matching the needs of user. In terms 

of characteristics, models may be limited to the 

exploitation of "two-way data" that exploits the user's 

interest in information topics, or "data in three directions" 

(three-way data) incorporates more information about the 

site. 

In addition to the user-identified information solution, 

a number of solutions for exploiting user group 

information, created through the analysis of the already-

searched content of the set User groups have the same 

characteristics (geographic location, occupation, interest) 

or have common search habits, such as Collaborative 

Filtering (CF). Web sites that meet a person's profile will 

be considered appropriate for others in the same group. 

Due to the sparseness of the data sparsity, the latent 

semantic indexing algorithm is widely used as the primary 

technique for data modelling to optimize the layout as well 

as volume calculation [15]. 

2.3 Remarks 

In the re-evaluation methods based on the rating of the 

original search engines, raw-score is the simplest method, 

which will compare directly the origin of the documents 

to the final result list. CombSUM is taking the total score 

of the document in the various search engines to determine 

the ranking in the final list. This score is standardized to 

avoid differences in the norms of each search engine, or to 

supplement the corresponding original server quality 

parameters in the Weighted CombSUM. 

The second solutions group uses ranking order 

information in the original search list. This is the right 

solution to ensure search speed when the source of quality 

information equivalent. 

The third solutions group uses the basic information 

(such as headings, excerpts, ...) of the original results in 

the scoring of documents. It compares the query with the 

title or footnote of the document, then applies the scoring 

formula based on ranking factors, title points, point 

lengths, lengths of title, and excerpts. In the news search 

system "News MetaSearcher" [16], in addition to the 

above factors, the time to update the document is also 

included in the rating formula. 

The fourth solutions group performs the loading of the 

entire contents of the documents present in the original 

search result listings, then uses the indexing and scoring 

mechanism at the central server to perform the sorting, re-

ordering the materials. It reviews the entire document to 

ensure a stable end result list, but takes a lot of time and 

bandwidth to load data from multiple servers. 

The methods in the two first groups rely on the 

statistical information returned from the query (score, rank 

order) to perform calculations, so ensure a quick response 

to the final ranking result. However, some of the factors 

that make the quality of the endorsements are not good: 

Firstly, the search engines have large differences in data 

size, ranking algorithms that make the scoring formula 

based only on statistical information is not really relevant; 

Second, in reality the search server usually does not 

provide information about the document review point. 

The third solutions group is usually chosen in practice 

because of its advantages in both speed and search quality 

compared to the two first groups. The final solution group 

has a stable ranking quality, but requires a lot of time for 

downloading the full content of the candidate materials as 

well as computational time for indexing and re-rating. 

From here the requirement for a solution is guaranteed 

to make the most out of the basic information from the 

return lists, on the other hand requires the content of the 

documents in the final list to be consistent with the query 

and satisfactoriness on time and bandwidth costs. 

3 Proposal solution 

3.1 Idea 

We propose a new solution to re-rank search results in 

using genetic programming. 

Genetic Programming (GP) was first introduced by 

Angeline [17], based on genetic algorithms. In GP, each 

potential solution as a function is called an individual in 

the population set. GPs operate through the loop 

mechanism: at each generation, the dominant individual 

selectivity in the population is based on the content of the 

price; Perform hybrid, mutant, and spawn operations to 

create better individuals for later generations. 

From randomness and irrelevance to the algorithmic 

principle of individual formation, in many cases genetic 

programming helps to overcome localized optimization 

errors. Although there is no assurance that the results 

identified by genetic programming are optimal, 

experimentation in different areas indicates that this result 

is generally better than the application of algorithms 

defined by the expert, in many cases, this result is close to 

the optimal solution [17].  

An important element in the implementation of 

genetic programming is the definition of the individual, on 

the basis of which the content is determined, ensuring that 

the measurement accurately determines the quality of the 

solution. In addition, the complexity of the content, the 

number of individuals in the population, the rate of 

hybridization and mutation, the number of generations to 

be tested should be well defined to balance the ability to 

create a good solution, eliminate solutions that are not 

suitable for the calculation volume and time to solve the 

problem. 
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Previously, the practice of ranking methods was 

conducted independently, on different sets of data. This 

does not allow comparison of methods and hinders 

research. In 2007, Microsoft introduced the LETOR 

(LEARNING TO Rank) data set for the study of 

techniques in text search. In version 3.0 [18], the 

OHSUMED collection is edited from MEDLINE - a 

database of medical publications - for academic rankings. 

From the data of 106 queries, three files are created: the 

trainset contains 63 queries, the validation set contains 21 

queries, and the testing set contains 22 queries. Each file 

contains records in the following format: 

<lb> qid:<q> 1:<v1> 2:<v2> . ... 45:<v45> 

where <lb> is the value of relevance; <q> is the 

query number; <v1>, ... <v45> are values that correspond 

to the features of the documents, which are calculated on 

the basis of common rankings for search. Some examples 

of attributes used include: 

ID Formula 

1 ∑ 𝑐(𝑞𝑖 , 𝑑)𝑞𝑖∈𝑞∩𝑑  in the titles 

5 ∑ log (
𝐶

𝑑𝑓(𝑞𝑖)
)𝑞𝑖∈𝑞∩𝑑  in the titles 

11 BM25 of the title 
14 LMIR.JM of the title 

16 ∑ 𝑐(𝑞𝑖 , 𝑑)𝑞𝑖∈𝑞∩𝑑  in the compendium 

26 BM25 of the compendium 

28 LMIR.JM of the compendium 

Table 1: Example attribute of the OHSUMED collection. 

In the above formulas, qi is the query keyword ith in 

the query q, d is the document, c(qi, d) is the number of 

occurrences of qi in the document d; C is the total number 

of documents in the corpus, df(qi) is the number of 

documents containing the keyword qi. The BM25 and 

LMIR.JM scores are documented using the BM25 rating 

model and the Jelinek - Mercer smoothing language model 

[19]. 

3.2 Modelling application of genetic 

programming 

The GP application solution for rating learning is as 

following model: 

- Input 1: Training data set D with recording records 

in the form of the OHSUMED collection; 

- Input 2: Parameters Ng is the number of generations, 

Np is the number of individuals per generation, Nc is the 

hybrid speed, Nm is the speed of the mutation. 

- Output: The rank function F(q, d), which sets the 

value to a real number, corresponds to the relevance of the 

document d to the query q. 

The training process consists of five steps as follows: 

- Step 1: Randomly identify first generation 

individuals; 

- Step 2: Determine the value of the content for each 

individual; 

- Step 3: Perform hybrid and mutation operations; 
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- Step 4: Create a new generation and repeat steps 

from 2 to 4 until you have enough Ng; 

- Step 5: Choose the best individual result. 

Each individual (gene) is defined as a function f(q, d) 

that measures the relevance of the document to the query, 

with the following options: 

- Option 1: The linear function uses 45 attributes: 

𝑇𝐹 − 𝐴𝐹 = 𝑎1 × 𝑓1 + 𝑎2 × 𝑓2 + ⋯ + 𝑎45 × 𝑓45 

- Option 2: Linear function, using only a selective 

random attribute: 

𝑇𝐹 − 𝑅𝐹 = 𝑎𝑖1 × 𝑓𝑖1 + 𝑎𝑖2 × 𝑓𝑖2 + ⋯ + 𝑎𝑖𝑛 × 𝑓𝑖𝑛 

- Option 3: Apply function to attributes. Limit the use 

of functions x, 1/x, sin(x), log(x), and 1/(1+ex). 

𝑇𝐹 − 𝐹𝐹 = 𝑎1 × ℎ1(𝑓1) + 𝑎2 × ℎ2(𝑓2) + ⋯
+ 𝑎45 × ℎ45(𝑓45) 

- Option 4: Create a TF-GF function similar to the one 

presented in [20], but retain the evaluation of non-linear 

functions. The function is binary tree, with inner vertices 

being operators, leaf vertices are constants or variables. 

In the formulas, ai are the parameters, fi are the 

attribute values of the document, hi are the function. 

In options 1, 2 and 3, to hybridize two individuals f1(q, 

d) and f2(q, d), a random list of parameters has the same 

index of functions to be exchanged. The mutation 

operation for the individual, f(q,d), is performed by 

swapping two random parameters of the function f(q, d). 

Comparison of search and ranking solutions is usually 

based on the measures P@k, MAP, NDCG@k [20] that is 

used to determine the value of the content. Here, we test 

the fitness function corresponding to the MAP value. 

In the first two options, Ng, Np, Nc, Nm are respectively 

100, 100, 0.9, 0.1. For option 3, Ng, Np are defined as 

200,400. In option 4, Ng, Np, Nc, Nm are respectively 1000, 

100, 0.9 and 0.2. These values are determined by 

experiment. The Ng value, given in alternatives 3 and 4, is 

greater due to the complexity and diversity of individuals 

- the ranking function. 

4 Experiment 
The TF-Ranking experimental software, built on the basis 

of the PyEvolve library, was developed by Christian S. 

Perone2, which enables the development of a genetic 

algorithm for development in the Python language. 

In the OHSUMED collection, the data is divided into 

five directories, each containing the train.txt, vali.txt and 

test.txt files for training, re-evaluation, and 

experimentation. According to each directory, the training 

and experiment steps are as follows: 

- The training module reads data from train.txt for best 

pbest selection, applying the scoring function to the text in 

test.txt. 

- Microsoft's Eval-Score-3.0.pl tool is used to 

generate P@k, MAP, NDCG@k values (k = 1,2,5,100), 

evaluating the effect of the generated point function. 

For each option, the mean value for each of the P@k, 

MAP, NDCG@k scores of the five directories was taken 

as the scores for the experimental option. The 

implementation of training and experiment was done 5 
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times, the average value for comparison and evaluation of 

results. 

Table 2, Table 3 and Table 4 compare MAP, P@k and 

NDCG@k (with k = 1, 2, 5, 10) of the proposed solution 

against the baseline method, published in website of the 

LETOR3 assessment data set. Bold cells contain the 

highest values in the corresponding column. 

Method MAP 

Regression 0.4220 

RankSVM 0.4334 

RankBoost 0.4411 

ListNet 0.4457 

FRank 0.4439 

TF-AF 0.4456 

TF-RF 0.4467 

TF-FF 0.4468 

TF-GF 0.4427 

Table 2: Comparison of MAP values 

Method K=1 K=2 K=5 K=10 

Regression 0.4456 0.4532 0.4278 0.4110 

RankSVM 0.4958 0.4331 0.4164 0.4140 

RankBoost 0.4632 0.4504 0.4494 0.4302 

ListNet 0.5326 0.481 0.4432 0.441 

FRank 0.5300 0.5008 0.4588 0.4433 

TF-AF 0.5506 0.4789 0.4476 0.4348 

TF-RF 0.5545 0.4835 0.4633 0.4404 

TF-FF 0.5294 0.4957 0.4600 0.4437 

TF-GF 0.4997 0.4760 0.4507 0.4372 

Table 3: Comparison of NDCG@k values 

Table 4: Comparison of P@k values 

Experimental results show that the TF-AF, TF-RF 

alternatives are good. MAP, NDCG @ k and P @ k values 

outperformed the corresponding Regression, RankSVM, 

and RankBoost methods, which were equivalent and 

slightly better than the ListNet and FRank methods. The 

TF-GF method was not very good: Despite the good 

results on the training set, the results on the experimental 

set were just average, sign of overfitting. 

One-time training for 5 directories with TF-AF, TF-

TF, TF-FF, and TF-GF options takes 150 minutes, 70 

minutes, 200 minutes and 10 hours respectively on a dual-
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 http://research.microsoft.com/ 

CPU computer. Core 3.30 GHz, 4 GB RAM installed 

Windows 7. 

This result shows that the use of linear functions for 

ranking assures efficiency, both in terms of experimental 

quality and duration of training. 

5 Conclusion 
The paper introduces an overview on re-ranking. It 

evaluates the application of methods of mixing 

information retrieval results from multiple sources by re-

calculating the scores based on the basic information 

returned from the original search engine and proposing a 

re-ranking method. sequentially, progressively download 

the best documents to create the final result list. 

The innovation of this proposal is applying the 

machine learning method in using genetic programming. 

We experimented proposal solution on the LETOR 

experimental data set to develop a new ranking system 

with the objective of evaluating the effectiveness of this 

learning methodology. Experimental results suggest that 

the proposed method is better than traditional methods in 

terms of both quality and time. 

Our next research is to integrate this re-ranking tool in 

multi-language and cross-language search systems. The 

systems are intended to allow users to find documents in 

languages other than the language of the search keywords. 
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We present an approach to solving the problem of “physical match,” i.e., reconnecting back together broken
or ripped pieces of material. Our method involves correlating the jagged edges of the pieces, using a
modified version of the longest common subsequence algorithm.

Povzetek: Predstavljena je izvirna metoda sestavljanja razbitih fizičnih predmetov.

1 Introduction

The problem of “physical match” spans many different ap-
plications, from whimsical (jigsaw) puzzle solving [9, 19,
20], to 3-D archeology [17, 14, 7, 6] (sometimes utilizing
a priori shape knowledge, or rotational symmetry), to the
forensic sciences [15, 16]. In the present paper we restrict
ourselves to the 2-D problem, and the particular aspects of
one-dimensional border which one can take advantage of,
for this flat case, but not resorting to the rich information of
3-D surface-to-surface matching. Therefore, given a single
piece of material, be it paper, clothing, glass, etc., once it is
ripped or broken into many pieces, the challenge is to piece
back together the parts, to the original shape.

Sometimes one can take advantage of text [18], color
[9], orientation (e.g., lined paper), images [20, 10, 4], spe-
cific shapes (e.g., machine-shredded paper [18], or the jig-
saw puzzle problem [19]) and/or texture. A survey of such
methods can be found in [8]. We are making none of these
assumptions, and therefore matching via shape alone.

Some approach this problem with gross polygon approx-
imations of the pieces [1], whereas others solve with a mul-
tiscale of resolutions [3]. Our method is based on cor-
relating the changes of direction along the edges of the
pieces. In [21], the same information is used, however,
whereas they build histograms of these changes of direc-
tion, we compare them directly, retaining their order, as
described below. Finally, [16] present statistical findings
(for the plausibility of the Daubert ruling in the court of
law) for three different types of material. Our analysis is
for generic materials, and we concentrate more on the al-
gorithms involved.

2 Background and problem

We have chosen to, at least initially, model the pieces on
the computer, rather than work with actually torn material.
The reason for this is in order to steer away from possi-

ble parameter fixing based on a few physical cases, and
instead deriving statistics and parameter values, based on
thousands of computer-modeled Monte-Carlo simulations.

In order to accurately match along the edges of the
pieces, we start by scanning in the pieces to determine
the location of all of the edges. This has to be done with
enough resolution to pick up the unique characteristics of
each segment of the edge, and minimize the effects of the
jagged nature of digitization of the edge pixel positions. On
the other hand, the resolution cannot be too high, lest the
computations be inordinately expensive.

Once the edges have been located, the edge slopes have
to be calculated in such a fashion so that they can be com-
pared to each other. The slope calculations require an or-
dering of the pixels, which is accomplished together with
the previous step of locating the edge pixels. This is done
for all of the edges of all of the pieces. Since the pieces
have been translated and rotated with respect to each other,
we actually stored away in arrays, one for each piece, the
invariant changes in direction along the edge. This we are
able to accomplish, as we “travel” along the edges (ex-
plained below), recording the rotations.

After the edges have been characterized, the core of our
system is to find where the turns of the edges of separate
pieces correctly match up. We use a modified version of
the longest common subsequence (LCS) algorithm [5], ad-
justed to be appropriate for problems where the starting
points of the sequences are not known.

Finally, the last step is to calculate from the matching
turns, where exactly to “sew” the pieces back together. This
stage requires further filtering of the matching algorithm, to
dispose of spurious matches along the edges.

To summarize, the following algorithms are needed for
us to model and verify our physical match system:

1) modeling original, non-trivial pieces of material, and
breaking them further into pieces,

2) accurately scanning in the (edges of) the pieces, at the
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required resolution, to locate and order the edge pix-
els,

3) calculating the edge slopes,

4) correlating the edge slope deviations to find the cor-
rect matches and

5) sewing the pieces back together.

3 Modeling random-shaped pieces
and breaking them

For simplicity’s sake, we start with pieces which are basi-
cally circular in shape, but we perturb the edge to obtain a
polygon. Beginning with a center, we randomly choose
a sequence of angles, as well as radii, ranging between
two given extrema. These points are then connected with
straight lines to obtain the polygon. See an example of this
in Figure 1. A less-simple shape would be to connect the
same points with splines, as seen in Figure 2. The ramifi-

Figure 1: Polygonal edge

Figure 2: Spline edge

cations of such a shape on the subsequent algorithms, will
be the subject of future analysis.

Given polygon, we must now simulate “breaking” it into
smaller pieces. Starting at an interior point, we proceed in
a straight line, randomizing both the direction and length
of the step. This is repeated until a step exits the polygon,
as seen in Figure 3. Continuing in the opposite direction,
we can create the entire crack, defining our two sub-pieces,
as in Figure 4.

Figure 3: Break exiting polygon

Figure 4: Two pieces

Treating each sub-piece separately, we can now recurse,
breaking each piece further and further. Examples of 3
pieces and 100 pieces are shown in Figures 5 and 6.

When determining the values of the extrema, both for
the random direction and the random length of the step we
take, it is important to generate a break with similar “turn”
characteristics to the original polygon edge.

The reason for this is the following. While it is true
that, e.g., for a simply-shaped piece of material, the break
may actually generate a different kind of edge, we are look-
ing for a worst-case scenario, where we cannot easily tell
where the ripped part is, and where the original polygonal
edge is. Two counterexamples can be seen in Figures 7 and
8.

We note that calculating when the break “leaves” the
piece, in not trivial. We cannot simply check whether the
final end of the current “step” segment falls out of the poly-
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Figure 5: Three pieces

Figure 6: One hundred pieces

gon, as is the case on the left hand side of Figure 9. This
is because the segment may actually leave the polygon, but
subsequently return back into it, as in the right hand side of
the same figure.

We therefore check at each step of the break, whether
the new step segment intersects any part of the edge of the
polygon. If it does, we set the end of the break at the inter-
section point.

Finally, future analysis will study possibilities where the
break is also generated with splines.

With the pieces now “virtually” created, we are ready to
start our analysis. We will now discuss the rasterization of
the images, in order to simulate their being scanned “back”
into the computer, for running our physical match system.

4 Image scanning and edge pixel
ordering

In real life, the entire process starts here, from scanning the
pieces into the computer. At this point, a mesh of pixels
representing each piece is available, with each pixel signi-
fies where the piece is, or is not. For our analysis, this is
a best-case segmentation of the material (not always eas-

Figure 7: Complex break

Figure 8: Simpler break

Figure 9: Breaking out of piece

ily obtainable), into foreground (where the material is) and
background (where it is not). The next step is to discover
which the edge pixels are, and to determine an ordering of
them, for subsequent edge slope calculations.

In the model we built in the previous section, the situa-
tion is slightly different. There we already have a polygon
defined, and we need to determine which of the pixels are
edge pixels, as well as a proper ordering for them. To best
simulate real life, we first rotate and translate each piece, as
well as randomly choose whether or not to flip each piece
over.

A standard method for detecting the edge, is found in
[2]. The authors report in [13] a new, quick method for
determining the edge (and interior) pixels of a polygon, for
a large number of pixels. This is important for our problem,
since with a high enough resolution of scanning (clearly
effected by the smoothness of the curves, and in order to
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avoid the need for smoothing and resampling), the number
of pixels to check easily enters the tens of millions.

They present two methods for determining which pix-
els are interior, exterior or on the edge of a polygon.
Both methods approach the problem by performing tests
along the shape perimeter, differing in memory intensity
and generalizability. Along with the complexity analysis,
they show that a combination of the two methods, with a
crossover from the first algorithm to the second, based on
the number of pixels at each step (along a specific edge),
works the best.

In addition, their method provides an ordering of the
edge pixels, facilitating our subsequent necessary edge
slope calculations. In this paper we take advantage of the
edge pixel discovery and ordering.

5 Edge slope calculations
Given an ordering of edge pixels, we now need to calculate
the edge slope at each pixel. This will subsequently be
used for calculating the edge slope differences, needed for
matching between pieces.

While an accurate edge slope calculation would be suffi-
cient, it is not necessary. We need an approximation of the
edge slope which will be both reproducible, and invariant
(to a given degree of tolerance) under rotation and transla-
tion. With this characterization, we will be able to match
the (changes of) slope of two different pieces, regardless of
translation and rotation.

The authors demonstrate in [12] that the method of a
linear least squares (LLS) fit to a parabola, accurately
calculates this reproducable, rotation- and translation-
independent characterization of the edge slope. (LLS fits
to other orders of polynomials, were shown to be inferior.)
Note that care needs to be taken so that the initial scanning
supplies a high enough resolution. This will enable enough
points to be supplied to the LLS fit so that no more than
one “turn” will be present in each set of points. (The de-
gree to which a “turn” is rendered significant, as well as
the number of points per turn, are empirically derived in
that paper.)

As they describe, the problem is not trivial, due to the el-
ement of rotation-invariance, where in the local neighbor-
hood, a very different set of pixels represents the same edge
segment. Nonetheless, after implementing their method,
we have for each piece an array of edge slope values, one
value for each edge pixel.

6 Matching edges
The matching between pieces is done on a one-to-one basis.
That is, each of the pieces is compared with every other
piece, in order to determine the best match.

Since the pieces are rotated vis-à-vis each other, there is
no reason to find matches between edge slope values. How-
ever, the changes in edge slope are invariant to rotation. As

described above, we have therefore stored away arrays of
adjacent differences in edge slope values.

The basic method used for matching any two arrays
which we have generated, is the longest common subse-
quence (LCS) algorithm. Since we are comparing real-
valued numbers, we are not looking for exact matches, but
numbers with are close enough. (In Section 8.2 we dis-
cuss values to quantify this closeness.) However, prior to
applying the algorithm, we need to state a few geometric
considerations.

6.1 Filtering out straight lines
Long stretches of edges might be straight lines (as in our
case) or nearly straight lines. Therefore, the edge slope
values for many adjacent edge pixels may be nearly equal,
and their differences will be zero or close to it.

While these straight edge segments can represent impor-
tant information, our current algorithm matches based on
changes in edge slope directions. Therefore, with all of
these zeros left in the arrays, too much “straight-edge” in-
formation will match, not uncovering the underlying turn-
information.

Deleting all such zeros removes too much information,
and therefore our current algorithm replaces multiple adja-
cent zeros with a single zero, as a place marker stating that
there was a straight stretch of edge here.

Whereas one might think that quantitative information is
lost here, since no length of the straight edges is retained,
nonetheless cases of unequal length will properly be fil-
tered out later on, when the pieces are attempted to be sewn
together (Section 7).

6.2 Relative orientation
If the edge values of one piece are ordered in the exact op-
posite direction with respect to the other piece, then the
changes in edge slope values of one piece are the negative
values of the other piece, in addition to being in the oppo-
site order.

For example, the edge on the left hand side of Figure 10
shows moving from one edge pixel to the next one is a 90◦

Figure 10: Pixels in reverse direction

turn to the left, followed by a 30◦ turn to the right—or a
−30◦ turn. If the matching piece (on the right hand side of
the figure) is ordered in reverse, this comes to a 30◦ turn,
and then −90◦ one.
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Similarly, if one piece is flipped over as compared to the
other piece, then the values will be either in the opposite
order (−30◦, 90◦), as in Figure 11, or with reversed signs

Figure 11: Flipped piece with opposite order

(90◦, −30◦), as seen in Figure 12.

Figure 12: Flipped piece with reversed signs

Therefore, we need to compare the two array in four dif-
ferent fashions:

1) as is,

2) with one of the arrays reversed,

3) with one of the arrays with opposite signs and

4) with one of the arrays reversed and with opposite
signs.

6.3 Cyclic correlation

Recall that each array represents the changes of edge slope
values for the perimeter of a given piece. Since we ran-
domly choose where along an edge to start the array, we do
not know where a matching segment is for any two pieces.
It could be that the match is in the middle of array A, but
for array B, it is at the end of the array, and finishes subse-
quently back around at the beginning of the array.

The authors in [11] deal with this issue at length and
demonstrate that initially four LCS algorithm invocations
are necessary:

1) as is,

2) with one array rotated by 50%,

3) with the other array rotated by 50% and

4) with both arrays rotated by 50%.

(Rotating the array amounts to choosing a different start-
ing point along the piece’s edge.) Padding the array with
the same content was avoided, in order to avoid possible
spurious artifacts.

Note that these four possibilities are in addition to the
four permutations mentioned previously in Section 6.2,
with reversed arrays and negative values. Therefore, the
composite set of possibilities includes a total of 16 pos-
sibilities. The best LCS (of the 16) is found, and then if
deemed necessary, one or both arrays are reversed, sign-
changed and 50% rotated.

In the same paper, the authors show that once the best
LCS (so far) is found, and after performing a centering
technique they devised, an additional invocation of the LCS
algorithm is necessary to extract the LCS. They establish
that for cases where the LCS in the two sequences are
known to be clustered within the sequences, this final cen-
tering and subsequent LCS algorithm step provide optimal
LCS results.

Our problem indeed exhibits this clustering behavior, as
two pieces generally match along the adjacent side, and not
all the way around. (A degenerate case is when one piece
sits totally within another.)

With the two LCSs lined up and centered within their
sequences, we are ready to proceed with the final stage of
“reconnecting” the two pieces back together.

7 Sewing edges
As was noted in the previous section, a final invocation of
the LCS algorithm was used in order to extract an LCS
as long as possible. However, even with optimal results
of obtaining the entire, appropriate LCS, we still need to
concern ourselves with spurious, random matches which
may enter the LCS.

7.1 Filtering random matches
Consider Figure 13. We see that although we have a good

Figure 13: With spurious matches - both sides

match overall, if we are to consider the extra, spurious cir-
cled matches which are outside of our match, this might se-
riously degrade our subsequent calculations for reconnect-
ing the pieces.

Note that random matches can occur within the LCS
spans as well, although they would less effect the “sewing”
process (described below), since in general they are geo-
metrically closer to each other.
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To dispose of the circled mis-matches, we return to the
centering process mentioned in the previous section, re-
garding the final LCS algorithm invocation. We reuse
this center to throw our support behind the 20–30% of the
matches which are closest to the center, and discard the re-
maining matches.

Note as well, that the LCS algorithm only “rewards” for
matches, and does not penalize for mismatches. These
mismatches are possibly due to missing material along a
matching edge, leading to intervening unmatching pairs.
If the type of the material and/or situation are such that
worn or missing pieces are unlikely, then penalties for mis-
matches can be considered as well.

7.2 Moving and rotating
We must first move the two pieces next to each other, in
order to enable the final stitching. For simplicity’s sake,
we assume one piece to be stationary, and the other will
be matched up to it. Since this second piece is both trans-
lated away, and rotated from the first piece, the following
maneuver will return its coordinates [x y]

T to their correct
locations:(

cosα sinα
− sinα cosα

)(
x
y

)
+

(
∆x
∆y

)
The challenge, therefore, is to find the optimal values of α,
∆x and ∆y, to juxtapose the two pieces.

Even though we have already established our matching
positions within the arrays, along with their (x, y) coor-
dinates, we acknowledge sources of initial measurement
errors in the scanning, as well as possible internal mis-
matches, mentioned above. We therefore use a nonlinear
least squares (LSQ) solver (in MATLAB: lsqnonlin)
to find the triad of values which minimizes the sum of
the square distances between our remaining LCS matches.
Note: as many nonlinear solvers require, we initially seed
the solver with a seat-of-the-pants approximation given the
geometry and any three matching pairs. Also, it was cru-
cial to adjust the maximum number of iterations allowed
(in MATLAB: MaxIter) and the termination tolerance on
x (MATLAB: TolX) in order to converge properly to the
desired results.

7.3 Micro-stitching
With our two pieces lined up next to each other, we have
the situation shown in Figure 14. We need to find the en-
tire “seam” in order to properly stitch the two pieces to-
gether. A proper stitching is crucial for the success of fur-
ther matching to more pieces. Note that now we would like
to find the most number of pixels which can be considered
part of the seam, with the remaining pixels comprising the
edge of the combined piece. Therefore, matching between
pixels of the two pieces:

1) entails geometric proximity, instead of matching
slopes as before, and

Figure 14: Pre-stitch

2) is done for all of the candidate pixels along the seam,
and not only the LCS matches.

Starting from the LCS center, the algorithm proceeds in
both directions along the seam, by adding the closest pixels
(to each other) from the two pieces, as long as their distance
is 0.4 of the average mean distance (calculated earlier in
the nonlinear least squares procedure). We allow skipping
pixels, as long as subsequent ones are part of the seam.
When we hit three consecutive pairs which are too far apart,
we consider the seam ended (in that direction). Note that
the 0.4 value and the count of three consecutive pairs, were
empirically derived.

7.4 Goodness of fit
Due to the digitized nature of the problem, we need metrics
to measure the quality of the matches. The minimized sum
squared error calculated to translate and rotate the pieces
gives us one measure, but that was prior to the stitching.

We therefore measure the overlap between the two
pieces, as well as gaps which may have been uncovered.
See, e.g., in Figure 15, where the dark gray area near the

Figure 15: Overlap and gap

top shows us the overlap, and the thin light gray strip to-
wards the bottom—where neither piece covers.

One way to quantify these values is to rescan the entire
stitched area of the union of the two pieces. However, this
process takes quite a bit of computation time, and is not
necessary. Instead, we take a much quicker approach by
analyzing the seam only. Starting at one end, we travel
along the two edges, calculating where there are crossovers
between the two pieces. At these points, we go from over-
laps to gaps, or vice versa; we sum each of these separately.

There is one case where an entire scan of the union of the
two pieces is helpful—and necessary. On the left hand side
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of Figure 16 we see that although our eyes solve the prob-

Figure 16: Reconfigurable pieces

lem easily, moving the two pieces together, another pos-
sibility can be seen as well, on the right hand side of the
figure. Note that the latter possibility suffers no overlaps or
gaps, along the seam.

Clearly this is not the desired result. We therefore run a
quick, low-resolution scan of the union of the two pieces,
discarding this possibility by comparing the total area be-
fore and after stitching. Note that one cannot decide on
a consistent ordering of the edge pixels based on concav-
ity/convexity of the pieces, as even along matching edges,
part of the shared edge might be concave, and part convex.

One final measure of fit, is the length of the seam. This
is needed, as, e.g., if two pieces meet at just one point,
then the sum squared error will be zero, there will be no
overlap nor gap areas, and the area of the union will be
exactly equal to the sum of the individual areas. However,
the seam length will be zero too, indicating that no match
at all occurred.

The gross overlap demonstrated in Figure 16, and the
extremely short length of the seam, are not used statistically
with the first two metrics, i.e., the lengths of overlaps and
gaps. These last two measures of fit used in a binary fashion
to throw away possible matches.

8 Results
We present here some sample cases, together with
empirically-drawn heuristics regarding system parameter
values.

8.1 More than two pieces
When we start with more than two pieces, we compare ev-
ery piece to every other one. We take the “greedy” ap-
proach of choosing the candidate pairs which maximize
the number of possible “sewings,” for this round of the
physical match. Others [10, 4] approach this by building
graphs of matches, subsequently redivided into subgraphs
by spectral clustering.) E.g., if the following pairs have
been discovered: (1,2), (2,3) and (3,4), we will ignore the
(2,3) match, first working with the other two pairs. Once
that is finished, we iterate until all possible matches have
been found. See Figures 17–21.

8.2 System parameter values
Our entire approach is subject to a number of interdepen-
dent, system-level parameters which need to be set to the

Figure 17: 8 pieces

Figure 18: 8 pieces stitched

correct values. We demonstrate below what can happen
with the wrong set of values.

The parameters of interest are:

Resolution This is the scanning resolution of the various
pieces into the computer, in MATLAB pixels. As men-
tioned in Section 5, care needs to be taken so that
the resolution is high enough to capture the twists and
turns of the edge, but not too high, as to make the com-
putation inordinately long. Sample values (in MAT-
LAB coordinates): 100, 200.

Edge characterization points Again, as discussed in the
same section, this needs to be large enough to supply
the linear least squares fit to a parabola algorithm with
enough information to characterize the edge slope, but
not too large, so that no more than one turn is present
in the set of points. Sample values: 23–29 (resolution
of 100), 31–37 (resolution of 200).

Straight corner maximum This determines the maxi-
mum value of change of direction at a pixel, such that
we still consider there to be no change, as if a straight
line was passing through. We addressed this in Sec-
tion 6.1 to filter out straight lines. Sample values: 0.2–
0.8.
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Figure 19: 4 pieces

Figure 20: 4 pieces stitched

Figure 21: 2 pieces

LCS maximum match In the LCS matching algorithm,
we stated in Section 6 that when comparing changes
of slope, we are willing to have these numbers be dif-
ferent, up to this maximum value. Sample values:
0.1–0.4.

LSQ confidence in matches This value is used in Sec-
tion 7.2 to supply the nonlinear least squares fit with
matches, to translate and rotate the pieces together. It
is a fraction of the matches in each direction, starting
from the center of the LCS. Sample values: 0.10–0.25.

In addition to the conclusions we derive below, we found:

1) Overall it makes sense to scan at a resolution of 200, in
order to obtain better fit statistics (preventing overlaps
and gaps), which in turn provides better conditions for
subsequent matches to other pieces.

2) The LSQ confidence in matches parameter was less
important.

3) Of the three remaining parameter: edge characteriza-
tion points, straight corner maximum and LCS max-

imum match, as long as at least two of them were
within the nominal bounds prescribed below, then
matching was successful approximately 80% of the
time. If only one of them was within the nominal
bounds (particularly, one of the first two parameters),
then successful matching was achieved in about 50%
of the cases.

4) The two parameters: straight corner maximum and
LCS maximum match, were not particularly depen-
dent on the resolution, as long as they were within the
nominal bounds prescribed below.

8.3 Optimal values
In general, the values in Table 1 worked optimally for a

resolution of 100
edge characterization points 27, 29

straight corner maximum 0.4–0.8
LCS maximum match 0.2–0.4

LSQ confidence in matches 0.10–0.25

Table 1: Resolution of 100 — optimal values

scanning resolution value of 100. We show in Table 2 the

resolution of 200
edge characterization points 35, 37

straight corner maximum 0.4–0.8
LCS maximum match 0.2–0.4

LSQ confidence in matches 0.10–0.25

Table 2: Resolution of 200 — optimal values

optimal valus for a scanning resolution value of 200.
We present here a specific case, in order to illustrate what

happens when the system parameters stray too far from the
nominal values. In Table 3 are the system parameter val-

resolution of 100
edge characterization points 25

straight corner maximum 0.8
LCS maximum match 0.2

LSQ confidence in matches 0.20

Table 3: Nominal values

ues for this specific case. The subsequent matches are dis-
played in Figure 22, showing a good match up between the
two pieces.

If, however, the edge characterization points parameter
is set too low, to 17, then the edge slope values are not
properly calculated, and just low values of changes in the
slope direction are matched. This can be seen in Figure 23,
where we see that the matches are also not only along the
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Figure 22: Nominal values

Figure 23: Edge characterization points too low

correct seam, but all around the edges.
Another problematic case is if the straight corner maxi-

mum is set too low. In Figure 24, with the value set to 0.3,
we see that only very straight corners are considered to be
modeling straight lines, and therefore we have a huge num-
ber of matches. The information at the corners of interest
is lost in the noise.

Finally, we demonstrate what happens if the LCS max-
imum match system parameter is set too low. A value of
0.01 is too stringent to allow edge slope changes of the two
pieces to match up with each other. This is seen in Fig-
ure 25, where very few matches have been established.

Figure 24: Straight corner maximum too low

Figure 25: LCS maximum match too low

9 Future research
We list here a number of future directions for this research.

1) As mentioned in Section 3, we would like to build the
initial piece, as well as generate the breaks, using the
more general splines, instead of straight lines.

2) Clearly we would like to run the analysis for actual
pieces of broken/torn material, in order to verify the
optimal system parameter values.

3) “Holes” in the material might be due to missing
pieces. How do the holes effect this process? Can
the stitching algorithm of Section 7.3 easily be modi-
fied so as to be able to “jump” over such holes? Note
that previous work of automating jigsaw puzzle recon-
struction rarely addressed this.

4) In addition, we would like to understand how various
types of material (glass, pottery, plastic, rubber, etc.)
effect the system parameter values of choice.

5) Specifically, paper has more characteristics, due to the
fibers jutting out along the torn edge. Can we take
advantage of these? Are they “in the way?” Can we
remove them, without effecting the success of the sub-
sequent matching?

6) On the issue of paper, how does the fact that it is usu-
ally multi-ply, effect the analysis? Can we analyze
each ply, and match on the composite picture?

7) This also brings us to the exciting extension to 3-D
physical match, with applications to archeology and
exploded object reconstruction.

8) Finally, there is the area of forensics. In order to
claim: “This piece came from this object.” and have
this be admissable in court, we have to answer ques-
tions regarding confidence levels of the fit, as well as
statistical probability that no other piece could likely
fit there.

10 Summary
We have presented a method for solving the problem of
physical match. The algorithm involves finding the edge
pixels, ordering them, and using their positions to char-
acterize the edge slope. The turns along the edges are
then matched to each other using a modified version of the
longest common subsequence algorithm.

Finally, the various pieces are translated, rotated and
flipped (if necessary), and then stitched together for further
matching to other pieces.

We discussed future directions for the research, particu-
larly in the arena of extending the analysis to 3-D shapes
and breaks.
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The bi-partial criterion for clustering problem consists of two parts, where the first one takes into account intra-

cluster relations, and the second – inter-cluster ones. In the case of k-means algorithm, such bi-partial criterion 

combines intra-cluster dispersion with inter-cluster similarity, to be jointly minimized. The first part only of such 

objective function provides the “standard” quality of clustering based on distances between objects (the well-

known classical k-means). To improve the clustering quality based on the bi-partial objective function, we de-

velop the permutable version of k-means algorithm. This paper shows that the permutable k-means appears to 

be a new type of a clustering procedure. 

Povzetek: Študija se ukvarja z gručenjem znotraj in med gručami, pri čemer izvirna metoda uporablja 

permutirano verzijo običajnega algoritma za gručenje. 

1 Introduction and related works

1.1 Clustering by k-means  

According to the basic idea of the classical k-means algo-

rithm [1-5], a set 
1{ ,... }N =  of N  elements is di-

vided into clusters 
k , 1,...k K= , represented in a fea-

ture space by their “representative” objects 
kx , and/or 

“mean” objects 
kx  (centers), where 1( ,... )T

nx x=x  is a 

vector in the n− dimensional space.  

In this paper, we consider means as representatives and 

calculate new means as in the classical procedure.  

The well-known respective clustering criterion mini-

mizes average of squared distances to cluster centers 

                   
2 2

1 1

1
( )

K K
k

k k k

k k

N
J K N

N N
 

= =

= =  ,              (1) 

2 2 2

1 1

1 1
|| || ( , )

k kN N

k i k i k

i ik k

d
N N


= =

= − = x x x x , 

where 
2

k  is the dispersion of the cluster k  having size 

kN , and ( , )d x y  is the Euclidean distance between vec-

tors x  and y . 

As it is well-known [6–10], cluster dispersions can be 

calculated without direct use of cluster means, based on 

pairwise distances between vectors 

 
2 2 2

2 2
1 1 1 1

1 1
|| || ( , )

2 2

k k k kN N N N

k i j i j

i j i jk k

d
N N= = = =

= − = x x x x . (2) 

Empirical data often appear in the form of a matrix of 

pairwise comparisons of elements of the set. Such com-

parisons can be nonnegative values of dissimilarity or sim-

ilarity of objects from the set   [11].  

This is important for our approach, since the permuta-

ble k-means, developed in this paper, uses only distance 

𝐷(𝑁,𝑁) or similarity 𝑆(𝑁, 𝑁) matrices. Therefore, cluster 

means are not presented in them, and we need to develop 

equivalent forms of (1) and (2).  

The basis of our approach is the Torgerson’s idea of 

the “gravity center”, developed for multidimensional scal-

ing problem [6] in the method of double centering for prin-

cipal projections to get the appropriate feature space with 

the raw distance matrix, immersed in it.  

Our goal is different: we do not want to restore a fea-

ture space itself, since it is sufficient to suppose that ob-

jects are immersed in some metric (more closely, Euclid-

ean) space, as we show this later on. 

Naturally, the two-component criteria, similar to the 

bi-partial one (Dunn, Calinski-Harabasz, Xie-Beni etc.), 

are used in cluster-analysis [9, 12]. They are mainly used 

to assess the proper number of clusters K. Such criteria are 

usually heuristic constructions, used to assess the results 

of some algorithms of quite different origins and proper-

ties. 

Here we are interested in improving the results of the 

classical clustering problem with a predefined number of 

clusters K. Namely, we try to develop here the bi-partial 

objective function to build a homogeneous and strict met-

ric criterion for standard k-means algorithm only for a pre-

defined number K, and not to use any other idea of proce-

dure than that of k-means. 

1.2 The bi-partial criterion  

In order to introduce here a general bi-partial objective 

function, we refer to an illustrative problem of dividing a 
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unidimensional empirical distribution of real values into a 

set of categories to get the “best” set in a definite sense 

[13–15]. This case serves merely the purpose of illustra-

tion, and assumptions made on data do not apply to the 

general bi-partial approach. 

Let a sequence of N  positive real observations 

, 1,...ix i N=  be given in non-decreasing order, i.e. with 

1i ix x+   for all of them. Any such sequence can be repre-

sented through a cumulative form, obtained via transfor-

mation 
1

i

i pp
z x

=
= , 1,...i N= . 

As a result, we deal with a convex non-decreasing se-

quence , 1,...iz i N= . This means that a straight line, con-

necting two observations, 
qz  and 

sz , with 1 q s N    

has all values not under the corresponding observations 

, ,...iz i q s= . 

Obviously, for the sequence of constant values 

1 ... Nx x c= = =  the convex cumulative form is the line 

, 1,... ,iz ic i N= =
 
with 

1 , Nz c z cN= = , represented per-

fectly by the single linear piece.  

Otherwise, for non-constant values, by increasing the 

number of linear segments from the single one (with 
1,q s N= = ), we steadily decrease the error of approxi-

mation of the original distribution {zi} by the broken line, 

composed of such segments, down to zero, when the max-

imal number 1N −  of linear segments, corresponded to 

the number of observations N, is used to represent the dis-

tribution. 

Under these conditions, the problem of obtaining the 

optimal piece-wise linear approximation of the cumulative 

sequence with the number of linear segments also being 

optimized was investigated in [13-15].  

According to [13-15], the respective bi-partial objec-

tive function 
DSJ  penalizes, first, deviation 

DC  of linear 

segments from the respective distribution, and, second, 

penalizes similarity 
SC  of linear segments to each other, 

and was represented in the form  

           ( ) (1 ) ( ) ( ) minDS D SJ K C K C K = − + → ,      (3) 

where 1K   is the number of segments, 0 1   is the 

coefficient of linear combination of two parts of the crite-

rion.  

The criterion 
DSJ , investigated in [13, 14] for the 

above problem, is a particular case of the general bi-partial 

form, representing the fundamental “intra-cluster cohe-

sion + inter-cluster separation” paradigm [15, 16]. 

It should be noted that the parameter   in (3) need not 

appear at all, if two parts of the objective function are as-

sumed to reflect correctly the respective inner and outer 

measures. Note that by solving with respect to (3) we get 

both the cluster (segment) content and the number of clus-

ters (segments). We can also represent (3) in different 

forms to obtain different data analysis problems as partic-

ular cases. So, e.g., (3) can be transformed to the linear 

regression problem for 1K = , 0 = . 

In other interesting cases, the problem (3) can be con-

sidered for other kinds of parameters than , say, K. Thus, 

we can treat 1K   as a hyper-parameter and find the op-

timal linear combination of parts in ( )DSJ K . 

Thus, in the context of the illustrative problem quoted, 

we would fix the number of line segments K, and look 

with (3) for the optimum weight , meaning the signifi-

cance we attach to accuracy of the approximation vs. dis-

tinctiveness of the consecutive segments. 

In this paper, we investigate the single-parametric re-

duced form of (3) to find the optimal   for the predefined 

hyper-parameter K based on the direct implementing of 

the well-known k-means algorithm. 

2 Distance and similarity k-means 
In this paper, we use the specially developed k-means al-

gorithm only for the case of distances or similarities be-

tween objects [17, 18]. 

A positive definite similarity matrix can be obtained 

as a matrix of pairwise scalar products of object descrip-

tions in some metric space with the dimensionality of not 

more than a set cardinal number. This matrix of scalar 

products can be transformed into a distance matrix and 

vice versa. As a result, the dissimilarity matrix can be used 

as the distance matrix in the same space.  

In this case, the mean object ( )k x  cannot be defined 

in   by the distance matrix ( , )D N N  as a center of a 

cluster. Usually, the object minimizing the sum of dis-

tances to the others in the cluster can be used as the center

k . Therefore, if representatives and centers coincide 

each with other, 
k k =  for all clusters, then we get an 

unbiased clustering.  

Nevertheless, if we immerse the set  in some feature 

space, we obtain in general the biased clustering, since the 

center ( )kx  may not be the mean object 
kx  in the un-

known feature space.  

The classical k-means algorithm was developed for 

distances and similarities in [17, 18]. Centers 
k  provide 

the unbiased clustering with cluster dispersions 
2 2

1
(1/ ) ( , )

kN

k k i ki
N d  

=
=   minimizing ( )J K . If the 

set   is immersed in a feature space, then two criteria 

1 ,...( ) min ( )
K

XJ K J K= x x , 
1 ,...( ) min ( )

K

DJ K J K =  

have not the same values, since ( ) ( )D XJ K J K  in gen-

eral. Yet, ( ) ( )X DJ K J K= , if objects ( )kx  and 
kx  are 

the same.  

We would like to guarantee this condition. For some 

l  , as a point of the origin and a pair ,i j  , the sca-

lar product is 
2 2 2( ) / 2ij l i l j i js d d d= + − , where distance is 

( , )pq p qd d  =  and 
2

ii l is d=  for i j= . Therefore, the 

main diagonal of the matrix ( , )lS N N  represents the 

squared distances from the origin 
l   to other objects.  

According to [6], it is convenient to put the origin of 

the feature space in the center of all objects 

, 1,...i i N  = . Therefore, we put the origin of the 



The Permutable k-means for the Bi-partial Criterion Informatica 43 (2019) 253–262 255 

 

feature space, cluster by cluster, in each center 
k  to rep-

resent it by its distances to all other objects in the unknown 

feature space (
kN  is the number of objects in 

k ,

,p q k   ): 

            

2 2 2

2
1 1 1

1 1
( , )

2

k k kN N N

i k ip pq

p p qk k

d d d
N N

 
= = =

= −  ,       (4) 

where, according to (1), (4), the cluster dispersion is 

      

2 2 2
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1
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2
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N N N N

k ip pq

i p p qk k k

N N

pq

p qk

d d
N N N

d
N


= = = =

= =

 
= − =  

 
  



          (5) 

Hence, we develop the distance k-means algorithm 

based on the classical principle of the “minimum distance 

to a cluster center”: 

(a) Step 0. Determine in some way K centers 
1

k  and put 

them as representatives 
1 1 , 1,... ;k k k K = =  1s = . 

Step s.  Reallocate all objects between clusters:  

1. 
s

i k  , if 𝑑(𝜔𝑖 ,  �̄�𝑘
𝑠) ≤ 𝑑(𝜔𝑖 ,  �̄�𝑗

𝑠) for s

i j k  , 

    1,... ,j K= 1,... .i N=  

2. Recalculate centers , 1,... ,s

k k K = represented by 

    distances ( , ), 1,... .s

i kd i N  =  

3. Stop, if 
s s

k k = , 1,... ,k K=  

     else 
1s s

k k + = , 
1s s

k k + = , 1,... ;k K=  

    1s s= + . 

Based on the direct recalculation of the criterion (1), 

the equivalent realization is: 

(b) Step 0. Determine in some way K  centers 
1

k  and put 

them as representatives 
1 1 , 1,... ;k k k K = =  calcu-

late 
1 1 ( )J J K=  and put 

1 1 1( )J J K J= =  relative to rep-

resentatives; 1s = . 

Step s.  Reallocate all objects between clusters:  

1. 
s

i k  , if 𝐽𝑖𝑘
𝑠 ≤ 𝐽𝑖𝑝

𝑠  for 
s

i p k  , 1,... ,p K=  

    1,... .i N=  

2. Recalculate centers , 1,... ,s

k k K = represented by 

    distances ( , ), 1,... ;s

i kd i N  = recalculate .sJ  

3. Stop, if s sJ J= , else 1s sJ J+ = , 1s sJ J+ = ;  

    1s s= + . 

A positive definite similarity matrix ( , )S N N  with el-

ements ( , ) 0ij i js s  =   can be obtained as a matrix of 

scalar products in the positive quadrant of the feature 

space. Relative to some point k   as the origin, 

with 
2 2 2( ) / 2ij ki kj ijs d d d= + − , 

2

ii kis d= , distances are de-

fined as 
2 2ij ii jj ijd s s s= + − . The cluster center k  is rep-

resented by its similarities with other objects 

 
1

1
( , )

kN

i k ip

pk

s s
N

 
=

=  , p k  , , 1,...i i N  = . (6) 

The cluster compactness is the mean similarity of the 

cluster center with respect to other objects (6): 

1

1
( , )

kN

k i k

ik

s
N

  
=

= = 2
1 1

1 k kN N

ip

i pk

s
N = =

 ; ,i p k   . 

The unbiased clustering minimizes the cluster disper-

sion 
2

k  and maximizes the compactness 
k  according to 

(5): 

2

2
1 1

1
( 2 )

2

k kN N

k ii jj ij

i jk

s s s
N


= =

= + − =
1

1 kN

ii k

ik

s
N


=

− , 

and for all clusters: 

2

1

( )
K

k
k

k

N
J K

N


=

= =
1 1

1
( )

N K
k

ii k

i k

N
s C I K

N N


= =

− = −  . 

For similarity clustering, we maximize compactness 

( )I K , with ( ) ( )I K C J K= − . The similarity k-means al-

gorithm is the analogue of algorithms (a) and (b) relative 

to ( )I K . 

3 The bi-partial criterion for clustering 

In this paper, we develop the bi-partial objective function 

like (3) for the dissimilarity k-means 

                  
( ) (1 ) ( ) ( )J K J K K  = − + ,                  (7) 

so as to combine ( )J K  for intra-cluster distances with the 

inter-cluster similarity ( )K . We define the inter-cluster 

similarity 01
( ) (1 / ) ( , )

K

kk
K K s  

=
=   relative to the 

center of the whole set, being the object 
0 , represented 

by its similarities with respect to all other centers 

0 1
( , ) (1 / ) ( , )

K

k k pp
s K s   

=
=  ; , 1,...k k K = :  

                      
2

1 1

1
( ) ( , )

K K

k l

k l

K s
K

  
= =

=  .                   (8) 

Unfortunately, the bi-partial criterion ( )J K , as de-

fined here, does not work for the classical k-means (b), 

since (8), as the second part of ( )J K  in (7), cannot be 

changed for constant centers while attempting to transfer 

objects in step s. 

Therefore, for any 0 1  , the clustering results are 

the same as for the classical case with 0 = . And the al-

gorithm does not work properly with 1 = . 

We develop here the new “permutable” version of the 

classical k-means (b) without direct calculation of cluster 

centers. Here, the new permutable k-means is the meanless 

clustering for the classical k-means (b). 

As we can see in (5), the cluster dispersion is half of 

the average of squared distances between objects in the 

cluster. This representation does not contain centers them-

selves, and we calculate the criterion (1) without centers 

in the form 

             
2 2

1 1 1 1

1 1
( )

2

k kN NK K
k

k pq

k k p qk

N
J K d

N N N


= = = =

= =   .      (9) 

Next, we would like to calculate the similarity 

( , )k ls    between cluster centers in (8). According to (6), 
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the average similarity of the center 
k  with the objects 

from the other cluster 
i l   is  

1 1 1

1 1
( , ) ( , )

l l kN N N

l k i k ip

i i pl l k

s s s
N N N

  
= = =

 = =  , 
p k  . 

It is evident that ( , ) ( , )l k k ls s  =  , as ij jis s= . 

Therefore, we can use the suitable notation 

( , ) ( , ) ( , ) ( , )l k k l l k l ks s s s    =  =   = . Hence, 

(8) is converted into (
p k  ,

q l  ):
 
 

                 
2

1 1 1 1

1 1
( ) .

k lN NK K

pq

k l p qk l

K s
N NK


= = = =

=                (10) 

The goal of ( )J K  is to produce clusters with possibly 

low dispersion and possibly dissimilar centers. We note 

that (10) is in a way an inconsistent function, since for 

k l=  it contains the cluster compactness 
k . Hence, we 

modify (10) to get the inter-cluster similarities only and 

take into account the symmetry  

           
1 1, 1 1

1 1
( ) ,

2 ( 1)

k lN NK K

pq

k l l k p qk l

K s
K K N N


= =  = =

=
−
      (11)  

for , .p k q l    

We develop here the classical k-means (b) in the new 

form of the permutable k-means based on (9)–(11): 

(c) Step 0. Determine in some way the sets 1, 1,...l l K = ; 

define , calculate 1 1 ( )J J K= ; 1s = . 

Step s. Reallocate all objects between clusters: 

1. Remember, but do not move: 
s

i k  , if 𝐽𝑖𝑘
𝑠 ≤ 𝐽𝑖𝑝

𝑠  for 

   
s

i p k  , 1,... ,p K= 1,... .i N=   

2. Reallocate all objects , 1,...i i N =  at once;  

    calculate 1sJ + . 

3. If 1s sJ J+ =  then stop; 

    If 1s sJ J+   then: cancel last reallocations, 1s sJ J+ = ,  

    stop; 

    If 1s sJ J+  then: 1 ,s sJ J+ = 1s s= + . 

As we can see, in the step (s.1) we recalculate the cri-

terion sJ  in order to get its modified value s

ipJ . Let 

s

i j  . When trying to move 
i  from 

s

j  to some other 

s

p , we try to change the respective sets to \s

j i  and to 

s

p i . Changes in the sets result in implicit changes of 

their centers, even though we do not calculate them. Con-

sequently, this action differs from the same one in algo-

rithms (a) and (b) for constant centers.  

Algorithm (c) appears to be a new type of clustering 

procedures, since its result differs, in general, from those 

of the classical (a) and (b) procedures, both for the classi-

cal ( 0) =  and the proper bi-partial ( 0)  cases. In ad-

dition, we can use some optimal initial clusters to enhance 

the quality of results, and optimal recalculations to im-

prove performance of permutations. 

As we can see, the algorithm (c) is the same as the clas-

sical ones (a) and (b) for the standard criterion ( )J K  and 

differs (sometimes subtly and finely) from them for the bi-

partial criterion ( )J K .  

It is clear that the new algorithm gives the classical re-

sult for non-intersecting clusters. Nevertheless, its result 

can be improved for intersecting clusters, since by means 

of the criterion ( )J K
 a cluster center can be shifted in 

some vicinity without changing the cluster itself. Such 

possibility depends on the gaps between real points in con-

tinuous feature space and the discrete cluster structure su-

perimposed. 

4 Redistribution of data dispersion by 

the bi-partial criterion 
Here, we explain why by means of the criterion (7) it is 

possible to improve the classical clustering of k-means. 

Consider the classical case. Let the set of size N be 

divided into K subsets (clusters). In our perspective, we 

consider balancing of total dispersion between its intra- 

and inter- parts. We know [19, 20] that 
T W BS S S= + , 

where 
TS  is the total scatter matrix, 

WS  is the intra-cluster 

and 
BS  is the inter-cluster scatter matrices. Therefore, 

T W BtrS trS trS= +  for diagonal elements only. Since 

2

T TtrS N=  , 
2

W WtrS N=  , and 
2

B BtrS N=  , then finally 

2 2 2

T W B =  + . 

Let the set 
1{ ,... }N=    be immersed in some met-

ric space and represented by the distance matrix ( , )D N N

only with elements ( , ) 0ij i jd d=    . Let   be split 

into groups , 1,...k k K = . Based on the Torgerson’s for-

mula, we define the following:  

for single group dispersions 

2 2

2
1 1

1
( , ), 1,...

2

k kN N

k p q

p qk

d k K
N = =

 =   = ; 

for the intra-group dispersion 

2 2 2
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1 1 1 1

2

1 1 1

1
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2

1 1
( , ) ;

2

k k

k k

N NK K
k k
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k k p qk

N NK

p q
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d

N N N

d
N N

= = = =

= = =
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for the total dispersion 
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2

k l

N N

T p q

p q

N NK K

p q

k l p q

d
N

d
N

= =

= = = =

 =   =

 





 

for the inter-center dispersion 

2 2 2

0 2
1 1 1

1 1
( , ) ( , )

2

K K K

IC k p q

k p q

d d
K K= = =

 =   =    , 

where the center 
0  of the set   is represented by its 

distances to other centers 
k  through 

2 2 2

0

1

1
( , ) ( , )

K

k k p IC

p

d d
K =

  =   − . 

We remark that the classical inter-group dispersion is 

not given by the Torgerson’s formula 
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2 2

0

1

( , )
K

k

B k

k

N
d

N=

 =   . 

Therefore, the classical inter-group dispersion is 

2 2 2

1 1

1
( , )

K K
k

B k p IC

k p

N
d

N K= =

 
 =   − = 

 
   

2 2

1 1 1

1
( , )

K K K
k k

k p IC

k p p

N N
d

K N N= = =

  −  =    

2 2

1 1

1
( , )

K K
k

k p IC

k p

N
d

K N= =

  −  . 

As shown above, we minimize the classical criterion 

( )J K  based on the distance matrix ( , )D N N , and max-

imize the criterion in the dual form  ( ) ( )I K C J K= −
 

based on the similarity matrix ( , )S N N . 

Hence, in the dual form of the bi-partial criterion we 

try to maximize the classical part ( )I K  and the new sec-

ond part for the inter-center dispersion 
2

IC , as based on 

the Torgerson’s formula. Since the classical inter-group 

dispersion
2

B  is not based on the Torgerson’s formula, we 

calculate it with distances 
2

0( , )kd   . Such distances re-

fer to distances between sets, not being a topic here.  

Hence, in the dual form by maximizing ( )I K , we min-

imize strictly equivalent classical ( )J K  and maximize the 

inter-center dispersion 
2

IC . Since 
2 2 2

T W B =  + , we have 

the decomposition 

2 2 2 2

1 1

1
( , )

K K
k

T W k p IC

k p

N
d

K N= =

 =  +   −  . 

Let us denote 
2 2

1 1

1
( , )

K K
k

B IC k p

k p

N
d

K N= =

 =     and 

represent the classical inter-group dispersion in the form 
2 2 2

B B IC IC =  −  without the contribution of the inter-

center dispersion, where 
2 2 2 2

T IC W B IC +  =  +  . 

As we can see, the permutable k-means is targeted to 

minimize 
2( ) WJ K =  . Since the total dispersion 

2

T const = , at the same time the classical inter-group dis-

persion 
2 2 2

B B IC IC =  −  is maximized. Therefore, the 

balance 
2 2 2

T W B =  +  remains true. The decomposition 

2 2 2 2

T IC W B IC +  =  +   shows that the balance of two parts 

is maintained, while we increase both of them.  

In this case, the bi-partial criterion influences 
2

IC  

only. Hence, by means of the bi-partial criterion we ma-

nipulate to maximize the inter-center dispersion 
2

IC  with 

the other part 
2

B IC  being maximized “as is”. 

5 Experiments 

5.1 Experimental setup 

Experimental data are the original Fisher’s Iris data [21]. 

We chose this data set as a simple illustration for the basic 

properties of the approach developed. Such data consist of 

150 measurements of 50 plants, belonging to three varie-

ties: Iris setosa, Iris versicolor, and Iris virginica. Four 

flower measurements are made: petal length and width, 

and sepal length and width. 

It is known that the 1st class (Iris setosa) is well sepa-

rated from other two classes (2nd class, Iris versicolor, and 

3rd class, Iris virginica). The 2nd and 3rd classes intersect 

each other. Another peculiarity of Iris data is the coinci-

dence of objects 102 and 143 from the 3rd class. Iris data 

are also included in Matlab.  

There are also other available variants of the Iris data, 

differing from the classic set of [21]. Such differences usu-

ally concern corrections in some measurements.  

Since the classification of data has been defined, we 

show that the bi-partial objective function ( )J K , devel-

oped above, allows us to improve the classical clustering 

result. According to it, we separate as usual 1st class cor-

rectly from two others, and decrease the errors in separa-

tion of the 2nd and the 3rd class. 

According to the formulation above, we investigate the 

problem 

   ( )
0 1 0 1

* arg min ( ) arg min (1 ) ( ) ( )J K J K K
 

  
   

= = − + . 

As we can see, this formulation implies balancing of 

two parts of the criterion. Therefore, it would be good to 

measure ( )J K  and ( )K  on the same scale.  

The dispersion of standardized data is n, i.e. the num-

ber of features (n=4 for Iris data), and usually more than 

n for original (non-standardized) data. The clustering re-

sults for original and standardized data can differ.  

In order to get rid of the potential scale bias, we nor-

malize inter-cluster similarities /kl kl kk lls s s s =  to get 

1kks = , 0 1kls  ; , 1,...k l K= . 

The last technical remark regarding the correctness of 

the criterion ( )J K  is that in the case of usual standard 

multidimensional data, we need to move the origin out of 

the convex cover of the set relative to its center and pro-

vide positive scalar products as similarities between ob-

jects. This problem was discussed in [22].  

Indeed, as it is mentioned above, all similarities in (6), 

(8), (10), (11) must be nonnegative for correct ( )I K  and 

( )K . According to (4), the origin is placed in the center 

of the data set in the feature space.  

Unfortunately, it this case we cannot use scalar prod-

ucts 
2 2 2( ) / 2ij ki kj ijs d d d= + −  in ( )J K , since they can 

have negative values. Nevertheless, scalar products 

change to nonnegative values with respect to the origin 

placed out of the convex cover of the set, since all of them 

appear to be in the positive quadrant of the feature space. 

Hence, it does not matter at all for distances (they have 

been calculated and not changed for any place of the 

origin), but it is correct to represent nonnegative similari-

ties by scalar products. 

It is known that the k-means algorithm is the locally 

optimal procedure with results dependent on initial deci-

sions (partition or choice of centers). 

For all classes, we test three initial partitions: 50/50/50 
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(plant varieties as classes), 50/70/30 (20 plants from the 

3rd class are wrongly placed in the 2nd class), 50/30/70 (20 

plants from the 2nd class are wrongly placed in the 3rd 

class). 

For just two intersecting classes (2nd and 3rd) we test 

also three initial partitions: 50/50 (plant varieties as clas-

ses), 70/30 (20 plants from the 3rd class are wrongly placed 

in the 2nd class), 30/70 (20 plants from the 2nd class are 

wrongly placed in the 3rd class). 

In yet another case we investigate two classes of the 

entire set, organized as the small one (1st class) and the big 

one (2nd and 3rd classes). We test three initial partitions: 

50/100 (plants from the 1st class versus all plants from the 

2nd and 3rd classes together), 100/50 (all plants from the 1st 

and the 2nd classes together versus plants from the 3rd 

class), 30/120 (only first 30 plants from the 1st class versus 

all others). 

In all experiments, we first get the classical result with 
0 = , starting from the predefined initial partitions as 

above. Second, starting, as well, from the predefined ini-

tial partitions characterized above, we vary the parameter 

0 1   with increment 0.01 to find the optimal *  

among the tested 100 points. 

5.2 Results and discussion 

In the first experiment with original Iris data for all initial 

partitions for three classes, we correctly separate the 1st 

class and decrease errors in separation of intersecting 2nd 

and 3rd classes (Table 1, Fig.1). For two intersecting clas-

ses only, we decrease errors in the separation of the 2nd and 

3rd classes, too (Table 1, Fig. 2, 3). It can be seen that the 

optimal intervals for *  depend on the number of clusters 

(Table 1), hence on data dispersion, and can slightly differ 

for different initial partitions. Error diagrams are not mon-

otonic functions (Fig. 1–3). 

As we can see, original Iris data are some sort of “well 

structured” data, since for different initial partitions we get 

the same 16 misclassified objects for the classical ( 0) =

criterion and the same 15 misclassified objects for the bi-

partial ( *)  criterion (Table 1). For the classical criterion, 

misclassified objects are generally from the 3rd class (Ta-

ble 2). The object 135 is well classified and shown here, 

since it is misclassified for the bi-partial criterion.  

Misclassified objects for the bi-partial criterion are 

from the 3rd class, too (Table 3). Here, objects 53 and 78 

are well classified, and the object 135 is misclassified. 

We repeat this experiment for standardized data (Ta-

ble 4). Such data are more complicated. As we know, Iris 

classes are not so spherical ones in the original feature 

space, and that is why the k-means type of approach is not 

the best suited for them. 

After data standardization, classes appear to be more 

spherical and contain more “mixed” objects from inter-

secting classes, usually giving more misclassifications in 

the classical case (Table 4). 

Hence, for the classical criterion ( 0) =  for standard-

ized data, 25 misclassified objects are from two intersect-

ing classes, 2nd and 3rd, with well classified all objects 

from the 1st class (Table 5). Objects 104, 109, 112, 126, 

129 are well classified and shown too, since they are mis-

classified for the bi-partial criterion. 

Misclassified objects for the bi-partial criterion are 

mainly from the 3rd class again (Table 6). Here, objects 52, 

57, 66, 71, 76, 86, 87 are well classified and objects 104, 

109, 112, 128, 129 are misclassified. 

Table 1: Clustering results of original Iris data. 

Initial 

partitions 

Errors 

( 0) =  
*  

Errors 

( *)  
Diagrams 

50/50/50 16 0.6 ÷ 0.75 15 

Fig. 1 50/70/30 16 0.6 ÷ 0.75 15 

50/30/70 16 0.6 ÷ 0.75 15 

50/50 16 0.81 ÷ 0.92 15 
Fig. 2 

70/30 16 0.81 ÷ 0.92 15 

30/70 16 0.81 ÷ 0.91 15 Fig. 3 

Table 2: Classical 16 misclassifications  

of original Iris data. 

0 =  

50/50/50  50/50 

50/70/30  70/30 

50/30/70  30/70 

2nd cluster 3rd cluster 

Iris versicolor 

2nd class (51-100) 
 

53 

78 

Iris virginica 

3rd class (101-150) 

102 120 128 147 

107 122 134 150 

114 124 139 

115 127 143 

Correct: 135 

Table 3: Bi-partial 15 misclassifications of  

original Iris data. 

*  

50/50/50  50/50 

50/70/30  70/30 

50/30/70  30/70 

2nd cluster 3rd cluster 

Iris versicolor 

2nd class (51-100) 

53 

78 
 

Iris virginica 

3rd class (101-150) 

102 120 128 147 

107 122 134 150 

114 124 139_ 

115 127 143 

135_ 

 

Table 4: Clustering results of standardized Iris data. 

Initial 

partitions 

Errors 

( 0) =  
*  

Errors 

( *)  
Diagrams 

50/50/50 25 0.85 22 

Fig. 4 50/70/30 25 0.85 22 

50/30/70 25 0.85 22 

50/50 17 0.94 ÷ 0.97 15 Fig. 5 

70/30 17 0.92 ÷ 0.97 15 Fig. 6 

30/70 17 0.83 ÷ 0.95 14 Fig. 7 
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Table 5: Classical 25 misclassifications of  

standardized Iris data. 

0 =  

50/50/50 

50/70/30 

50/30/70 

2nd cluster 3rd cluster 

Iris versicolor 

2nd class (51-100) 
 

51 57 76 86 

52 66 77 87 

53 71 78 

Iris virginica 

3rd class (101-150) 

102 120 134 147 

107 122 135 150 

114 124 139 

115 127 143 

Correct: 

104 129 

109 

112 

128 

Table 6: Bi-partial 22 misclassifications 

of standardized Iris data. 

*  

50/50/50 

50/70/30 

50/30/70 

2nd cluster 3rd cluster 

Iris versicolor 

2nd class (51-100) 

52 71 86 

57 76 87 

66 77 

51 

53 

78 

Iris virginica 

3rd class (101-150) 

102 122 139  104 

107 124 143  109  

114 127 147  112 

115 134 150  128 

120 135         129 

 

Table 7: Classical 17 misclassifications  

of standardized Iris data. 

0 =  2nd cluster 3rd cluster 

50/50 

Iris versicolor 

2nd class  

(51-100) 

 

51 

53 

78 

Iris virginica  

3rd class 

(101-150) 

102 122 134 

147 

107 124 135 

150 

114 127 139 

120 128 143 

Correct: 112 

70/30 

Iris versicolor 

2nd class  

(51-100) 

 51 

53 

78 

Iris virginica  

3rd class 

(101-150) 

102 122 134 

147 

107 124 135 

150 

114 127 139 

120 128 143 

Correct: 112 

30/70 

Iris versicolor 

2nd class  

(51-100) 

Correct: 

52 71 87 

57 77 

66 86 

51 

53 

78 

Iris virginica  

3rd class 

(101-150) 

102 122 134 

147 

107 124 135 

150 

114 127 139 

120 128 143 

 

 

Table 8: Bi-partial misclassifications of  

standardized Iris data. 

*  2nd cluster 3rd cluster 

50/50 

Iris versicolor 

2nd class  

(51-100) 

51 

53 

78 

 

Iris virginica  

3rd class 

(101-150) 

102 122 134 

147 

107 124 135 

150 

114 127 139 

120 128 143 

112 

 

70/30 

Iris versicolor 

2nd class  

(51-100) 

51 

53 
78 

Iris virginica  

3rd class 

(101-150) 

102 122 134 

147 

107 124 135 

150 

114 127 139 

120 128 143 

 

30/70 

Iris versicolor 

2nd class  

(51-100) 

52 71 87 

57 77 

66 86 

51 52 71 87 

53 57 77 

78 66 86 

Iris virginica  

3rd class 

(101-150) 

107 

114 

120 

135 

102 128 147 

122 134 150 

124 139 

127 143 

For two intersecting classes of standardized data and 

for the classical ( 0) =  criterion (Table 7), we get the 

same 3 misclassified objects from the 2nd class and 14 mis-

classified objects from the 3rd class. 

We get different misclassified objects (Table 8) for 

different initial partitions in the bi-partial case (15 objects 

for the 50/50 and 70/30 initial partitions, 14 objects for the 

30/70 initial partition). 

For standardized data, we usually get different results 

for three and two classes relative to original data. As we 

can see, the best result with the minimum of 14 errors for 

the initial partition 30/70 differs in terms of objects from 

the results for other initial partitions (Table 8).  

Even though standardization is a usual step in data pro-

cessing, we can see that the clustering results for standard-

ized Iris data are not so “natural” as for the original ones. 

This is the well known and unwanted effect of standardi-

zation.  

Clustering results for Iris data by both classical and by 

bi-partial criteria are more “natural” for original data than 

for standardized data.  

In the second experiment, we investigate the already 

mentioned general defect of the criterion (1). As it is well 

known, the classical k-means clustering tries to get clus-

ters, which are approximately equal by size.  

In case of classes that differ as to their sizes, the new 

permutable algorithm decreases usually the size of the big-

ger class (2nd and 3rd together) and increases the size of the 

smaller class (1st).  

This is the classical result for 0 =  with three errors 

for original Iris data (objects 58, 94, 99 were misclassified 

to the 1st class).  
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Figure 1. Clustering errors of original Iris data for Se-

tosa/Versicolor/Virginica varieties (50/50/50, 50/70/30,  

50/30/70) with 15 misclassified objects. 

 

Figure 2. Clustering errors of  original  Iris data for Ver-

sicolor/Virginica varieties (50/50, 70/30) with 15 misclas-

sified objects. 

 

Figure 3. Clustering errors of  original  Iris data for Ver-

sicolor/Virginica varieties (30/70) with 15 misclassified 

objects. 

 

Figure 4. Clustering errors of standardized Iris data for 

Setosa/Versicolor/Virginica varieties (50/50/50, 50/70/30, 

50/30/70) with 22 misclassified objects. 

 
Figure 5. Clustering errors of standardized Iris data for 

Versicolor/Virginica varieties (50/50) with 15 misclassi-

fied objects. 

 
Figure 6. Clustering errors of standardized Iris data for 

Versicolor/Virginica varieties (70/30) with 15 misclassi-

fied objects. 
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Figure 7. Clustering errors of standardized Iris data for 

Versicolor/Virginica varieties (30/70) with 14 misclassi-

fied objects. 

 
Figure 8: Clustering errors of  original  Iris data for Setosa 

versus Versicolor/Virginica varieties (50/100, 100/50, 

30/120). 

We reduce errors to zero (Fig. 8) and correctly separate 

the smaller 1st class from the bigger one (2nd and 3rd) in the 

optimal interval 0.97 * 1   for all initial partitions, i.e. 

50/100, 100/50, 30/120. For standardized data, the result 

contains no errors at all for the whole interval 0 1   

for all initial partitions.  

6 Conclusion 
The k-means procedure is very popular in machine learn-

ing and data mining fields. This procedure is very natural 

and understanding its principles and results is easy. Addi-

tionally, this procedure is deeply connected with other 

ideas, like the EM-algorithm, SOMs, etc. 

On the other hand, the use of the bi-partial criterion can 

improve the classical clustering result. The bi-partial ob-

jective function consists of two parts, the first one support-

ing the best approximation of individual categories, and 

the second one supporting the appropriate separation 

among the categories. In the case of the k-means algo-

rithm, the bi-partial objective function combines intra-

cluster dispersions with the inter-cluster similarity, to be 

jointly minimized. In dual form, the bi-partial objective 

function combines cluster concentrations with the inter-

cluster dispersion, to be maximized.  

In this paper, we investigate the direct form of the bi-

partial criterion function. The first part of this criterion 

provides the classical quality measure of k-means cluster-

ing, based on distances between objects.  

As it is shown in this paper, the bi-partial criterion does 

not work directly through the standard procedure of the 

classical k-means, since the second part of the criterion 

cannot be changed within the classical procedure. 

Therefore, to improve the clustering quality based on 

the bi-partial criterion, we develop here the new permuta-

ble version of the classical k-means algorithm. 

As it is shown in this paper, the permutable k-means 

appears to be a new type of clustering procedures. 

The permutable k-means uses distances and similari-

ties only. Therefore, it does not need to use the feature-

based representation of experimental data. To reduce the 

computational complexity of permutations we can use in 

further work the optimal iterative techniques.  

It is easy to show that in the dual form the bi-partial 

objective function combines cluster concentrations with 

the inter-cluster dispersion, to be jointly maximized. The 

first part of both bi-partial objective functions provides the 

“standard” quality of clustering based on distances be-

tween objects (the classical k-means) or similarities be-

tween them in dual form (the similarity k-means). 

As a result, what the algorithm have we built? It is 

clear, that we have merely shown the principle of devel-

oping a class of criteria and corresponding algorithms. As 

we can see in Figs. 1–7, error lines are not convex func-

tions of   in general. The future study should, then, be 

oriented at defining conditions for convexity, on the one 

hand, and developing effective algorithms of extrema 

finding of the similar functions, on the other. 
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The increased need of flexibility of automation systems and the increased capabilities of sensors and 

actuators paired with more capable bus systems, pave the way for the reallocation of IEC 61131-3 

applications away from the field level into so-called compute pools. Such compute pools are decentralised 

with enough compute power for a large number of applications, while providing the required flexibility 

to quickly adapt to changes of the applications requirements. The paper proposes a framework able to 

deploy IEC 61131-3 applications to multiple computing platforms based on CLR VM; it uses C# language 

as intermediate code. The software solution proposed by the authors does not require any modifications 

of the IEC 61131-3 applications. Current literature does not provide solutions like that here presented; 

due to the spread current use of C# language in the development of industrial applications, adoption of 

the proposed solution seems very attractive. The paper will deeply describe the software implementation 

and will also present an analysis about the capability of the proposed framework to respect real-time 

constraints of the industrial processes, mainly focusing on the periodic ones. 

Povzetek: Prispevek predlaga okvir, ki omogoča uporabo aplikacij IEC 61131-3 za več računalniških 

platform, ki temeljijo na CLR VM. 

1 Introduction 
Programmable Logic Controllers (PLCs) are widely used 

for the control of automation systems. The standard IEC 

61131-3 defines the execution model as well as 

programming languages for such systems [1]. According 

to IEC 61131-3, software development becomes 

independent of process mapping and device specific 

configuration files. Programmers can focus on the 

algorithm and control development. Device specific 

knowledge is outsourced into the block library and can be 

substituted, every time a new target PLC device should be 

programmed. 

During these last years, the need to deploy IEC 

61131-3 – based applications addressing multiple target 

platforms (also different from PLCs, e.g. based on general 

purpose computing architectures) became more and more 

urgent for the reason explained in the following. In a 

common factory automation scenario, actuators and 

sensors connect to the PLCs via automation buses; 

traditionally, bus based systems dominated the automation 

industry. Nowadays, more powerful and flexible 

automation networks appear and allow the connection of 

thousands of actuators and sensors to the same network, 

while still obtaining the required timing performance; 

interested readers are referred to [2] for a detailed 

overview.  

Those changes in the communication technologies 

opens possibilities of computation further away from the 

field level, compared to how it is done in today’s 

automation systems. On the other hand, many sensors and 

actuators are equipped with small microcontrollers, 

allowing them to do basic data processing; furthermore, 

they are able to connect directly to the new bus 

technologies. 

Having basic data processing done at the lowest level 

(i.e., at the field level directly on sensors and actuators) 

and a connection to capable networks, allows the 

reallocation of applications away from the field level into 

so-called compute pools [3] [4]. Such compute pools are 

decentralised with enough compute power for a large 

number of applications, while providing the required 

flexibility to quickly adapt to changes of the applications 

requirements. This has several benefits. Changing control 

applications becomes merely a problem of reconfiguration 

in the compute pool. Costs will decrease as well as the 

need for physical PLCs will be decreased; in this new 

scenario, the PLC is migrated to the computing pool and 

can be also realised by general purpose computer 

architectures (e.g., a server or a cluster of servers). 

Several requirements must be satisfied in order to 

reach this goal. The first one is the guarantee of the total 

compliance with IEC 61131-3; it is clear that moving an 

IEC 61131-3 application on a compute pool must be 

realised without any changes in the same application. 

Then, respect of real-time constraints of the IEC 61131-3 

control applications must occur when migrating the 

application to the compute pool. Particular cares must be 

reserved for real-time applications requiring periodic 

executions; in these cases, executions of each process 

must occur exactly with the requested period. 
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Current literature presents several solutions in the 

direction just pointed out. For example, in [5], the use of 

the Java Virtual Machine (JVM) to deploy IEC 61131-3 

applications to embedded devices has been proposed. In 

[6] different levels of an automation process are proposed 

and a cloud-based solution is presented. An example of 

virtual PLC is given by [7], where PLC systems are 

executed as applications within a legacy OS. Finally, [3] 

[4] present the use of a multi-core high performance 

computing architecture to realise the compute pool. 

Based on what said, the aim of the paper is to 

contribute to find solutions able to deploy IEC 61131-3 –

based applications to multiple computing platforms, 

mainly focusing on general purpose computer systems 

(e.g., single server or cluster of servers with common 

operating systems). 

In the last years, the domain of factory and process 

automation features intense usage of languages (e.g., Java, 

C#) based on Virtual Machines (VMs), like JVM or 

Common Language Runtime (CLR) VM, as pointed out in 

[8]. A VM has some clear benefits: portability, security, 

Just-in-time Compiler to boost performance in time, ease 

of development in conjunction with a garbage collector, 

multi-threading and others; reader may refers to [8] in 

order to achieve a complete survey on this subject. On this 

basis, the authors believe that one of right possible 

directions to reach the aim of the paper is that to adopt 

languages supporting VMs for the deployment of IEC 

61131-3 application on common computing platforms. 

This idea was already pointed out in [5], which proposed 

the deployment of IEC 61131-3 applications using Java 

bytecode as a common intermediate format, although the 

deployment was limited to the embedded devices. 

To the best of authors’ knowledge, literature does not 

provide solutions aimed to deploy IEC 61131-3 

applications using languages based on CLR VM, like C# 

language, as intermediate code. Due to the spread current 

use of C# language in the development of industrial 

applications, adoption of C# language based on CLR VM 

to deploy IEC 61131-3 applications on computing 

platforms seems attractive. Typical candidate platforms 

are those based on general purpose computing architecture 

(on which CLR VM allows the use of common operating 

systems like Linux and Windows), but also all the 

embedded systems supporting a CLR VM may be 

considered. 

For all the previous reasons, the authors propose a 

novel software solution made up by different features. 

First of all, it is able to translate a generic IEC 61131-3 

application into C# code which could be executed in a 

general purpose CLR VM-based platform. Furthermore, 

the solution here proposed includes the definition of a 

framework which is able to realise the deployment of IEC 

61131-3 applications on a compute poll based on CLR 

VM, using the C# code as intermediate one. The proposed 

solution does not require any modifications to the native 

IEC 61131-3 applications; all additional overhead is 

handled by the framework here defined. Applications in 

the automation domain often come with real-time 

requirements; in order to better allow their respect, the 

proposed framework features the use of a CLR VM on the 

top a real-time operating system who is in charge to 

schedule time-critical applications. Finally, the last feature 

of the proposed software solution is the use of open source 

environments; in particular, the implementation presented 

in the paper is based on the use of MONO [9] as CLR VM 

and a real-time Xenomai co-kernel [10] alongside a 

common Linux kernel. Choice of real-time Xenomai co-

kernel has been based on a performance evaluation whose 

main results will be shown in the paper. 

The paper will deeply describe the proposed software 

solution pointing out the main features. Then, results of a 

performance evaluation aimed to analyse its capability to 

respect real-time constraints of typical periodic industrial 

applications will be presented and discussed. 

Some of the very preliminary results achieved at the 

first stages of the research carried out by the authors have 

been subject of publication [11][12]. This paper presents 

the full results of the research and gives a very deep 

analysis of the implementation realised and of the 

outcomes achieved by the authors. 

2 PLC and IEC 61131-3 main 

features 
The main feature of a PLC is the use of cyclic loops for 

the execution of programs; each loop is called Program 

Scan. As shown by Figure 1, in each Program Scan, PLC 

reads the real inputs copying them into an internal memory 

area called I. Then, PLC execute one or more programs 

and finally it updates all the output values found in the 

memory area Q into the real output devices. The program/s 

executed inside the Program Scan may use internal 

memory, called area M, for the temporary storage of 

information. Each program may have a task associated, 

whose main aim is to control the execution of the program 

itself; the most common task is the periodic one, triggering 

the program in such a way it should be iterated after a 

certain fixed time interval (i.e., the period of the task). 

Tasks may feature priorities and the execution of a 

program inside the Program Scan may be pre-empted by 

another program whose task associated features a higher 

priority. Generally, reading and writing operations shown 

by Figure 1, cannot be interrupted by other programs. 

 

 

 

 

 

Figure 1: Program Scan. 

IEC 61131-3 is the vendor independent standardised 

programming language for factory automation [1]. IEC 

61131-3 allows users to write programs, choosing among 

five programming languages: Ladder Diagram (LD), 

Sequential Function Charts (SFC), Function Block 

Diagram (FBD), Structured Text (ST), Instruction List 

(IL). 

IEC 61131-3 software development is independent of 

process mapping and device specific configuration files. 

IEC 61131-3 application is typically deployed on a PLC 

Read Input (I memory) 

Execute Programs using M memory Program Scan 

Write Output (Q memory) 
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device, whose specific knowledge is outsourced into the 

block library and can be substituted, every time a new 

target PLC device should be programmed. 

In order to make the program itself independent on the 

device on which it must be deployed, the structure of an 

application written according to IEC 61131-3 standard is 

made up by at least two separate sections: Program and 

Configuration. 

An IEC61131-3 Program provides a large re-usable 

software component. It is defined by a program type 

definition (starting with PROGRAM and ending with 

END_PROGRAM keywords) which has input, output and 

internal variables declaration and a body which contains 

software describing the behaviour of the program itself. 

As said before, one of the five languages specified above 

can be used to describe the program.  

A Configuration defines the software for a complete 

PLC and will always include at least one but, in some 

cases, many Resources. A Configuration is specific to a 

particular type of PLC product and the arrangement of the 

relevant PLC hardware. It can be used to create software 

for another PLC if the hardware is identical. Configuration 

is introduced with the keyword CONFIGURATION and 

terminate with END_CONFIGURATION keyword.  

A Resource describes a processing facility inside a 

PLC type that is able to execute an IEC 61131-3 Program. 

A Resource is defined within the Configuration using the 

keyword RESOURCE followed by an identifier and the 

type of the processor on which the Resource will be loaded 

(keyword ON is used before the type of processor). In the 

real cases, for each type of PLC a detailed description of 

the hardware and software features is associated (e.g., 

firmware version, number of inputs/outputs, internal 

memory). The resource definition contains a list of Global 

Variable declarations and task definitions that can be 

assigned to Programs. It terminates with the keyword 

END_RESOURCE. 

As said, a task may be associated to a Program 

controlling its execution. Task may be single or periodic; 

in this last case, a period is specified for its execution. A 

priority value is assigned to each task in order to determine 

the order of their executions. Tasks are defined inside the 

RESOURCE section, as said. A Task declaration is 

introduced using the keyword TASK followed by the task 

identifier and optional values for the following 

parameters: SINGLE (if the task is not periodic), 

INTERVAL (period, if the task is periodic), PRIORITY 

(task priority value). After its definition, Task is 

associated to an instance of a Program using the keywords 

WITH. 

Figure 2 shows a very simple IEC 61131-3 application 

using ST language; this same example will be used in the 

remainder of this paper. 

As it can be seen, the simple IEC 61131-3 application 

is made up by only one PROGRAM section called 

MyProgram, which contains the definition of the local 

(i.e., VAR) and external (or global, i.e., 

VAR_EXTERNAL) variables. Furthermore, it contains 

the algorithm coded into ST language; it is made up by 

only two assignments, the first is relevant to a global 

variable (StepSizeVar) and the other to the local variable 

ComputedResult. CONFIGURATION section is named 

MyConfiguration and is made up by only one resource 

called MyResource; the type of PLC chosen for the 

execution of the software has been called PLC1 in the 

example. The RESOURCE section contains the 

declaration of the global variables used by the program 

(StepSizeVar, MaxValueVar and MinValueVar); the 

declaration includes the mapping of these variables into 

the internal PLC memory (called M memory, as shown by 

Figure 1) at the addresses 200, 204 and 208, respectively. 

RESOURCE section also contains the definition of two 

periodic Tasks, named MyTask1 and MyTask2; they 

differ for the period and the priority values. According to 

IEC 61131-3 standard, low priority values refer to high 

priority tasks. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: IEC 61131-3 ST-based Program relevant to a 

simple algorithm. 

Finally, two instances of the MyProgram Program are 

defined into the RESOURCE section; they are called 

MyInstance1 and MyInstance2 and are featured by the 

tasks MyTask1 and MyTask2 associated, respectively, 

controlling their execution. 

3 Overview of Xenomai 
The Xenomai project has the aim of providing real-time 

support for user applications [10].  

It is a real-time development framework that 

cooperate with the Linux kernel in order to make possible 

the real-time management of tasks on any hardware with 

a Linux-based operating system. The project has a strong 

focus on embedded systems, although Xenomai can also 

be used over common desktop and server architectures. 

Xenomai has two modes of use: 

PROGRAM MyProgram 

 VAR 
  ComputedResult : REAL; 

 END_VAR 

 VAR_EXTERNAL 
  StepSizeVar : REAL; 

  MaxValueVar : REAL; 

  MinValueVar : REAL; 
 END_VAR 

   

 StepSizeVar := MaxValueVar-MinValueVar; 
 ComputedResult := StepSizeVar; 

END_PROGRAM 

 
CONFIGURATION MyConfiguration 

 RESOURCE MyResource ON PLC1 

  VAR_GLOBAL 
   StepSizeVar AT  %MD200 : REAL; 

   MaxValueVar AT  %MD204 : REAL; 

   MinValueVar AT  %MD208 : REAL; 
  END_VAR 

  TASK MyTask1(INTERVAL := T#100ms, PRIORITY := 1); 

  TASK MyTask2(INTERVAL := T#150ms, PRIORITY := 2); 
  PROGRAM MyInstance1 WITH MyTask1: MyProgram; 

  PROGRAM MyInstance2 WITH MyTask2: MyProgram; 

 END_RESOURCE 

END_CONFIGURATION 
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• as co-kernel extension for a patched version of 

the original Linux kernel. This is the solution 

adopted in the paper. 

• as libraries for native Linux kernel (features 

added in the version 3.0 in 2015) 

In both modes, it is possible to use the Native 

Xenomai C language-based API functions to run real-time 

tasks [13].  

To create and run a simple real-time task, three steps 

are needed: 

1. Creation of the task and setting of its properties 

(e.g., priority) using the rt_create_task() API 

function. If the task is periodic, the 

rt_task_set_periodic() API function will be also 

used, in order to allow Xenomai to have 

knowledge of the task periodicity. 

2. Creation of a C language-based procedure that 

the task will perform during its execution. If the 

task is not-periodic there are not particular 

constraints for the structure of this procedure. 

But, for periodic task, the C-language-based 

procedure must be featured by an infinite while 

loop inside which the rt_task_wait_period() API 

function must be present; it allows the procedure 

to be stopped after its conclusion and to resume 

its regular running after the task period 

previously set by rt_task_set_periodic() API 

function. Figure 3 shows how the C language-

based procedure (called task_function() in the 

figure), must be written in the case of periodic 

task. 

3. Association of the C language-based procedure 

to the Xenomai task created at the step 1 and 

starting the task using the rt_task_start() API 

function; in particular, the entry point of the C 

language-based procedure is passed to this 

function. 

 

 

 

 

 

 

Figure 3: Structure of a C language-based procedure to be 

assigned to a periodic task. 

4 Running C# programs over 

Xenomai 
This section plays a strategic role inside the paper. 

Introduction pointed out that the aim of the paper is that to 

propose a framework able to translate an IEC61131-3 

application into C# program; furthermore, the framework 

is able to allow real-time execution of the C# program 

using a Xenomai co-kernel. 

Before the framework defined may be presented, this 

section has to point out how a C# program may be 

executed over a Xenomai real-time co-kernel and, most 

important, if execution of a C# program may actually 

exploit the real-time features of the Xenomai co-kernel. 

The software solution presented in Figure 4 has been 

defined to allow execution of a C# program over Xenomai 

co-kernel. It is based on the use of a MONO Virtual 

Machine running on the top of a Linux OS with Xenomai 

co-kernel [9]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Software solution adopted for the Xenomai-

based C# program execution. 

As said in the previous section, Xenomai offers a set 

of native API functions to realise real-time mechanisms 

[13]; these API functions are callable inside a program 

written in C language. In order to allow a C# language-

based program to call a particular real-time Xenomai API 

function, suitable wrapper functions had to be defined. 

Each wrapper function maps a C# function call to a 

particular Xenomai API function; this happens through the 

definition of a C function containing the call to the native 

Xenomai API. All the wrapper functions are pre-compiled 

and realise a run-time library named in the figure “Native 

Xenomai API wrapper functions”. One of the following 

subsections will give an overview of the wrapper 

functions defined in the research here present. 

C# programs (written inside .cs files) are compiled by 

Mono producing .exe files containing Intermediate 

Language (IL)-based instructions. At run-time, for each 

IL-based executable file, Just-In-Time (JIT) compilation 

is realised producing binary code. Native machine code is 

executed directly by Linux/Xenomai kernel. In order to 

execute the Native Xenomai API wrapper functions, 

P/Invoke procedure allows to call the unmanaged code 

produced by the compilation of the “Native Xenomai API 

wrapper functions”. The unmanaged code is mapped on 

the Xenomai real-time system calls as the wrapper 

functions contains the calls to Xenomai API, as said 

before. 

4.1 Native Xenomai API wrapper 

functions 

The Xenomai wrapper functions defined according to the 

goal of the research here presented, are detailed in the 

following. 

.cs files 

Linux OS with Xenomai co-kernel 
 

.exe file 

Mono 

Compilation 

JIT  

Compilation 

P/Invoke  

Fully-Native  

Machine Code 

Native Xenomai API 

 wrapper functions 

MONO Virtual Machine 

C#  

program 

IL-based 

instructions 

void task_function(){ 

 while (true) { 

  //Code in C Language to be executed 

  rt_task_wait_period(); 

 } 

} 
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rt_task_create_wrap(). It calls the native Xenomai 

API rt_task_create() belonging to the Task Management 

Services. This service creates a new real-time task which 

is left in an innocuous state until it is actually started by 

the Xenomai service rt_task_start(). Among the 

parameters passed to the native Xenomai API function, the 

wrapper function specifies the priority of the new task in 

the range from [0 .. 99], where 0 is the lowest effective 

priority. 

rt_task_set_periodic_wrap(). This wrapper function 

calls the native Xenomai API rt_task_set_periodic(), 

which makes a real-time task periodic, by programing its 

first release point and its period in the processor time line. 

rt_task_start_wrap(). It allows to start execution of a 

Xenomai task that has been previously created. This 

wrapper calls the native Xenomai API rt_task_start(), 

which releases the target task from the dormant state. 

Among parameters passed to the native Xenomai API 

rt_task_start(), the wrapper function specifies the address 

of the procedure to be execute when the task is running. 

rt_task_wait_period_wrap(). It makes the Xenomai 

task wait for the next periodic release point in the 

processor time line. A rescheduling of the task always 

occurs, unless the current release point has already been 

reached. In the latter case, the current task immediately 

returns from this service without being delayed. 

rt_task_sleep_wrap(). It suspends the calling process 

for a certain amount of milliseconds passed as argument. 

This function calls the Xenomai rt_task_sleep() API 

function.  

rt_sem_create_wrap(). It allows to create a Xenomai 

real-time semaphore, fully handled by Xenomai itself. It 

wraps the Native Xenomai API rt_sem_create(). 

rt_sem_p_wrap(). It is used to acquire the semaphore 

or put on hold his release if already occupied. It is directly 

mapped to the native Xenomai API rt_sem_p(), which 

acquires a semaphore unit. If the semaphore value is 

greater than zero, it is decremented by one and the service 

immediately returns to the caller. Otherwise, the caller is 

blocked until the semaphore is either signalled or 

destroyed, unless a non-blocking operation has been 

required. Among the parameters passed to the native API 

function, there is the descriptor address of the affected 

semaphore. 

rt_sem_delete_wrap(). It directly maps to the 

Xenomai API rt_sem_delete(), which destroys a 

semaphore and release all the tasks currently pending on 

it. 

rt_sem_v_wrap(). This function allows to call the 

native Xenomai API rt_sem_v() inside a C# program. This 

service releases a semaphore unit; the parameters passed 

to the native Xenomai API function, specify the descriptor 

address of the affected semaphore. 

4.2 Analysis of the real-time capabilities 

Evaluation of the capability of the software solution 

shown by Figure 4 to respect real-time constraints of a 

generic C# program was considered of primary 

importance. Real-time feature has been evaluated 

observing the capability of a particular C# program to 

promptly react to a rising event; real-time capabilities 

have been measured checking that all rising events have 

been caught with the lowest delay. 

The analysis has been carried out on an embedded 

system. Choice of an embedded system compared with a 

general purpose computing device like a server or a 

personal computer, had the advantage to allow an easier 

use of an oscilloscope to analyse the output produced upon 

the occurrence of an event realised by a digital input. 

The embedded system is made up by a MPC8309 

PowerQUICC processor [14] running at 333Mhz with 

256MB RAM, a microcontroller PIC32MX, and two 

Serial Peripheral Interface (SPI) acquisition boards (each 

featuring 4 channels at 16 bit, sampling at 125 µs). 

Figure 5 shows the general architecture of the 

embedded system. The PIC32MX receives the samples 

from SPI, forwarding them to MPC8309 through the 

MISO (Master data In/Slave data Out) bus. The SYNC 

line is used by MPC8309 processor to advise the 

PIC32MX that it is ready to start the acquisition of 

samples. After reception of this synchronization signal, 

the PIC32MX will start transmission of samples received 

from SPI, synchronizing them with a DRDY signal with a 

duration of 15 µs, sent with a period of 5ms. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Architecture of the Embedded System. 

A Linux Kernel 3.8.13 with co-kernel Xenomai 

version 2.6.4 has been installed in the MPC8309 

embedded system. A Mono framework version 3.2.6 has 

been also installed. 

A huge set of tests has been performed in order to 

explore the capability featured by the Xenomai-based 

software solution shown by Figure 4 to meet real-time 

constrains of a C# program running inside the MPC8309. 

A C# program realising the flow-chart described by Figure 

6 has been defined. It reacts to the DRDY activation; on 

the receipt of this signal, the C# program set a particular 

General Purpose I/O, the GPIO #1, and maintains the 

value ON for 1 ms; this is achieved using the 

rt_task_sleep_wrap() describe before. After the sleep 

interval has passed, the GPIO #1 is put OFF. It is 

important to recall that DRDY is activated each 5 ms, as 

said at the beginning of this section. 

Two other C# programs have been defined; they both 

realise the flow chart shown by Figure 7. Each program 

waits for the setting of the GPIO #1 (by the program 

shown by Figure 6); when this occurs, the GPIO #2 is set 

and suddenly reset. Then, each program calls a sleep 

function with a duration of 2 ms; one C# program realises 

MPC8309 PIC32MX 
2x 4ch 

SPI 

SYNC 

DRDY 
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this call though the function rt_task_sleep_wrap(), whilst 

the other C# program uses the C# Thread.sleep(). The only 

difference between the two C# programs is that the first 

one foresees the real-time management of the sleep by 

Xenomai co-kernel, whilst the other one does not exploit 

the real-time features of Xenomai co-kernel, as the 

management of the sleep of the process is given to Linux 

OS. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: C# language-based programs acting on receipt 

of GPIO #1 signal. 

Figure 8 points out the behaviour of the C# program 

described by Figure 7 using the C# Thread.sleep(). The 

signal number 1 (on the top) refers to the setting of the 

GPIO #1 done by the C# program shown by Figure 6; it 

easy to verify that the period of this signal is 5ms as it is 

synchronised with DRDY. Signal number 2 (on the 

bottom) refers to the GPIO #2 and is set/reset by the C# 

program shown by Figure 7 when C# Thread.sleep() is 

used. 

Figure 9 refers to the C# program described by Figure 

7 when rt_task_sleep_wrap() is used. Again, the signal 

number 1 (on the top) refers to the setting of the GPIO #1 

done by the first C# program shown by Figure 6. Signal 

number 2 (on the bottom) refers to the GPIO #2 and is 

set/reset by the C# program shown by Figure 7 when 

rt_task_sleep_wrap() is used. 

Comparison of the two Figures 8 and 9 points out that 

the C# Thread.sleep is not able to wake-up the process in 

time to catch each single setting/resetting of the GPIO #2. 

The use of Xenomai API allows total respect of real-time 

requirements here presented. 

A huge set of other tests not shown here for space 

limitation, allowed to reach the same conclusions just 

pointed out: use of Native API Xenomai wrapper 

functions here defined according to the software solution 

shown by Figure 4, allows to fully exploit the real-time 

capabilities offered by Xenomai co-kernel and allows the 

respect of time-critical constraints. For these reasons, the 

software solution presented in Figure 4 will be used in the 

remainder of this paper. 

5 Overview of the proposed 

framework 
As pointed out in the Introduction, the main aim of this 

paper is that to present a framework based on the use of 

CLR-based virtual machine, able to deploy an IEC 61131-

3 application on a computing system supporting CLR VM. 

The framework is made up by the two modules shown in 

Figure 10 with the grey coloured backgrounds: C# 

Translator and PLC Framework.  

C# Translator is in charge to process a generic IEC 

61131-3 application in order to produce C# language-

based classes (contained in .cs files). These classes include 

all the information relevant to the different sections of the 

IEC 61131-3 application (e.g., program, configuration, 

DRDY received 

yes 

no 

Set GPIO #1 

Reset GPIO #1 

rt_task_sleep_wrap(1 ms) 

Start 

GPIO #1 is ON 

yes 

no 

Set GPIO #2 

rt_task_sleep_wrap(2 ms) or 

Thread.sleep(2 ms) 

Reset GPIO #2 

Start 

Figure 6: C# language-based program acting on receipt 

of DRDY and setting GPIO #1. 

 

Figure 8: Performance achieved using C# 

Thread.sleep(). 

 

Figure 9: Performance using rt_task_sleep_wrap(). 
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resource, including task definitions with periods and 

priorities). These classes will be used by the real-time 

environment shown by Figure 10, as explained in the 

remainder of this section. 

A very important feature to be pointed out is that the 

C# Translator may be used stand-alone, i.e. not linked to 

the real-time environment shown by Figure 10. C# 

Translator allows to achieve a C# code that in principle 

may be executed by a common CLR-based platform, using 

a common C# language-based integrated development 

environment (IDE).  

Introduction pointed out a main trend in automation, 

relevant to the reallocation of applications away from the 

field level into so-called compute pools. Real-time 

environment shown by Figure 10 is strictly linked to the 

concept of compute tools, as it will be shown better later. 

About C# Translator, no constraints exist for its 

installation; it may be installed in a compute poll or may 

be installed close to the system where the IEC 61131-3 

development environment is running. 

PLC Framework has the aim to realise a real-time 

environment implementing the same behaviour of a PLC. 

Mainly it allows the realisation of the Program Scan loop 

execution and allows the real-time scheduling of the tasks 

associated to the IEC 61131-3 Programs and the relevant 

executions.  

On the basis of what said in the Introduction, and on 

the basis of the software solution shown by Figure 4, 

implementation of PLC Framework requires the presence 

of a CLR-based VM running on a real-time operating 

system, as shown by Figure 10. The CLR VM has been 

realised by MONO [9]. For the real-time operating system 

it has been assumed to adopt a Linux OS and a Xenomai 

co-kernel [10]; choice of Xenomai has been supported by 

the analysis of the relevant performances, shown in the 

previous section. 

The remainder of this section will focus on the main 

technical details of the architecture shown by Figure 10. 

5.1 C# translator 

Given an IEC 61131-3 application, the main aim of the C# 

Translator module is to create a .cs file containing classes 

that can be used to execute a C# program which exactly 

behaves as the original IEC application. In the following, 

a detailed description of the procedure adopted by the C# 

Translator to map an IEC 61131-3 application to the C# 

classes, will be given.  

Figure 11 shows the structure of a typical .cs file 

produced by C# Translator. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11: File structure produced by C# Translator. 

The .cs file produced contains three main classes: 

ProgramName, ConfigurationName and 

ExternalProgramName. 

The class ProgramName is the translation of the 

PROGRAM section in the IEC61131-3 application; it 

mainly includes a method called IECRoutine() that 

translates the software describing the IEC61131-3 

Program.  

The class ConfigurationName is relevant to the 

CONFIGURATION section in the IEC61131-3 

application and is made up by the class ResourceName, 

related to the RESOURCE section. Class ResourceName 

may include the declaration of Global Variables; in this 

case the class GlobalDeclaration is present. The other 

class contained in ResourceName, class TaskName, 

represents a single task (so many classes may be present if 

several IEC tasks have been defined); inside this class, the 

program to be associated with the task is specified. 

Finally, class ExternalprogramName is a singleton 

class needed for the usage of the External Variables 

defined in the IEC61131-3 Program and declared as 

variables of the GlobalDeclaration class. This class has to 

contain a single instance of the GlobalDeclaration class, 

that IECRoutine can use so sharing the variables among 

all its instances. Furthermore, the class must implement 

suitable mechanisms able to guarantee that concurrent 

access to the shared variables must occur through use of 

critical section. 

In order to clarify better the structure of the .cs file 

produced by the C# Translator, the IEC 61131-3 

application shown by Figure 2 will be considered. After 

the processing operated by C# Translator, the .cs file 

shown by Figure 12 is achieved. 

As it can be seen, the .cs file produced contains the 

three main classes: MyProgram, MyConfiguration and 

ExternalMyProgram.  

The class MyProgram is the translation of the 

PROGRAM MyProgram section shown by Figure 2; it 

contains the local variable of the program, declared as 

class ProgramName { 
  public ProgramName(){} 

  public void IECRoutine() { 

  } 
} 

 

class ConfigurationName { 
 class ResourceName { 

   class GlobalDeclaration{ 

   } 
   class TaskName { 

     ProgramName instanceName; 

     public TaskName(){ 
      instanceName = new ProgramName(); 

     } 

   } 

 } 

} 

 
class ExternalProgramName { 

} 

 

Figure 10: Architecture of the Framework proposed. 
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variables of the class (i.e., ComputedResult), and the 

method IECRoutine() that translates the algorithm of the 

PROGRAM MyProgram. Just like the IEC 61131-3 

application, the C# algorithm uses global variables, as it 

will be explained in the following. 

The class MyConfiguration refers to the IEC 61131-3 

CONFIGURATION MyConfiguration section. As it 

occurs for the IEC 61131-3 application, it is made up by 

the class MyResource related to the RESOURCE section. 

The class MyResource contains three classes: 

GlobalDeclaration, MyTask1 and MyTask2. Class 

GlobalDeclaration allows the definition of the global 

variables of the original IEC61131-3 application (i.e., 

StepSizeVar, MaxValueVar and MinValueVar). The 

classes MyTask1 and MyTask2 represent the IEC 61131-

3 Tasks: inside these classes there are the variables that 

indicate the properties of the tasks as period and priority, 

a variable that indicates the program associated with the 

task (MyProgram) and a constructor with the aim of 

initializing these variables. 

The class ExternalMyProgram contains a variable of 

type GlobalDeclaration (i.e., Gd), representing the 

External Variable of IEC61131-3 Program. This variable 

is used by the IECRoutine(), as shown by Figure 12. The 

ExternalMyProgram class implements a critical section 

using the lock mechanism, allowing a safe and unique 

instantiation of the single class instance and the safe 

concurrent access to it. 

Again, it is important to point out that the classes 

produced by C# Translator could be directly used on a 

common CLR-based platform. They only requires a C# 

program using them; for example, execution of the 

IECRoutine() may be achieved through one or more 

instances of the class MyProgram. 

In principle, implementation of C# Translator can be 

realised using whatever technology and language. In this 

work, the authors chosen to implement this module in C# 

as a CLR VM-based application. The implementation has 

been based on the use of the GOLD Parser system [15], by 

means of which parse tables have been created. In 

particular, its Builder component has been used to read a 

source grammar written in the GOLD Meta-Language and 

to produce the parse tables needed by the C# Translator. 

5.2 PLC framework 

During the design phase, it has been assumed that the PLC 

Framework had to comply with the following 

assumptions. 

For each IEC 61131-3 periodic task, a Xenomai real-

time task is created with the same period; priority value of 

the original IEC 61131-3 task is converted into the range 

1 to 99, where 99 is given to the IEC 61131-3 tasks with 

the highest priority. It is important to recall that task 

priorities in Xenomai ranges from 0 to 99; as explained in 

the following, the value 0 has been reserved for a special 

purpose. 

The native scheduling mechanism based on pre-

emption adopted by Xenomai has been left unchanged; 

this means that execution of a Xenomai task is suspended 

when a higher priority Xenomai task has to be performed. 

Program Scan loop has been realised through a 

Xenomai real-time task with the lowest priority, i.e. 0. 

This means that all the other tasks (to which priority values 

ranging from 1 to 99 have been assigned) can act pre-

emption on the Program Scan task. This choice has been 

made in order to allow execution of a very urgent task, 

delaying the program scan loop.  

The reading and writing operations shown by Figure 

1, have been implemented in atomic way, in the sense that 

during their execution they cannot be interrupted by no 

other tasks. In order to make atomic the Program Scan 

execution, a semaphore-based mechanism has been 

 

Figure 12: .cs file produced by C# Translator on the IEC 

61131-3 application of Figure 2. 

 class MyProgram { 
  double ComputedResult; 

  public MyProgram(){} 

  public void IECRoutine() { 
   ExternalMyProgram.Gd.StepSizeVar=  

ExternalMyProgram.Gd.MaxValueVar- 

ExternalMyProgram.Gd.MinValueVar; 
   ComputedResult = ExternalMyProgram.Gd.StepSizeVar; 

  } 

} 
 

class MyConfiguration { 

 class MyResource { 
   class GlobalDeclaration{ 

     double StepSizeVar; 

     double MaxValueVar; 
     double MinValueVar; 

   } 

   class MyTask1 { 
     double period; 

     int priority; 

     MyProgram MyInstance1; 
     public MyTask1(){ 

      MyInstance1 = new MyProgram(); 

      period=100; 
      priority=1; 

    } 

   } 
   class MyTask2 { 

     double period; 

     int priority; 
     MyProgram MyInstance2; 

     public MyTask2(){ 

      MyInstance2 = new MyProgram(); 
      period=150; 

      priority=2; 

     } 
   } 

 } 
} 

 

class ExternalMyProgram { 
  private static ExternalMyProgram instance = null; 

  private static readonly object padlock = new object(); 

  private GlobalDeclaration Gd = new GlobalDeclaration(); 

  ExternalMyProgram() {} 

  public static ExternalMyProgram Instance { 

   get { 
    lock (padlock) { 

     if (instance == null) { 

      instance = new ExternalMyProgram(); 
     } 

     return instance; 

    } 
   } 

  } 

} 
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implemented. In particular, a Xenomai semaphore is 

created and locked when the Xenomai task implementing 

the Program Scan is started. The semaphore is deleted 

each time the Xenomai Program Scan task ends. All the 

other tasks, even if featuring higher priority cannot 

interrupt the Program Scan task if the Xenomai semaphore 

is locked. 

Association of a C# program to a periodic Xenomai 

task has been realised according to the procedure 

described in Section 3. In particular, for each Xenomai 

task an instance of the task_function() method shown by 

Figure 13 is associated through the rt_task_start_wrap().  

 

 

 

 

 

 

 

 

 

 

 

Figure 13: task_function() method whose instance is 

associated to each Xenomai task. 

Each task_function() method is made up by a 

while(true) cycle, inside which a particular C# code is 

defined; it may be the ScanProgram() or the 

IEC61131Program(), both described in the following. 

Then, the call to the wrapper function 

rt_task_wait_period_wrap() described before in this 

paper, is achieved. As said before, it forces the Xenomai 

task associated to the instance of task_function() to wait 

for the next periodic release point in the processor time 

line. Figure 13 points out that the local variables (if 

present) used by the ScanProgram() or by 

IEC61131Program(), could be defined at the three 

different scopes shown by the same figure; the definition 

of the proper scope will be discussed later in this paper. 

ScanProgram() is a C# program in charge to emulate the 

typical Program Scan of a PLC. It is shown by Figure 14, 

by means of a flow-chart graphical representation.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 14: ScanProgram(). 

At the beginning of the ScanProgram(), a semaphore 

is created by rt_sem_create_wrap(). Then, the C# 

program calls the rt_sem_p_wrap() in order to lock it. In 

this way, the ScanProgram() cannot be interrupted from 

this moment on; reading and writing operations are 

executed without pre-emption. Reading operations 

involve I memory, whilst writing operations are relevant 

to the Q memory (see Figure 1). When they are completed, 

the semaphore is deleted, by rt_sem_delete_wrap(); the 

relevant waiting queue on the same semaphore is deleted, 

so all the other task pending on it are released. These tasks 

may be scheduled for their execution by Xenomai co-

kernel. 

Figure 15 shows the algorithm implemented inside the 

IEC61131Program(). As it can be seen, it executes a 

program called IECRoutine(); during the description of 

the C# Translator module, it has been said that among the 

classes produced for each IEC 61131-3 application there 

is the class named ProgramName. As shown in Figure 11, 

this class contains a public void IECRoutine(). The 

program IECRoutine() executed inside 

IEC61131Program is made up by the same C# code 

extracted by the public void IECRoutine() contained in the 

class ProgramName. In the following, the extraction 

operation performed by the PLC Framework will be 

pointed out. 

At the beginning, the IEC61131Program() checks the 

existence of Xenomai semaphore (by using the 

rt_sem_p_wrap()). As said before, this semaphore is 

created by the ScanProgram() and is deleted by the same 

routine when no more needed. If the IEC61131Program() 

does not find the semaphore, it runs the IECRoutine(). 

If semaphore exists, the IEC61131Program() must 

check if it is locked (e.g., by ScanProgram()). The check 

is again done using the rt_sem_p_wrap(), which locks the 

semaphore if it is found unlocked; this happens for 

example when the semaphore has been created by 

ScanProgram() but it was not already locked by it. In this 

case, the IEC61131Program() must suddenly unlock the 

semaphore (by using rt_sem_v_wrap()). This is needed as 

this task may be pre-empted by a higher priority task 

which must find the semaphore unlocked, otherwise it 

cannot be executed. Once the semaphore is unlocked, the 

class name { 

// local variables 

  void task_function () { 

// local variables 

 

   while (true) { 
// local variables 

     ScanProgram() or IEC61131Program(); 

     rt_task_wait_period_wrap (null); 
    } 

  } 

} 

Read Inputs and put data into I Memory Area 

Delete Xenomai Semaphore  

Create a Xenomai Semaphore  

Write Outputs from Q Memory Area 

Start  

Lock the Xenomai Semaphore  

 

Figure 15: IEC61131Program(). 
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IEC61131Program() executes the IECRoutine(). Figure 

15 points out that if the IEC61131Program() finds the 

semaphore locked, it will wait until it is deleted (by 

ScanProgram) or it is unlocked (e.g., by another Xenomai 

task). 

On the basis of what said until know, for each 

IEC61131-3 application received by the C# Translator (in 

terms of C# classes contained by the .cs files already 

described), the PLC Framework has to performs two main 

activities.  

The first is to produce the task_function() methods 

shown by Figure 13. One and only one method must 

contain the ScanProgram(), shown by Figure 14; each of 

the other task_function() methods must contain a 

IEC61131Program(), described by Figure 15. 

The second important activity performed by PLC 

Framework is to associate a Xenomai task to each instance 

of task_function() method, and then activate them so they 

can be executed by Xenomai co-kernel. 

These two activities are performed by two main 

modules running inside the PLC Framework: 

ProgramsCreator and TasksCreator. ProgramsCreator is 

in charge to produce the task_function() method on the 

basis of the C# classes received from the C# Translator. 

TasksCreator creates and activates the Xenomai tasks 

associated to these methods. Figure 16 shows them. 

Figure 17 gives an overview of the main activities 

carried out by the ProgramsCreator on the reception of a 

.cs files produced by C# Translator. It analyses class 

ProgramName (see Figure 11) here contained. From this 

class, it extracts the class variables and the C# code 

contained in the IECRoutine() method; this method is 

placed into the IEC61131Program() as shown by Figure 

15. Finally, the ProgramsCreator creates the class 

containing the task_function() method shown by Figure 

13, placing the IEC61131Program() and placing the 

variables extracted as said before in one of the scopes 

shown by the same figure. Choice of the right scope will 

be discussed later in this paper, as said before. When no 

more ProgramName classes received from C# Translator 

are present, the ProgramsCreator will produce the class 

containing the task_function() method with the 

ScanProgram(), as shown by Figure 13. 

The TasksCreator module has the main goal to create 

and run Xenomai tasks, starting from the task_function() 

methods created by the ProgramsCreator module. Figure 

18 shows the details of the algorithm implemented by this 

module. 

At the beginning, the TasksCreator analyses each .cs 

file received from C# Translator. In particular, it focuses 

on the classes TaskName shown by Figure 11, extracting 

information (i.e., period and priority) of the entire set of 

IEC 61131-3 tasks. For each IEC 61131-3 task, a Xenomai 

real-time task is created through the 

rt_task_create_wrap(); a priority (ranging from 1 to 99) is 

specified for the Xenomai task to be created. As said 

 
Figure 17: ProgramsCreator. 

 

 
Figure 16: PLC Framework main components. 

 

 

Figure 18: TasksCreator. 
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before, priority value is assigned according to the priority 

of the IEC 61131-3 task, mapping the highest priority IEC 

61131-3 task with the highest Xenomai priority value 

(e.g., 99). Once a Xenomai task with a certain priority has 

been created, the same period of the relevant IEC 61131-

3 task is assigned; this is done by the 

rt_task_set_periodic_wrap(). 

When no more TaskName classes are present, a 

Xenomai task must be created in order to be subsequently 

associated to the task_function() method including the 

ScanProgram(). On the basis of the hypotheses explained 

in this section, the Xenomai task is created by using 

rt_task_create_wrap(), specifying the priority value 0 (the 

lowest Xenomai priority value). A period is assigned to 

this task according to the user settings; this is the period of 

the Program Scan loop the user has to apply. Period 

assignment is realised using again the 

rt_task_set_periodic_wrap().  

Finally all the previous Xenomai tasks are started 

using the rt_task_start_wrap(). This wrapper function 

calls the native Xenomai API rt_task_start(), passing the 

address of the instance of the task_function() method, 

created by the ProgramsCreator, to be associated to each 

Xenomai task with priority ranging from 1 to 99. Address 

of the instance of the task_function() method containing 

the ScanProgram(), is passed to the Xenomai task with 

priority 0. 

In order to better understand the main activities 

performed by the ProgramsCreator and TasksCreators 

modules, let us consider the .cs file shown by Figure 12.  

ProgramsCreator will produce the C# code shown by 

Figure 19; it includes the IEC61131Program() which in 

turns is made up by the IECRoutine() given by Figure 20.  

As shown by Figure 19, the ExternalMyProgram class 

contained in the .cs file of Figure 12 is imported. The 

ExternalMyProgram class is made up by the instance Gd 

of GlobalDeclaration class inside which the external 

variables of the IEC 61131-3 MyProgram program 

(StepSizeVar, MaxValueVar, MinValueVar) are defined. 

Figure 20 points out that IECRoutine() accesses these 

external variables through the instance Gd contained in the 

ExternalMyProgram class. 

 

Figure 19: C# code produced by ProgramsCreator. 

The TaskCreator module extracts from the MyTask1 

and MyTask2 classes produced by the C# translator the 

information about Xenomai tasks to be created; this 

information is about periodicity, priority and about the 

Program to be associated. On the basis of the information 

contained in the .cs file shown by Figure 12, it is clear that 

two Xenomai tasks must be created. Their period values 

are 100ms and 150ms, respectively; priority values of the 

original IEC 61131-3 tasks are 1 and 2, which could be 

mapped to Xenomai priority values 99 and 98, 

respectively, as priority 1 is the highest priority value 

according to IEC 61131-3 and must be mapped to the 

highest Xenomai priority value (i.e., 99). Finally, 

according to the information contained in the MyTask1 

and MyTask2 classes, two instances of the same 

task_function() method shown by Figure 19 is associated 

to these two Xenomai tasks. 

 

Figure 20: IECRoutine(). 

As said many times until now, in the Figure 19 

declaration of the local variable of the IEC 61131-3 

MyProgram program (ComputedResult) is not defined; 

the figure points out only the three different scopes where 

declaration may occur. The following section will 

definitely clarify the position of the declaration of local 

variables, through a deep analysis of the impact of the 

possible choices on the run-time performance of the 

system. 

6 Performance evaluation 
It is well known that execution of a generic C# application 

on a CLR VM may be delayed by the activation of the 

Garbage Collection. When a collection starts, it causes the 

stop of all the tasks associated to the C# program, 

including the Xenomai real-time tasks in the real-time 

environment architecture shown by Figure 10. The main 

consequence is the increase of each single execution time 

of C# programs; furthermore, the periodicity of one or 

more tasks could be not respected if the time interval 

needed by the Garbage Collector to conclude its work is 

higher than the task period.  

It is clear that a performance evaluation is strongly 

required in order to point out if what written can actually 

occur in the framework here defined, and, in in this case, 

suitable mechanisms to prevent performance deterioration 

must be proposed and evaluated. 

During the description of the PLC Framework it has 

been left unsolved the problem relevant to the declaration 

of the local variables of a IEC 61131-3 program inside the 

class containing the task_function() method, shown by 

Figure 13. The possible scopes where this declaration 

could occur have been highlighted but no indication about 

the right choice has been given. Actually, this choice 

seems to play a very strategic role from the performance 

point of view of the entire real-time environment 

proposed. In fact, each of the three possible scopes shown 

by Figure 13 may led to a very different impact of the 

import ExternalMyProgram; 

 

class MyProgram { 
 //double ComputedResult; 

   void task_function () { 

   //double ComputedResult; 

    while (true) { 

     //double ComputedResult; 

     IEC61131Program(); 
     rt_task_wait_period_wrap (null); 

     } 

   } 

} 

public void IECRoutine(){ 
   ExternalMyProgram.Gd.StepSizeVar= 

ExternalMyProgram.Gd.MaxValueVar-  

ExternalMyProgram.Gd.MinValueVar; 
   ComputedResult = ExternalMyProgram.Gd.StepSizeVar; 

} 
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Garbage Collector on the overall behaviour of the 

IEC61131-3 programs execution.  

On account of what said until now, performance 

evaluation was carried out by the authors with the main 

aim to analyse the impact of the Garbage Collector on the 

behaviour of the real-time environment depicted by Figure 

10, considering the effect of the three different scopes of 

local variables pointed out by Figure 13. As it will be 

shown, this analysis allowed to find the best choice, able 

to minimise the impact of the Garbage Collector over the 

framework here defined. 

The performance evaluation has been carried out on 

two different architectures: the embedded system 

described in Section 4.1 and a general purpose computer.  

Only one IEC 61131-3 ST-based Program has been 

considered for the performance evaluation. Several 

periodic tasks were associated to this Program. This 

choice has been done in order to make simpler the analysis 

of the results, removing their dependence from possible 

differences in the program codes executed. 

Figure 21 shows the IEC 61131-3 ST language-based 

implementation of the Goertzel Algorithm [16] considered 

for the performance evaluation.  

The PROGRAM section features several variables. 

Q0, Q1 and Q2 are output arrays used for the per-sample 

processing; the samples are stored in the sbuffer array. The 

coeff array is another basic variable of the Goertzel 

Algorithm; it sores some of the precomputed constants 

foreseen by the algorithm, needed during processing [16]. 

The magnitude array is used to store the magnitude values 

of the signals coming from the channels and relevant to 

different harmonics. ch and num_ch variables refer to the 

number of channels, whilst i and k_max refer to the 

number of harmonics. The number of samples is 

represented by variables n and j.  

The first FOR cycle present in the ST code of the 

PROGRAM section, iterates for all the samples; the 

second FOR cycle allows iteration for all the harmonics to 

be analysed. Finally, the last cycle refers to all the 

channels producing the samples. The boolean condition (j 

= n-1) indicates the completion of the analysis of all the 

samples; when this condition occurs the algorithm 

calculates the magnitude relevant to a specific channel and 

to a specific harmonic, given by the value of index.  

Figure 21 also shows the CONFIGURATION and 

RESOURCE sections containing the global constants and 

variables and an example of periodic task associated to the 

Program Goertzel. In particular, TASK MainTask1 

defines a periodic task with period 100 ms and priority 

value 1; an instance of Program Goertzel (called 

MainInst1) is associated to the MainTask1. As said before, 

it was assumed to associate a huge number of periodic 

tasks to the Program Goertzel shown in Figure 21; only 

for reason of space limits, the other tasks are not shown in 

the RESOURCE section of Figure 21. 

5.3 Performance Evaluation on Embedded 

System 

Figures 22 and 23 show the C# code produced by 

ProgramsCreator on the basis of the Goertzel algorithm 

shown in Figure 21, considering the local variables inside 

the while(true) cycle. Figure 23 details the C# code 

realising Goertzel’s algorithm inside the IECRoutine(). As 

already explained in the previous section, the external 

variables of the IEC61131-3 PROGRAM Goertzel are 

defined inside class GlobalDeclaration and are used 

though the access to the class ExternalGoertzel, which 

contains the instance Gd of GlobalDeclaration. The 

ExternalGoertzel class contained in the .cs file is 

imported, as shown by Figure 22. 

It has been assumed to execute the Goertzel’s code 

with a number of harmonics equals to 6 (i.e., 

ExternalGoertzel.Gd.k_max constant was set to 6). 

PROGRAM Goertzel 
 VAR_EXTERNAL CONSTANT 

   k_max: INT :=12; 

  num_ch: INT :=8; 
 END_VAR 

 VAR_EXTERNAL 

  coeff : ARRAY [0..k_max] OF REAL; 
 END_VAR 

 VAR 

  count : INT; 
  i : INT; 

  j : INT; 

  ch : INT; 
  index : INT; 

  n : INT;    

  sbuffer : ARRAY [0..num_ch*n] OF REAL; 
  Q0 : ARRAY [0..num_ch*k_max] OF REAL; 

  Q1 : ARRAY [0..num_ch*k_max] OF REAL; 

  Q2 : ARRAY [0..num_ch*k_max] OF REAL; 

  magnitude : ARRAY [0..num_ch*k_max] OF REAL; 

 END_VAR 

 FOR j:= 0 TO n-1 DO 
  FOR i:= 1 TO k_max DO 

   count:= i * 8 - 8; 

   FOR ch:= 0 TO num_ch-1 DO 
    index := count + ch; 

    Q0[index] := (coeff[i - 1] * Q1[index]) – 

 (Q2[index] + sbuffer[j + ch * n]); 
    Q2[index] := Q1[index]; 

    Q1[index] := Q0[index]; 

    IF j = n-1 THEN 
     magnitude[index] := SQRT(Q1[index] *Q1[index] +  

Q2[index] * Q2[index] – 

(Q1[index] * Q2[index] * coeff[i - 1])); 
    END_IF;  

   END_FOR; 

  END_FOR; 
 END_FOR; 

END_PROGRAM 

 

CONFIGURATION Config 

 RESOURCE Resource1  
  VAR_GLOBAL CONSTANT 

   k_max: INT :=12; 

   num_ch: INT :=8; 
  END_VAR 

  VAR_GLOBAL 

   coeff : ARRAY [0..k_max] OF REAL; 
  END_VAR 

  TASK MainTask1(INTERVAL :=T#100ms, PRIORITY := 1); 

  PROGRAM MainInst1 WITH MainTask1 : Goertzel; 
 END_RESOURCE 
END_CONFIGURATION 

Figure 21: IEC 61131-3 ST-based application relevant to 

the Goertzel Algorithm. 
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In order to analyse the execution of the Goertzel 

Algorithm though the use of an oscilloscope, the GPIO #2 

is set at the beginning of the execution of the 

IECRoutine(). The GPIO #2 is reset at the conclusion of 

the execution of the same code. Set and reset operations 

are not shown in the code of Figures 22 and 23. 

Figure 24 points out the GPIO #2 values during the 

time; the time interval during which GPIO #2 is on 

represents the single execution time of the Goertzel 

Algorithm. As pointed out by Figure 24, results achieved 

show that duration of the each algorithm execution 

maintains about the same value in time. But the figure 

highlights that execution of the Goertzel algorithm does 

not occur with the same frequency; the 

rt_task_wait_period_wrap() called in the in the C# code of 

Figure 22 is not able to guarantee that execution of the 

Goertzel algorithm occurred after a deterministic time 

interval. 

 

Figure 23: Details of C# Goertzel Algorithm Code 

contained in the IECRoutine(). 

 

Figure 24: Execution of the Goertzel Algorithm shown by 

Figure 22 with k_max=6. 

Utilisation of the CPU has been increased considering 

a higher number of harmonics (setting k_max to 12). 

Figure 25 shows the results achieved, pointing out that 

now the behaviour of the system is completely 

unpredictable. Both duration of each execution and 

repetition of the execution occur in an arbitrary fashion. 

The behaviours depicted by Figures 24 e 25 are due to 

the intervention of the Garbage Collector whose execution 

has been forced by the choice to define the local Goertzel 

variables inside the while(true) loop of Figure 22. This 

means that, for each loop execution, these variables are de-

allocated and re-allocated, producing garbage that must be 

collected, causing the intervention of the Garbage 

Collector which stops the real-time tasks producing the 

bad behaviour depicted by Figures 24 and 25. 

 

Figure 25: Execution of the Goertzel Algorithm shown by 

Figure 22 with k_max=12. 

We proceeded to test the performance of the Goertzel 

algorithm by changing the scope of the local variables. 

The scope represented by Figure 26 has been considered; 

in this case, the Goertzel variable are global variable of the 

C# class Goertzel. 

Figure 27 shows the executions of the algorithm 

during the time, considering a number of harmonics equal 

to 12 (k_max=12). As it is possible to see, now the 

duration of each execution is quite the same and the 

repetition in time of the Goertzel’s algorithm is 

predictable because the impact of the Garbage Collector is 

much less than in the previous case. The variables are 

allocated only when the class is instantiated, and the 

Garbage Collector does not collect them until the 

deallocation of the class, that will occur only at the end of 

the associated task. 

Another important performance improvement could 

be achieved defining the variable inside the 

task_function() as shown in Figure 28. 

Public void IECRoutine() { 
 for (j = 0; j < n; j++) { 

  for (i = 1; i < ExternalGoertzel.Gd.k_max + 1; i++) { 

   count = (UInt16)(i * 8 - 8); 
   for (ch = 0; ch < ExternalGoertzel.Gd.num_ch; ch++) { 

    index = (UInt16)(count + ch); 

    Q0[index] = (ExternalGoertzel.Gd.coeff[i - 1] *  
Q1[index]) – (Q2[index] + sbuffer[j + ch *n]); 

    Q2[index] = Q1[index]; 

    Q1[index] = Q0[index]; 
    if (j == n - 1) { 

     magnitude[index] = Math.Sqrt(Q1[index] *  
Q1[index] + Q2[index] * Q2[index] –  

(Q1[index] * Q2[index] *  

ExternalGoertzel.Gd.coeff[i - 1])); 
   } 

   } 

  } 
 } 

} 

import ExternalGoertzel; 
 

class Goertzel { 

 void task_function () { 
   double[] sbuffer =  

new double[ExternalGoertzel.Gd.num_ch * n]; 

   double[] Q0 = new double[ExternalGoertzel.Gd.num_ch *  
ExternalGoertzel.Gd.k_max]; 

   double[] Q1 = new double[ExternalGoertzel.Gd.num_ch *  

ExternalGoertzel.Gd.k_max]; 
   double[] Q2 = new double[ExternalGoertzel.Gd.num_ch *  

ExternalGoertzel.Gd.k_max]; 

   double[] magnitude =  
new double[ExternalGoertzel.Gd.num_ch *  

ExternalGoertzel.Gd.k_max]; 

   UInt16 count, n, index, i, j, ch; 
   while (true) { 

     IEC61131Program(); 

     rt_task_wait_period_wrap (null); 

    } 

 } 

} 
 

Figure 22: C# code produced by ProgramsCreator. 
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Figure 26: C# code produced by ProgramsCreator. 

In this case, it is well known that the variable access 

is faster than the scenario shown by Figure 16. In addition, 

the task_function() method is instanced only once before 

the creation and activation of the relevant task; this means 

that the so-defined variables are always active and never 

deallocated by Garbage Collector until the end of the task 

exactly like global variables. Figure 29 points out 

execution of the Goertzel algorithm in this scenario. 

 

 

 

 

 

 

 

 

 

Figure 27: Execution of the Goertzel Algorithm shown by 

Figure 26 with k_max=12. 

 

Figure 28: C# code produced by ProgramsCreator. 

 

Figure 29: Execution of the Goertzel Algorithm shown by 

Figure 28 with k_max=12. 

Comparing Figure 29 with Figure 27, it is possible to 

point out that the scope for the local variable considered 

in Figure 28 allows to improve performance of the system, 

as the execution time is now decreased. 

5.4 Performance evaluation on general 

purpose computer 

The algorithm shown by Figure 28 has been considered, 

as it allowed to achieve the best results in the performance 

evaluation on embedded system, as said before. 

Performance evaluation has been carried out using a 

computer made up by a six-core Xeon processor (X5650 

Intel) and 100 GB of RAM. The following software was 

installed on it: Ubuntu 16.04 (Kernel Linux 3.18.20), 

Xenomai co-kernel 3.0.2, and Mono 4.4. 

Several periodic Xenomai tasks were associated to the 

task_function() method shown by Figure 28. It has been 

assumed to consider several groups of tasks; tasks 

belonging to each group share the same period and 

priority.  

During execution of each Xenomai task, jitter values 

were measured. Figure 30 shows how jitter has been 

evaluated; each arrow represents a real execution of a 

Xenomai task. 

 
Figure 30: Jitter evaluation. 

For each task, Ti-1, Ti, Ti+1 are generic time intervals 

between consecutive Xenomai periodic task executions. 

Said T the period of the Xenomai task, Ji-1, Ji, Ji+1 values 

shown in Figure 30 are the relevant jitter values. For each 

single task, the average absolute value of the jitters was 

calculated. It was said that tasks were divided into several 

group, each group sharing the same period and priority; 

for each group of tasks, the minimum and the maximum 

average absolute jitter values were pointed out. 

Performance evaluation has been carried out 

considering different scenarios featured by different 

groups of tasks, different numbers of tasks for each group 

and different period values associated to a group. 

Scenarios were chosen in order to be comparable in terms 

import ExternalGoertzel; 
 

class Goertzel { 

 double[] sbuffer = new double[ExternalGoertzel.Gd.num_ch * n]; 
 double[] Q0 = new double[ExternalGoertzel.Gd.num_ch *  

ExternalGoertzel.Gd.k_max]; 

 double[] Q1 = new double[ExternalGoertzel.Gd.num_ch *  
ExternalGoertzel.Gd.k_max]; 

 double[] Q2 = new double[ExternalGoertzel.Gd.num_ch *  

ExternalGoertzel.Gd.k_max]; 
 double[] magnitude = new double[ExternalGoertzel.Gd.num_ch 

*  

ExternalGoertzel.Gd.k_max]; 
 UInt16 count, n, index, i, j, ch; 

 

 void task_function () { 
   while (true) { 

     IEC61131Program(); 

     rt_task_wait_period_wrap (null); 

    } 

 } 

} 
 

import ExternalGoertzel; 
 

class Goertzel { 

 void task_function () { 
  while (true) { 

   double[] sbuffer =  

new double[ExternalGoertzel.Gd.num_ch * n]; 
   double[] Q0 = new double[ExternalGoertzel.Gd.num_ch *  

ExternalGoertzel.Gd.k_max]; 

   double[] Q1 = new double[ExternalGoertzel.Gd.num_ch *  
ExternalGoertzel.Gd.k_max]; 

   double[] Q2 = new double[ExternalGoertzel.Gd.num_ch *  
ExternalGoertzel.Gd.k_max]; 

   double[] magnitude= 

new double[ExternalGoertzel.Gd.num_ch *  
ExternalGoertzel.Gd.k_max]; 

   UInt16 count, n, index, i, j, ch; 

 
   IEC61131Program(); 

   rt_task_wait_period_wrap (null); 

   } 
 } 

} 

Ti-1 Ti Ti+1 

Ji-1=Ti-1-T Ji=Ti-T Ji+1=Ti+1-T 
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of bandwidth utilisation, otherwise comparison between 

their performances was meaningless. 

For each group of tasks, the bandwidth utilisation has 

been defined by: 

𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ 𝑢𝑡𝑖𝑙𝑖𝑠𝑎𝑡𝑖𝑜𝑛 =
1

𝑇
∗ 𝑛 ∗ 𝑡                    (1) 

where n is the number of tasks belonging to the group 

and sharing the same period T, and t is the execution time 

of the Program associated to the task.  

Use of the parameter given by (1) allowed to compare 

scenarios featured by the same bandwidth utilisation, 

during the performance evaluation carried out. 

Tables 1 and 2 show two of the scenarios considered. 

Three groups of tasks have been considered for each 

scenario. Inside each scenario, the groups differs for the 

number of tasks and the relevant period. Comparing the 

different scenarios, they feature groups with the same 

bandwidth utilisation. 

Tables 3 and 4 presents some of the results achieved. 

They show the minimum and maximum average absolute 

jitter values for each scenario and for each of the three 

groups. As it can be seen, the average absolute jitter values 

are always very close to zero. 

Table 1: Scenario 1: Groups of Tasks with Period, 

Number of Tasks and Bandwidth Utilisation. 

Group Period 

(ms) 

Number of 

Tasks 

Bandwidth 

Utilisation 

1 50 100 30% 

2 30 100 50% 

3 25 100 60% 

Table 2: Scenario 2: Groups of Tasks with Period, 

Number of Tasks and Bandwidth Utilisation. 

Group Period 

(ms) 

Number of 

Tasks 

Bandwidth 

Utilisation 

1 25 50 30% 

2 15 50 50% 

3 12.5 50 60% 

Table 3: Scenario 1: Minimum and Maximum Average 

Absolute Jitters. 

Group Period (ms) Min (ms) Max (ms) 

1 50 6.58 E-05 3.40 E-04 

3 30 5.03 E-05 3.59 E-04 

4 25 5.89 E-05 6.45 E-04 

Table 4: Scenario 2: Minimum and Maximum Average 

Absolute Jitters. 

Group Period (ms) Min (ms) Max (ms) 

1 25 5.27 E-05 1.89 E-04 

2 15 5.39 E-05 3.41 E-04 

3 12.5 5.86 E-05 6.96 E-04 

These results seem to demonstrate that Garbage 

Collector does not affect at all the performance of the 

system. They confirm the same results achieved through 

the experiments carried out by the embedded system and 

shown in the previous subsection. 

In order to verify this result, in the following an 

analysis will be presented in order to point out what could 

occur when the Garbage Collector intervenes. The C# 

code shown by Figure 22 has been considered. As said, in 

this scenario the local variables are mapped inside the 

while(true) cycle; this means that the entire set of variables 

are re-located for each cycle. This affects the heap 

memory capacity, going to fill it and forcing the Garbage 

Collector to intervene to free the unused variables, as each 

cycle uses another set of the same local variables. 

Tables 5 and 6 show the minimum and maximum 

average absolute jitter values for the same scenarios seen 

before. It is important to point out the higher values of the 

jitter. Furthermore, it is important to compare the 

maximum average absolute jitter values with the period of 

each group; in some cases, the values are close to the same 

periods, pointing out the very bad performance achieved. 

Time instants of each Xenomai task execution have 

been recorded during the performance evaluation, 

considering again the C# code shown by Figure 22. The 

entire set of the execution times for the tasks belonging to 

each group has been carefully analysed. Analysis pointed 

out that Xenomai task executions sometimes featured the 

behaviour depicted by Figure 31. Each vertical arrow in 

the figure represents a real execution; Ti is the time 

interval between two consecutive executions, and the 

dotted vertical arrows represents the instant at which a 

periodic execution is expected but does not occur. 

Table 5: Scenario 1: Minimum and Maximum Average 

Absolute Jitters. 

Group Period (ms) Min (ms) Max (ms) 

1 50 9.38 11.30 

2 30 5.62 11.12 

3 25 4.77 12.56 

Table 6: Scenario 2: Minimum and Maximum Average 

Absolute Jitters. 

Group Period (ms) Min (ms) Max (ms) 

1 25 2.12 2.56 

2 15 1.30 2.49 

3 12.5 1.10 2.62 

As shown by Figure 31, during a task execution, jitter 

values greater than a multiple value of the task period may 

occur. It has been observed that the generic Ti may be 

greater than two or three times the task period, in the worst 

cases. The only event which could cause this behaviour is 

the running  of  Garbage  Collector  causing the stop of the  

 
Figure 31: Xenomai task executions. 

Ti 

Ti 

Ti 
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Xenomai tasks. Values of the time interval Ti clearly 

depends on the execution times of the Garbage Collector 

needed to collect all the garbage produced by the 

programs. 

7 Final remarks 
Paper has presented a software solution allowing the 

execution of IEC 61131-3 applications into computing 

systems based on a CLR VM. The software solution is 

made up by two main components. 

The first component is a software able to realise 

translation of a generic IEC 61313-3 application into C# 

code. For each IEC 61131-3 application a .cs file is 

produced containing several classes relevant to the 

original IEC 61131-3 sections; these classes may be 

directly instantiated and used in a generic C# program 

running inside a CLR VM. Otherwise, the output 

produced may be passed to the second component here 

presented, which is a real-time execution environment. It 

is a framework able to realise the exact behaviour of a PLC 

(e.g., Program Scan loops and real-time task scheduling). 

It requires the presence of a CLR VM running on the top 

of a real-time operating system. The framework receives 

the C# classes produced by the first component described 

before, achieved for an IEC 61131-3 application. On the 

basis of these classes, it produces suitable C# programs 

and real-time tasks associated to the programs to be 

submitted to the underlying real-time operating system. In 

this paper, use of Xenomai real-time co-kernel has been 

presented. 

After a description of both the software components, 

the paper focused on a performance evaluation of 

capability of the real-time environment to respect the 

periodic constraints of real-time tasks. As known, in a 

CLR VM-based environment, execution of a generic C# 

program may be delayed by the activation of the Garbage 

Collection. When a collection starts, it may cause the stop 

of all the tasks associated to the C# program and the 

increase of their execution time. The periodicity of one or 

more tasks could be not respected for the same reason. The 

results of the performance evaluation carried out by the 

authors, pointed out that although Garbage Collector may 

be a cause of performance degradation, its impact on the 

performance of the system may be drastically limited. This 

can be achieved by realising the right mapping between 

the IEC 61131-3 original local variables defined inside 

IEC 61131-3 PROGRAM section and the variables used 

by the C# classes generated by the real-time environment. 

Results presented in the paper, pointed out that the 

mapping choices operated by the authors avoid the 

intervention of the Garbage Collector. Under their 

adoption, performance evaluation allowed to demonstrate 

the capability of the real-time environment here presented 

to respect real-time constraints of periodic tasks.  

To the best of authors’ knowledge, current literature 

does not provide solutions aimed to deploy IEC 61131-3 

applications on CLR VM, using C# language as 

intermediate code. Due to the spread current use of C# 

language in the development of industrial applications, 

adoption of the software solutions here presented seems 

attractive. Typical candidate platforms on which 

deployment may be achieved, are those based on general 

purpose computer architecture (on which CLR VM allows 

the use of common operating systems like Linux and 

Windows), but also all the embedded systems supporting 

a CLR VM may be considered. 

Furthermore, the paper gives a contribution to a very 

spread research field currently present in literature; in 

particular it introduces a solution able to move 

computation further away from the field level into the so-

called compute pools, which are decentralised and may be 

also realised inside cloud computing solutions. In the 

scenario proposed, the PLC is migrated to the compute 

pool which can be realised by a computer architectures 

based on CLR VM, as demonstrated by the research 

presented in the paper. 

Although the paper has been presented considering 

Just-in-Time compilation, it is important to point out that 

the procedures presented in the paper and aimed to 

translate original IEC 61131-3 language-based programs 

may be applied also into the case the Ahead-of-Time 

(AOT) compilation was adopted. 
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Automatic programming, an evolutionary computing technique, forms the programs automatically and is 

based on higher level features that can be easily specified than normal programming languages. Genetic 

Programming (GP) is the first and best-known automatic programming technique that is applied to solve 

many practical problems.  Artificial Bee Colony Programming (ABCP) is one of the latest proposed 

automatic programming method that combines evolutionary approach with swarm intelligence. GP is an 

extension version of Genetic Algorithm (GA) and ABCP is based on Artificial Bee Colony (ABC) 

algorithm. The main differences of these automatic programing techniques and their conventional 

algorithms (GA and ABC) are modeling solution. In ABC same as GA, the solutions are represented fixed 

code blocks. In GP and ABCP, the positions of food sources are expressed in tree structure that is 

composed of different combinations of terminals and functions that are specifically defined as problems. 

This paper presents a review on GP and ABCP and they are worked in symbolic regression, prediction 

and feature selection problems which are widely tackled by researchers. The results of the ABCP 

compared with results of GP show that this algorithm is a powerful optimization technique for structural 

design. 

Povzetek: Predstavljena je primerjalna analiza tehnik avtomatskega programiranja. 

 

1 Introduction 
Computer programming is the process of obtaining a 

program that can be executed machine to use the necessary 

information to perform a task. Automatic programming is 

a computer programming technique which automatically 

generates the program code [1]. It provides practical 

solutions for many machine learning methods such as 

Artificial Neural Network (ANN), Decision Trees (DT), 

Support Vector Machines (SVM), Genetic Programming 

(GP), Artificial Bee Colony Programming (ABCP). GP, 

most well-known automatic programming method, was 

developed by Koza [2]. GP is an extension of Genetic 

Algorithm (GA) and the basic steps for the GP algorithm 

are similar to the steps of GA. ABCP is recently proposed 

automatic programming technique which is based on the 

Artificial Bee Colony Algorithm (ABC) [3]. The goal of 

this paper is to evaluate the success of the models obtained 

from these automatic programming methods in symbolic 

regression, prediction and feature selection problems and 

review papers related to the problems. 

Symbolic regression is a type of regression problem 

aimed at finding the most appropriate mathematical model 

in terms of accuracy and complexity of data. There are 

works investigating the problem of symbolic regression 

with automatic programing techniques, mostly with GP 

[3-10]. ABCP was proposed for the first time as a new 

method for the symbolic regression problem and 

compared with GP [3]. Faris proposed solving the 

symbolic regression problem using GP model was 

compared to least square estimation, GA and particle 

swarm intelligence models based on estimating the 

parameters of the nonlinear regressive curve of the cutting 

tool [4]. According to the benchmarks in the paper, GP 

was found to be superior performance. In [5], two versions 

of GP (standard GP and multi-population GP) were 

compared with ANN on pharmaceutical formulation 

symbolic regression problem. Compared to successful 

ANN models, GP models provided a significant 

advantage, parametric equations that can be interpreted 

and analyzed more easily. Gene Expression Programming 

(GEP) [6], Immune Programming (IP) [7], Ant Colony 

Programming (ACP) [8-10] are other automated 

programming techniques that used in the problem of 

symbolic regression. GEP, proposed on both GA and GP, 

is flexible at genetic operations due to its linear code 

blocks and its parse trees [6]. IP is based on Artificial 

Immune System (AIS) and is a domain-independent 

approach [7] where antigens can be represented in the tree 

structure express solutions similar to GP. ACP [8, 9] and 

Dynamic Ant Colony Programming (DAP) which 

dynamic version of ACP [10] are the main ACP examples 

that are inspired on ant colony algorithm.  

Automatic programming techniques have been solved 

prediction problems where most of applications are based 

on evolutionary optimization techniques [11-19]. Seidy 

proposed a new stock market prediction model using the 

Particle Swarm Optimization with Center of Mass 

Technique (PSOCoM) which was more successful results 

than the particle swarm optimization based models 

according to the prediction accuracy [11]. Manjusha et al. 

used Naive Bayes and J48 algorithms to diagnose 

potentially fatal dermatological diseases with similar 

mailto:sibel.arslan2@icisleri.gov.tr
mailto:celal@erciyes.edu.tr


282 Informatica 43 (2019) 281–289 S. Arslan et al.  

symptoms [12]. They developed the interface which the 

probability of recurrence of each disease was predicted. In 

[13] Box-Jenkins (BJ) and ANN were used together to 

model monthly water consumption in Kuwait. The input 

layer variables in the artificial neural network were 

obtained with BJ, the average error was considered, and 

the more successful results were obtained than the 

traditional methods. Ant Colony Optimization (ACO) 

technique was used to generate qualified bankruptcy 

prediction rules [15]. The Association Rule Miner (ARM) 

technique was used to group rules and eliminate irrelevant 

rules in the paper. Etemadi et al. compared Multiple 

Discriminant Analysis (MDA) and the GP in bankruptcy 

prediction modeling [18]. GP model was found to produce 

more accurate results than the MDA model, which is 

produced as an accurate bankruptcy forecasting model 

considering both the quality of the sample companies and 

the estimated duration. Searson et al. used multigene GP 

demonstrating it with an application in which a predictive 

symbolic Quantitative Structure Activity Relationship 

(QSAR) model of T. pyriformis aqueous toxicity was as 

successful as the QSAR models on the same data [19]. 

In the recent researches, the increase in the number of 

features in the data sets necessitated the use of feature 

selection methods. These methods are used to eliminate 

noisy and unnecessary features in collected data so that the 

data set can be expressed more reliably and at the same 

time classification achieve high success rates. Various 

optimization methods have been applied to solve feature 

selection problems [20-33]. Lujan et al. proposed an 

automatic programming technique called quadratic 

programming based on quadratic function optimization 

for multiclass problems [22]. The work was found more 

efficient than the Maximal Relevance (MaxRel) and 

Minimal-Redundancy-Maximum-Relevance (mRMR) on 

large data sets. In [23], statistical and entropy-based 

feature ranking methods were compared with different 

data sets. It was shown that the accuracy of the classifier 

was influenced by the choice of ranking indices. Brown et 

al. investigated the apparent statistical assumptions of 

feature selection criteria based on mutual knowledge [24]. 

They derived the objective function using the conditional 

probabilities of the training labels. When the results were 

evaluated, the Joint Mutual Information (JMI) criterion 

provided the best balance of accuracy, stability and 

flexibility criteria for small data sets. In [27], two-stage 

automatic programming technique called differential 

development based Named Entity Recognition (NER) was 

proposed. In the first stage, Conditional Random Field 

(CRF) and SVM classifiers were used in feature selection 

problems. In the second stage, classifiers according to F 

scale score were selected and combined using differential 

development based classifier collection technique. The 

technique was more successful than the other traditional 

methods. Yu et al. showed that the GP can be used as a 

feature selector and cancer classifier [30]. Selecting the 

discriminative genes of GP, expressing the relations 

between the genes as mathematical equations were proof 

that GP can be used in this field. In addition, training sets 

and GP classifiers obtained from the validation set in the 

work were tested GP successfully classified tumor classes 

and were more successful than various classification 

methods. The (k-Nearest Neighbor (k-NN) and GP based 

decision trees are applied to feature selection and were 

compared in terms of classification performance in [31]. 

Arqub et al. proposed an algorithm based on GA for the 

solutions of nonlinear systems of second-order boundary 

value problems [32]. The results show that the algorithm 

is very effective and convenient in linear and nonlinear 

cases with less computational generation and less time. 

Continuous Genetic Algorithm (CGA) is introduced 

solving systems of second-order boundary value problems 

[33]. The influence of different parameters, including the 

initialization method, the selection method, the rank-based 

ratio, the evolution of nodal values, the population size, 

the crossover and mutation probabilities, the step size, and 

the maximum nodal residual is studied in the paper. The 

algorithm had better performance than some modern 

methods. 

GP and ABCP is a successful automatic programming 

techniques which were based on GA and ABC. In this 

paper, we have compared GP and ABCP on the main 

applications of automatic programming which are 

symbolic regression, prediction and feature selection 

problems. The organization of the paper is as follows: GP 

is described in Section 2, ABCP is introduced in Section 

3, and Experimental Design is presented Section 4 and 

Results are discussed in Section 5. The paper is concluded 

in Section 6 with remarking the future work. 

2 Genetic programming 
GP, most well-known automatic programming method, 

expresses solutions as tree structures. The trees are 

randomly generated according to tree depth which is 

previously determined. The production of tree nodes is 

provided by terminals (constants or variables such as x, y, 

5) and functions (arithmetic operators such as +, - /, max). 

The representation of the tree is shown in Fig. (1) [34]. 

The root node connects to the branches each of them 

consists of more than one component. In all cases the 

model of solution is found by analyzing the entire tree. 

 
Figure 1: Representation of tree. 

A flow chart of GP is given in Fig (2). Initial 

population is produced and the fitness of the solutions 

according to the determined fitness function is assessed. 

The production of the individuals in the initial population 

is based on full method, grow method, or ramped half-and-

half method [35]. In the full method, nodes are selected 

from the function set until they reach the maximum tree 
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depth. In the grow method, nodes are randomly selected 

from a set of all terminals and functions. In the ramped 

half-and-half method, 50% full and 50% grow method are 

used to produce trees in various widths and depths [2]. GP 

aims to increase the number of individuals with high 

quality survival and decrease the number of low quality 

individuals. Individuals with high quality are more likely 

to pass on to the next generation. Almost all selection 

operators of GA can be used (mostly tournament selection 

methods) in GP [36]. Individuals the optimization of 

problems is developed them with exchange operators such 

as reproduction, crossover and mutation. The crossover 

operator allows the hybrid of two selected individuals to 

produce a new individual. The subtrees taken from the two 

randomly selected crossover points of the parent trees are 

crossed to obtain new trees. The mutation operator 

provides unprecedented and unexplored individuals. A 

randomly generated node or tree is usually exchanged in 

the mutation process instead of the node selected from the 

tree. The best individuals of the previous generation are 

transferred to the current generation with elitism. The 

stopping criterion is checked that the individuals reach a 

certain value or the predetermined number of generations 

and then, the program is terminated when the stopping 

criterion is satisfied.  

 

Figure 2: The flow chart of Genetic Programming. 

3 Artificial bee colony programming 
ABC is a swarm intelligence optimization algorithm that 

simulates the behavior of honeybees and provides a 

solution for multi variable problems [37]. ABCP, based on 

ABC algorithm, was introduced first time as a new method 

for symbolic regression [3]. In ABC, the positions of the 

food sources are represented with fixed size arrays. In the 

ABCP method, the positions of food sources are expressed 

in tree structure that is composed of different 

combinations of terminals and functions that are 

specifically defined for problems [41]. The mathematical 

relationship of the solution model in ABCP can be 

represented the individuals in Fig. (3) is described Eq. (1). 

In these notations, x is used to represent the independent, 

and f (x) is dependent. 

 

Figure 3: Representation of an example solution in ABCP 

with tree structure. 

𝑓(𝑥) = [(𝑥2 + 2𝑥)] + [𝑐𝑜𝑠3𝑥]   (1) 

There are three different types of bees in ABCP, each 

of which is responsible for a food source, employed bee, 

onlooker bee and scout bee. The position of a food source 

express a solution (a single parse tree).  The number of 

employed bees is equal to the number of onlooker bees. 

Quality of the food source in terms of nectar is expressed 

through the fitness function of the solution. The employed 

bees search new food sources and shares information 

about food sources with the onlooker bees. They tend to 

be more inclined toward quality food sources in line with 

the information they receive from their employed bees. If 

a source is abandoned, the employed bee becomes a scout 

bee that starts to look for a new source randomly. The 

exhausted of food resources controls a parameter called 

"limit". For each source, the number of improving trials is 

kept, and in each cycle, it is checked to see whether the 

number of trials exceeds the "limit" parameter. If the food 

source is exhausted, the source is abandoned. Employed 

bees of an abandoned source turn into a scout bee and look 

randomly for a new source. Algorithmic steps for the 

ABCP are given in detail in Fig. (4). 

ABCP starts with the production of food source in the 

initial phase. Similar to producing GP’s solutions, food 

sources by full method, grow method or ramped half and 

half method are produced [2]. The main difference 

between ABCP and ABC is the neighborhood mechanism 

in generating candidate solutions [3].  When a candidate 

solution (vi) is generated based on the node xi which 

represents the current solution in the tree and a neighbor 

node solution xk which is randomly taken from the tree 

considering predetermined probability pip. The node 

selected from the neighbor solution xk determines what 

information will be shared with the current solution and 

how much it will be shared. This sharing mechanism is 

shown in Fig. (5). Figure 5a and 5b are: node xi 

representing the current solution and neighbor node xk, 

respectively; neighboring information and the generated 

candidate solution are given in Figure 5c and Figure 5d, 

respectively. If the quality of the candidate solution vi is 

better than of the current solution xi, vi is selected on the 

other case xi is going on. 

Employed bees share the information they have 

gained after completing the research process in the sources 

they are related to with onlooker bees. They select source 

according to the probability values calculated by   Eq. (2) 
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depending on the nectar quantities of sources within the 

information they receive from employed bees’ 

information.  

1.0
*9.0

+=
best

i
i

f it

f it
p    (2) 

Where fiti quality of the solution i,  fitbest quality of the 

best solution current solutions. If a source is more 

qualified, the probability of selecting the source increases. 

After selecting the sources to be searched, the onlooker 

bees find new sources like employed bees. The amount of 

nectar of the new found source is checked. If the new 

source has a higher amount of nectar, the new source is 

taken to memory and the old source is deleted from 

memory. Therefore, the onlooker bees show a greedy 

selection like the employed bees. 

In ABCP, the penalty point of the relevant sources is 

increased by one when no better sources can be found for 

each employed bee and onlooker bee. When a better 

source of any source is discovered, that source's penalty 

point is reset. Once all the employed bees and onlooker 

bees have completed the search operations in each cycle, 

the penalty points of sources are checked [42].  

4 Experimental design 
This section, three different experiments with benchmark 

data sets have been studied and performance values of GP 

and ABCP have been compared using similar parameter 

values and the results have been discussed.  

4.1 Experiments 

In the first experiment, the performance of models evolved 

by GP and ABCP are evaluated in the symbolic regression. 

Training data set for the 4-input non-linear Cherkassy 

function expressed in Eq. (3) [38]. The objective of the GP 

and ABCP are to evolve a symbolic function of x1, x2, x3, 

and x4 that closely approximates y. 

𝑦 = exp(2x1 sin(πx4)) + sin(x2x3) (3) 

In the second experiment, the output values in the pH 

data set [39] are predicted.   The data in this experiment is 

taken a simulation of a pH neutralization process with one 

output (pH), which is a non-linear function of the four 

inputs. 

Concrete pressure compressive strength data [40] is 

taken to study feature selection performance of GP and 

ABCP in the last dataset. Concrete pressure compressive 

strength data is highly nonlinear of input values. The 

outputs being modelled are produced by automatic 

programming methods of the concrete data and the 

independent variables are: cement (x1), blast furnace slag 

(x2),   fly ash (x3),   water (x4), superplasticizer (x5) ,Coarse 

aggregate (x6), fine aggregate (x7),  age (x8). The noise, 

which was added to concrete dataset, consist of 50 input 

variables (x9, x10, …, x58) with random values in range 

[-500,500]. The number of inputs and instances of the 

problems are shown in Table 1. 

4.2 Fitness function - parameters  

The performance of models are evaluated by the Root 

Mean Square Error (RMSE) on both the training set and 

the test set. The fitness function is shown Eq. (4). 

 

Figure 4: The flow chart of Artificial Bee Colony 

Programming. 

 

Figure 5: Example of information sharing mechanism. 

in ABCP. 
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𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = √
∑ (𝑦𝑝𝑟𝑒𝑑−𝑦𝑎𝑐𝑡𝑢𝑎𝑙)

2𝑛
𝑡=1

𝑛
  (4) 

Where n define the data size, yactual is y values from 

data set, ypred is the predicted y value by obtained solution.  

The complexity of the solution is calculated as in Eq. 

(5) in proportion to the depth of the tree and the number 

of nodes. 

𝐶 = ∑ 𝑛 ∗ 𝑘𝑑
𝑘=1    (5) 

Where C is tree complexity, d is the depth of the 

solution, and n is the number of nodes at depth. The 

parameters for GP and ABCP are summarized in Table 2. 

The add3 function is the sum of three variables (𝑥1+ 

𝑥2+ 𝑥3) and the mult3 function is the multiplication of 

three variables (𝑥1* 𝑥2* 𝑥3). If the divisor value is equal 

to zero, the result is 1, otherwise the normal division is 

performed in the rdivide function. The ifbte and the iflte 

indicates the condition of the nodes. Eq. (6) and Eq. (7) 

describe how the functions operate condition expressions. 

𝑋 = 𝑖𝑓𝑏𝑡𝑒(𝐴, 𝐵, 𝐶, 𝐷) 
𝑖𝑓(𝐴 ≥ 𝐵)𝑡ℎ𝑒𝑛 𝑋 = 𝐶 𝑒𝑙𝑠𝑒 𝑋 = 𝐷 (6) 

𝑋 = 𝑖𝑓𝑙𝑡𝑒(𝐴, 𝐵, 𝐶, 𝐷) 
𝑖𝑓(𝐴 < 𝐵)𝑡ℎ𝑒𝑛 𝑋 = 𝐶 𝑒𝑙𝑠𝑒 𝑋 = 𝐷 (7) 

The population size was taken high value according to the 

curse of the data sets in the literature. When experiments 

are evaluated, it is observed that the optimum results were 

obtained where population/ colony size was set to 100 for 

Cherkassy, 200 for pH and 300 for Concrete. Therefore, 

other parameters like generation number and maximum 

tree depth values was set to make fair test with same 

parameters like in the literature. In this work, the stop 

criterion is decided by using the maximum generation 

number for both GP and ABCP. 

5 Results & discussions 
This section demonstrate symbolic regression, prediction 

and feature selection abilities of ABCP and GP, set of 

experiments conducted. 

5.1 Simulation Results 

The experiments are run 30 times independently for 

ABCP and GP and the obtained results are demonstrated 

in Table 3 for the problems. The R2 values of the best 

cases of GP and ABCP are also presented in the table for 

training and test sets.  

Metric Criteria 

Problems 

Cherkassy pH Concrete 

GP ABCP GP ABCP GP ABCP 

Mean RMSE 0.07 0.03 0.92 0.77 11.64 10.50 

Std RMSE 0.03 0.02 0.14 0.07 2.38 1.51 

Best RMSE 0.02 0.01 0.60 0.59 8.83 8.26 

Worst RMSE 0.11 0.09 12.60 0.88 16.77 14.57 

Best 𝑅𝑡𝑟𝑎𝑖𝑛
2  0.97 1.00 0.90 0.96 0.72 0.76 

Best 𝑅𝑡𝑒𝑠𝑡
2  0.98 1.00 0.91 0.96 0.70 0.73 

Table 3. Obtained results of GP and ABCP. 

While obtaining the results of GP on symbolic 

regression problem, the GPTIPS (an open source symbolic 

regression solution toolbox) [39] is modified and used in 

this work. It indicates ABCP has much better training 
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Cherkassy 4 500 400 100 - 

pH 4 990 700 299 - 

Concrete 8 1030 773 257 
50 input 
variables 

[-500,500] 

Table 1: Benchmark Problems. 

Parameters 

Problems 

Cherkassy pH Concrete 

GP ABCP GP ABCP GP ABCP 

Population / 

Colony size 
100 100 200 200 300 300 

Iteration size 100 100 200 200 500 500 

Maximum tree 

depth 
12 12 12 12 12 12 

Tournament 

size 
6 - 25 - 15 - 

Mutation ratio 0.14 - 0.14 - 0.14 - 

Crossover ratio 0.84 - 0.84 - 0.84 - 

Direct 

reproduction 

ratio 

0.02 - 0.02 - 0.02 - 

Functions 

+,-, *, tan, sin, 

cos, square, 
max, min, exp, 

ifbte, iflte 

+, -, *, tanh, 
add3, mult3 

+,-

,*,rdivide,sin, 
cos,exp,rlog, 

add3,mult3 

Constans [-10,10] [-10,10] [-10,10] 

Table 2: Parameters for GP and ABCP. 
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performance than GP on these datasets. The best mean 

fitness value of all runs was found in the 0.0323 Cherkassy 

symbolic regression problem in ABCP. The standard 

deviation of ABCP is in 10% range where it is in 20% 

range at GP for pH dataset. However all criteria are worse 

than the other datasets due to the noise in the concrete 

dataset, ABCP has comparable performance than GP. 

The curve fitting of the yactual and the ypred values for 

the training and test data set at this best fitness value is 

expressed in Figure 6 for Cherkassy, Figure 7 for pH, 

Figure 8 for Concrete dataset in ABCP. 

 

Figure 6: Predicted and actual data points on Cherkassy in 

best ABCP. 

 

Figure 7: Predicted and actual data points on pH in best 

ABCP. 

Figures 6-7 and 8 show the evolution plots for all 

datasets. The yactual and the ypred values are close to each 

other for training and test data as seen from the curves. 

5.2 Analysis of evolved models 

The evolved models of best solutions in ABCP of all 

runs are shown in Table 4. Mathematical models have 

been obtained using all inputs in the Cherkassy and pH 

datasets. The evolved model for Concrete has Blast 

Furnace Slag, Age, Cement, Plastic input parameters of 8 

input parameters are selected. It should be noticed that 

only the x17 input is taken from the 50 added noise 

parameters. The presence of only one of the noise 

parameters in the equation is an indication that the ABCP 

is successful in feature selection. 

 

Figure 8: Predicted and actual data points on Concrete in 

best ABCP. 

The total number of nodes tree has, tree depth, tree 

complexity of the best solution is given Table 5 for each 

dataset. As seen in Table 5, the noise parameters added to 

the inputs in the problems increase the difficulty of the 

problems. Increasing the difficulty enlarges the solution 

trees and increases their complexity. Since the Cherkassy 

function is easier than other problems, the complexity of 

the tree is the least problem. 

Problem 

ABCP 

Total 

number 

of nodes 

Depth of 

the best 

solution 

tree 

Best solution 

tree 

complexity 

Cherkassy 25 7 118 

pH 72 11 467 

Concrete 80 12 657 

Table 5: Best solution tree information for each data set. 

6 Conclusion 
In this paper, the automatic programming methods have 

been examined on symbolic regression, prediction and 

feature selection. The results of the symbolic regression 

on Cherkassy function, prediction on pH and feature 

selection concrete datasets are used to compare GP and 

ABCP methods. In all three experiments, ABCP 

demonstrate higher performance than GP in terms of 

finding more accurate mathematical modeling in symbolic 
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regression, better fitting in prediction ability and effective 

in finding important features along with the presence of 

redundant features. 

In the future, we are intending to investigate several 

interesting researches. Simulation works will be done to 

model the fundamental classification problems (cancer, 

diabetes, heart, gene diseases etc.) with GP and ABCP to 

get performance results. In addition, we are planning to 

work the Multi-Gen Genetic Programming and Multi-

Hive ABCP and compare the results with standard GP and 

ABCP to enhance the symbolic regression, prediction and 

future selection abilities of solutions. 
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The conventional neural network (NN) CMAC (Cerebellar Model Articulation Controller) can be 

applied in many real-world applications thanks to its high learning speed and good generalization 

capability. In this paper, it is proposed to utilize a neuro-evolutional approach to adjust CMAC 

parameters and construct mathematical models of nonlinear objects in the presence of the Gaussian 

noise. The general structure of the evolving NN CMAC (ECMAC) is considered. The paper 

demonstrates that the evolving NN CMAC can be used effectively for the identification of nonlinear 

dynamical systems. The simulation of the proposed approach for various nonlinear objects is performed. 

The results proved the effectiveness of the developed methods. 

Povzetek: Razvit je postopek za evolucijsko iskanje najbolj prilagojene CMAC (Cerebellar Model 

Articulation Controller) nevronske mreže za probleme z Gaussovim šumom. 

1 Introduction 
Using a mathematical model of the cerebellar cortex 

developed by D. Marr [1] in 1975 J. Albus proposed a 

model describing the motion control processes that occur 

in the cerebellum, which was subsequently implemented 

in the neural network controller for controlling the robot 

- arm, which he called CMAC - Cerebellar Model 

Articulation Controller [2, 3]. Ease of implementation 

and a good network of approximating properties have 

ensured its wide usage not only in the tasks of controlling 

the robotic arm in real time, but also to solve many other 

practical problems [4-14]. 

However, it should be noted that in designing a 

network CMAC a number of difficulties in the selection 

of parameters such as the number of levels and the 

quantization levels, the shape of the receptive field, the 

type of applied information hashing algorithm and 

training. These parameters have a significant impact on 

the accuracy and speed of CMAC network, and 

therefore, the determination of the optimal values of 

these parameters is an important practical problem.  In 

this article, for eliminating the drawbacks of traditional 

methods of synthesis and functioning ANN CMAC we 

provide the use of a new class of networks - evolving 

ANN (EANN) in which, in addition to traditional 

learning it is used another fundamental form of 

adaptation - evolution, realized by applying the 

evolutionary computation [15-18]. 

The use of two forms of adaptation in EANN - 

evolution, and training, allowing to change the network 

structure, its parameters and learning algorithms without 

external intervention, make the network data most 

suitable for work in non-stationary conditions and 

uncertainty about the properties of the object under study 

and the conditions of its functioning. 

The main advantage of using evolutionary 

algorithms (EA) as learning algorithms is that many 

ANN parameters can be encoded in the genome and 

determined in parallel. Moreover, unlike most 

optimization algorithms designed to solve a problem, EA 

operate with a multitude of solutions - the population, 

which allows reaching a global minimum, without 

getting stuck in the local ones. In this case, information 

about each individual of the population is encoded in a 

chromosome (genotype), and the solution (phenotype) is 

obtained after evolution (selection, crossing, mutation) 

by decoding. 

Among EAs that are stochastic and include 

evolutionary programming, evolutionary strategies, 

genetic algorithms, genetic programming, in particular, 

programming with gene expression, genetic algorithms 

(GA) are the most common [19,20]. GA abstract the 

fundamental processes of Darwinian evolution: natural 

selection and genetic changes due to recombination and 

mutation. 

2 Neural network CMAC 
The modification of the network proposed by Albus is 

shown in Figure 1. The network consists of the input, 

hidden and output layers, labeled L1, L2, L3, 

respectively, and uses two basic conversions: 

    S: XA,                      (1) 

           P: Ay,                             (2) 

where X - N-dimensional space of continuous input 

signals; A - n-dimensional space associations; y - a one-

dimensional output. 
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Converting SA, in turn, consists of two 

transformations: 

           XM   (3) 

           MA,   (4) 

where M - the space of binary variables. 

The principle of the network operation as an 

associative memory is as follows. Approximated function 

y = f (x) is given to a limited number of points (argument 

values) x constituting N-dimensional space of the input 

signals. This space is divided into subspaces M formed 

the input signals x(i) ( M,1i = ). 

A number of subspaces M impacts the accuracy of 

the network and number of utilized memory cells. 

Therefore, on the one hand, side it should be big enough 

to ensure good approximation capabilities of the network 

and on the other hand side, it should be not too big to 

save some memory. In constructing the cerebellum 

model Albus proceeded from the fact that the appearance 

of the excitation signal activates its a certain area of the 

cerebellum, or receptive field, characterized by a 

parameter ρ. 

Therefore, storage of values of y(i) (network output 

signal) corresponding to x(i)  ( M,1i = ), used ρ memory 

cells, the number of which is constant for all vectors of 

the input signals on the network. At receipt of the input 

signal x(i) a signal y(i) appears at network output, which 

is the sum of ρ addressable cells content. 

Associative CMAC properties manifest themselves 

in the form of used addressing, which is based on a 

special coding input information and called hash coding 

or hashing [21-23]. 

3 Encoding information in CMAC 
Information coding in the network means that to each N-

dimensional input vector x(i) an n-dimensional 

association vector a(i), is assigned and stored in virtual 

memory. 

Elements of a(i) can take the values from the interval 

[0, 1] (in the papers cited above it is assumed that these 

elements take the values 0 or 1). Thus only ρ << n 

elements of the vector have non-zero values, i.e. only ρ 

memory elements are active. 

A continuous plurality of input signals by sampling 

(at the level of quantization) is converted into discrete. 

Thus to represent the i-th input signal components Ri 

quantization levels used with the appropriate 

quantization step ri ( ). It should be noted that the 

accuracy of the system identification depends 

substantially on the size of the quantization step, and loss 

of stability is possible in digital automated control 

systems with an incorrect choice of this parameter. 

 

Each stage is characterized by a corresponding 

association matrix Ai , only one element of 

which is different from zero. 

Construction associations vector as follows. For a 

given total number of input signals association matrix Ai 

of each quantization stage ( ) are formed. The 

columns of these matrixes form association vectors ai (

). 

The dimension of these vectors, n, equal to the sum 

of all elements of the matrices Ai ( ) and can be 

calculated by the formula: 

N,1i =

( ),1=i

,1i =

,1i =

,1i =

 
Figure 1: Albus network. 
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where R - the number of used levels for quantizing input 

signals; N - the dimension of the input vector;  - means 

rounded to the nearest whole number. 

Since all ρ matrices Ai ( ,1i = ) have only one non-

zero element, from the n components of the vector a(i) 

only ρ are non-zero. 

The quantization region is arranged in such a way, 

that any of them relating to the adjacent stages have not 

more than (ρ - 1)-th connection. This corresponds to a 

restriction on the maximum total number of cells equal to 

(ρ - 1) used for storing two different vectors of the input 

signals in which their recognition is still possible. 

4 Selecting the basic functions of 

neurons 
Selecting the basic functions of neurons in L1 layer 

significantly affects the approximating properties of 

CMAC network. 

As already noted, the traditional CMAC performs 

piecewise constant approximation, that is a consequence 

of the usage of neurons with a rectangular activation 

function. 

When choosing rectangular basis functions 

computational cost will be minimal. Also, CMAC 

networks widely use B-splines as basis functions.  

B-splines undoubted advantage is the possibility of 

recurrent calculating in both the splines in accordance 

with the formula [24-27]: 
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and their derivatives -order: 
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where j - j-th spline’s node (center of the quantization 

field). 

Thus, after determining the active slot ],( 1 jj  −
 for 

the zero order B-spline, these expressions can be used to 

obtain the values of all nonzero B-spline of higher order 

and, if appropriate, their derivatives.  
Note that traditional СМАС uses zero order B-

spline. Selection of the first order B-spline leads to the 

triangular membership function, and selection of the 

fourth-order B-spline leads to membership function 

similar to the Gaussian. 

The CMAC network also uses Gaussian activation 

function of the form: 
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As a basis one can use trigonometric functions, for 

example, cosine: 
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where - i-th center of the quantization field; rj - 

quantization step of j-th component of the input signal. 

However, it should be noted that although the most 

commonly used Gaussian membership functions also 

allow a very simple calculation of derivatives and have 

the property of a local activation, it is difficult to allocate 

clearly enough their  activation boundary, which is often 

important for the implementation of the network that 

used, for example, scaling basis functions. 

In order to eliminate this disadvantage, one can use a 

modified Gaussian function that has the following form: 
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As seen from the expression (11), the function is 

strictly defined in the range (λ1, λ2), which simplifies the 

process of scaling basis functions when the network 

parameters such as R and ρ are changing. 

5 Network training 

Defining the network parameters, i.e. in the general case 

defining a vector ( )k , that includes all network 

parameters (weights, parameters of basis functions, etc.) 

is accomplished by training with the teacher. 

The training criterion can be presented as follows: 

  ( )
=

=
k

i

iekeF
1

)()(  ,                       (12) 

where ( ))(ie  - some loss function. 

 •

i



294 Informatica 43 (2019) 291–298 O. Rudenko et al.  

Gradient network training algorithm has the 

following form: 

( ( ))ˆ ˆ( ) ( 1) ( )
j

F e k
k k k  




= − +


,          (13) 

or 

( )
( )ˆ ˆ( ) ( 1) ( ) ( )

j

e k
k k k e k   




= − +


     (14) 

where 0   – parameter that affects the training speed 

and which can be selected differently for different 

network parameters. 

Training of traditional CMAC that uses 

( ) 2( ) 0,5 ( )e i e i =  and rectangular basis functions, 

occurs on each step after the presentation of training 

pairs )}(),({ kykx , where )(ky  – function’s value, 

that corresponds )(kx , and consists in the correction of 

only those of its  weights that correspond to the single 

components of the association vector for a given vector 

)(kx .  

In this case, the training algorithm for all i , j , for 

which 1)()( == kaka ji , is the following: 

1

1
( 1) ( ) ( ) ( ) ,

n

j j i

i

w k w k y k w k
 =

 
+ = + −  

 
  (15) 

where ]1,0(  – parameter that affects the speed of 

training. 

When membership functions with a form other than 

rectangular are used, this algorithm can be written as 

follows: 
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where )(k  - in general case a variable parameter. 

Multistep network training algorithms were 

considered in [7,8]. 

6 Evolving ANN CMAC 
During switching from ANN to EANN for all types of 

networks the common evolutionary procedure 

(initialization population, an estimation of the 

population, selection, cross-breeding, mutations) is used. 

Differences are only in the method of encoding the 

structure and parameters of a particular form of ANN in 

the chromosome. 

At the beginning of EA functioning, a population 0P  

that consisting of N individuals (ANN):

 NHHHP ,,..., 210 =  
is randomly initialized. The 

proper choice of the N’s value is very important as this 

parameter significantly affects the speed of the algorithm 

and its selection is critical for real-time systems.  

Each individual in the population at the same time 

gets its own unique description, encoded in the 

chromosome  Ljjjj hhhH ,..., 21=
, 

which consists 

of L gene, wherein  maxmin wwhij   - i-th value of j-

gene chromosome (
minw - the minimum and 

maxw - 

maximum allowable values, respectively). 

Figure 1 shows an example ECMAC chromosome’s 

format and the correspondence between genes and 

network parameters stored in the chromosome. It should 

be noted that chromosome length depends on the 

dimensionality of the problem and the maximum amount 

of memory. 

As seen from the drawing, it consists of a 

chromosome gene in which information about 

corresponding network parameters is stored. At the 

beginning of the chromosome, there are genes that 

contain information about the parameters of the noise 

and they are active only in case of the noisy 

measurements. Next gene’s block encodes the number of 

levels and the quantization steps, the shape of the 

receptive field of neurons and type of algorithm that is 

used for hashing information. 

Due to the large amount of the BF that can be used in 

CMAC, there is a special gene in its chromosome BF, 

that is responsible for coding the type of the used 

functions. There is also a gene H in the chromosome, that 

encodes a type of the hashing algorithm (If its value is set 

to 0 then hashing is not used). 

Then, in the chromosome, there is a group of genes 

encoding weighting parameters directly relevant to the 

associative neurons. During the initialization phase, 

initial values are assigned to all these parameters by 

using a random number generator. 

Since during evolution mutation may occur in the 

parameters affecting the amount of used associative 

neurons, the length of the chromosome can vary. The use 

of variable length chromosomes occur individuals with 

specific genetic code segments (introns) which are not 

used for coding characteristics [28-29]. 

Typically, introns are used in the EA: 

- as noncoding bits that are uniformly added to the 

genetic code (in this case, introns only fill the space 

between the active genes of the chromosome); 

- as the nonfunctional parts of the genetic code, i.e., 

parts of the decision which do not actually do anything, 

thus not affect the fitness of the chromosome (this 

usually occurs in the genetic programming and in the 

chromosomes, which are subject to the cycle of 

development after birth); 

-as posterior useless part of the chromosome, which 

do not participate in the calculation of its fitness (usually 

it manifests itself in some types of competitive-trained 

neural networks, in which only neurons-winners in 

contrast to other neurons that are a posteriori useless 

affect network performance results). 

Introns appear in other types of neural networks, 

where they are called potentially useful waste. 

The control of introns amount in the population 

carried out by: 

- the use of special operators, that alter the length of 

the chromosome and add or remove introns 
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(experimental results show that some number of introns 

improves overall properties EA); 

- the use of the selection operator: depending on the 

number of introns, the value of individual fitness 

function will increase or decrease. 

Once the initial population is formed, the fitness of 

each individual part in it evaluates by some defined 

fitness function. 

Conventionally, as such a function the quadratic one 

is used: 

( )
2

1

* )(ˆ)(
1

)( 
=

−=
M

i
ii xyxy

M
xF ,           (17) 

where )(* ky  - the desired network response; )(ˆ ky  - 

real output signal; M – sample size. 

The next step is the selection of individuals, the 

chromosomes of which are involved in the formation of 

the new generation, and subsequent hybridization.  

The task of crossing operator (crossover) is the 

transfer of genetic information from the parent 

individuals to their offspring.  

After completion of the operator’s work, any gene of 

any individual in the new population may mutate, i.e. 

change its value. 

Since chromosome uses hybrid coding, during the 

mutations various operations must be performed for 

different encoding methods.  

For example, in the case of the gene that is 

responsible for neuron’s activation and uses binary 

encoding, inverse mutation should be used.  

For coding the BF and weighting parameters, that 

uses real values, different types of mutations may be 

used. 

Thus ECMAC algorithm can be represented as 

follows: 

- create an initial population (initialization of each 

individual chromosome, estimation of the initial 

population);  

- the stages of evolution - the construction of a new 

generation (selection of candidates for mating /breeding, 

hybridization, i.e. causing by each pair of selected 

candidates some new individuals, mutation, evaluation of 

the new population); 

- check the completion criterion, if not satisfied - go 

back to the stages of evolution. 

7 First Modeling Experiment 
It is considered the problem of nonlinear dynamic object 

identification that is described by the equation: 
2 210 ( ) 50 ( 1)( ) max ;  ;u k y ky k e e− − −=


 

( )2 25 ( ) ( 1)
;  1.25 ( ),

u k y k
e k
− + −  +


         (18) 

where u(k) - the input signal, that is a stationary random 

sequence with the random uniform distribution in the 

interval [-1, 1]. 

During the study of this object, the population of 

CMAC networks consisting of 100 individuals was used.  

The population evolved during 500 epochs. All 

configurable network parameters (including R and ρ) 

were determined by EA.  

It should be noted that the values of R and ρ 

determine the amount of memory that is used for storing 

network parameters and significantly affect the accuracy 

of the approximation.  

Graphs of the network-winner fitness function and 

the required amount of memory to store its parameters 

are shown in Figures 2 and 3. 

 

Figure 2: The network-winner fitness function. 

 

Figure 3: Required amount of memory. 

Results of the stationary object (18) identification are 

shown in Figures 4 and 5. 

So, Figure 4 shows the surface itself, according to 

the equation described, and Figure 5 - the surface 

recovered by ECMAC with ξ (k) = 0.  

The winning network comprises 814 weighting 

parameters with R = 186 and ρ = 95, and rectangular 

activation function was chosen. 

Figure 6 shows the results of the object (18) 

identification in the presence of the random noise ξ (k) 

that is normally distributed in the interval [-0.3, 0.3].  

In this case, the winning network used cosine 

activation functions (10). 
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8 Second Modeling Experiment 
We solved the problem of the identification of a dynamic 

object described by the equation: 
 

2 2

( 1) ( 2) ( 3) ( 4)( ( 3) 1)
( )

1 ( ) ( 2)

y k y k y k y k y k
y k

+u k + y k

− − − − − −
= +

−

 
2 2

( )

1 ( ) ( 2)

u k

+u k + y k
+

−
          (19) 

To solve this problem, we used a population of 

evolving CMAC networks comprising 250 individuals.  

After reaching the required accuracy of 

identification, to assess the quality of the resulting 

model, to the object and the winner network the same 

control actions were given:   

a) ( )=sin 200 cos 400 ;u k ( k / )+ ( k / )   

b) ( )= 1 5 0 001u k . + . k− . 

The experimental results for the cases a) and b) are 

shown in Figure 7 and 8.  

The solid line shows the output signal of the object 

and the dashed - neural network model output.  
 

 

Figure 7: The experimental results for the a)-case. 

 

Figure 8: The experimental results for the b)-case. 

As can be seen from the simulation results, the 

accuracy of identification of a multidimensional object 

(19) via evolving networks CMAC is sufficiently high 

and error – is inessential. 

In Figure 8 there are some minor oscillations that 

appeared due to rounding off calculations. 

9 Third Modeling Experiment 
It is considered the problem of controlling a 

multidimensional nonlinear dynamic object described by 

the following equations: 
 

 
Figure 4: The surface itself, according to the equation 

described. 

 
Figure 5: The surface recovered by ECMAC. 

 
Figure 6: The results of the object (13) identification. 

u(k) 
y(k-1) 

u(k) 
y(k-1) 

y(k) 



Evolving Neural Network CMAC and... Informatica 43 (2019) 291–298 297 

).1(
)1(1

)1()1(
)(

)1(
)1(1

)1(
)(

22
2

21
2

12
2

1
1

−+
−

−−
=

−+
−

−
=

ku
k+y

kyky
ky

;ku
k+y

ky
ky

      (20) 

Uncorrelated random sequences with a uniform 

distribution law in the interval [–1, 1] were used as inputs 

of the network during the training.  

Training was carried out on the basis of the 

presentation of a network of 10000 training pairs and the 

following parameters of the CMAC neural network: 

activation functions - trigonometric; R=100; ρ=40.  

The required memory capacity for such parameters is 

5818 memory cells. The size of the population was 300 

individuals.  

The required values of the output signals were set in 

the following way: 
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(21) 

The results of the neural control are shown in 

Figures 9 and 10.  

 

Figure 9: The experimental results for the y1(k) 

In all these figures, the dotted line shows the 

required output signal )k(y*
i

, solid line – real )k(ŷi
, 

and the line with the circles - the corresponding change 

of the control signal ui(k) (i=1,2). 

 

Figure 10: The experimental results for the y2(k). 

10 Conclusions 
The results showed that the evolving neural network 

CMAC is quite effective and convenient in solving 

practical problems (identification of nonlinear objects, 

control, etc). 

Substantial savings of required memory in 

combination with evolutionary training algorithms make 

it particularly attractive for implementation in real 

complex dynamic object control systems in the presence 

of noisy measurements. 

An additional advantage of the evolutionary 

approach to CMAC network training is the solution of 

the problem of choice the receptive field form of the 

associative neurons that is affecting the method and the 

accuracy of the approximation of the studied functions.  

In the case ECMAC this problem is solved 

automatically.  
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Since the reform and opening up, the exchanges between China and the world have become more and 

more frequent. English, as a widely used international language, plays an important role in international 

exchanges. English teaching includes five aspects, listening, speaking, reading, writing and translation. 

Writing teaching is very important but difficult. In order to improve students' autonomous writing ability, 

this paper briefly introduced the real-time multi-writing teaching mode and designed an automatic scoring 

algorithm of writing self-evaluation auxiliary system, random sampling based Bayesian classification and 

combinational algorithm. One thousand CET-4 and CET-6 compositions from Chinese Learner English 

Corpus (CLEC) were evaluated, and the scoring effect of Bayesian classification algorithm was also 

tested. The results showed that the accuracy rate, recall rate and F value of the proposed algorithm was 

better than that of Bayesian classification algorithm under 150 feature extraction dimensions, the two 

algorithms had improved scoring effect under the optimal feature extraction dimensions, and the 

improvement amplitude of the algorithm proposed in this study was larger. In summary, the random 

sampling based Bayesian classification and combinational algorithm is effective and feasible as an 

automatic scoring algorithm of writing self-evaluation auxiliary system. 

Povzetek: Za boljše učenje angleščine je za kitajske študente razvita vrsta pripomočkov v obliki 

informacijskih storitev. 

1 Introduction 
As the economic globalization deepens, the 

communication between China and other countries is 

more and more frequent, and the most frequently used 

language is English. English teaching includes five 

aspects, listening, speaking, reading, writing and 

translation, among which writing teaching is the most 

important and difficult part [1]. English writing ability can 

be improved through a large number of writing exercises 

and comments of teachers. However, the ratio of the 

number of teachers to the number of students is very small 

in China. Teachers can not provide guidance to all 

students. If students lack guidance about writing exercises, 

the improvement effect will be greatly reduced. Because 

of the rapid development of computer and natural 

language research, a computer intelligence based self-

correction system has been developed [2]. Despite the fact 

that the writing language is changeable and the effect is 

not ideal in practice, it is still of great help to lighten the 

burden on teachers and improve students' English writing 

level. Deng [3] put forward a design method of cloud 

service platform based intelligent English writing 

auxiliary teaching system, constructed the overall design 

model of English writing teaching system, improved the 

intelligence level of the English writing teaching system 

using Cloud-P2P fusion model, and found that the English 

writing teaching system had favourable adaptability, 

learning ability and reliability. Li [4] selected two parallel 

classes as the object, one was taught by the traditional 

business English writing teaching mode and the other was 

guided by computer assisted technology. The teaching 

quality was evaluated after one academic term, and it was 

found that computer assisted technology had positive 

effect on business English writing. Tsai [5] applied the 

blackboard course management system in English essay 

writing teaching and found that the teaching result of the 

experimental group was superior to that of the control 

group after two academic years. The questionnaire result 

suggested that most of the students had positive learning 

result, indicating the teaching mode could improve the 

effectiveness of English writing learning. This paper 

briefly introduced the real-time multi-writing teaching 

mode and designed the automatic scoring algorithm of the 

writing self-evaluation assistant system. One thousand 

CET-4 and CET-6 compositions from Chinese Learner 

English Corpus (CLEC) were scored. The scoring effect 

of the Bayesian classification algorithm was also tested 

and compared with the automatic scoring algorithm. 

2 English writing teaching mode 
The traditional teaching mode in China is mostly “duck-

stuffing”, which is similar to assembly line. Most colleges 

and universities regard English writing teaching as a part 

of English teaching, or as a subsidiary part, and moreover 

it is not paid much attentions to because of time and 

energy waste. The traditional teaching of English writing 

is usually conducted in the classroom, but teachers usually 

do not pay attention to whether students understand or not 

and only provide students with template sentences and 

simple explanation [6]. 
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Figure 1: The flow of real-time multi-writing teaching. 

Guided by the theory of constructivism [7], a new 

teaching mode, real-time multi-writing teaching mode [8] 

has been proposed, and its flow chart is shown in Figure 

1. The whole writing process is divided into 3 parts, 

writing preparation, writing modification, and writing 

summarization. Teachers and students participate in the 

whole process. Teachers take students as the center to 

teach in the classroom and on the network platform. 

Classroom teaching follows the principle of student-

oriented to implement the traditional teaching mode. On 

the network platform, student interaction, human-

computer interaction, teacher-student interaction and self-

interaction can be achieved because of the convenient 

Internet. Besides the Internet, the achievement of the 

above interaction also relies on the writing self-evaluation 

system. Through the objective evaluation of computer and 

based on the evaluation of students and teachers, 

comments and review comments are obtained. 

3 Writing self-evaluation system 

3.1 General structure of the system 

The general structure of the system is shown in Figure 2. 

The system in this paper is a Web system based on B/S 

mode [9]. The client used by user runs in the browser, 

while the business function of the system runs on the 

server. The overall structure of the system is divided into 

3 parts, user interface layer, business logic layer and data 

layer. The user interface is the web browser; the business 

logic layer contains all the functions of the system, and the 

data layer contains the data needed to run the system. 

Automatic scoring is the main function of the system. 

 

 
Figure 2: The overall structure of the system. 

3.2 Automatic scoring 

3.2.1 Feature extraction 

The features of compositions with different scores needed 

to be extracted through training corpus before use to 

facilitate the classification of compositions to be tested 

[10]. In this study, the information gain method was used 

to extract the features of compositions. The expression of 

the information gain method [11] is: 
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where t  is the feature of adjacent binary phrase, ia  is 

the set of compositions with the i-th score, t  stands for 

the condition in case of absence of feature t , )( iaP  stands 

for the possibility of score ia  in the training corpus, )(tP  

stands for the possibility of composition containing 

feature t  in the training corpus, )( taP i  stands for the 

possibility of composition containing feature t  and with 

score ia , )(tP  stands for the possibility of composition 

not containing feature t , )( taP i  stands for possibility of 

composition which is scored as ia  but not contains feature 

t , k stands for the number of score grade, 4 here (grade 1: 

1 ~ 5 points; grade 2: 6 ~ 9 points; grade 3: 10 ~ 13 points; 

grade 4: 13 ~ 14 points). 

3.2.2 Random sampling and Bayesian 

classification based composition scoring 

algorithms 

The flow of the scoring algorithm [12] is shown in Figure 

3. 
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)(maxarg   (2), where α  refers to 

different score grades, iy  refers to the classification result 

of a random sampling, )•(I  refers to indicator function, 1 

if the parameter is true and 0 if not. 

 
Figure 3: The flow of random sampling and Bayesian classification based composition scoring algorithms. 
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The calculation formula of Bayesian classification 

based algorithm [13] is: 
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where b refers to the spatial vector of an English 

composition,  mib   ,,,, 21= , m refers to the 

number of features of adjacent binary phrase, iθ  refers to 

the weight of the i-th feature in composition b, V refers to 

the number of binary phase features, kN  refers to the 

number of times of the k-th feature appearing in b, 

)( iabP  refers to the possibility of a composition 

obtaining some score, )( ij aθP  refers to the possibility of 

feature jθ  in a composition which is scored as ia , jiN  

refers to the number of times of the j-th feature appearing 

in a composition which is scored as the j-th feature, and 

iaN  refers to the number of all the features of a 

composition which is scored as ia . 

4 Automatic scoring test of the 

writing self-evaluation system 

4.1 Testing method 

Five hundred of CET-4 compositions which involved two 

themes and 500 CET-6 compositions with which involved 

two themes were selected from CLEC [14]. Before the 

test, the compositions were scored and classified into four 

score grades according to the scoring criteria of CET-4 

and CET-6 compositions. Based on the binary phrase 

features, the compositions which involved four themes 

were scored under 150 feature extraction dimensions, i.e., 

the 1000 compositions were classified into four score 

grades using the algorithm proposed in this study. Then 

the compositions were scored after the automatic 

calculation of optimal feature dimensions. The whole 

system program ran on a server in a lab. The server was 

configured with Windows 7 system, I7 processor and 16G 

memory. In order to increase the persuasiveness of the 

results, the test results of the Bayesian classification 

algorithm based scoring system was selected for 

comparison. The test method was the same as the system 

proposed in this study. 

4.2 Evaluation criteria 

The automatic scoring effect of the writing self-evaluation 

system was evaluated in the aspects of accuracy rate, recall 

rate and F value [15]. The accuracy rate could be 

calculated using the following formula: the accuracy rate 

= correctly recognized number/total recognized number, 

where correctly recognized number is the number of 

correctly classified compositions based on above scoring 

algorithm and the total recognized number is the total 

number of compositions identified by the scoring 

algorithm. 

The recall rate could be calculated using the following 

formula: recall rate = correctly recognized 

number/actually existed number, where actually existed 

number refers to the number of compositions which 

actually existed and ought to be recognized. 

F value (comprehensive evaluation index) could be 

calculated using the follow formula: F value = 2 × 

accuracy rate × recall rate /(accuracy rate + recall rate). 

4.3 Testing results 

As shown in Table 1, the accuracy rate, recall rate and F 

value of the scoring algorithm were about 14%, 28% and 

22% higher than those of Bayesian classification 

algorithm in scoring different themes of compositions. 

The accuracy rate, recall rate and F value of the Bayesian 

classification algorithm were 0.739, 0.661 and 0.690 

respectively; the accuracy rate, recall rate and F value of 

the algorithm proposed in this study were 0.845, 0.850 and 

0.844 respectively. It indicated that the algorithm 

proposed in this study was superior to the Bayesian 

classification algorithm in scoring compositions, and all 

Theme Bayesian classification algorithm Random sampling based Bayesian 

classification algorithm 

Accuracy 

rate (P) 

Recall rate 

(R) 

F value Accuracy 

rate (P) 

Recall rate 

(R) 

F value 

Theme 1 

(CET-4) 
0.719 0.626 0.660 0.849 0.881 0.862 

Theme 2 

(CET-4) 
0.750 0.679 0.708 0.838 0.833 0.832 

Theme 3 

(CET-6) 
0.759 0.710 0.730 0.836 0.831 0.831 

Theme 4 

(CET 6) 
0.726 0.630 0.661 0.857 0.853 0.851 

Average 

value 
0.739 0.661 0.690 0.845 0.850 0.844 

Table 1: The scoring test results of the two algorithms under 150 feature extraction dimensions. 
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the indicators were above 80%. Based on the binary phrase 

features extracted from the compositions, the algorithm 

could accurately classify the tested composition into the 

corresponding score grade and make accurate and 

reasonable evaluation on the content of compositions 

based on the score grade. 

As shown in Table 2, the optimal feature extraction 

dimension of theme 1, 2, 3 and 4 compositions was 390, 

350, 710 and 530 respectively. Considering the evaluation 

index values of the four themes, the accuracy rate, recall 

rate and F value of Bayesian classification algorithm were 

0.841, 0.821 and 0.799 respectively under the optimal 

feature extraction dimension, and the accuracy rate, recall 

rate and F value of the algorithm proposed in this study 

were 0.992, 0.991 and 0.991 respectively. 

As shown in Figure 4, the accuracy, recall rate and F 

value of the algorithm under the optimal feature extraction 

dimensions were better than those under 150 feature 

extraction dimensions. Moreover the three indicators of 

the algorithm proposed in this study were always the best, 

and the improvement of the algorithm was greater after 

changing feature extraction dimensions. That is to say, 

after the application of optimal feature extraction 

dimension, the algorithm proposed in this study could 

classify the compositions more accurately according to the 

binary phrase features, and make more accurate and 

reasonable evaluation according to the score grade. 

 

Figure 4: The comparison of testing results of the two 

algorithms under the fixed and optimal feature extraction 

dimensions. 

5 Conclusion 
This paper briefly introduced the real-time multi-writing 

teaching model and designed an automatic scoring 

algorithm for the writing self-evaluation system. Then 

1000 CET-4 and CET-6 compositions in CLEC were 

scored according to four grades. As a comparison, the 

scoring effect of the Bayesian classification algorithm was 

tested. The results showed that the accuracy rate, recall 

rate and F value of the Bayesian classification algorithm 

were 0.739, 0.661 and 0.690 respectively, and the 

corresponding data of the algorithm proposed in this study 

were 0.845, 0.850 and 0.844 respectively, indicating that 

the scoring effect of the algorithm proposed in this study 

was superior to that of the Bayesian classification 

algorithm. Under the optimal feature extraction 

dimensions, the accuracy rate, recall rate and F value of 

the Bayesian classification algorithm were 0.841, 0.821 

and 0.799 respectively and those of the algorithm 

proposed in this study were 0.992, 0.991 and 0.991 

respectively, which were improved compared to under the 

fixed feature extraction dimensions. Moreover the 

improvement amplitude of the algorithm proposed in this 

study was larger. 
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P. Brazdil, J. Brest, J. Brichau, A. Brodnik, D. Brown, I. Bruha, M. Bruynooghe, W. Buntine, D.D. Burdescu, J.
Buys, X. Cai, Y. Cai, J.C. Cano, T. Cao, J.-V. Capella-Hernández, N. Carver, M. Cavazza, R. Ceylan, A. Chebotko,
I. Chekalov, J. Chen, L.-M. Cheng, G. Chiola, Y.-C. Chiou, I. Chorbev, S.R. Choudhary, S.S.M. Chow, K.R.
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Jakobović, K. Jassem, I. Jawhar, Y. Jia, T. Jin, I. Jureta, Ð. Juričić, S. K, S. Kalajdziski, Y. Kalantidis, B. Kaluža,
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Kumar, H. Kwaśnicka, W.K. Lai, C.-S. Laih, K.-Y. Lam, N. Landwehr, J. Lanir, A. Lavrov, M. Layouni, G. Leban,
A. Lee, Y.-C. Lee, U. Legat, A. Leonardis, G. Li, G.-Z. Li, J. Li, X. Li, X. Li, Y. Li, Y. Li, S. Lian, L. Liao, C. Lim,
J.-C. Lin, H. Liu, J. Liu, P. Liu, X. Liu, X. Liu, F. Logist, S. Loskovska, H. Lu, Z. Lu, X. Luo, M. Luštrek, I.V.
Lyustig, S.A. Madani, M. Mahoney, S.U.R. Malik, Y. Marinakis, D. Marinčič, J. Marques-Silva, A. Martin, D.
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R.J. Povinelli, S.R.M. Prasanna, K. Pripužić, G. Puppis, H. Qian, Y. Qian, L. Qiao, C. Qin, J. Que, J.-J.
Quisquater, C. Rafe, S. Rahimi, V. Rajkovič, D. Raković, J. Ramaekers, J. Ramon, R. Ravnik, Y. Reddy, W.
Reimche, H. Rezankova, D. Rispoli, B. Ristevski, B. Robič, J.A. Rodriguez-Aguilar, P. Rohatgi, W. Rossak, I.
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