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Jadran Lenarčič (Slovenia) 

Shiguo Lian (China) 

Suzana Loskovska (Macedonia) 

Ramon L. de Mantaras (Spain) 

Natividad Martínez Madrid (Germany) 
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AI and Games at IJCAI - ECAI 2022 

An interview with Prof. Jonathan Schaeffer 

Editorial by Matjaž Gams 

 

At IJCAI we had an opportunity to discuss with Jonathan 

Schaeffer, a Canadian artificial intelligence researcher, 

professor in computing science, and former dean of 

science at the University of Alberta, Edmonton, Alberta. 

He is best known as the primary author of the World Man-

Machine Checkers Champion Chinook, solving Checkers 

in 2007. In August 2019, Jonathan Schaeffer superseded 

David Levy as president of the ICGA, International 

Computer Games Association. 

 

 
 

Figure 1: Prof. Jonathan Schaeffer, president of ICGA. 

 

Question: Congratulations on all achievements – 

which ones would you highlight? 

Reply: The wistful highlight of my career was my 

program Chinook winning the World Checkers 

Championship in 1994 – the first time a computer won a 

human world championship in any game. I call it wistful 

because, sadly, our success happened at the tail end of the 

career of the remarkable human champion, Dr. Marion 

Tinsley. Soon after Chinook won the championship, 

Tinsley passed away from cancer. 

Another highlight was solving checkers. I started 

computations to solve checkers running in 1989 and in 

2007 they were completed. It took 18 years and hundreds 

of computers to announce that perfect play leads to a draw. 

 

Question: Any comment on the IJCAI computer 

championship? 

Reply: Man versus machine competitions in chess 

started in 1970. In 1974 the first World Computer Chess 

Championship was held. Forty-eight years later, we are 

still holding this competition, including here at the 2022 

IJCAI conference. In the early 2000s, chess programs 

went superhuman. The last time a human grandmaster 

defeated a strong chess program was in 2005. Whereas the 

human World Chess Champion Magnus Carlsen has a 

roughly 2,850 ELO rating, the top chess computers have 

ratings over 3,500! The programs still get stronger every 

year! 

Computer chess performance benchmarking is the 

longest-running experiment in computing science history. 

 

Question: Are chess programs approaching their limit – 

playing optimally? ELO ratings stalling might indicate so.  

Reply: I don’t think so, although we are seeing 

diminishing returns for the effort expended. The limit, of 

course, will come when chess is “solved”. However, given 

the roughly 1045 possible positions in the game, solving 

chess is not going to happen for a very long time (and 

without major hardware and software technology 

breakthroughs). 

 

Question: In which games are computers 

optimal/dominant/comparable/worse than humans? 

Reply: If we limit the discussion to the classic board 

and card games: Solved games include 8x8 checkers, 2-

person limit Texas Hold’em poker, Awari, and so on. 

Superhuman games include chess, Go, shogi, 

backgammon, and so on. Worse include bridge. 

 

Question: Do humans play better due to computer 

chess? 

Reply: Yes. Computers can help humans train 

(available to play 24 hours a day), study the openings 

(checking analysis, and uncovering new lines of play), and 

reveal new ideas. 

 

Question: AI and games used to be one of the main 

topics of research. What changed? 

Reply: Building superhuman game-playing programs 

– especially chess – was one of the early grand-challenge 

problems of AI research. But 60 years of creating 

innovative algorithms and using ever-faster hardware has 

meant that this AI goal has been achieved. Time to move 

on to more challenging problems, such as video games. 

 

Question: Elon Musk says that AI progress is so much 

faster than that of humans that it is only a matter of time 

when AI will supersede humans. Agreed? 

Reply: Yes and no. AI has already exceeded humans 

in some domains, with many more to come. But there are 

areas where right now it is hard to see AI exceeding human 

abilities (do you think an AI could write like Shakespeare 

or paint like da Vinci?). One thing I have learned the hard 

way about AI is never to predict the future. There is so 

much innovative research happening today that tasks that 

seem hard now may be easy tomorrow. The game of Go 

was such an example. Within a year the problem of 

beating the world champion went from seemingly 

impossible to mission accomplished (2016). Never count 

out human ingenuity! 

 

Question: When will superintelligence appear? 

Reply: The definition of super-intelligence is not 

clear. AI already has some abilities that exceed those of 

any human in some areas. 

 

https://doi.org/10.31449/inf.v46i4.4587
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Question: Many AI researchers imply that the 

progress of human civilization is in recent decades mainly 

due to the progress of AI. Is this an overstatement? 

 

Reply: Yes! AI tools are already improving the 

quality of human life (and perhaps some that are not). AI’s  

role will likely become much more important (and sooner, 

rather than later). But today we already have other 

technology tools that are aiding in the progress of human 

civilization. Smartphones. Discoveries stemming from an 

understanding of the human genome (including vaccines). 

Electric cars… 

 

Question: AI and superintelligence should help 

humans as cars or robots for example. When and why 

appeared this freak horror about robots or AI killing 

humans? 

Reply: I have given many public AI talks. Inevitably, 

someone asks “When is AI going to destroy civilization.” 

This question angers me. Every AI scientist that I know is 

working on developing AI technology for the benefit of 

humankind. There is an urgent need to educate the public 

about what AI can do – and especially what AI cannot do 

(or is unlikely to do). 

 

 

 

 

 

 
 

Figure 2: Computer world championship at IJCAI 2022 in Vienna, Austria
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Electronic and mobile health (EMH) is becoming an integrated part of healthcare as we move in the future.
The opportunity in bringing closer healthcare services with the advent of the internet is growing larger.
This is why it is important to adequately provide those services to the people that need them and to also
further improve them. Regarding electronic and mobile healthcare systems, it is fairly easy for users to
get lost while searching for some information due to the vast amount of data that is present for different
illnesses, healthcare institutions and healthcare services. In this paper we present a platform that provides
various healthcare services to people, namely the Insieme platform (ISE-EMH). Knowing the difficulty of
finding relevant information on platforms and that user preferences vary to a great extent, we additionally
give an overview of an implementation of the recommendation system that is part of the Insieme platform
which helps users pick services that might be relevant to them.

Povzetek: Razvita ja pratforma ISE-EMH za Italijo in Slovenijo kot jedrnata verzija ”dr. Googla”.

1 Introduction
With the increasing popularity of digital interventions and
digital solutions, electronic and mobile health applications
are becoming more popular throughout many sectors of the
public healthcare. The idea started since the beginning of
the era of smartphones, where the convenience of accessing
the internet from the comfort of our homes, moved to con-
veniently accessing the internet from the palm of our hands.
This shift provided fertile ground for a vast amount of new
solutions and applications to emerge. Naturally, the health-
care domain was also affected by this and with the collab-
oration of healthcare professional and people from the do-
main of information and communication technologies, so-
lutions are built that benefit the people.
In the digital era, more things are becoming available on-

line and with this, general quality of life of people is in-
creasing. Many companies, institutions and various stake-
holders shift towards online solutions regarding their data
availability. This is beneficial to both the companies and
the people using their services for various reasons. Firstly,
it allows remote access to employees regardless of loca-
tion, giving them the option to continue working even when
they are not on-site. Furthermore, it can allow commonly
used services to be available to the general public. Such
examples are online booking for doctor’s appointment or
online overview of waiting queues. Advances and increase
in usage of wearable devices give opportunities for tracking
many aspects of a patient’s vital signs, heart rate, breathing,
blood pressure, etc. This information can be integrated into
a system that builds up an electronic health record from the
user and provides health checks, monitoring and sugges-
tions. Clearly we can see that there are many opportunities

to be explored related to using digital technologies and data
on person’s health.
During design and implementation of healthcare plat-

forms, ease-of-use and user experience need to be consid-
ered. This is because the platforms are going to be used by
a variety of individuals, the healthy and the ill. Because of
this, the process in which they obtain the required informa-
tion from the healthcare platform must be as easy as possi-
ble. Many different digital solutions have been developed
which provide healthcare assistance like embedded [1], and
decision support systems [3]. In recent time advances in
artificial intelligence pave way to more complex solutions
that bring a bigger array of services and benefits in the field
of healthcare. These benefits are from areas such as predic-
tive analysis of diseases, patient care, patient monitoring,
etc. [6].
Like previously mentioned, the time needed to reach de-

sired information on a healthcare platform should be as low
as possible. In order to achieve this, a certain system must
be able to learn the patterns of user’s interaction with the
platform. This way, the system provides information to
the user while also building a model representation for that
user. This learned context gives the system an ability to
tailor which information is shown to which user, thus pro-
viding more specialized experience. Such functionalities
are typically implemented using recommendation systems.
In our paper, we present the methodology for recom-

mending services on the Insieme platform, i.e., an Elec-
tronic andMobile Health platform that we developedwithin
the ISE-EMH project [4]. We give an overview of the plat-
form as well as the recommendation system used to provide
helpful service suggestions. Additionally, analysis is per-
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formed on gathered user-service interaction data in order to
get some insight on site usage.
The rest of the paper is organized as follows. Section

2 provides examples of related work in the field of Elec-
tronic and Mobile Health as well as similar applications. In
Section 3 the implementation of the recommendation sys-
tem is explained while Section 4 gives brief explanation on
the EMH platform that the system is used on. Interaction
analysis from user data is given in Section 5 and lastly a
conclusion is presented in Section 6.

2 Related work
Taking a look at related systems, we can find examples
of different platforms and applications that work towards
bringing ease of use to the user. The actors in the healthcare
system are the patients and the clinicians. Consequently,
solutions that benefit either the patients or the clinicians
benefit the whole healthcare system. We will present some
solutions that are aimed at both clinicians and patients.
Showcasing the importance and benefits of using rec-

ommendation systems in the healthcare domain is metic-
ulously presented in [9] where an overview of the existing
research in the EMH domain is provided. The analysed sci-
entific papers were also carefully selected and filtered by
their criteria which included: selecting papers published no
earlier than year 2000, papers referenced with 15 sources
and more, containing a detailed discussion on recommen-
dation techniques, etc. After discarding papers that did not
meet these criteria, 98 papers remained to be further stud-
ied. Examples of the reviewed systems are systems that can
recommend food, drugs, healthcare professionals and, etc.
The authors listed three main aspects that need to be con-
sidered when designing a recommendation system: users,
items, and usage context. In our case, users are the patients
that will use the system and items are the entities which
will be recommended to them. Usage context refers to the
set of factors that might influence the selection of the items
to be recommended to the user. For example, if the user’s
health record is integrated into the recommendation system
then different users can get different items recommended to
them just because of their dietary preference, allergies, etc.
De Croon et al. [2] reviewed a total of 73 published stud-

ies that had reported the implementation and evaluation of
recommendation systems in the healthcare domain. The au-
thors showed that the most prominent categories of recom-
mended items are about lifestyle, nutrition, general health
information, and specific health condition related informa-
tion. In our work, the recommendation system recommends
relevant services to the users, which are related to the spe-
cific health condition related information. In literature the
most frequently used type of recommendation system is a
hybrid one which is a combination of collaborative filtering
and content-based filtering (see Section 3. for details).
Diaz Ochoa et al. [7] applied neural networks to cre-

ate a recommendation system that achieves recall of 98 %
and accuracy of 64 %. It takes into account patient data

alongside with specific treatments encoded into treatment
keys. This information is further processed by clustering
in order to lower the dimensionlity of the problem and fi-
nally a deep learning model is trained. The advantages of
the developed solution are faster training time due to its
fewer number of parameters and transparency due to its use
of multi-criteria decision operators. The Logic-Operator
neural network they use simulates cognitive processes with
fuzzy logic. The logical operators are or and and gates
which represent the last layers of the network. Furthermore
mean squared error is used as a loss function, ReLU as an
activation function and the ADAMmethod as optimization.
The recommendation system consists of two separate sys-
tems. One of them is trained on the entire patient dataset,
while the other is trained only on patients which had posi-
tive outcome of their treatments. This provides two predic-
tions and by comparing the two predictions a recommenda-
tion is made with low or high confidence. If the predicted
treatments match then high confidence is assumed. Like-
wise if the predictions of the two systems do not match, a
treatment is still recommended but with low confidence.
Punn et al. [8] developed a recommendation system in

the healthcare domain, which is based on collaborative fil-
tering and recommends remedies by taking as input the pa-
tient’s symptoms. Since there is a limited amount of data
linking remedies to various diseases that is suitable for cre-
ating recommendation systems, the authors also provided
a dataset for this purpose. This dataset consists of around
1,100 diseases and close to 300 symptoms. Their recom-
mendation system uses singular value decomposition and
cosine similarity in order to assess which symptoms give
more rise to a certain disease. The system was evaluated
with symptoms that were related to one or more diseases
and in both cases it recommended one or more remedies
respectively.

3 Recommendation systems
Recommendation systems aim at providing reliable recom-
mendations for the domains they are built for, e.g., songs,
movies, products at an online shop, etc. With the term
”items” we associate all the possible types of recommen-
dations. Because of the ability of the recommendation sys-
tems to adapt suggestions based on specific users, several
online services that include recommendation systems have
greatly improved user experience.
The recommendation system takes as input a search

query vector and computes which items are most similar to
it. There are several options to compute the similarity be-
tween different vectors. Several recommendation systems
use one or more of the following metrics:

1. Cosine

2. Dot product

3. Euclidean distance



Recommending Relevant Services in Electronic… Informatica 46 (2022) 443–448 445

These metrics calculates a score of how much the current
choices of the user are similar to all the other items. The
items which relate the highest are taken as recommendation
to the users. Our system uses the cosine similarity metric.
There exist three types of recommendation systems: col-

laborative filtering, content-based filtering, and hybrid ones
which are a combination of the first two. In our platform,
we use the LightFM recommendation system [5], which is a
hybrid one. It works as a hybrid matrix factorization model
where it represents the users u and items i as embeddings
(latent vectors). These are defined as linear combination
of the features that describe each user or item. When these
features are present in the model, it defines the recommen-
dation by calculating the dot product of u and i represen-
tations, adjusted by the respective biases bu and bi. When
no item or user features are available, the LightFM model
falls back to pure collaborative filtering. These types of rec-
ommendation systems are further explained in the sections
below.

3.1 Content-based filtering
This is the simplest type of recommendation system. In
essence it uses the similarity between items to recommend
items similar to what the user has chosen in the past. From
the constructed user-item interaction matrix, item features
are extracted and a similarity metric is calculated. This ap-
proach has several advantages and disadvantages, for in-
stance it is scalable to a large number of users because it
considers only one user at a time. In addition, it can provide
recommendations to very niche items, by learning from the
user’s previous interactions with the whole system. Down-
side of such a system is that it needs domain knowledge to
some extent for the creation of item features. These item
features for example can represent the categories of a cer-
tain movie (horror, comedy, action, etc.). Further downside
is that it can not expand the user’s taste by suggesting items
which are not closely similar to what the user has chosen in
the past.

3.2 Collaborative filtering
To address some of the concerns and drawbacks of the
content-based filtering method, collaborative filtering was
developed. Collaborative filtering takes into account the
similarities between users and items simultaneously in or-
der to provide recommendations. The benefit of this is that
while the system looks for similar items, it also looks for
similar users to the target user, which means new items can
be suggested to him/her. Consequently, the users are able
to discover new interests.
The recommendation system can operate in two modes,

depending on how it interprets the user-item interactionma-
trix. These two modes are:

1. Implicit feedback

2. Explicit feedback

In the implicit feedback mode, the model regards the ab-
sence of data in some fields as negative feedback. This
means that for the items the user did not supply a rating,
it considers them as if the user gave a negative rating. The
idea behind this is that the user consciously made a decision
about which items he/she will rate, so the system regards
the items that aren’t rated, as items that the user does not
like. On the other hand, an explicit feedback model is the
opposite. A rating for an item has to be supplied in order
for the system to make any judgements. The items which
do not have a rating are considered as data that is unknown.
Which one to use is typically dependant on a use-case basis.

3.3 Embeddings
An embedding represents a relatively low dimensional
space which captures some semantic meaning from a higher
dimensional input. When working with categorical data,
as is in our case, having many features quickly brings the
size of the input to a large number. This results in longer
training times of the models and more data that needs to
be processed. Embeddings can transform the data from a
categorical one, to a real-valued representation in fewer di-
mensions. On each of these dimensions the system learns
to represent some concept, for example theN -th dimension
might represent the fact whether the item belongs to a class
of horror movies or action movies.
In our recommendation system, embeddings are learned

internally and used for predicting services. We also use
them in order to acquire a list of most similar tags to be
suggested to the user. To create meaningfull embeddings,
LightFM gives the option to add additional features that de-
scribe the items and features that describe the users. Con-
sequently, better embeddings are learned by the system and
used for generating better recommendations.

Figure 1: The Insieme platform.
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4 Insieme platform
The ISE-EMH platform connects various partners, medi-
cal institutions, and patients from both Italy and Slovenia.
The medical institutions and partners provide information
about their services through the platform so the users can
have one location where that information is easily accessi-
ble. The platform also facilitates communication between
a specialist and a patient. Furthermore, a chatbot is devel-
oped that integrates various services and question answer-
ing. For example, it can list the waiting queues for different
medical institutions and provide helpful information about
diseases. When getting information about various diseases,
the user is also provided with information about medical in-
stitutions that deal with them alongside the symptoms asso-
ciated with the disease. In Figure 1 we can see the graphical
user interface of the platform.

5 Interaction analysis
An integrated part of the platform is logging of the user in-
teractions on every click. When a new user visits the site
and he/she click on a service, that interaction is saved in a
database. The system keeps track of which users interact
with which services by means of internet cookies. We con-
sider the time between the user visiting the platform and
leaving it as a “session”. The information from the ses-
sions is crucial if we want to train our recommendation sys-
tem. Each user has his/her own unique session identifica-
tion number for as long as he/she uses the platform. It is
possible for the same person to use the platform multiple
times but on different devices. This way the system will
assign a different identification number to the different ses-
sions. During design we presume that each identification
number belongs to a different person even though it may
not always be the case. This choice was taken since we
assume that the number of occurrences of this event will
be insignificant. The goal of this analysis is to acquire and
present empirical data of the platform usage to acquire a
better understanding of user patterns in order to further re-
fine the recommendation system.
The interaction analysis was performed as follows. We

analysed the number of times services were visited. As seen
in Figure 2, majority of services have been visited between
one and thirty times so far. A popularity trend can be also
observed, e.g., the top three services which were the most
chosen are:

1. Psoriasis

2. Ambient assisted living

3. Breast cancer

Figure 3 shows how many services were visited in each
session. This figure shows that the majority of users (more
than half at around 500) have only clicked on a single ser-
vice. Consequently, we can assume that most of the users
come to the platform to obtain specific information and

know what they are searching for. It should be noted that
sessions in which more than 50 services were visited are fil-
tered out from this data. We consider them as outliers and
rare occurrences. Nevertheless, a high number of services
visited per session might indicate users which do not come
to the platform with a specific goal in mind, but just casu-
ally educate themselves in resources the Insieme platform
provides.

Figure 2: Number of times a certain service was clicked.

Figure 3: Number of services visited in each session.

The implementation of the recommendation system on
the Insieme platform is regularly trainedwith new data. The
time period between each training is one day. This ensures
enough time for new data to be generated by users through-
out the day whilst at night when site traffic is lower the sys-
tem is trained and improved. The presented interaction data
was collected over the course of several months.
Table 1 shows an example of interaction matrix between

(subsets of) user sessions and services. The “+” sign indi-
cates that a service was visited during a session.
Each of the services on the Insieme platform has a set of

tags associated with it, for example, organ-liver, duration-
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Table 1: The interaction matrix with subsets of user sessions and services.
XXXXXXXXXXSessions

Services Acne Dermatology Heart Diseases Dementia Epilepsy Elderly support Mental illness

4relftnjnvvzjogwtu3ap2pnx + +
7dmar25i0cqm0a64fajznt4fm + + +
3sgxsbskwqszpbg2dom2y6k7f +
0n5c4ms9jk27khzcbnfvou7qt + +
clainomcth543lm7ss6lpisv0 + +

8b9k48ced5pbij88nk1ommvkx + +
0b8w50rwyel1bxutiz4m2ujg0 + +
4di23cq5t5637es2eoa43at4n + + +

chronic, disease course-progressive, etc. By providing rec-
ommendations to users based on these tags, the users are
able to easily search for and identify the needed services.
In addition, the usage of the tags enables us to learn better
embeddings and provide improved suggestions. An addi-
tional procedure for suggestionmaking is to obtain the most
similar services embedding-wise. The system can provide
recommendations by searching the proximity of the queried
service in its lower dimensional embedding space and re-
turning services which are in that proximity. Since embed-
dings can capture semantics, the obtained services will be
those that are closely related to the searched service.
We also trained a secondary model that provides recom-

mendations for tags instead of services. This is a more gen-
eral model and not as specific as the model used for recom-
mending services. The main advantage of this model is that
it requires less training data becausewe have a smaller num-
ber of tags compared to the number of services. Both the
service suggestion model and the tag suggestion model can
be used side-by-side or independently. Due to the platform
requirements, only the service suggestion model is used.
We tested the speed of the Insieme recommendation sys-

tem and measured the area under the receiver operating
characteristic curve (AUC) on predictions obtained from a
training and test set. In order to ensure satisfactory func-
tioning of the website, the recommendation system had to
make a prediction in less time than it takes for the services
database to return a query. The results show that the system
complies with this requirement and that its speed does not
drastically affect loading times. The interaction data that
was collected in the course of several months, was split into
training (70%) and test (30%) data set. Themodel that uses
services only (without tags) as the input, achieved an AUC
score of 0.96 on the training set and an AUC score of 0.7
on the testing set. We expect this metric to improve in due
time with further maturing of the website.

6 Conclusion
This paper presented the implementation of the recommen-
dation system in the Insieme electronic and mobile health
platform. The experimental results showed the ability of
this system to recommend relevant services within given
time constraints. Since the recommendation model was

trained on data obtained from a time period of several
months, constant usage of the platform and further user in-
teractions are expected to increase the relevance of the sug-
gestions. Furthermore, an additional model was trained for
suggestion of service tags. In both models it can be ob-
served that semantic meaning is captured through embed-
dings.
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In this review, we examine 34 studies based on experimental data that estimate and compare the effective-
ness of 12 non-pharmaceutical government interventions against COVID-19 based on cases, deaths, and/or
transmission rates to assess their overall effectiveness. The studies reviewed are based on daily country-
level data and cover four to 200 countries and regions worldwide with varying time intervals, spanning the
period between December 2019 and August 2021. We found that the overall most effective interventions
are restrictions on gatherings, workplace closing, public information campaigns, and school closing, while
the least effective are close public transport, contact tracing, and testing policy.

Povzetek: Predstavljen je pregled 34 objav, ki analizirajo uspešnost ukrepov proti kovidu.

1 Introduction
Looking back at the first months of 2020, it is clear that
the pandemic COVID-19 caught the world unprepared. Ini-
tially, it was unclear how contagious the virus was, how
quickly it would spread, how to protect against it, and
how to prevent hospital overload. To combat the spread
of the virus, governments began introducing various non-
pharmaceutical interventions (NPIs). It quickly became
clear that some NPIs had a stronger impact on containing
the pandemic than others. As a result, researchers around
the world have begun to study the effectiveness of NPIs in
different geopolitical regions. Despite the vaccine being
developed in the last half of 2020, the spread of COVID-
19 and the number of infections are still a major burden
to society. As of May 2022, there have been 6.25 million
COVID-19-related deaths worldwide [1].

In this paper we extend our earlier work [2]. We review
related work on the effectiveness of NPIs implemented in
different countries and over different time periods, with the
goal of assessing and ranking their overall effectiveness.
There is some similar work in the literature [3, 4, 5], but in
this work we only consider studies in which conclusive evi-
dence of the effectiveness of at least twoNPIs was found. In
addition, we do not include simulation-based studies. Un-
like the two reviews mentioned above, our review includes
time intervals from the third and fourth waves and, to the
best of our knowledge, is the most up-to-date review in this
regard.

The rest of this paper is structured as follows. Section 2
presents methodology for selecting the papers and ranking
the effectiveness of the NPIs. In section 3, we present and
analyse the results. Section 4 describes the limitations of
our study. We conclude the paper in section 5.

2 Methodology
The first step in our research was to establish the criteria for
selecting the papers to be included and to create a unified
ranking system that would allow us to compare the rankings
of NPIs in related work.

2.1 Eligibility criteria
In this review, we considered 12 NPIs from the Oxford
COVID-19 Government Response Tracker (OxCGRT) [6]:
school closing (C1), workplace closing (C2), cancel pub-
lic events (C3), restrictions on gatherings (C4), close pub-
lic transport (C5), stay at home requirements (C6), restric-
tions on internal movement (C7), international travel con-
trols (C8), public information campaigns (H1), testing pol-
icy (H2), contact tracing (H3), and facial coverings (H6).
The letters C and H correspond to containment and closure
policies and health system policies, respectively. The 12
selected NPIs were chosen because they have been imple-
mented most frequently and therefore cover the majority of
all measures implemented worldwide.
We searched for papers written in English and published

up toMay 2022. We searched Google Scholar for published
studies and MedRxiv for preprints. For a study to be in-
cluded in this review, it had to meet the following criteria:

– studies the effect on COVID-19 related deaths, cases
or transmission rate,

– comparesNPIs thatmap to at least twoOxCGRTNPIs,

– is based on experimental data and not based on fore-
casts/simulatons, and

– was conducted on a geographical region level (one or
more), meaning that studies that only focus on selected
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groups of people (e.g. people from Universities only)
[7, 8] were not included.

All papers included in this review are listed in Table
3 along with their respective study settings. In the cases
where the study usedNPI information from a database other
than OxCGRT, the NPIs first had to be mapped from the
other database to the OxCGRT, based on the descriptions
of the interventions in both of the documentations. If mul-
tiple NPIs corresponded to one OxCGRT NPI, their scores
were averaged. In contrast, if a single NPI corresponded to
more than one OxCGRT NPI, its score was applied to all
corresponding OxCGRT NPIs.

2.2 Ranking the effectiveness
To rank the effectiveness of the NPIs, we used a scale of one
to four, with one and four representing themost and least ef-
fective NPIs studied, respectively. The effectiveness scores
from each study were first ranked and then divided into four
equally sized bins, with the most effective NPIs in bin one
and the least effective NPIs in bin four. The bin number
corresponds directly to the value on our effectiveness scale.
Note that in some studies, some of the bins may be empty,
resulting in this value not being assigned to an NPI.
In the Bendavid et al. study [9], the estimated impacts

were reported separately for each country studied. In this
case, the values were first averaged across countries and
then ranked.
In the work of Askitas et al. [26], the NPIs were clas-

sified descriptively only. C1, C2, C3, and C4 were found
to be the most effective NPIs and were given a value of
one. The effect of C6 was judged to decrease over time and
was therefore given a value of two. C8 was judged to be
less effective and was given a value of three, while C5 and
C7 were judged to be negligibly effective and were given a
value of four.
Li et al. [10] calculated the estimated effects one, two,

and three weeks after the implementation. In this case, the
scores were averaged across all three cases.
In the work of Liu et al. [11], the effectiveness of NPIs

was estimated in two scenarios, where NPIs are imple-
mented at their maximum stringency or at any stringency.
The NPIs were then described as either strong, moderate,
or weak in both of the scenarios. The NPIs graded strong
in at least any stringency scenario were assigned value one,
NPIs graded strong in maximum stringency scenario only
were assigned value two. All NPIs graded moderate were
assigned value three, and all NPIs graded weak were as-
signed value four.
In the study by Wibbens et al. [12], the effectiveness of

NPIs was assessed at different intensity levels. They were
first rated separately at the highest intensity and at an in-
termediate intensity. Then, their overall ranking was calcu-
lated as the average of the two.
The estimated effects of NPIs from all studies reviewed

are summarised in Table 3. In studies in which effects were
estimated but could not be ranked [13, 14, 15, 16], all NPIs

were assigned a value 2. In studies in which fewer than four
NPIs were considered [13, 14, 17, 18, 19, 20, 21, 22, 23, 24,
25], values were also assigned on the basis of descriptive
ranking.

3 Results
Among the 34 studies selected in this review, there are 14
works that deal with cases incidence [13, 14, 16, 21, 24,
26, 27, 28, 29, 30, 31, 32, 33, 34], 11 works that deal with
reproduction number [10, 11, 18, 20, 22, 34, 35, 36, 37,
38, 39], seven works that deal with infection growth rate
[9, 12, 17, 19, 25, 40, 41], and nine works that deal with
mortality [15, 16, 21, 23, 28, 29, 31, 40, 42]. Note that some
works deal with more than one outcome and are thus men-
tioned more than once. Most of the works analyse time in-
tervals before the vaccination, however two studies [31, 34]
analyse time intervals when vaccines are used. Eventhough
some papers consider only a few selected countries, 24 of
the works include either all US states or at least 50 countries
worldwide.
Boxplots of the effectiveness values of the NPIs are

shown in Figure 1. Each box extends from the lower to the
upper quartile of the NPI data, with a line at the median.
The whiskers extending from the box show the range of the
data. The most effective NPIs overall are restrictions on
gatherings (C4), workplace closing (C2), public informa-
tion campaigns (H1), and school closing (C1) with mean ef-
fectiveness value of 1.91, 1.92, 2.0, and 2.08, respectively.
The NPIs with moderate effectiveness are stay at home re-
quirements (C6), cancel public events (C3), restrictions on
internal movement (C7), facial coverings (H6), and inter-
national traven controls (C8) with mean effectiveness value
of 2.25, 2.54, 2.58, 2.63, and 2.75, respectively. The least
effective NPIs are close public transport (C5), contact trac-
ing (H3), and testing policy (H2), with mean effectiveness
value of 3.33, 3.33, and 3.75, respectively. At this point it
is important to note that Herby et al. [5] determined that
lockdowns, which we find to have a moderate effect, only
reduced deaths by 0.2–2.9 %.

4 Limitations
This review has the following limitations. Because the
studies included in the review are based on experimental
data, the NPIs are always used simultaneously, whereas
the final results of the NPI effects are reported individu-
ally. Because combinations of NPIs active at the same time
were very similar in different regions and time intervals,
it is sometimes difficult to justify treating the effects sepa-
rately.
In some papers, NPIs were not ranked, so these NPIs re-

ceive the same value in our study. In addition, some effec-
tiveness values were assigned based on descriptive ranking.
Results are reported here as steady-state rankings, even

though the effects of NPIs will change as they are imple-
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C1 (26)

C2 (25)

C3 (13)
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C6 (24)

C7 (12)

C8 (16)

H1 (6)

H2 (4)

H3 (3)

H6 (8)

Figure 1: Boxplot of the NPIs’ effectiveness. Value one corresponds to the maximum and four to the minimum effective-
ness. The numbers in parentheses indicate the number of times the NPIs occurred in the studies examined.

mented (e.g., as people stop complying with restrictions on
gatherings, as vaccines are developed, etc.). In addition, the
time intervals studied vary in length, and the effects could
differ between short and long intervals, as the effects of
some NPIs diminish over time [43]. The NPIs are imple-
mented with different stringency according to the Oxford
database. This means that our results apply only to the av-
erage levels of stringency at which the NPIs can be imple-
mented. Some NPIs may be much more effective (less ef-
fective) when implemented with higher (lower) stringency.

5 Conclusion

In this work, we reviewed 34 studies that assessed the ef-
fectiveness of 12 non-pharmaceutical interventions against

COVID-19. The studies are all based on experimental data
and cover up to 200 countries and regions worldwide with
different time intervals covering time span betweenDecem-
ber, 2019 and August, 2021. We found that the overall most
effective interventions are restrictions on gatherings, work-
place closing, public information campaigns, and school
closing. The interventions with moderate impact are stay at
home requirements, cancel public events, restrictions on in-
ternal movement, facial coverings, and international travel
controls. The interventions with the least amount of impact
are close public transport, contact tracing, and testing pol-
icy.
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Table 1: Studies included in this review.

Authors NPI data source Countries covered Time interval
Askitas et al. [26] OxCGRT 175 countries unclear
Banholzer et al. [27] Collected by the authors USA, Canada, Australia

and 17 EU countries
Feb – May, 2020

Bendavid et al. [9] COVID-19 policy data-
bank

10 countries Dec, 2019 – June, 2020

Bo et al. [35] Collected by the authors 190 countries Jan – Apr, 2020
Brauner et al. [36] Collected by the authors 41 countries Jan – May, 2020
Chan et al. [32] WHO and John Hopkins

University
50 countries Dec, 2019 – June, 2020

Chaudhry et al. [28] Collected by the authors 50 countries Dec, 2019 – May, 2020
Chernozhukov et al.
[17]

COVID Tracking
Project

USA Mar – June, 2020

Deb et al. [29] OxCGRT 129 countries Dec, 2019 – May, 2020
Dreher et al. [18] unclear USA Dec, 2019 – Apr, 2020
Ebrahim et al. [19] Hikma Health 1320 US counties Mar – July, 2020
Esra et al. [37] WHO-PHSM 26 countries and 34 US

states
Dec, 2019 – May, 2020

Flaxman et al. [20] unclear 11 EU countries Feb – May, 2020
Gokmen et al. [33] Our World in Data 4 countries Dec, 2019 – June, 2020
Haug et al. [38] CCCSL 56 countries Dec, 2019 – Aug, 2020
Hunter et al. [21] IHME 30 European countries Dec, 2019 – Apr, 2020
Islam et al. [30] OxCGRT 149 countries Dec, 2019 – May, 2020
Jalali et al. [14] Collected by the authors 30 US states Mar – May, 2020
Jüni et al. [13] Collected by the authors 144 worldwide regions Dec, 2019 – Mar, 2020
Koh et al. [39] OxCGRT 170 countries Jan – May, 2020
Leffler et al. [15] OxCGRT 200 countries Dec, 2019 – May, 2020
Li et al. (a) [10] OxCGRT 131 countries Jan – July, 2020
Li et al. (b) [40] NSF spatiotemporal

center
USA Mar – July, 2020

Liu et al. [11] OxCGRT 130 countries and terri-
tories

Jan – June, 2020

Olney et al. [22] Collected by the authors USA Feb – Apr, 2020
Papadopoulos et al. [16] OxCGRT 151 countries Jan – Apr, 2020
Piovani et al. [23] OxCGRT 37 members of OECF Jan – June, 2020
Pozo-Martin et al. [41] OxCGRT and WHO-

PHSM
37 members of OECD Oct – Dec, 2020

Sharma et al. [31] Collected by the authors 7 EU countries Aug, 2020 – Jan, 2021
Stokes et al. [42] OxCGRT USA and 7 countries Dec, 2019 – June, 2020
Wang et al. [34] OxCGRT 139 countries Dec, 2019 – Aug, 2021
Wibbens et al. [12] OxCGRT 40 countries and US

states
unclear

Wong et al. [24] OxCGRT 139 countries Mar – Apr, 2020
Zhang et al. [25] NY Times and CNN USA Feb – Aug, 2020
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Table 2: Estimation of effectiveness of NPIs in reviewed studies.

Study C1 C2 C3 C4 C5 C6 C7 C8 H1 H2 H3 H6
Askitas et al. [26] 1 1 1 1 4 2 4 3

Banholzer et al. [27] 2 2 1 4 3
Bendavid et al. [9] 3 4 3 2 1 1 4 3

Bo et al. [35] 1 1 1 3 4 4 2
Brauner et al. [36] 1 2 1 3
Chan et al. [32] 4 4 1 1 2

Chaudhry et al. [28] 2 2 2 3
Chernozhukov et al. [17] 2 2 3

Deb et al. [29] 1 2 2 2 1 1 2 1
Dreher et al. [18] 2 2 1
Ebrahim et al. [19] 2 3
Esra et al. [37] 3 3 1 2

Flaxman et al. [20] 4 4 3
Gokmen et al. [33] 4 1 4 2 4 2 3 3
Haug et al. [38] 1 1 4 3 3 2 2 3
Hunter et al. [21] 1 2 3
Islam et al. [30] 2 2 1 4 3 3
Jalali et al. [14] 2 2
Jüni et al. [13] 2 2 2
Koh et al. [39] 1 2 2 3
Leffler et al. [15] 2 2 2 2
Li et al. (a) [10] 1 2 1 3 4 2 3 4
Li et al. (b) [40] 2 2 3 1
Liu et al. [11] 1 1 2 2 4 3 1 4 3 4 4

Olney et al. [22] 2 1 1
Papadopoulos et al. [16] 2 2 2 2

Piovani et al. [23] 3 2
Pozo-Martin et al. [41] 3 2 1 4 4
Sharma et al. [31] 4 1 2 3 3
Stokes et al. [42] 1 2 3 3
Wang et al. [34] 3 3 2 2

Wibbens et al. [12] 2 1 4 3 4 2 1 3 3 4 4
Wong et al. [24] 3 2 1
Zhang et al. [25] 2 3
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The challenge to guarantee healthy aging has become a major social concern. Due to the cognitive deficits 

related to age, hectic daily activities, and multiple medications prescriptions, the elders often tend to 

forget their pills intakes. This has a colossal impact on their health and life. Moreover, the recent 

pandemic of COVID-19 has accentuated the importance to provide independent and autonomous living 

for the elderly. This paper presents a pill management system based on IoT intended for aged individuals. 

The proposed system is a smart pill dispenser associated with a mobile application. The main actors of 

the system are the patient, the doctor, the pharmacist, and the patient’s caregiver and/or relative, each 

having restricted access to the system via specific credentials.  The prescription is directly edited on the 

mobile application by the doctor and the scheduling and filling of the pillbox is done wirelessly by the 

pharmacist. The reminding of medications intakes in this system is done gradually to help the patient 

adhere to his/her prescription. First, it notifies the patient about his/her scheduled pill by a mobile 

notification then via the pill dispenser using LCD, LED, and buzzer. The implemented system also allows 

the doctor and caregiver to keep a tab of the patient’s intakes. Furthermore, the pill dispenser is featured 

with a locking mechanism to ensure medication dosage control and prevent drugs abuse. Experiments 

show that the proposed system is appreciated by the elderly and encourages them to take their pills 

successfully and safely without causing any disturbance. 

 

Povzetek: Zaradi kognitivnih omejitev, povezanih s starostjo, napornih dnevnih dejavnosti in množice 

predpisanih zdravil, starejši pogosto pozabijo vzeti predpisana zdravila. Ta članek predstavlja sistem za 

upravljanje jemanja zdravil, ki temelji na internetu stvari in je namenjen starejšim posameznikom. 

Predlagani sistem sestoji iz pametnega razdeljevalnika zdravil, ki je povezan z mobilno aplikacijo. Poleg 

pomoči pri pravilnem jemanju zdravil sistem omogoča tudi nadzor jemanja zdravil s strani svojcev, 

zdravnikov in negovalcev. 

 

1 Introduction
In the last few years, the average age of the world 

population has been growing rapidly. Statistics affirm that 

the number of the elderly in the world is growing by 3.26% 

per year [1]. In addition, according to recent reports of 

health organizations, world societies are expecting more 

growth in communities of elderly individuals. Global Age 

watch index estimates that the aging population will 

continue to increase to reach 1.4 billion in 2030 and 2.1 

billion by 2050 [2].  

As the rate of aged individuals grows, the number of 

individuals suffering from chronic diseases such as 

diabetes, high blood pressure will continue to rise. These 

conditions usually require people to take multiple 

medications regularly to help them complete their daily 

life activities safely and autonomously. Thus, due to 

cognitive deficits correlated to age as memory deficits, 

older people with intricate medication routines often tend 

to forget about their intakes, timings, and doses. This 

frequently leads to wrong medication intakes, which can 

cause serious health consequences. Medication adherence 

is considered a major medical concern. To support them 

in medication intake, elderlies often appeal for help. 

However, relatives and caregivers who frequently help the 

elderly in remembering their medication intakes face a 

daily burden while dealing with their own lives and 

assisting these individuals. In addition, the recent 

pandemic of Covid-19 has emphasized the importance of 

providing independent autonomous living to seniors. 

In this perspective, multiple tools and solutions were 

developed to support the elderly in this particular activity. 

It was found that senior individuals have high 

acceptability of using smart kits and technological 

solutions [3]. Smart pill dispensers are one of the most 

preferred solutions [4]. A study shows that the demand for 

smart pill dispensers will keep increasing [5]. 

The use of IoT paradigm in the healthcare industry has 

offered various efficient applications and systems with 

different architectures [29]. 

In this context, we present an IoT based smart pill 

management system. It consists of a connected pill 

dispenser connected with a mobile application installed 

for four main users. The main users of the proposed 

mailto:boudraliromaissadoc@gmail.com
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system are the patient, the doctor, the pharmacist, and the 

caregiver. The developed system works on two main 

modes: the assistance mode and the programming mode. 

In the assistance mode, the pillbox continuously checks 

the current time using NTP (network timing protocol). 

Before 10 minutes of the prescheduled intake, a 

notification is sent to the mobile phone of the patient in 

order to notify him/her of his/her intake. When the intake 

time arrives, the pillbox emits sounds and lights using a 

buzzer and a LED to alert the patient. An LCD is also used 

to display directives for the patient. However, if the patient 

decided to take his/her pill in the 10 minutes that precede 

the right intake time, the pill dispenser alarms are 

automatically cancelled.  

In the programming mode, the pharmacist schedules 

wirelessly the pill dispenser and refills the pills 

compartment one by one using a simple interface on 

his/her cellphone. The doctor is also able to write and edit 

prescriptions for his/her patient remotely anytime. For 

medication adherence monitoring, the proposed system 

provides all of the users with real-time intakes history.  In 

addition to the gradual assistance in medication reminders, 

the presented system keeps safe the pills, the patient, and 

the relatives living with him. 

The rest of this paper is structured as follows: Section 

2 presents a brief review of the existing pill dispensers. 

The system architecture as well as its operating logic and 

modes are presented in Section 3. Section 4 presents the 

design and implementation of the mobile APP and the pill 

dispenser. Section 5 contains the results and discussion. 

Finally, conclusions and perspectives are presented in 

Section 6. 

2 Literature review 
Existing medication adherence solutions vary from simple 

electronic devices which are the traditional pill organizers 

[6] to complex intelligent systems such as pill dispensers. 

This paper mainly focuses on the review of the recently 

developed pill dispensers. Medication dispensers as 

electromechanical organizers are able to dispense the right 

pills with the right doses for the users [7]. By comparing 

different conceptual and implementation aspects, pill 

dispensers may be reviewed according to the used pill 

dispensing mechanism, the developed programming mode 

of the dispenser, the way pills intakes’ reminders are 

delivered and the developed intakes monitoring method. 

To remind the assisted individual of his/her 

medication, first developed pill dispensers mainly used 

visual and acoustic reminders such as buzzers to emit 

sounds and LEDs to turn on lights [8]. 

The authors of [9] used an eccentric rotating mass 

(vibrator) along with a buzzer to provide the alarms; while 

[10] [11] [12] implemented playback modules and 

speakers for pills reminding, in addition to LEDs and 

LCDs that provide visual assistance. Others opted for the 

use of vocal messaging to provide the intakes alarms. In 

[11] a voice message saying “take vitamin tablet” is 

announced whenever it is time for the scheduled pills. 

The use of smartphones in healthcare as well as 

Android Applications is found to be a powerful and 

promising manner to improve consumer-oriented products 

[26] [27]. 

There are pill management systems that have 

associated mobile applications to the pillboxes [12] [13] 

[14]. These systems use mobile notifications to alert the 

patient about his/her intakes. Others, e.g., [15] used both 

mobile application notifications along with pill dispenser 

alarms to alert the patient. However, the user may be 

confused due to these double reminders and may take 

his/her pills twice. Furthermore, many of the proposed 

systems used LCDs or OLEDs screens to display 

medicines’ relative information [16]. 

The second aspect to discuss pill management 

systems is the way the pill dispenser is programmed and 

filled. Most of the developed dispensers require that the 

caregiver or the patient repeatedly fill the pills and 

schedule the intake timings [17] [18] [8] [9] [12] [19]. 

Thus, they leave the programming and filling mode 

unsecured. In this case, the patient has access to the pill 

dispenser outside the intake hours. Also, anyone may fill 

the pills and even edit pill schedules. [20] and [21] point 

out the importance of respecting prescriptions and the 

consequences of mistaking pills, so it is very important to 

secure pill dispensers and make pill scheduling and filling 

process accessible only by health professionals. 

To secure the pill dispenser, [15] used an 

identification protocol based on person identification via 

camera, thus no information was provided whether the 

programming mode of the pillbox is also secured. Others 

like [16] secure the scheduling process but ignore the 

security of the filling process. In their system, the 

scheduling is done by physicians through a web 

application. Thus, no information was given on how the 

filling is done. In [14] the patient himself/herself is 

responsible for pill filling whereas it is the doctor who 

does the scheduling of the intakes. 

Another important detail in pill dispensers is the 

method used for dispensing the medication. The 

dispensing method used in medication dispensers is very 

important since it impacts the medication adherence of the 

patient and also the security of both the patient and the 

relatives living with him/her as well.  

Some of the developed systems use vital signs to 

dispense the pills only when it is necessary [22] [23]. 

However, this is not adopted for elderly individuals with 

memory deficits since they do not emit any reminders. The 

authors of [15] and [24] use ultrasound sensors to detect 

the presence of the individual before dispensing the pills. 

If a presence is detected, the scheduled pill will 

automatically be dispensed. Yet, this may put at risk 

infants or illiterate adults living with the patient, since it 

blindly frees the medication. Similar solutions are 

described in [14] and [25] which automatically open when 

the intake time comes. In case of non-response from the 

patient, the pills remain accessible for all the individuals 

living with him/her.  

In [18] an infrared sensor is used to detect if the pill has 

been taken or not. However, if the patient does not respond 

in 10 min the pillbox locks automatically. 

A simple yet efficient technique for pill discard was used 

by [10] and [12]. The tablet compartment opens only if a 
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push-button is pressed.  The authors of [15] used a more 

sophisticated technology, where a PIR sensor and a 

camera are used. Whenever a movement is detected 

around the pillbox, the camera is activated and identifies 

the person around. If it is a correct intake time, the pillbox 

unlocks and dispenses the medication. This method is the 

most secure technique for pill dispensing. However, in 

some cases when the senior is not ready to take his/her pill 

yet and passes around the pillbox, the pill will be 

dispensed and will remain accessible to the patient 

relatives which represents a risky situation. Also, 

medication remains exposed to ambient factors such as 

temperature and humidity. Furthermore, the use of 

cameras may be displeasing for some seniors as they see 

it as a privacy issue. 

For the monitoring techniques, some of the presented 

systems such as [17] [12] [13] provide no track of the 

intakes. Others use a variety of methods to this end. The 

monitoring technique used in [8] [10] [18] relies on 

sending messages alerts to the patient’s caretaker or doctor 

if he/she does not take his/her scheduled pill. In addition 

to sending an SMS to the caregiver, [8] uses IR sensors in 

the compartments, whenever the sensor detects a presence, 

the pill is supposed to be taken. These two methods are 

useful yet they do not offer detailed medication tracking. 

The authors of [28] used body sensors to develop a 

health monitoring system for individuals with cardiac risk. 

Their findings proved the efficiency of using sensors in 

preserving peoples’ health. 

 In pill management systems, biosensors are also used 

to report the state of the user and check whether the 

medications have been taken on time or not. The authors 

of [25] [13] developed a more suitable solution for intake 

supervisions. In their system, the pharmacist and the 

doctor monitor the consumption of the patient via their 

mobile application. However, the patient has no record of 

his/her intakes. To confirm the real consumption of pills a 

load sensor HX711 is used [19]. Whenever the patient 

takes the pill from the pill dispenser, the weight decreases, 

and the intake is confirmed. However, this pill dispenser 

is not adapted for elderly use. 

Despite the proven efficiency of the cited pill 

dispensers, they do not completely meet the needs of 

elderly population. While developing a pill dispenser for 

elder individuals, it is very important to take into 

consideration the cognitive deficits that the elderly may 

suffer such as memory, initiation and planning deficits. 

Also, it has been noted that some of the used techniques 

require that the patient interacts directly with the system, 

but for illiterate seniors or those lucking for skills and 

abilities, this may not be suitable. In addition, to protect 

the pill dispenser from unauthorized individuals, 

particular attention to security and safety issues is 

required. Through the literature review, it was noticed that 

few or no smart pill management system regroups all the 

elderly needs, also no safety measures were developed. In 

addition, none of them offers a gradual reminding to the 

users. 

The main objective of this paper is to offer the elderly 

with memory deficiencies a pill management system that 

offers gradual assistance for medication intake. Even 

though many pill dispensers were developed, no 

medication management system offered gradual 

assistance. Assisting the elderly with a gradual method is 

an important aspect that helps in medication adherence 

and technology acceptance. This aspect is often ignored in 

previous research. The existing pill dispensers use either 

smartphone notifications or pill dispensers’ alarms, the 

few that reassemble both techniques often cause 

disturbance to the users. The assistance acts in this pill 

management system are provided by both the dispenser 

and the smartphone with gradation. The provided acts 

respect as well the acoustic and eyesight deficits the 

elderly may suffer from because of old age. 

 Through research, multiple pill dispensers are 

proposed, most of them are similar and do not pay 

attention to security aspects. Hence, in the present work, 

the security of the senior using the pillbox as well as the 

individuals living with him/her are taken into 

consideration.  

Moreover, the existing pill dispensers require physical 

intervention to be programmed, while the dispenser of this 

system is wirelessly and securely programmed. The 

connected pill management system is fully connected and 

the intake tracking is done remotely. 

We developed a pill management system adapted to 

elderly needs suffering from mild cognitive impairments 

related to age. In this system, we address multiple issues. 

Mainly, simple gradual assistance is provided for the users 

so as to increase their adherence to medication by giving 

them more time to take their scheduled pills. Our system 

uses multiple means of assistance. This way individuals 

with visual or acoustic deficits and also elderly with few 

skills in operating IT are able to handle productively. The 

implemented pill dispenser is connected with a mobile 

application that ensures full medication monitoring for the 

preauthorized users, and it is manipulated only by health 

professionals. A secured dispensing mechanism is 

implemented so that the pills stay out of reach of 

unauthorized individuals and also from authorized 

individuals outside their intakes timings intervals. In 

addition, no privacy-invading technique was used in the 

development of this system. 

3 System design 
Figure 1 presents the overall system units and the main 

users. The proposed system is used by four main users: the 

patient, the doctor, the pharmacist, and the relative of the 

patient. It is composed mainly of a mobile application 

developed under Android Studio and a connected pill 

dispenser. The communication between all users and the 

pillbox as well as the communication between the users 

are done wirelessly using their mobile application and Wi-

Fi through WebSockets. Only two actors, the patient and 

the pharmacist, interact physically with the pill dispenser. 

Figure 2 shows the block diagram of the designed 

system. It shows the main components and modules of the 

pill dispenser. The block diagram was designed to be used 

as a template while developing the system.  The five main 

modules that compose our system, namely the hardware 

assistance modules, the control unit, the dispensing 
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module, and the software module will be discussed in 

Section 4.  

The ESP8266 is considered as the communication 

unit of this system since it provides the connection 

between the mobile applications and as it is responsible 

for the communication between all actors and the 

mainboard. Arduino UNO controls all of the hardware 

components of the pill dispenser, i.e., the pill dispenser 

mechanism and the hardware assistance part. A power 

supply is used to make the pillbox portable. The software 

assistance part is the patient mobile application. It 

communicates mainly with the considered Wi-Fi module.

 

 
Figure 1: Overall system actors and components. 

 

 
Figure 2: Block diagram of the system. 

 

3.1 Operating logic 

Figure 3 shows the operating logic of the proposed system. 

To operate in assistance mode, the smart pillbox needs 

to be programmed and filled at the start.  

 

 

The box checks the actual time using the internet. 

Before 10 minutes of a scheduled intake, the system emits 

a notification through the mobile application on the main 

user’s smartphone to prepare him/her for his/her intake. In 

the 10 minutes that follow if the patient decides to take 

his/her pill, he/she can easily unlock the box by 
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confirming his/her presence using the touch button. If so, 

the pillbox opens the right compartment. If the user 

confirms his/her intake, the box locks up, sends feedback 

to the mobile application and passes to a standby mode 

where it keeps checking the actual local time. If the intake 

is not confirmed, the smart pillbox will automatically lock 

and notify the user through his/her phone to complete the 

intake process. If no response is given, the intake will be 

saved as a non-completed task. 

In the case when the 10 minutes elapse and the patient 

did not confirm his/her presence, the smart pillbox 

automatically emits sounds, lights, and displays messages 

on its screen. 

If after the pill dispenser alerts the patient does not 

confirm his/her intake, the smart pillbox goes into a 

standby mode and saves the intake as a non-completed 

task. 

3.2 Operating modes 

The developed pill dispenser operates in two main modes: 

scheduling and filling mode, and assistance mode. 

 

 

 
Figure 3: Activity diagram of the proposed system. 

 

3.2.1 Scheduling and filling mode 

The programming mode is strictly reserved for health 

professionals, in our scenario it is reserved for the 

pharmacist. After accessing his/her account on the mobile 

app through specific credentials, the pillbox switches 

automatically to the programming mode. The pill 

dispenser connects with the pharmacist’s app on a local 

network. It shows directive messages on its screen in order 

to assist the pharmacist. Through a simple user interface, 

the pharmacist can easily manipulate the pill dispenser. 

The mobile app shows at first the prescription for the 

pharmacist so that he/she can verify the availability of the 

medications before proceeding to the next step. Then, by 

a simple touch on the screen, the pill dispenser is 

unlocked. 

The programming mode contains two modes: the 

filling part and the scheduling part. 

When the pharmacist enters the filling mode, he/she 

can easily choose which compartment he/she wants to fill 

by entering its number on the interface shown on his/her 

phone. The prescribed doses of each medicine are taken 

into account while filling the pillbox. 

When the filling mode is validated, the pharmacist 

accesses the scheduling mode where he/she plans the 

intakes timings. The pharmacist refers to the patient’s 

preferences while scheduling the intakes. 

To validate the process of filling and scheduling, the 

pharmacist is asked to confirm or cancel the new 

modifications. In the end, the pillbox locks up and 

switches automatically to the assistance mode. 
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3.2.2 Assistance mode 

In the assistance mode, the pillbox is either in standby 

mode or in reminding mode. In standby mode, the pillbox 

screen is off to gain battery life and to not disturb the 

patient during his/her daily life activities. The smart 

dispenser remains connected to the internet. 

When the right time of a pill comes, the screen turns 

on and starts displaying messages, a LED is turned on as 

well and a sound is emitted from the buzzer to draw the 

patient’s attention. 

The senior is asked to confirm his/her presence before 

unlocking the pill compartment. After confirmation, the 

senior is again asked to confirm his/her intake. 

Confirmations are done by a simple touch on the touch 

button implemented on the top of the pillbox. 

The connected pillbox sends feedback to the mobile 

application using WebSockets. The feedback represents 

the history of the patient’s intakes.  

4 System implementation 
The system we propose is composed of two main parts, 

i.e., the hardware part which is the smart pill dispenser, 

and the software part which is the mobile application. Both 

parts are connected which offers an intuitive interface and 

ease of configuration for the system. 

4.1 Software development 

The software part of the system consists of a mobile 

application developed under Android Studio. The mobile 

application contains multiple accounts for the four main 

users. Each one of them has access to it through their 

private accounts using preregistered credentials. The 

functionalities that the mobile app offers differ from a user 

to another according to his/her role. To understand the 

different functions of the application, the following 

section details the different possible interacts between the 

pill dispenser and the mobile app and also between the 

users and the system. 

4.1.1 Interaction between patient and mobile 

app 

The patient interacts with the mobile app through a simple 

interface adapted for elderly individuals. The patient can 

read his/her updated prescription and can consult his/her 

scheduled intakes.  

Through his/her account, the patient may anytime ask 

for help by a simple click on the ‘ASK for help’ button. 

An important feature that our system offers is the 

possibility for the patient to check the history of his/her 

intakes. In case the elder forgets whether he/she took the 

pill or not, this feature turns out to be very helpful. 

4.1.2 Interaction between doctor and mobile 

app 

The mobile application offers the possibility for the doctor 

to directly write and edit the patient prescriptions 

remotely. In addition, the doctor is able to consult the 

history of the patient’s intakes in real-time and also his/her 

pills schedule. 

4.1.3 Interaction between relative and mobile 

app 

One of the main purposes that smart pill dispensers were 

developed for is to reduce the burden of caregivers and 

relatives. With our mobile application, the caretaker is 

able to monitor the medication adherence of the elder 

while completing their regular daily life activities. 

Through a simple interface, the relative may consult the 

history of medication intakes, and also the scheduled 

intakes. 

4.1.4 Interaction between pharmacist and 

mobile app 

The mobile app on the pharmacist side provides him/her 

with the most interesting feature of our system. Through 

his/her specific credentials, the pharmacist is able to lock 

and unlock the pillbox, rotate the pills container, and also 

schedule the intake of the elder. The interfaces of the 

pharmacist account are all simple and intuitive. The 

mobile app on the pharmacist’s phone connects locally 

with the pill dispenser. This offers more security for the 

filling and scheduling mode of the pillbox. 

4.2 Hardware circuit and components 

For the realization of the prototype, multiple components 

have been used. The overall used materials and their 

connection is shown in Figure 4. 

The hardware of the proposed pill dispenser may be 

divided into assistance module, dispensing module, and 

communication module. 

4.2.1 Assistance module 

The Assistance module includes all the components 

responsible for the reminders: 

• A LED will light up when it is time to take the 

pills and keep blinking when the user confirms 

his/her presence. The LED turns off when the 

user confirms that he/she took his pill. 

• An LCD screen 20x4 shows preprogrammed 

messages for the user. The LCD screen displays 

messages such as: “Please confirm your 

presence” and “Please confirm your intake”. For 

the energy economy, the used screen remains off 

unless the pill dispenser enters the programming 

mode or the assistance mode.  

• A buzzer is used to emit sounds whenever it is 

time to take the medicines. 

• A touch button helps the user interacts with the 

messages displayed on the LCD screen. When it 

is time to take his/her pills, the user unlocks the 

pillbox via a simple touch. 

4.2.2 Dispensing module 

The Dispensing module is responsible for controlling the 

dispensing mechanism and the assistance module. 
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A simple yet efficient safety mechanism is adopted 

for this prototype. To dispense the pills, multiple 

components have been utilized: 

• A servo motor is responsible for locking and 

unlocking the container. When it is time to take 

the pills and the user confirms his/her presence, 

the servo motor will turn up to 45 degrees to give 

access to the right pill storage. 

• A stepper motor and its driver are used to rotate 

the container. The stepper receives signals from 

the Arduino Uno. Those signals are the addresses 

of the different compartments. So, whenever an 

address is received, the stepper motor will rotate 

and stop at the compartment containing the 

prescheduled pill. 

• A container: a basic round plastic component 

divided into multiple compartments is used to 

store the pills. 

4.2.3 Communication module 

The Communication module is composed of one 

component which is ESP8266 NODEMCU. This is a 

development board capable of acting as a Wi-Fi module 

and a microcontroller as well. In this project, the ESP8266 

is used to guarantee the connection to the Internet. This is 

important to synchronize data through all the users’ 

applications and also to get the local hour from NTP 

server. In addition, it is used to send feedback from the pill 

dispenser to mobile applications such as the intake state. 

The NODEMCU is also used to communicate with the 

Arduino UNO. It sends specific signals representing 

coded data. This data represents the compartment address 

of the container. 

 

 

 

 
Figure 4: Circuit of the prototype. 

 

4.2.4 Control unit 

The Arduino Uno is a microcontroller that has multiple 

inputs and outputs. It is considered as the control unit of 

this prototype as it is the component responsible for 

controlling the dispensing mechanism and the assistance 

module. 

5 Results 
The proposed system was tested with the help of seven 

individuals, three seniors aged between 64 and 67 years 

old, one caretaker (a relative of subject C), one doctor, and 

two pharmacists. All related details are shown in Table 1. 

The pill dispenser and the mobile application were 

given to the three seniors one by one for 3 days long. In 

addition to the chronic conditions, the seniors have small 

to mild acoustic and visual deficits.  

In the testing process, the pill dispenser was first 

loaded with the pills of each patient respecting the 

prescribed amounts and timings. The intakes timings were 

scheduled with the help of each of the testers according to 

the respective daily routines. The prototype given to the 

seniors was initially placed in their living room. The 

participants were free to move it around as they exercise 

their daily life activities. 

The mobile application was installed on each of the 

users’ phones, and specific credentials were given to them. 

At the end of the testing period, the users reported full 

contentment about the experience. They stated that the 

gradual assistance provided by the mobile application and 

the dispenser helped them take their medication without 
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any disturbance. They were also enthusiastic about the 

different assistance acts that the system offers. 

They also expressed their satisfaction with the ease of 

use of the device and the mobile app. In addition, the 

possibility for them to keep tabs on their intakes helped 

them in gaining confidence and relieving their stress. 

As for the experience of the two pharmacists, they 

were given the pill dispenser and the mobile application 

for about 15 minutes each. They expressed right away 

their appreciation for the overall system. The filling and 

scheduling process was done efficiently and without any 

help from the developer. 

 

 

 

Table 1: Subjects details. 

 

 

 
Figure 5: Mobile application screenshots. 

 

 

The fact that the pill dispenser can be manipulated 

only by a health professional was very appreciated by 

them. Hence, suggestions like increasing the number of 

compartments in the prototype and taking into account 

pills conditioning were given by one of subjects (E). 

To test our pill management system from a doctor’s 

perspective, first the mobile application was installed on a 

doctor’s phone. A specific username and password were 

then given to him. The doctor reported that he was able to 

easily fill and edit his patients’ prescriptions without any 

confusion. No help was needed from the developers. He 

also stated that in some conditions like the recent Covid-

19 pandemic, the possibility to edit his patients’ 

prescriptions remotely is a very needed option. Small 



An IoT-Based Pill Management System for Elderly…                                                          Informatica 46 (2022) 457–468   465 

suggestions like enhancing the aesthetic aspect of the 

prototype and adding biosensors to monitor health 

conditions were given. 

For the relative of subject C, the pill management 

system was appointed as lifesaving. The caretaker of 

patient C declared his full appreciation for the possibility 

to track her relative intakes remotely without moving on 

site. Also, the possibility for the elder to contact his 

caretaker directly via his mobile application was very 

admired.  

Some of the app’s screenshots of the mobile 

application are shown in Figure 5. The first screenshot 

represents the welcome interface of the mobile 

application. An error message is displayed at the bottom 

when a non-registered user attempts to access the 

application. The screenshot in the middle represents the 

interface of the pharmacist programming mode. The 

interface shows the prescription pre-registered by the 

doctor. The pharmacist can switch between the 

programming mode and the filling mode using the buttons 

at the top of the interface. Besides the name of each 

medication, two text fields represent respectively the 

number of the compartment of the medication and the 

scheduled timing of its intake. The buttons “edit” and 

“program” are used by the pharmacist to modify these 

data. The button “final view” at the bottom of this 

interface leads to the third screenshot. In this screenshot a 

general view of the prescribed medication is shown, each 

with the corresponding compartment number and the 

scheduled intake timing. Using the two buttons at the 

bottom of the interface the pharmacist has two options: go 

back and edit the entered information or confirm the 

settings and exit the application.  

6 Discussion 
The results of the initial experiments show that the use of 

the pill dispenser is an efficient solution for pills intakes 

reminding. The developed system differs from the existing 

pill management systems on multiple sides. The existing 

pill dispensers often ignore or miss to address important 

aspects such as: security, privacy, acoustic and eyesight 

deficits, and the safety of the elders. To design this system, 

multiple acts of assistance were provided to ensure the 

implementation of all the important aspects of this specific 

daily activity. Using visual and sound alerts, the system 

offers a maximum assistance. 

While most of the existing systems use either mobile 

notification or pill dispenser’s alarm for medication 

reminders, the proposed system combines both. It uses 

both techniques with gradation. This constitutes the 

unicity of the designed system. Offering assistance 

gradually helps the elders prepare themselves for their 

intake without causing any perturbance. From the 

obtained results providing gradual assistance also 

encourages the elders to take their medication and hence 

improves their medication adherence and their technology 

acceptance. 

The initial findings are very encouraging. The results 

open mainly a discussion on how simple assistive 

technologies can also improve medication adherence, 

which is an important medical challenge. Further studies 

and tests for this approach will be conducted. 

7 Conclusion and future scope 
This paper focused on medication adherence issues in old-

age individuals. A pill management system based on IoT 

has been presented. It is mainly made for the elderly 

suffering from mild cognitive deficits mainly related to 

age such as: memory deficits, initiation deficits and 

planning deficiencies. The significant advantage of this 

system is that it offers gradual assistance through both 

software application and hardware components. In 

addition, the visual and acoustic deficits related to age that 

most elderly suffer from are considered. Thus, multiple 

acts of assistance through mobile notifications, LED 

lighting as well as messages display and sound alarms are 

provided. In order to keep the seniors and the individuals 

living with them safe, the pill dispenser is equipped with 

a locking and unlocking mechanism. 

The proposed system permits not only the elderly to 

have an independent and secure life, but also to reduce the 

burden of caregivers, family members and doctors since it 

allows them to supervise and monitor the elderly’s intakes 

remotely. The proposed pill management system is 

programmed wirelessly only by the pharmacist using 

specific credentials. Furthermore, the user interface is 

developed to be intuitive and adapted for both literate and 

illiterate individuals. 

As ongoing works, more tests and experiments will be 

conducted. The pill dispenser, as well as the mobile 

application will be given to more seniors of different ages, 

and backgrounds suffering from different diseases. More 

health professionals, as well as caregivers will also be 

invited to test the dispenser and its application. The 

remarks and suggestions given during the experimental 

phase will be taken into consideration to enhance the user 

experience. Furthermore, the duration of the experiments 

will be extended. 

In addition, the system will be enhanced with 

additional features and more attention will be given to the 

pill dispenser’s look, as well as the size and conditioning 

of the compartments. To enrich the elderly experience, a 

speaker could be added to provide vocal assistance. 

Another interesting extension for this system would be the 

addition of biosensors such as heartbeat sensors to offer 

health monitoring of the user. In the smart city context, the 

pill dispenser compartment could be equipped with 

sensors such as weight sensors or IR sensors, so that the 

pill dispenser would be able to order pills before running 

out from the patient. Furthermore, a database is about to 

be connected for the whole system to be fully operational. 

Also, a specific printed circuit board (PCB) could be 

designed to embed all of the components and make the 

prototype easy to carry. 
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The information society has significantly changed the field of medicine. Several decades ago when a 

person got sick, a doctor examined a patient and prescribed some medicine with a patient more or less 

unaware of the true nature of the problem. Even if explained, many patients did not understand much due 

to the lack of medical knowledge. Today, knowledge is widely accessible through the web and many 

patients try to self-diagnose or at least get another opinion using popular search engines and specialized 

web applications. However, many of them provide misinformation due to the lack of proper education of 

the provider or the lack of understanding of the user. To overcome these issues, we developed a verified 

medical platform (Insieme platform) that includes medical data, applications and services. This article 

provides a list of applications in the Insieme platform, their descriptions and how to use them. 

 

Povzetek: V prispevku so opisane zdravstvene aplikacije na platformi Insieme. Aplikacije nudijo 

uporabnikom različne funkcije, od osnovnega informiranja do zaznavanja zdravstvenih težav. Poleg tega 

aplikacije pripomorejo tudi k boljši strukturi in razdelanosti platforme Insieme. 

1 Introduction 
The Insieme platform is being developed as part of the 

ISE-EMH project [1], with the collaboration of three 

Italian and three Slovenian partners. The platform is a 

continuation of the EkoSMART project [2], where one of 

the segments was electronic and mobile health. 

EkoSMART was a three-year project where we explored 

the potentials of eHealth systems. The Insieme platform is 

available in English, Slovenian and Italian. The backbone 

of the platform are services. A service consists of a name, 

a short description, and sections. We defined 10 sections, 

but not all sections need to be included in the service. 

In this paper we describe a list of applications in the 

Insieme platform, their descriptions and how to use them. 

They all belong to the field of electronic and mobile health 

(EMH). The Insieme platform includes data on around 40 

applications. We list representative 15 of them and 

describe four in detail. The most relevant Insieme 

applications are: 

 

• Motiphy [3] 

• HEMS-based elderly behavioral change [4] 

• DaVinci [5] 

• Platomics [6] 

• Depression app [7] 

 

• Narcissistic personality disorder app [8] 

• Bigorexia or muscular dysmorphia quiz [9] 

• Schizophrenia app [10] 

• Lymphoma app [11] 

• Thyroid Cancer app [12] 

• ASPO app [13] 

• HEP-Y app [14] 

• Senior helper app [15]  

• Nala-care app [16] 

• Skin vision - skin cancer app [17]  

 

The four applications described more thoroughly are the 

following. The first application, Senior helper, is intended 

for elderly people and their caregivers. It enables the 

elderly to prolong stay in their homes. The second 

application is HEMS (Home energy management system) 

smart house that includes embedded sensors in rooms of a 

house or a flat to help users and physicians to detect 

potential prostate problems. The third one is ASPO 

(Application for informing about sexually transmitted 

diseases). It is a questionnaire which assigns a weight to 

the answers to evaluate the probability that a person has a 

sexually transmitted disease. Finally, the fourth one is 

HEP-Y, the questionnaire for evaluating the probability 

that a person has contracted hepatitis. 
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2 Senior helper 
By the latest statistics, every fifth resident of Slovenia is 

older than 65 years [18]. Here we are denoting every 

person older than 65 years as an elderly. By the year 2050 

every third person will be older than 65 years on the global 

scale [19]. As a consequence, the number of health 

problems in the population will rise, while at the same 

time the number of medical doctors and nurses will 

probably not increase accordingly (but might even 

decrease). To tackle this issue, we need a demographic 

solution or an ICT (Information communication 

technology) solution. We have developed the Senior 

helper application within the Insieme project that 

addresses this problem. The platform builds upon the 

previous H2020 project INLIFE [20]. 

The application consists of two integral parts, one for 

each user role. The first role is the caretaker and the second 

is the senior (the elderly person).  

2.1 The functions of the Senior role 

The senior-specific part of the application has five main 

components: Alarms, Settings, Fall detection, SOS 

function and Contacts. While most of the functions are 

self-explanatory, the fall detection needs more 

clarification. Every smartphone has integrated a special 

chip (MEMS - micro electro mechanical system) to detect 

acceleration. We developed an algorithm for fall 

detection, which measures acceleration in all three axes. 

When the application detects a high acceleration in any 

axis and shortly afterwards none, a fall is reported, i.e., an 

SMS is automatically sent to the caretaker that the fall has 

occurred [21]. In case of a false-positive event, the senior 

has an option to hold the button, which sends an SMS to 

the caretaker that the fall has not occurred.  

2.2 The functions of the Caretaker role 

The caretaker has a comprehensive view of the data of a 

specific senior. This includes additional features 

implementing the inaccessibility function, pedometer, 

location, and alarms. It also has options to view a senior's 

daily activity history.   

The main purpose of the inaccessibility function is to 

enable the caretaker to disable regular messages for a 

particular senior or to set the alarms. The caretaker can 

select one of three options for inaccessibility: none, partial 

or complete. If the caretaker selects no inaccessibility, the 

senior can fully use the application. If he/she selects partial 

inaccessibility, the senior cannot use all the functions, but 

can unlock the partial inaccessibility if he/she remembers 

how to. This can be done if the senior holds the Settings 

button for five seconds or more. If the caretaker selects 

complete inaccessibility, the senior cannot unlock the 

selected functions in any way. In general, the caretaker can 

disable any kind of activities for the senior if the senior 

does not know how to use these functions. 

In the interactions with elderly and caretakers on 

relevant events, such as the workshop in which the 

application was presented to elderly, significant interest 

was expressed in using this application, even by the older 

persons with basic ICT knowledge. Figures 1–2 show 

views, i.e., screenshots of the application. 

3 Detecting prostate problems from 

the HEMS data 
Medical issues with prostate affect men when they get 

older (in their last period of life). More than 50 % of men 

have an enlarged prostate when they are older than 60 

years [22]. Enlarged prostate is not cancer and also, it does 

not lead to cancer. The exact causes of enlarged prostate 

are unknown. Also, some men have symptoms and some 

do not. Men who have these symptoms can either have an 

enlarged prostate or prostate cancer. For both diagnoses, 

the symptoms include difficulties urinating and frequent 

 
Figure 1: Basic view of the Senior role in the Senior 

Helper application. 
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urinating (especially at nighttime). Additionally, blood in 

the urine or burning pain when urinating are the first signs 

of prostate cancer. This application aims at detecting such 

problems in the early stage thus preventing them from 

worsening the condition.   

Several tests exist for diagnosing an enlarged prostate. 

If the patient’s personal doctor cannot determine the cause 

of the problems, he/she can send the patient to the 

urologist for further examination and tests. In the 

following section, we will describe some typical tests 

urologist perform to either confirm enlarged prostate or 

prostate cancer.  

Besides medical tests, ICT solutions for detecting 

prostate problems are also being developed. These 

solutions include, e.g., mobile applications or computer 

systems that assess the parameters from blood and urine 

results [23], [24], [25]. Such programs automatically 

assess the risk (i.e., multivariable risk calculator) for 

prostate cancer. Other systems assess non-medical data. 

For example, we have developed a system that asserts the 

risk of having a prostate problem based on HEMS data as 

described in Section 3.2. 

3.1 Medical procedures for prostate 

problems 

Several medical procedures for detecting prostate 

problems exist. 

Urine test: For this test, a patient urinates into a cup. 

With a special piece of paper placed into the urine, the 

urologist can detect if a person has an infection or if there 

is some blood present in the urine. The blood in urine can 

be a cause of prostate cancer. Although other tests are 

needed, some latest research with a new type of 

biomarkers is promising [26].  

Blood test: Through blood tests, specialists can detect 

abnormal levels of PSA (Prostate-Specific Antigen) [27]. 

PSA is a protein that is produced by the prostate. If a 

person has high levels of protein in the blood, this is a sign 

of prostate cancer or enlarged prostate. But typical 

medical specialists need to make other tests to confirm it. 

Urodynamic tests: This is a group of tests that show 

how the person’s urine is released from the bladder and 

how it is stored in the person’s bladder. Urodynamics is 

the measurement of the relevant physiological parameters 

of the LUT to assess its (dys)function [28]. Some tests 

include flow measuring, where a person pees in a special 

container used to calculate the urine flow. Another option 

consists of a physician placing a thin tube into the urethra 

after the person pees and measuring how much urine is left 

in the bladder. 

Transrectal ultrasound: Transrectal ultrasound was 

first developed in the 1970s. Transrectal ultrasound-

guided biopsy, under local anesthetic and prophylactic 

antibiotics, is now the most widely accepted method to 

diagnose prostate cancer [29]. A technician places a 

transducer into the person’s rectum. While he moves it 

around, it shows different parts of the bladder and prostate 

on the screen while the transducer emits ultrasound waves. 

The obtained images show if there is a tumor in the 

prostate, or if the prostate is bigger than normal size for a 

man that age. 

Biopsy: The transrectal ultrasound-guided systemic 

biopsy is the recommended method in most cases with 

suspicion of prostate cancer. Transrectal periprostatic 

injection with a local anesthetic may be offered as 

effective analgesia [30]. For this test, the physician while 

taking an ultrasound or CT scan inserts a needle into the 

person’s prostate and takes a sample of tissue for further 

laboratory exams. In the laboratory, a technician can see 

under the microscope if it is cancerous. 

 
Figure 2: Settings view of the Caretaker role in the Senior 

Helper application. Home radius setting is intended as a 

geofencing option for people with dementia that are at risk 

of wandering off and getting lost. If the GPS detects the 

user outside the home radius, the application will send an 

alarm to the caregiver. 
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3.2 A HEMS approach to detect problems 

with prostate 

An average healthy person who drinks about two liters of 

liquid (e.g., water) goes to the toilet about six to seven 

times per day (in 24 hours) [31]. Abnormal behavior starts 

when this number is above seven or eight. We developed 

a HEMS-based system for detection of prostate problems, 

which enables the caretakers to detect abnormal urinating 

behavior based on the electricity consumption in the 

bathroom, associated with the bathroom visits. This 

approach may be appropriate for older men who also have 

dementia or problems with memory and thus do not 

count/remember the number of toilet visits, and may serve 

as an early warning system for prostate problems. 

4 ASPO 
The Application for sexually transmitted infection risk 

assessment (ASPO) [13, 32] was designed as an 

informative questionnaire, in which the algorithm assigns 

weights to different answers from the user. Then the 

application sums up all the weights and returns an answer 

in a natural language. Basically, it provides the user an 

overall risk report.  The strong point of the application is 

that it selects the following questions based on the answers 

from the previous questions. For example, if a person 

answered that he/she did not have any symptoms, the 

application will not ask a question regarding particular 

symptoms in the following. The application also consists 

of user stories (personal stories from users who also had 

such symptoms and problems). The application is 

available as a web app [13], and a person can access it 

through a mobile phone, computer or tablet. Figures 3–4 

show an example question from the quiz and the possible 

answers.  

5 HEP-Y 
The liver is an organ that processes nutrients from food 

and drink which we consume. It also has a function to filter 

blood. Due to various reasons (e.g., alcohol abuse, 

medication, or infection by the hepatitis viruses) the liver 

may become inflamed. The main problem for patients is 

that the symptoms are not present at the beginning of 

inflammation, resulting in many patients only seeking 

medical assistance when the condition has already 

progressed very far or is even fatal, and thus treatment is 

difficult.  

To inform the general public about liver issues, the 

researches have created a platform called HEP-Y 

(Application for Viral Hepatitis Infection Risk 

Assessment) [14]. The platform is a continuation of the 

ASPO platform research [13]. As ASPO, HEP-Y also 

implements questionnaires. For this purpose, it uses a 

special data structure called a queue. Every question has 

an assigned id and an order property. When the user begins 

answering questions, the platform constructs a priority 

queue based on this order. Each question includes several 

(possible) answers. Every answer also includes a set of 

references to the questions that should not be provided to 

the user if he/she chooses this answer. For example, if the 

user selects an answer with reference to question no. 3, the 

system removes question no. 3 from the queue [33]. This 

approach allows the user to reach the risk assessment in 

the most straightforward and user-friendly way. A 

screenshot of the platform is shown in Figure 5.  

6 Conclusion 
We presented the most relevant applications available on 

the Insieme platform. This included the Android 

application for elderly, Senior Helper, which is fast, 

responsive, and easy to use. A HEMS-based approach for 

detecting problems with prostate was also presented. 

Finally, we described the ASPO and HEP-Y applications 

that implement questionnaires and share similar algorithm 

for generating questions. The ASPO web application 

estimates the risk of a person having a sexually transmitted 

disease, while HEP-Y does it for hepatitis. Overall, we 

believe that the Insieme platform has a potential for 

disseminating information about a large variety of health-

related applications developed by several academic and 

private entities. 
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Figure 3: An example question from the questionnaire of 

the ASPO web application. 

 

 
Figure 4: The user interface with an example question 

from the questionnaire of the ASPO web application (in 

Slovene). 
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In the European Union, the necessity to help patients providing them with an equal, even if differentiated, 

kind of information about healthcare options is increasing. Patients have the same rights in any country 

to access prevention, diagnosis, and treatment of any type of disease. To achieve this end, the quality of 

information provided to the patients is crucial. Digital approaches aim at helping doctors and in general 

caregivers to reach all the patients to improve their empowerment, participation, and quality of life. In 

this paper, many questions are raised, and some solutions are provided including the INSIEME platform, 

where information about patient associations, companies, public and private services related to different 

types of pathologies in three languages are included. 

 

Povzetek: Digitalne rešitve pomagajo zdravnikom in skrbnikom pri dostopu do pacientov z namenom 

izboljšanja kakovosti življenja pacientov. V članku je predstavljenih več vprašanj, ki se nanašajo na 

uporabo digitalnih tehnologij pri interakciji s pacienti. Poleg tega so predstavljene tudi izbrane rešitve, 

vključno s platformo INSIEME. INSIEME nudi podatke o združenjih bolnikov, podjetjih ter javnih in 

zasebnih službah, ki so povezani z različnim vrstami patologij. Vsi podatki so na voljo v treh jezikih.     

 

1 Introduction
On 23 September 2020, during a virtual event organized 

by the European Cancer Organization (ECO), the 

European Code of Cancer Practice was launched. The 

Code is a citizen and patient-centered accessible statement 

of the core requirements for good clinical cancer practice, 

with ten key overarching rights of what a patient should 

expect from their healthcare system, supported by a plain 

language explanation [1].  

Actually, the first Declaration on the Rights of Cancer 

Patients (Oslo) [2] dates 2002. Nevertheless, many 

principles are just a statement on paper and there is a long 

way to make them a reality. 

The ten patients' rights of the 2020 Code are available 

in several European Community languages. Many of the 

points relate to the topic of patient information, in 

particular points 2 and 5, even if the information topic is 

crosscutting to all ten principles.   

In detail, Principle 2 is about the Information and 

states: “You have a right to: Information about your 

disease and treatment from your medical team and other 

reliable sources, including patient and professional 

organizations. Patients should be informed that they can 

ask questions about the diagnosis, treatment, and the 

consequences of the disease and/or its treatment, as well 

as receiving information on nutrition, physical activity, 

psychological aspects, etc. The hospital should also refer 

the patient-to-patient organizations which can provide 

invaluable information and support at many levels” [3].   

Furthermore, Principle 5 is about Shared Decision-

Making and states: “You have a right to: Participate in 

Shared Decision-Making with your healthcare team about 

all aspects of your treatment and care. Increasingly in the 

era of patient-centered care, a shared or collaborative 

approach is being employed, in which a doctor 

recommends treatment but takes account of the patient’s 

situation and views after careful discussion”. 

 Also, the Picker Institute, a leading healthcare 

European charity researching patient and staff experience 

of care, has worked to promote the idea of person-centered 

care and defined the eight Picker Principles of Person-

Centered Care, setting out a framework for understanding 

what matters most to most people, and what constitutes 

high-quality person-centered care [4]. One of the 

principles is about clear information and communication 

and enounce the importance for people to receive reliable, 

high quality and accessible information at every stage of 

the care process. The information should support people 

to make an informed decision and manage the care. 

mailto:chiara.cipolatmis@gmail.com
mailto:kamy1769@gmail.com
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The rest of this paper is structured as follows. Section 

2 presents an overview of the approach for designing IT 

healthcare solutions. The key questions that should be 

addressed when designing such solutions are discussed in 

Section 3. Finally, conclusions are given in Section 4. 

2 Methods 
Before designing an IT solution, it is necessary to analyze 

different key elements. Some of them are usually given for 

granted, e.g., the quality information evaluation and its 

impact on the solution. Therefore, the 5Ws for digital 

platforms have been considered when designing a 

platform for patients: why, what, who for, who with, 

where and how. 

In the next section we will focus on the topic of health 

literacy and the evaluation of the information for lay 

people both written and online. We will also present the 

INSIEME platform, which contains the information that 

was chosen according to the considered key elements. 

3 Key topics on information in e-

health 
There are several questions that need to be addressed when 

designing an IT healthcare solution. In the following 

sections we present the key questions and discuss about 

possible solutions.   

3.1 Why do we talk about information in 

e-health? 

The information, and communication as well, are part of 

the healthcare and the healthcare is becoming more and 

more digital. WHO defines eHealth as the cost-effective 

and secure use of information and communications 

technologies in support of health and health-related fields, 

including health-care services, health surveillance, health 

literature, and health education, knowledge, and research. 

Clear evidence exists on the growing impact that eHealth 

has on the delivery of healthcare around the world today, 

and how it is making health systems more efficient and 

more responsive to people's needs and expectations [5]. It 

is a fact that the Web is now part of patients’ daily life, 

and/or that of their loved ones. 

3.2 Why is it so important to be careful 

regarding online health information? 

In the internet era, people have to disentangle themselves 

from the huge amount of information that they find on the 

Web. Information overload sometimes means making 

information useless, but a good information is necessary 

to empower patients and citizens in making decision about 

their health. Two important factors are to be considered 

related to quality information: Health literacy and 

Evaluation tools of health information for people. 

3.3 What is health literacy? 

Health literacy is the ability to access, understand, 

appraise, and use information to make healthy choices [6]. 

There are skills that make a person able to get the right 

information both on the prevention and health promotion, 

as well as on the treatment aspect. When a person has a 

good level of health literacy, he/she can better understand 

what is communicated to him/her by health services. 

Health literacy is a critical aspect for all the countries, but 

above all for the countries where the general level of 

literacy and numeracy competencies are low. This is 

because there is a correlation between low health literacy 

and low level of adherence to the care, and low 

consciousness regarding the prevention actions. 

For cancer patients, literacy is even more important. 

As stated in the document Health Literacy and 

Communication Strategies in Oncology: Proceedings of a 

Workshop [7], health literacy is a critical skill for engaging 

in healthy behaviors to reduce disease risk and improve 

health outcomes across the continuum of cancer care. Low 

health literacy among patients with cancer is associated 

with poor health and treatment outcomes, including lower 

adherence to treatment, higher rates of missed 

appointments, and an increased risk of hospitalization. 

Low health literacy can also impede informed decision 

making. 

Improvement of health literacy depends on the level 

of education, long life learning, and public policy on 

health literacy defined by the healthcare 

system/organizations. Health literacy on cancer 

information is challenging for frequent Internet users. As 

some authors state, health professionals, information 

specialists and librarians should orient people to reliable 

sources [8]. There are different tools in many languages 

for evaluating health literacy level of people related to 

different fields [9, 10].  

3.4 Why and how should we evaluate the 

health information resources? 

Evaluation of health information resources is a key 

process for increasing the information understanding by 

people. This task should be performed by healthcare 

organizations to guarantee the best quality of information 

to their users/patients. The Centro di Riferimento 

Oncologico di Aviano (CRO) IRCCS, along with the 

IRCCS-AUSL from Reggio Emilia, Italy developed the 

ETHIC Evaluation Tool of Health Information for 

Consumers as an instrument to easily evaluate the formal 

aspects of the written and online information resources for 

patients [11].  This tool is now under a strict process of 

validation that includes different aspects of patient 

centered care, as part of a research project granted by the 

Italian Ministry of Health with the title “Changing the 

future: can we effectively improve patient education and 

its effectiveness in cancer care?”. This project is the 

continuation of a very successful previous one about the 

power of patient education activities in empowering 

patients [12, 13]. 

Paying attention to the formal aspects of information 

resources [14] is one of the requirements for improving 

information literacy. It means evaluating the title and the 

authorship of the patient handouts, guides, booklets, 

webpages, the accuracy of date, the suitability of the 
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images to the text, the readability of tables and figures, the 

simplicity (but not banality) of the language, the 

transparency of possible sponsorship etc. Actually, plain 

language is writing designed to ensure the reader 

understands as quickly, easily, and completely as possible. 

Plain language strives to be easy to read, understand, and 

use [15]. 

ETHIC includes the utilization of an application to 

evaluate the Gulpease Index, a measure that calculates the 

readability of a text based on the length of words 

(measured in number of letters), the number of words, and 

the length and complexity of sentences. 

To sum up, we can state that formal aspects of 

information is not only important when we are dealing 

with scientific publications [16], but also when we are 

dealing with information resources for lay people are not 

only formal but real indicators of quality information. 

Furthermore, it is important to remember that, since 

1998, the Health On the Net Foundation (HON), a no-

profit organization of UNESCO, proposed the HONcode 

certification based on eight ethical principles and a 

verification process [17] to address the quality of the 

medical Internet. The HONCode certification is certainly 

one of the most successful initiatives in term of quality 

information warranty also because of its revisions [18]. 

Integrating the above tools in building a portal of 

online information for patients and citizens should be a 

must in the current Internet era. 

3.5 Which are the patients’ and citizens’ 

frequently asked questions? 

The e-health solutions should also consider the questions 

that people are asking on the Web about their health 

conditions. Some of the frequently asked questions are: 

• Where can I find an inexpensive accommodation near 

the hospital where I have to go for treatment? 

• What can I do to help my loved one not to give up...? 

• What can I eat to help me get better? 

• Where can I find someone who can tell me exactly 

what my rights are in relation to my work? 

• Who can tell me whether this supplement is safe or 

there is a risk of interaction with my cancer treatment? 

• Can I easily book online an exam? 

• What physical activity is suitable to my condition? 

Asking for the previous questions, a person can find 

many reliable heath resources on the Web. In addition, by 

talking with people who have experienced some 

treatments such as forest bathing, one can find information 

about this opportunity near him/her. Forest bathing is a 

practice, known in Japan as shinrin-yoku, consisting of 

slow walk into the forest, being calm and quiet amongst 

the trees, observing nature around you whilst breathing 

deeply. This practice can help both adults and children de-

stress and boost health and wellbeing in a natural way. 

There is literature also related to cancer patients [19] and 

experiences in our interregional area as well [20]. 

There is a need to integrate in one place all these 

different resources and also to let people find them exactly 

when they need them. 

There is a huge amount of associations and 

authoritative bodies offering online heath information 

such as websites, guides, FAQs, interactive booklets, 

forums, services, commercial sites, chats etc. But very 

often, people rely on the Google’s page ranking and read 

the Google’s knowledge panels and featured snippets [21]. 

However, the question is whether what is found online is 

really helpful to patients when they need help [22]. 

According to the 2022 Italian Censis Annual Report 

on Welfare and Health, 66.9 % of the respondents to their 

survey search autonomously on the Web about their own 

health condition, 41.6 % have a dialogue with their 

clinicians, 94.3 % still hope for a real patient centered 

care, and 93 % is expecting tailored care based on the 

patients’ needs, focused on the continuity of care. 

Nevertheless, more than 92 % of the respondents rely on 

their doctors and healthcare professionals [23]. 

Therefore, the fragmentation of the resources that 

people can find on the Web, even if optimal resources, is 

a poor answer to the patients’ needs.   

3.6 What is really missing? 

Currently, patients really miss an accessible digital web 

app ecosystem ensuring that they can be always up to date 

with their medical information but also find information 

about important aspects such as nutrition, sexual life, 

physical activity, communication with loved ones, rights 

etc. Furthermore, it would be important for a patient to see 

all his/her upcoming and past appointments in one place. 

It is very useful also to have the option, in the same 

electronic place, to record his/her own symptoms or side 

effects at any time and share them with his/her treating 

team during next visit. Virtual and physical aspects can 

walk together with patients can feel more empowered 

when using patient-centered mobile applications, and 

mobile applications have potential for improving 

collaboration with healthcare professionals and care 

coordination [24]. 

There is a long way to go but this is the right direction. 

The INSIEME platform (https://ise-emh.eu/) developed 

by an interdisciplinary team within the ISE-EMH (Italian-

Slovene ecosystem for electronic and mobile health) 

Italian-Slovene Interreg project [25], is a prototype having 

the potential to give a correct answer to the patient’s 

needs. The platform aims to share good practices between 

the two countries to increase the mutual benefits. Other 

than information related to the primary care, the contents 

are enriched with secondary aspects that are important 

during and after the therapy. Even specific applications 

were developed to help people (e.g. elderly patients) 

during daylife. INSIEME includes the following 

categories: Hospital services, Social services, 

Physiotherapy services, Physical activities opportunities 

and related opportunities, Psychological services, 

Accommodation services for patients and/or family 

members, Information and counselling services about 

health topics and patients' rights, Administrative services, 

Local social and health services – screening, Local social 

and health services - palliative care, Voluntary 

associations, Independent information on cancer, 
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Independent Dr Information Desk and Information on fake 

news. Some aspects are peculiar such as the program 

Forest Bathing, and the module for appropriate 

communication with patients during the normal life based 

on cognitive science, which aims at preventing the 

development of pathologies. 

The creators of the INSIEME platform were 

instructed about the above described issues and principles, 

and they acted to assure that the data provided on the 

platform are reliable. The information was collected by 

medical professionals and cancer information experts to 

guarantee that the information is good both about content 

and formal aspects. 

4 Conclusion 
Online health information is a resource only if it is of good 

quality and well-integrated in an ecosystem tailored on the 

patients’ needs. Most of the time people use search 

engines or friends as a source of information to find a 

solution to their problems. In this context, there is an 

urgent need to provide free services for the patients where 

professionals take care both of content and formal aspects 

of information to bridge the gap between healthcare 

providers and citizens. The INSIEME platform could be a 

solution in which all the actors of the healthcare system 

(private and public) are included. 
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Nowadays, a massive amount of data leads to cause network traffic and inflexible mobility in future 

mobile networks. A new Group Mobility Model (GMM) named MoMo is introduced that addresses the 

issue of the aforementioned problems. Even though, software defined network (SDN) is functional with 

network-rooted mobility protocols that enhance the network efficiency. Some existing network-rooted 

mobility administration methods still undergo handover delay, packet loss, and high signaling cost 

through handover processing. In this research work, SDN-based fast handover for GMM is proposed. 

Here, the neighbor number of evolving node transition probabilities of the mobile node (MN) and their 

obtainable resource probabilities are estimated. This makes a mathematical framework to decide the 

preeminent number of the evolving nodes and then allot these to mobile nodes virtually with all 

associations finished by the exploit of Open-Flow tables. The performance examination demonstrates 

that the proposed SDN rooted GMM technique has the enhanced performance than the conventional 

handover process and further technique by handover latency, signaling cost, network throughput, and 

packet loss. 

              Povzetek: Predstavljen je nov sistem MoMo kot model mobilnosti grup v modernih omrežjih.

 

1   Introduction 

According to the statistics of mobile 

technology, an extensive increase has been made in the 

past 20 years and it is continued drastically in the near 

future [1]. Nowadays, the mobile communication 

network handles immense amount of data which leads to 

cause network traffic. Thus the network uses advanced 

technologies such as Artificial Intelligent, Internet of 

Things, and Software Defined Network (SDN), which 

eagerly support the network bandwidth [2]. In future 

mobile network, mobile video traffic is the main factor 

that should be compensated by virtual architecture. This 

infrastructure is based on Software Defined Network 

which provides flexible and on-demand service to the 

future 5G/6G mobile network. A software defined 

networking (SDN) is a programmable network 

architecture composed of three layers, namely, 

infrastructure, control, and application layer, 

respectively. Open flow is a bidirectional link which is 

used to direct the signalling message between the 

underlying network planes and SDN controller. Higher 

flexibility, better resource allocation, and improved 

performance are the potential benefits that should be 

governed by SDN [3]. In 5G/6G, the dependency of  

 

 

SDN’s physical network is being reduced to generate 

high Quality of Service (QoS). 

Ultra-dense network, a dense coverage model 

which supports high bandwidth in future mobile network 

(5G/6G) [4-6]. However, the dense network is not 

suitably able to perform the handover process using the 

conventional mobility model. Thus the network is 

required to change the mobility model to enhance the 

network performance. This effectiveness not only 

improves the handover process but also maintains high 

on-demand resource allocation and better QoS. To 

improve handover efficiency, mobility model selection 

plays an essential role in it. A Beam forming concept is a 

flexible operation meant to increase the available 

resources usage to sustain QoS [7]. 

However, the aforementioned technologies such 

as SDN and ultra-dense network perform data 

forwarding task with centralized mobility management 

(CMM), i.e., mobile anchor (MA) for home agent and 

local mobile anchor (LMA) for network routing 

respectively [8]. It is a central agent, that serves to 

sustain MN locations and redirect the traffic to them. 

CMM approaches handles some obstacles such as low 

scalability, high overhead, single node failure, etc. The 

following issue have been resolved using a new 
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paradigm named as Distribution Mobility Management 

(DMM) [9]. DMM is a distributed through the mobility 

agent to overcome the single node failure because if a 

mobility agent is failed to perform their job, then the 

other mobility agent within the network will take over 

the job of the failed node. This arrangement is being 

reduced the mobile data traffic by improving the 

handover delay, scalability, etc. More investigation was 

performed to confirm the SDN based DMM technology 

and it is noted in several literatures [10-12]. 

In a general viewpoint, the mobility model is 

categorized as individual and group mobility model [13]. 

These two agents are continuously making a handover 

service to mobile nodes (MN). Group mobility model 

(GMM) is a mobility pattern described to predict the 

movement of the mobile node in terms of continuous 

changeover time such as velocity, location, and 

acceleration [14]. In this model, each of the mobile 

nodes moves randomly together within the group using 

Random Waypoint approach [15] and Reference Point 

Group Mobility Pattern (RPGP) [16]. Both group 

mobility and individual mobility are used DynnaMo 

approach which provides a memory related model. The 

MoMo model combines memory-based individual model 

and flexible group model which increases the accuracy 

of the mobility model [17].  In this paper, we proposed 

software defined network based MoMo model for future 

mobile network to reduce the handover latency, 

signaling cost, and packet drop ratio. 

The contribution of the proposed SDN based GMM 

work comprises of: 

• The proposed model incorporates the mobility 

management module (MME) and admission 

control module. The MME includes the 

evolving node (EN) transition probability 

estimation and evolving node selection engines 

which are in the handover preparation phase. 

• In the handover preparation phase, EN 

transition is computed for each neighbor node 

so that EN_ID is updated periodically. 

Therefore, the estimated EN_ID is transferred 

to the Open Flow table of the mobile node. If 

the current EN duration is expired, then 

automatically the MN node checks the optical 

flow (OF) table and chooses the next evolving 

node. The target EN influence OF table and it 

can find that the respective MN_ID is included 

in this table, then it will send handover 

acknowledgement to the MN. This concludes 

that both EN and MN nodes start preparing 

access to exchange their messages.  

• In the handover phase, the grouping of each 

node is checked periodically based on two 

condition, namely, free state and forced state 

process.  

• Finally, the handover performance such as 

handover latency, throughput, signaling cost, 

and packet loss are assessed for the proposed 

work which shows outperformed efficiency 

than the exiting GMM technique. 

The association of this work is offered as pursues: 

Section 2 explains the literature review on recent SDN 

based mobility models. Section 3 describes the working 

of the proposed SDN based handover technique for 

future mobile networks. Section 4 portrays the 

simulation results and discussions. Lastly, section 5 ends 

the paper chased by the references. 

 

2   Related work for research 
 
Several existing works of mobility model with its issues, 

improvisation and challenges were discussed in this 

section. 

Chung-Ming Huang et al. [18] presented a 

Bursty Multi-Node Handover using partially DMM 

(BMH–DMM) which uses a control scheme to tackle the 

handover problem. The proposed technique applies three 

procedures, namely, choosing MAAR candidate, 

handover preparation, and handover phase to 

simultaneously exchanging the query message to 

destination. Therefore, the approach uses a set of control 

schemes to minimize the handover delay and redundant 

message in Layers 2 and 3. In phase 1, 

Link_Going_Down (LGD) event is initiated from the set 

of mobile nodes (MN) which directs their message to 

MAAR1. After receiving the message, MAAR1 

precisely needs to select proper destination 

among𝑀𝐴𝐴𝑅𝑖. Thus, MAAR1 derive score value for 

each 𝑀𝐴𝐴𝑅𝑖 by using scoring function. After identified 

the score function from𝑀𝐴𝐴𝑅𝑖, MAAR1 establish a 

handover preparation to MAAR2. Finally, MAAR2 

registers the CMD and handover the packet to the 

destination using a bidirectional tunnel. The benefit of 

this framework is to reduce the handover delay, packet 

loss, and signaling bandwidth but suffer from data 

integrity problem.  

Luca Cominardi et al. [19] presented a more 

realistic network named as SDN with DNN technique. 

Packet delivery route is being optimized by reconfigured 

VLAN which shows a lack of scalability. Therefore, a 

new packet delivery procedure introduced by Sunghong 

Wei [20] processed through a soft anchor. It becomes 

more reasonable when combining the SDN technology 

with hybrid DMM method. Possibly, the approach of 

SDN based hybrid DMM (S-hDMM) is very effective to 

minimize high signaling cost. It performs two modes of 

procedure, namely, initial registration and handover. In 

registration procedure, the Optical Flow Switch (OFS) 

start receives the MN’s message and forwards to S-

hDMM. The controller creates the binding catch entries 

to update the MN’s IP address to the OFS table. After 

the ended registration, the handover process occurs. 

Choosing the best anchor is an important factor which 
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reduces packet loss during training. OFS, a soft anchor is 

the best choice to reconfigure the packet delivery route 

for higher efficiency.  

Battulga, Davaa, sambuu et al. [21] developed a 

distributed mobility model for selecting a mobility 

anchor (MA). The paper implemented some factors to 

select the mobility anchor based on cost function. 

Handover procedure provides the serving and target cells 

to transfer context information in which the handover 

commands return back to the subscriber at the end. 

Indispensible to note that the respective model is much 

effective to enhance the load balancing, packet delivery 

cost, and proper handover procedure but suffer from 

signaling performance.  

Yong-hwan Kim et al. [22] presented a 

software-designed network (SDN) based on DMM for 

improving the LTE/EPC network performance. In 

conventional LTE/EPC networks, improper separation of 

data and control plane functionality may degrade the 

handover latency and radio resource allocation in Inter-

technology. These issues are being resolved by the 

proposed architecture in the way of distributing the data 

plane through the gateway closer to the UEs, a 

centralized control plane virtually, and by clearly 

separating the control plane and data plane. The 

following procedure has to solve the latency problem, 

but the architecture becomes more complex than the 

other network because the system is virtually in-built. 

Another approach of the newly upgraded model named 

group mobility tolerates a valuable solution to the data 

exchanging mechanism. Cherry Ye Aung et al. [23] 

systematically reviewed a GMM by designing an 

accurate mobile ad hoc network (MANET). In this 

scenario, the author focuses on the categories of 

grouping model. Based on the movement of group 

members, the model is classified into four classes which 

independently control the location of an adjacent regions 

while moving. The review paper explains the movement 

of each group and their design features. Vehicular 

cognitive radio node is an application-oriented task 

utilized to make secure communication based on group 

mobility management (GMM) and is developed by Mani 

Shekhar Gupta et al. [24]. Potentially, the model chooses 

an improved network resource to achieve high 

throughput. Nevertheless, the network occupies 

congestion while performing mobility.  

3   Proposed methodology 

With the elevated challenging and the rising of 

mobile users (MU), the mobile network undergoes 

several issues such as handover (HO), data traffic, 

network routing, reliability, scalability, network 

signaling etc. To gather the inclination of increasing 

MUs, a novel group-based mobility management method 

is proposed to resolve the most challenging HO issue. 

Here, the particulars of the proposed SDN-based Fast 

HO control technique for GMM (SDN-GMM) are 

presented. A novel Group based mobility management 

(GMM) method, named MoMo is proposed by utilizing 

distributed mobility management (DMM). Different 

from the existing methods, the backward fast HO 

method is employed, which permits SDN to have an 

elevated possibility to end the HO training processing 

prior to detaching from the present sub-network, to 

diminish the packet loss rate and HO latency. The 

proposed novel GMM has three phases of operation 

namely Initial Phase, HO Preparation phase and HO 

Phase. 

3.1   Initial phase 
 

The MN is still associated with previous access points 

(AP) that detect the next AP. It established a signal 

strength which is advanced than the predefined threshold 

and is the uppermost one amid the sensed APs; then 

simultaneously the MNS threw the report message 

enclosing the next AP information to the initial one. 

 

3.2   Handover preparation phase 

This phase comprises of two modules such as the 

mobility management module and admission control 

module. This phase administers the dummy small cells 

and MNs in the data plane for mobility management. 

Furthermore, the mobility management entity (MME) is 

made to handle the HO procedure. In this way, the 

required mobility related data, for instance, the MN 

subscription data, mobile identification, and tackling trail 

area posts are attained. The mobile node id (MN_ID) and 

Evolving Node id (EN_ID) parameters are employed for 

MNs and small cells [25]. In the proposed SDN –GMM, 

MoMo model, the number of evolving nodes in the 

network contains a hexagonal architecture. This utilizes 

the automatic neighbor relation (ANR) function of 

evolving node count by which the neighbor relation 

tables are updated. Accordingly, the proposed SDN-

GMM MoMo model reaches the valid neighbor relations 

of the evolving new nodes from these tables. Figure 1 

demonstrates the proposed network architecture. 

After calculating the transition possibilities for 

the neighbor evolving nodes, an obtainable resource 

probability of these neighbor evolving nodes is 

projected.  According to the outcomes of this procedure, 

the next evolving node are estimated and allotted 

virtually to the MN before the movement. Thus, the 

predicted EN_ID is moved to the Open Flow (OF) table 

of the MN. Moreover, the time for this evolving node is 

computed and given to the value OF table of the MN. 

Every aforesaid method is performed for all evolving 

nodes situated on the MN movement path.
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Figure 1: The proposed network architecture 

 

If the time of the present evolving node 

closes, then MN views OF table to estimate the next 

evolving node. Accordingly, as revealed in Fig. 1, the 

MN propels a HO appeal to the identified target 

evolving node. The contact amid the MN and target 

evolving nodes is performed on the random-access 

channel (RACH). In future mobile networks, the 

RACH is utilized by MN to start the session with an 

arbitrary access preamble throughout the primary 

movement of the connect process. In addition, this 

preamble comprises the MN_ID. Next, goal evolving 

node manages OF table to discover this arriving 

MN_ID. If this MN_ID is integrated in the table, HO 

response is given to the MN. This response specifies 

that the HO appeal is established by the evolving node. 

Then the connect process continues amid the MN and 

evolving nodes  

with the equivalent message series as downlink shared 

channel (DL-SCH), uplink shared channel (UL-SCH). 

Here, the delays observed in the HO training stage are 

investigated. If the MN_ID is not identified, this 

request is transferred to the controller. The controller 

updates the set OF tables accordingly. 

 

 

 

3.3   Handover phase 

The HO phase is followed by the HO preparation 

phase. This phase describes the connectivity steps of 

the nodes in the SDN based intelligent future network. 

The proposed SDN-GMM based MoMo model defines 

the binding conditions related tophysical proximity 

between the nodes. The binding condition between two 

nodes namely i  and j are in same group, are referred to 

as group mates, and is defined as in (1) 

𝑑𝑖𝑗 ≤ 𝐷𝑐                                                                      (1) 

Where, 𝑑𝑖𝑗 = 𝑑𝑗𝑖is the distance among nodes𝑖and𝑗. 

Ifthe binding condition in Eq. (1) is satisfied, the two 

nodes are said to be distance 𝐷𝑐connected. Consider a 

group of size M. For the generic node 𝑗the set of 
𝑀𝑗

𝑐group mates that the node detects as connected is 

called its connected set. The ratio between 𝑀𝑗
𝑐and the 

total number M of group mates is called grouping 

factor𝜌𝑗 in (2): 

𝜌𝑗 =
𝑀𝑗

𝑐

𝑀−1
                                                                    (2) 
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The behavior of node 𝑗 depends on the grouping 

condition (GC) defined on 𝜌𝑗 in (3): 

𝜌𝑗 ≥ 𝜌𝑚𝑖𝑛                                                                  (3) 

where the grouping threshold 𝜌𝑚𝑖𝑛  is a tunable model 

parameter. Every node occasionally verifies whether 

the GC is satisfied, with period ∇𝑢 based on the result, 

the node penetrates in anyone of the two subsequent 

states like free and forced: 

• Free State occurs when the GC is satisfied. 

Here the node freely moves based on the 

boundless mobility model; 

• Forced state occurs when the GC is not 

satisfied. Here the node travels towards the 

closest group mate, k, is not part of its 

connected set, to improve its grouping factor. 

The speed variables 𝑣 and 𝜃 are set as in (4) 

and (5): 

𝑣 = 𝑣𝑚𝑎𝑥                        (4) 

𝜃 = {
𝑚𝑖𝑛(𝛽𝑘𝑗 , 𝜃𝑜𝑙𝑑 + 𝛾𝑚𝑖𝑛𝑇𝑙𝑢), 𝑖𝑓𝛽𝑘𝑗 ≥ 𝜃𝑜𝑙𝑑

𝑚𝑎𝑥(𝛽𝑘𝑗 , 𝜃𝑜𝑙𝑑 − 𝛾𝑚𝑎𝑥𝑇𝑙𝑢), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                            

(5) 

Where, 𝛽𝑘𝑗 = 𝑎𝑟𝑐𝑡𝑎𝑛 (
𝑦𝑘−𝑦𝑗

𝑥𝑘−𝑥𝑗
),(𝑥𝑘 , 𝑦𝑘) 𝑎𝑛𝑑 (𝑥𝑗 , 𝑦𝑗)are the 

locations of nodes k and j, respectively,𝜃𝑜𝑙𝑑 is the previous 

direction, and𝑇𝑙𝑢  is the time elapsed while the final 

position update1. Equations (4) and (5) ensure that node 

j attains the chosen group mate k in the shortest probable 

time frame, while evading although, destruction of the 

limitation on linear and angular speed.

 

 

 

 

 

 

 

 

Figure 2: Example of the function of the SDN – GMM MoMo mobility model for a group of 8 nodes 

In Fig 2 a), the measured node (black node) is linked to 

three striped nodes in its collection, out of its 7 group 

mates, and the grouping factor 𝜌= 3/7 calculated by the 

node is lesser than the necessary𝜌𝑚𝑖𝑛 . As a result, the 

node goes in forced mode and travels towards the nearby 

group mate among its connected set. The node preserves 

this behavior until the GCis is satisfied, evolving 

towards the situation in 2. b), where the range of the 

connected set is increased to 4, corresponding to𝜌 ≥

𝜌𝑚𝑖𝑛 .
 

The behavior defined in the forced mode, that is, moving 

towards the closest group mate not in the connected set, 

is not the only possible one. More complex behaviors, 

e.g., moving towards the centroid of the points of group 

mates, can be easily established in the framework of the 

proposed SDN –GMM MoMo model. Figure 

2demonstrate an instance of the application of the SDN –

GMM MoMo model in the case of a group of 8 number 

of nodes with 𝜌𝑚𝑖𝑛 = 0.5. Lines between nodes indicate 

connectivity for the SDN –GMM MoMo mobility 

model. In Figure 2a), the size 3 of the connected set for 

the black node leads to a grouping factor 𝜌= 0.43. The 

GC is thus not satisfied, and the node moves to the 

closest group mate not part of its connected set, until the 

condition is satisfied as in the configuration shown in 

Figure 2b, in which 
cM  = 4, 𝜌= 0.57). 

The definition of connectivity, and the corresponding 

meaning of the threshold cD  , is a key feature in SDN –

GMM MoMo. The replicate for a flexible definition of 

the theory of associated, rooted on the application 

scenario: 

• connectivity related to radio communications - here 

two nodes are associated either during a straight 

radio connection (physical layer associativity), while 

they are in the radio range, or during conveying, 

assured by additional group mates (network 

associativity); 

• connectivity is rooted on a radio-independent 

constraint - for instance, if a collection will become a 

security team, material visibility may correspond to 

association: a team member will go freely until it is 

capable to view a minimum count of team members, 

and travels nearer to the extra members of the team 

when the circumstance is not met any longer. 

(a) (b) 
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4   Simulation results and discussions 

In this section, the HO presentation is evaluated 

with the proposed SDN- GMM model and estimates 

performance metrics including signaling cost, average 

HO latency, and packet loss rate. The simulation result 

of the proposed method is estimated by using NS-3 

network simulator version 3.26. It is a discrete-event 

network simulator using the Open Flow module. By 

using it, the HO process working is verified. The 

simulation environment comprises of four sorts of 

network essentials with 50 MUs, 10 routers that manage 

10 APs, 10 corresponding nodes, and 802.11n 

infrastructure. The simulation is continuously performed 

for 30 times to discover the regular outcomes. 

4.1   Signaling cost 

The signaling cost is described as the HO 

mobility binding update overhead acquired throughout 

the HO processing. Hence, the signaling message 

delivery cost of the mobility management protocol is 

reliant on the result of the count of network hops, the 

dimension of a signaling message, and the weighting 

aspect in a wired and wireless network. In the proposed 

SDN-GMM method, the worldwide assessment allows 

SDN Controller to gain the agent router and manage 

signaling messages in MNs’ HO processing. The MME 

and the MODULE are termed to hold mobility 

administration and handle MNs’ registrations for having 

the GMM service. Thus, the signaling cost of the SDN-

GMM technique is articulated as in (6) 

𝑐𝑜𝑠𝑡 = 𝜇 [

ℎ𝐿𝑖𝑛𝑓𝑜𝑟𝑚ℎ𝑜𝑝𝑀𝑁−𝑟𝑜𝑢𝑡𝑒𝑟

+𝜌𝐿ℎ𝑖ℎ𝑜𝑝𝑟𝑜𝑢𝑡𝑒𝑟−𝑟𝑜𝑢𝑡𝑒𝑟

+𝜌𝐿ℎ𝑎𝑐𝑘ℎ𝑜𝑝𝑟𝑜𝑢𝑡𝑒𝑟−𝑟𝑜𝑢𝑡𝑒𝑟

]              (6) 

Where h and ρ are wired and wireless link’s weight 

factor, µ is the arrival rate of each MN via router, 

Linform refers to the dimension of handover message, 

Lhi and Lhacks indicates the dimension of HI and Hack 

message respectively, hop specifies the connection 

between two nodes. 

An advantage of the proposed SDN-GMM process is the 

decrease of the control packets for MN’s and over 

processing. Figures 3 and 4portray the difference of the 

signaling cost rooted on diverse MN’s velocities and 

different counts of hop counts. When the MN velocity is 

improved from 5 to 30 m/s and the count of hop count is 

augmented from 1 to 10. The count, MN velocity, and 

radius of cells of necessary binding update messages by 

the proposed SDN-GMM method is less than that of the 

traditional approach such as CMM [26], S-hDMM [20] 

and GMM [27]. The proposed technique achieves 187, 

243, 300, 357, 419, and 498 signaling costs per packet 

versus m n’s velocity from 5 to 30 m/s. Similarly, 

considering the signaling cost versus hop count and it 

shows that the proposed method attains 250, 272, 295, 

309, 332, 340, 375, 391, 427, and 439signalling cost per 

packet from 1 to 10 hop counts respectively. 

The result of radius of the cell is pursued: the larger 

radius indicates the lower HO occurrence rate. Thus, the 

necessary binding update message decrease when the 

cell’s radius enhances. Although the cell’s radius is 

improved from 100 to 350 m, the count of signaling 

messages of the proposed SDN-GMM technique is also 

lower than the existing techniques. In this analysis result, 

the proposed SDN-GMM model attains an improved 

output of 990, 442, 384, 216, 206, and 185signalling cost 

efficiency for 100, 150, 200, 250, 300 and 350 radius of 

cell in meters respectively. The comparison graph of 

handover signaling loss versus radius of cell using 

different techniques is revealed in Figure 5. 

 

 

Figure 3: Handover signaling cost versus velocity of MNs 
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Figure 4: Handover signaling cost versus number of hop count 

 

Figure 5: Handover signaling cost versus radius of cells 
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Figure 6: Handover delay versus average queuing delay 

 

4.2   Handover latency 

The further metric for mobility management 

protocols is HO latency. The HO latency is described as 

the delay from the time when MN begins the HO 

process to the time when it accepts the first packet from 

its novel mobility router. The delay time is required to 

drive a packet over wired and wireless links and it 

contains propagation time, transmission delay, and 

queuing delay. The HO delay relies on the hop-count 

distance from the source to the destination. It is tacit 

that the wired links are steady and reliable. Then,  

 

the delay time of a packet of size p sent from u to v is 

represented as in (7): 

𝐷𝑡𝑚,𝑛 = ℎ𝑜𝑝𝑐𝑜𝑢𝑛𝑡 ∗ (
𝑆𝑚𝑠𝑔

𝐵𝑊𝑏𝑛𝑑
+ 𝐿𝑝𝑙 + 𝑊𝑎𝑞)               (7) 

Where𝑆𝑚𝑠𝑔, 𝐿𝑝𝑙, hop count,𝐵𝑊𝑏𝑛𝑑 and𝑊𝑎𝑞are the 

average manage message volume, propagation latency, 

hop distance connectivity, the accessible bandwidth, 

and the average queuing delay at every router in wired 

links. 

From Fig. 6, the proposed SDN-GMM method 

achieves 25, 34,54, 75, and 102 handover latency (ms)  

 

for average queuing delay time 10ms, 20ms, 30ms, 

40ms and 50ms respectively. It is clear that the average 

queuing delay at each router is amplified through the 

HO latency of the proposed SDN-GMM method which 

is lower than that of the traditional handover 

techniques. 

 

4.3   Throughput 

Throughput (𝑡ℎ𝑟𝑡) is described as the whole volume of 

transmitted data packets in a session, which is𝑆𝑎𝑑 ∗

𝐿𝑢over the session delivery time and is formulated in 

(8). 

𝑡ℎ𝑟𝑡𝑠𝑑𝑛−𝑔𝑚𝑚 =

𝑆𝑎𝑑 ∗ 𝐿𝑢 [(𝑃𝐷𝑇𝑠𝑑𝑛−𝑔𝑚𝑚 + (𝑆𝑎𝑑 − 1) ∗ 𝜌) + 𝑇𝐻𝑂−𝑠𝑑𝑛−𝑔𝑚𝑚 ∗ 𝑡𝐻𝑂−𝑛𝑜]⁄

(8) 

Where,𝑆𝑎𝑑 is the average count of transmitted packets in 

a session, 𝐿𝑢is the average packet size from a 

corresponding node to MNs, and 𝜌is the packet-to-packet 

gap time. 𝑃𝐷𝑇𝑠𝑑𝑛−𝑔𝑚𝑚is packet delivery time for 

transmitting 𝐿𝑢 packets. PDT is the packet delivery time 

from the corresponding node to MNs, which is calculated 

as the total delay time of transmitted packets given in 

formula (8). 𝑇𝐻𝑂−𝑠𝑑𝑛−𝑔𝑚𝑚is calculated as the ratio 

among the HO μ and the average session coming charge

 .
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Figure 7: Throughput versus count of packets in a session 

 

Figure 7 shows the comparison of throughput 

performance between the proposed SDN-GMM 

technique and the existing techniques rooted on the 

count of packets. It shows the throughput of the 

proposed method is advanced than the existing methods 

when the average count of packets is improved from 20 

to 100 packets. It shows that the proposed technique has 

high throughput and is listed as 5292, 10147, 15427, 

21719, 24572 Kbyte/sec of throughput accomplished 

for 20, 40, 60, 80 and 100 number of transmitted 

packets respectively. 

5.4   Packet loss 

When MN performs handover, it observes whether the 

packet loss can affect the HO procedure. MN’s packet  

loss rate is proportional to either HO delay or session 

arrival rate   in unit of packet per second. Let Sad be 

the average count of delivered data packets during a 

session. Then, the packet loss rates of the use of the  

 

 

proposed SDN-GMM HO method are calculated in (9) 

as: 

𝐶𝑠𝑑𝑛−𝑔𝑚𝑚 = 𝜑 ∗ 𝑆𝑎𝑑 ∗ 𝑇𝐻𝑂−𝑑𝑒𝑙𝑎𝑦−𝑠𝑑𝑛−𝑔𝑚𝑚             (9) 

 

Whereas𝑇𝐻𝑂−𝑑𝑒𝑙𝑎𝑦−𝑠𝑑𝑛−𝑔𝑚𝑚denote the average HO 

delay of the proposed SDN-GMM method. 

Figure 8 depicts the packet loss situations of using the 

proposed SDN-GMM method and the traditional 

methods in terms of HO rates. Referring to Fig. 8, when 

the HO rate is improved from 0.12 to 0.28, the count of 

missing packets by the proposed method is partly of 

that of that by the existing processes. It is 

experimentally proved that the total of lost packets by 

the proposed technique is smaller than that of the 

traditional techniques when the HO rate is improved. It 

is for the reason that the proposed SDN-GMM 

technique has the inferior HO latency time than the 

existing HO techniques and the momentary pre-

established tunnel, which can be detached when all on-

the-fly packets have been promoted to MN. 

The proposed technique achieves 87, 91, 106, 

175, and 192 packet loss amounts which are compared 

against the mobility rate of 0.12, 0.16, 0.20, 0.24, and 

0.28 respectively. 
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Figure 8: Packet loss versus mobility rat

5  Conclusion 

In this work, an improved handover organized method 

for SDN -based fast handover for Group Mobility 

Model is proposed. The major contribution of the 

proposed SDN-GMM method are to allow MN be 

proficient to earlier finish the HO training processing 

and to attach to a new mobile router before MN 

disconnecting to the preceding mobile router. The 

packet loss of the proposed SDN-GMM method is 

condensed as of less HO latency than the existing 

GMM method and the handling of the temporarily 

established bidirectional tunnel, which can be 

detached when all on-the-fly packets have been 

forwarded. To prove the proposed method, it is 

compared with the traditional handover techniques 

over the NS-3 simulation environment. In future, the 

proposed SDN-GMM method can be practical in the 

vehicular setting. 
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Epilepsy is a neurological disorder of the central nervous system, characterized by sudden seizures 

caused by abnormal electrical discharges in the brain. Electroencephalogram (EEG) is the most common 

technique used for Epilepsy diagnosis.  Generally, it is done by the manual inspection of the EEG 

recordings of active seizure periods (ictal). Several techniques have been proposed throughout the years 

to automate this process. In this study, we have developed three different approaches to extract features 

from the filtered EEG signals. The first approach was to extract eight statistical features directly from the 

time-domain signal. In the second approach, we have used only the frequency domain information by 

applying the Discrete Cosine Transform (DCT) to the EEG signals then extracting two statistical features 

from the lower coefficients. In the last approach, we have used a tool that combines both time and 

frequency domain information, which is the Discrete Wavelet Transform (DWT). Six different wavelet 

families have been tested with their different orders resulting in 37 wavelets. The first three decomposition 

levels were tested with every wavelet. Instead of feeding the coefficients directly to the classifier, we 

summarized them in 16 statistical features. The extracted features are then fed to three different classifiers 

k-Nearest Neighbor (k-NN), Support Vector Machine (SVM), and Artificial Neural Network (ANN) to 

perform two binary classification scenarios: healthy versus epileptic (mainly from interictal activity), and 

seizure-free versus ictal. We have used a benchmark database, the Bonn database, which consists of five 

different sets. In the first scenario, we have taken six different combinations of the available data. While in 

the second scenario, we have taken five combinations. For Epilepsy detection (healthy vs epileptic), the 

first approach performed badly. Using the DCT improved the results, but the best accuracies were 

obtained with the DWT-based approach. For seizure detection, the three methods performed quite well. 

However, the third method had the best performance and was better than many state-of-the-art methods in 

terms of accuracy. After carrying out the experiments on the whole EEG signal, we separated the five 

rhythms and applied the DWT on them with the Daubechies7 (db7) wavelet for feature extraction. We 

have observed that close accuracies to those recorded before can be achieved with only the Delta rhythm 

in the first scenario (Epilepsy detection) and the Beta rhythm in the second scenario (seizure detection). 

 

Povzetek: Opisana je metoda zaznavanje epilepsije preko EEG signalov. 

 

1 Introduction

The human brain is the most complex and mysterious 

organ of the human body, consisting of billions of 

neurons. It is considered as an electro-chemical machine 

because neurons exploit chemical reactions to generate 

electrical signals. These electrical signals can be 

monitored through different scientific techniques such as 

Electroencephalography (EEG), Magnetic Resonance 

Imaging (MRI), functional Magnetic Resonance Imaging 

(fMRI) and Positron Emission Tomography (PET). EEG 

is the most used technique to capture brain signals due to 

its ease of use, its excellent resolution and its low cost. It 

is used in the medical environment more precisely in the 

diagnosis and treatment of mental and neurological 

disorders (Alzheimer, Dementia....) and more particularly 

in the case of Epilepsy. According to an estimate of the 

World Health Organization (WHO), Epilepsy affects 

around 50 million people worldwide. Epilepsy is 

characterized by recurrent and sudden seizures. These 

seizures are the result of a transient and unexpected 

electrical disturbance of the brain and an excessive 

neuronal discharge that is evident in EEG. The detection 

of epileptic seizures by visual scanning of a patient’s 

EEG data is a tedious and time-consuming process. In 

addition, it requires an expert to analyze the entire length 

of the EEG recordings. Moreover, the diagnosis of 

Epilepsy is nearly impossible from the seizure-free EEG 

recordings. As a result, it is necessary to develop a robust 

and a reliable automatic classification and detection 

system for Epilepsy diagnosis. For this aim, several 

automated EEG signal classification methods, using 

different approaches, have been proposed. However, 
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most of them deal with seizure detection only. In this 

work, an analysis of EEG signal is performed to detect 

Epilepsy during both ictal and interictal states. This is 

executed using three different techniques of feature 

extraction and three distinct classification algorithms. In 

order to compare the performance of these methods, each 

algorithm is tested on a real dataset which consists of 

three subject groups: healthy subjects (normal EEG), 

epileptic subjects during a seizure-free interval (interictal 

EEG), and epileptic subjects during a seizure (ictal 

EEG). To carry out this work, the article has been 

divided into four parts, briefly described as follows: the 

first section aims to introduce the EEG signal and the 

Epilepsy. The second section explains the three steps of 

the EEG signal analysis, which are respectively: the 

preprocessing step, the feature extraction step where 

three techniques are described, and the classification step 

where three classifiers are presented. Ultimately, section 

three illustrates the experimental part applied on the 

Bonn dataset and the statistical analysis for various 

methods proposed as well as their performances. Finally, 

conclusions about this work and possible perspectives are 

drawn. 

2  EEG based methodology for 

epilepsy diagnosis 
EEG is the most common test used to diagnose Epilepsy. 

The electrodes attached to the scalp, with a paste-like 

substance or a cap, record the electrical activity of the 

brain. If a person has Epilepsy, it is common to have 

changes in the normal pattern of brain waves, even when 

there is no seizure. However, the changes are more 

noticeable during seizure activity. The doctor may 

monitor patients on video when conducting an EEG 

while they are awake or asleep, to record any seizures 

they experience in order to determine their kind. The test 

may be done in a doctor's office or the hospital. If 

appropriate, an ambulatory EEG, which the patient wears 

at home, may be used. The EEG records seizure activity 

over the course of a few days. The doctor may give some 

instructions to trigger the seizures [1]. Recently, many 

researches are conducted in order to make the process of 

detecting Epilepsy automatic by means of machine 

learning. That is also the topic of interest in this work.  

2.1 Literature review 

Electroencephalography (EEG) records brain activities 

by measuring the voltage fluctuation on the scalp. This 

signal has a great potential for diagnosis and treatment of 

brain disorders. However, it is very difficult to get useful 

information from raw EEG signals directly. Hence, 

preprocessing and feature extraction steps are necessary 

in the EEG signal analysis. Numerous methods of feature 

extraction and classification have been proposed 

throughout the years. The Bonn database is used as a 

benchmark data set in many of the cited works. It 

consists of five sets denoted A, B, C, D and E. Sets A 

and B recordings belong to healthy subjects. Sets C and 

D recordings belong to epileptic patients during seizure-

free intervals. Set E corresponds to seizure recordings. 

Gandhi et al. [2] used the DWT to extract three features 

from the EEG signals, energy, entropy and standard 

deviation. As classifiers, they used SVM and 

Probabilistic Neural Networks (PNN) to obtain a 

maximum accuracy of 95.44% for the ABCD-E case [3]. 

Nicolaou et al. [4] extracted a single feature, which is the 

permutation entropy from EEG signals and used the 

SVM classifier to report 93.5% accuracy for the A-E data 

sample whereas the maximum accuracy for other data 

samples such as B-E, C-E, D-E and ABCD-E is 86.1% 

[3]. M. Z. Parvez and M. Paul [5] presented an approach 

based on the high frequency components of The DCT for 

feature extraction, which are combined with the 

bandwidth feature extracted from the Empirical Mode 

Decomposition (EMD). They used the Least Square 

SVM (LS-SVM) classifier to identify the ictal and 

interictal periods of epileptic EEG signals from different 

brain locations. The maximum achieved accuracy on the 

Freiburg database was 79%. V. Bajaj and R. B. 

Pachori[6] proposed a novel method to detect the 

seizures using the Hilbert transformation of Intrensic 

Mode Functions (IMFs). The classification achieved an 

accuracy of 90% [7]. R. J. Martis et al. [8] used a 

decision tree classifier with energy, fractal dimension 

and entropy as features. The achieved accuracy is 95.7%. 

N. Ahammed et al. [9] used the Daubechies order 2 

wavelets to extract the coefficients. The parameters fed 

to a linear classifier are energy, entropy, mean, maximum 

and minimum. They used three sets from the Bonn 

database, set A, set D and set E. The overall accuracy 

obtained is 84.2%. Juarez-Guerra et al. [10] extracted 

statistical features such as mean, median and variance 

from the EEG signals and used the feed-forward neural 

networks to report an accuracy of 93.23%. Zakariya 

Lasfer et al. [11] used only sets A and E from the Bonn 

database for seizure detection. They extracted the 

wavelet coefficients as features and calculated the energy 

of each wavelet coefficient. They obtained a maximum 

accuracy of 98.1%, a sensitivity of 97.8% and a 

specificity of 98.1% with the ANN classifier. 

A.B.Peachap and D.Tchiotsop[12] decomposed the EEG 

signal using Laguerre polynomials based wavelets. They 

reduced the dimensionality with Principal Component 

Analysis (PCA) and performed the classification using 

SVM and pattern recognition ANN. They tested multiple 

cases from the Bonn database. The lowest classification 

accuracy obtained with ANN was 94% and with SVM, it 

was 90%, which corresponds to data sample C-E. The 

best classification accuracy with ANN was 100% and 

with SVM, it was 98%, which corresponds to data 

sample B-E. They also pointed out that the scheme they 

used constitutes a classic case of overfitting, such as all 

the reported accuracies were 100% before the cross-

validation.   
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2.2 Methodology 

The Block diagram of the steps applied to EEG signal 

analysis in our study is presented in figure 1. We first 

used for the preprocessing step a Butterworth low-pass 

filter to correct and remove artifacts. Then, for the 

feature extraction step, three methods are proposed. The 

first one is to extract directly eight features from the 

original signal. In the second and third methods, features 

are extracted from the EEG signal after applying 

respectively Discrete Cosine Transform and Discrete 

Wavelet Transform. Concerning the classification step, 

we have used three classifiers, which are k-Nearest 

Neighbors, Support Vector Machine and Artificial 

Neural Network. 

 

 

 

 

Figure 1: Block diagram of the basic steps applied to EEG 

signal analysis. 

 

2.2.1 Preprocessing 

EEG recording is highly susceptible to various forms of 

noise and artifacts, such as blinking or muscle 

movement, that can contaminate the data and distort the 

picture. Therefore, an initial task of any EEG data 

analysis is noise and artifact removal, which consists of 

separating the relevant neural signals from random neural 

activity that occurs during EEG recordings.  This is done 

in the step of preprocessing, which is a procedure of 

transforming data into a format that is more suitable for 

further analysis and interpretable for the user [13]. For 

this preprocessing step, a filtering is done using a 

second-order low-pass Butterworth filter to cut off all the 

frequencies above 60Hz which are viewed as noise. 

 

 

 

 

 

 

 

 

 

 

 

2.2.2 EEG Signal feature extraction 

After the preprocessing stage, a filtered EEG signal 

suitable for extracting the needed features is obtained. In 

this study, three methods of feature extraction are used. 

In the first method, we extract statistical features directly 

from the filtered time-domain signal. In the second 

method, we transform the signal to the frequency domain 

using DCT. While in the third method, the signal is 

transformed to the time frequency domain by the DWT.  

A) Feature extraction using statistical parameters 

Throughout our study, eight statistical features have been 

introduced. They are maximum, mean, standard 

deviation, median, mode, first quartile, third quartile and 

interquartile range.  

B) Feature extraction using Discrete Cosine Transform 

(DCT) 

The Discrete Cosine Transform (DCT) is very similar to 

the Fourier Transform (FT), but DCT involves the use of 

just Cosine functions and real coefficients, whereas FT 

makes use of both Sine and Cosine functions and 

requires the use of complex numbers. Both FT and DCT 

are transformation methods used for converting a time 

series signal into basic frequency components and their 

respective inverse functions convert things back the other 

way. A DCT expresses a finite sequence of data points in 

terms of a sum of cosine functions oscillating at different 

frequencies. An important feature of DCT is that it takes 

correlated input data and concentrates its energy in just 

the first few transform coefficients. If the input data 

consists of correlated quantities, then only the first few 

coefficients are large and the other coefficients are zeros 

or small numbers. Therefore, they can be negligible. The 

one-dimensional DCT for a signal is given by [14]: 

 Gf  = √
2

𝑛
 Cf ∑ 𝑝𝑛−1

𝑡=0 t cos   
(2𝑡+1)𝑓𝜋

2𝑛
     (1) 

The input is a set of n data values pt, and the output is a 

set of n DCT transform coefficients (or weights) Gf. 

 

   
(a)    (b) 

Figure 3: An EEG signal (a) before and (b) after DCT. 

 

Figure.3(a) shows a 200 points EEG signal in time 

domain. While figure 3(b) shows the same sample after 

applying DCT on it. In frequency domain, figure 3(b), it 

is clear that the energy is compressed into the first few 

coefficients while the remaining are either null or close 

to zero. 

C) Feature extraction using Discrete Wavelet Transform 

(DWT) 

The DWT is computed by successively passing x[n] 

through a series of low-pass and high-pass filters. Each 

stage consists of two digital filters and two down-

samplers by 2 to generate the digitized signal. The first 

filter, H0, is the discrete mother wavelet, which is a high-

pass filter, and the second, G0, is a low-pass filter. The 

downsampled outputs of the first high-pass filter produce 

the detail information d1[n], while the downsampled 

outputs of the first low-pass filter produce the coarse 

 
(a)               (b) 

Figure 2: One portion of an EEG signal (a) before and (b) 

after the filtering process. 

Pre- 

processing 

Feature 

extraction Classification EEG Data 
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approximation, a1[n]. The first approximation, a1[n], is 

again decomposed and this process is repeated at each 

stage. In this work, we have used six different families of 

wavelets, which are Haar, Daubechies, biorthogonal, 

Coiflet, Symlet and discrete Meyer [15-16]. 

2.2.3 EEG signal classification using machine 

learning 

Signal classification means to analyze different 

characteristic features of a signal, and based on them, 

decide to which grouping or class the signal belongs. The 

resulting classification decision can be then mapped back 

into the physical world to reveal information about the 

physical process that created this signal. In order to have 

a broad understanding of classification, this section 

mainly provides an overview of used machine learning 

and classification algorithms. 

Machine Learning is a branch of artificial intelligence 

based on the idea that systems can automatically learn 

and improve from experience without being explicitly 

programmed. The process of learning begins with 

observations or training data in order to look for patterns 

in that data and make better decisions in the future based 

on the provided data [17]. There are three types of 

learning approaches, namely, supervised, unsupervised 

and reinforcement learning. In a nutshell, reinforcement 

learning is dynamic programming that trains algorithms 

using a system of reward and punishment. Unsupervised 

learning is when the model is given training based on 

unlabeled data without any guidance while in supervised 

learning, the machine learns from a labeled dataset with 

guidance. Supervised learning uses classification 

algorithms and regression techniques to develop 

predictive models. Several algorithms have been 

developed [18]. In this section, the three algorithms used 

in the context of our study to perform binary 

classification are briefly explained.  

A) k-Nearest Neighbor (k-NN) 

The k-nearest neighbor’s algorithm is a non-parametric 

and supervised machine learning method used for 

classification and regression. In classification, k-NN is 

based on similarity measure among the training and the 

testing sets. Given a point 𝑥0 to be classified into one of 

N groups, the k nearest data points to 𝑥0  must be found. 

The classification rule is to assign 𝑥0 to the population 

that has the most observed data points out of the k 

nearest neighbors. Points for which there is no majority 

are either classified to one of the majority populations at 

random, or left unclassified [19]. The advantage of          

k-NN classification is its simplicity. There are only two 

important concepts that should be taken into 

consideration [20]: the parameter k, and the choice of a 

method to measure the distance between the attributes in 

both the training and the testing sets. The k-NN 

classification process is usually based on the following 

steps [21]: 

• Determine parameter k as the number of nearest 

neighbors. 

• Calculate the distance between each testing sample 

and all the training set element by element. 

• Sort the distances and determine the k nearest 

neighbors. 

• Determine the classes of each of the k nearest 

neighbors. 

• Apply majority voting to decide the class of the 

new data. 

B) Support Vector Machine (SVM) 

Support vector machine, or SVM, is a machine learning 

algorithm initiated by Vladimir Vapnik. It was developed 

to solve linear or nonlinear classification and regression 

problems. The basic idea of the SVM classification 

algorithm is to construct a hyperplane that separates two 

groups if possible. The optimal hyperplane must have the 

largest distance to the nearest training-data points of the 

two classes in order to reduce the misclassification error. 

These points are called support vectors and the distance 

between the hyperplane and the support vectors of each 

class is called the margin. The goal of the SVM 

algorithm is to find the optimal separating hyperplane 

which maximizes the margin [22]. There are two types of 

SVMs, namely linear SVM and nonlinear SVM. 

C) Artificial Neural Network (ANN) 

Artificial neural networks are computing systems, in 

which a computer learns to perform tasks by analyzing 

training examples, generally without being programmed 

with task-specific rules [23-25]. ANNs take inspiration 

from the learning process of human brain. This latter is 

composed of cells called neurons interconnected with 

links (or axons). Similar to the brain, an ANN is 

composed of processing units called artificial neurons 

and interconnections. A graph of a network consists of a 

number of nodes connected through directional links. 

Each node represents a processing unit, and the links 

between nodes specify the causal relationship between 

connected nodes [21].  

3  Experiments and results 
This section describes and compares the performance of 

three methods, at the level of the feature extraction stage, 

proposed for Epilepsy detection from EEG signals during 

both ictal and interictal intervals. The raw EEG signal 

goes through a preprocessing step, then feature extraction 

and finally the classification. The same procedures are 

used for both experiments. The difference lies in the way 

we divide the data. All the details are provided later on. 

3.1 Data set description 

The used data set was developed by the Department of 

Epileptology, University of Bonn, Germany. It is made 

publicly available in [26]. The database consists of five 

separate sets denoted set A, B, C, D and E. Each 

containing 100 single-channel EEG samples of length 

23.6s and sampled at 173.6 Hz using 12-bit resolution, 

resulting in 4097 data points per each signal. The 

amplitude is in microvolts. All the recordings were made 

with the same 128-channel amplifier system. Set A and 

set B were collected from surface EEG recordings of five 

healthy subjects with eyes open and eyes closed 

respectively. Sets C, D and E correspond to EEG records 

https://www.sas.com/en_us/insights/analytics/what-is-artificial-intelligence.html
https://en.wikipedia.org/wiki/Non-parametric_statistics
https://en.wikipedia.org/wiki/Statistical_classification
https://en.wikipedia.org/wiki/Regression_analysis
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of five epileptic patients. The samples in the first two sets 

are collected during seizure-free intervals (interictal), 

from the hippocampal formation of the opposite 

hemisphere of the brain and from within the 

epileptogenic zone respectively. Set E samples are 

collected during seizure activity (ictal). The properties of 

each set are summarized in table 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 depicts five samples of the EEG recordings 

from the five different sets in the Bonn database. The y-

axis corresponds to the amplitude in microvolts and the 

x-axis corresponds to the time in seconds.  

3.2 Experimental procedure 

Three methods are proposed for two experiments. In the 

first experiment, Epilepsy is detected mainly from the 

interictal intervals and the implemented scenario is 

healthy vs. epileptic. Therefore, all the samples in the 

dataset fall in two classes: healthy, for sets A and B, and 

epileptic for sets C, D and E. In the second experiment, 

Epilepsy is detected from ictal intervals and the 

implemented scenario is seizure-free vs. seizure. Since 

the database has only one set with ictal samples, sets A, 

B, C and D fall in the first class which is seizure-free 

(regardless of whether the subject is healthy or epileptic) 

while set E samples belong to the second class, ictal. For 

simplicity, we will refer to the first experiment as 

Epilepsy detection and the second as seizure detection 

throughout the whole section. In order to have good 

training and validate the results with a test dataset, the 

Bonn database is quite limited. To tackle this issue, an 

augmentation scheme is proposed. Each EEG signal is 

divided into 8 samples using a window length of 512 

data points with no overlap. The resulting samples are 

treated as independent instances. Therefore, the 

augmented database has 800 signals per each set, which 

sums up to a total of 4000 samples.  

3.2.1 Feature extraction step  

The choice of the right features plays a major role in 

classification problems. In the first method, eight 

statistical features are extracted directly from the signal 

to summarize the relevant information contained in it. 

Hence, this method relies only on time-domain 

information. The used statistical features are maximum 

amplitude, mean, mode, median, standard deviation, first 

quartile, third quartile and interquartile. The second 

method relies solely on frequency domain information 

using the DCT, which is a widely used data compression 

technique. Since energy is concentrated in low 

frequencies, we keep only the first 150 coefficients 

(29.3% of the signal after the transformation). Then, we 

extract four features, which are mean of the absolute 

value of the coefficients, interquartile, energy and 

entropy. We will later show that further reduction is 

possible on the number of input features. 

 

 

 

 

 

 

 

 

 

 

 

The third method is based on the DWT, which captures 

both frequency and location in time information. The 

first three decomposition levels are tested separately. 

Figure 6 illustrates the plots of detail (in red) and 

approximation (in blue) coefficients, using the Haar 

wavelet on a sample from set A. Instead of directly 

feeding the coefficients to the classifier, we summarize 

the relevant information in 16 statistical features, 8 for 

the detail coefficients and 8 for the approximation 

coefficients. These features are maximum, mean of the 

absolute value of the coefficients, mode, median, 

standard deviation, first quartile, third quartile and 

interquartile. 

 

     
     (a)              (b)    (c) 

Figure 6: Discrete Haar wavelet coefficients on a set A signal 

at (a) level 1 (b) level 2 (c) level 3. 

 

 
Figure 4: Example of an EEG signal from (a) Set A (b) Set B 

(c) Set C (d) Set D (e) Set E [ 27]. 

 

 Table 1: Summary of the main properties of each set within the 

database. 
 Subject state Electrode 

type 

Electrode 

placement 

Set A 
Healthy 
Eyes open Surface 

International 

10-20 system 

Set B 
Healthy 

Eyes closed Surface 
International 

10-20 system 

Set C 
Epileptic 

Interictal Intracranial 
Opposite to epileptogenic 

zone 

Set D 
Epileptic 

Interictal Intracranial 
Within 

epileptogenic zone 

Set E 
Epileptic 
Ictal Intracranial 

Within epileptogenic 

zone 

 

 

 

 

 

 

 

 

 

 

 
(a)               (b)              (c)             (d)            (e) 

Figure 5: DCT of a signal from (a) Set A (b) Set B (c) Set C                  

(d) Set D (e) Set E. 



496 Informatica 46 (2022) 491–504                                                                                                                          D. Cherifi et al. 

3.2.2 Classification step  

After extracting the selected features depending on the 

used method, they are fed to three different classifiers to 

compare their performances. The first classifier is k-NN, 

the second is SVM, and the last is ANN. To train both k-

NN and SVM models, we used the software Matlab 

R2018b. The two classifiers are already implemented in 

the Statistics and Machine Learning Toolbox as the two 

functions fitcknn and fitcsvm. To train the ANN 

classifier, the model was built with Python 3.6. It is made 

exclusively of dense layers from the Keras library as we 

are using a simple MLP.  

The model consists of four hidden layers; the first layer 

has 30 neurons, while the remaining three were 

implemented with 20 neurons each. The ReLU activation 

function was used for the hidden layers, and the sigmoid 

activation function was chosen for the output layer. 

3.2.3 Evaluation parameters 

The data is divided into 75% for the training and 25% for 

testing. The performance metrics used for the evaluation 

of the model are accuracy, sensitivity, and specificity. 

The accuracy (acc) of a classifier is its ability to 

differentiate between positive and negative cases 

correctly. Mathematically, it is expressed as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
   (2) 

Where:  

• TP (true positive) is the number of cases correctly 

identified as positive (unhealthy).  

• TN (true negative) is the number of cases 

correctly identified as negative (healthy).  

• FP (false positive) is the number of cases 

incorrectly identified as positive.  

• FN (false negative) is the number of cases 

incorrectly identified as negative. 

The sensitivity (sen) of a binary classification model is 

its ability to determine the positive cases correctly, 

whereas, the specificity (spe) measures its ability to 

identify negative cases correctly. They are calculated as 

follows: 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (3) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
    (4) 

3.2.4 Experiment 1: epilepsy detection 

In this experiment, the goal is to identify whether a 

subject has Epilepsy or not mainly from interictal 

intervals. Several data samples of the Bonn database are 

tested. First, a pair from the four sets (excluding set E) is 

taken each time (a healthy set and an epileptic set) 

resulting in four combinations: A-C, A-D, B-C, and B-D. 

Then, sets A and B are grouped to form the healthy class 

while sets C and D form the epileptic class. Finally, set E 

is added to the latter. For each pair, 1200 samples are 

used for the training, and 400 samples for the testing. In 

each train and test dataset, the positive and negative 

cases are equal. The data sample AB-CD is divided into 

2400 samples for the training and 800 samples for the 

testing. Here again, the epileptic portion and the healthy 

portion are of equal size. The last data sample, which 

includes the whole database, is divided into 3000 

samples for training, from which 1200 are healthy cases 

and 1800 are epileptic cases, and 1000 samples for 

testing, where 400 are negative cases and the remaining 

600 are positive cases.    

A) Method 1: Feature extraction using statistical 

parameters 

As mentioned before, the first method is based on 

the extraction of statistical features directly from the 

original signal in the time domain. The results are 

recorded in table 2, table 3 and table 4 for the k-NN 

classifier, SVM classifier and ANN classifier, 

respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

When using the k-NN classifier, changing the parameter 

k affects the accuracy, such that it increases when we 

increase the number of nearest neighbors. The average 

accuracy is 73.36% for k = 8, which makes the k-NN 

classifier the least performing in this case, followed by 

ANN with an average accuracy of 73.7%. The SVM 

classifier has the best performance with an average 

accuracy of 77.72%. Generally, the pairs with set A as 

the healthy set give better results than with set B. It is 

worth noting that the two resting states eyes-open and 

eyes-closed have different impacts on the brain activity, 

which results in the observed difference. Mostly, the 

recorded specificity is higher than the sensitivity. In other 

words, the three models tend to misclassify the epileptic 

cases more than the healthy cases. The first method 

resulted in poor performance. The time-domain 

Table 4: The obta-ined results for Epilepsy detection with the ANN 

classifier using the first method (statistical features applied on the 

original signal). 

 A-C A-D B-C B-D AB-CD AB-CDE 

Acc (%) 72.5 78.5 71 74.75 69.5 76 

Sen (%) 65 66 63.5 74 55 79.33 

Spe (%) 80 91 78.5 75 84 75.5 

 

 

 

Table 3:  The obtained results for Epilepsy detection with the SVM 

classifier using the first method (statistical features applied on the 

original signal). 

 A-C A-D B-C B-D AB-CD AB-CDE 

Acc (%)  82.75 81.7  73 78.75 74.87   75.2 

Sen (%)   80.5 71.5 56.5   69 66.25   75 

Spe (%)   85 92 89.5   88.5 83.5   75.5 

 

 

 

 

 

Table 2: The obtained results for Epilepsy detection with the k-NN 

classifier using the first method (statistical features applied on the 

original signal). 

 

 

 A-C A-D B-C B-D AB-

CD 

AB-

CDE 

 

k = 3 

Acc (%) 74.75 74.75 67.75 72 66.12 69.8 

Sen (%) 67 69 49 62.5 56.5 67.17 

Spe (%) 82.5 80.5 86.5 81.5 75.75 73.75 

 

k = 5 

Acc (%) 77 76.25 70 71.25 68 71.2 

Sen (%) 70 67 51 60 55.25 65.67 

Spe (%) 84 85.5 89 82.5 80.75 79.5 

 

k = 8 

Acc (%) 78.25 76.25 70.5 74.75 68.12 72.3 

Sen (%) 73.5 71 54 67 60.5 62 

Spe (%) 83 81.5 87 82.5 75.75 87.75 
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information alone is far from enough for Epilepsy 

detection. We remarked from the different features used 

for the four samples (set A, set B, set C and set D) that 

there is no obvious distinction between the healthy and 

epileptic cases, which would explain the confusion of the 

classifiers. However, since set E signals are recorded 

during the seizure, they are distinguishable from the rest. 

B) Method 2: Feature extraction using DCT 

Since extracting the statistical features directly from the 

original signal resulted in a bad performance, we moved 

to the frequency domain with the DCT to see if that leads 

to any improvement. Using the four features mentioned 

in section 3.2.1, the results are recorded in tables 5-6 for 

the classifiers k-NN and SVM respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The best average accuracy with the k-NN classifier, 

89.39%, was again achieved with parameter k=8. The 

SVM model performed barely better with an average 

accuracy of 89.43%. The performance was especially bad 

with data sample B-C compared to the other pairs where 

the accuracy was greater than 90%. The correctly 

classified cases are not equally distributed over the two 

classes with both models, as they tend to “favor” the 

healthy class. The specificity recorded with the SVM 

classifier was generally greater than 98% (except with 

data sample AB-CDE), unlike the sensitivity, which was 

quite low. k-NN was slightly better, as it offers more 

balance between the two metrics.  

To see if there were any redundant features in the input 

vector, we removed one feature at a time and observed 

the results. We concluded that the dimensionality could 

be reduced to half the original one. Both energy and 

entropy were redundant and therefore removed. The 

results are shown in table 7, table 8 and table 9 for the 

classifiers k-NN, SVM and ANN, respectively. 

 

 

 

 

 

 

 

 

 

 

 

 
Table 8: The obtained results for Epilepsy detection with the SVM   

classifier using the second method after the dimensionality reduction of 

the input vector. 

 A-C A-D B-C B-D AB-CD AB-CDE 

Acc (%) 94.25 92.25 84 90.75 87.75 89.3 

Sen (%) 90.5 87 69 82.5 77.5 85.33 

Spe (%) 98 97.5 99 99 98 95.25 

 

 

 

 

 

 

 

 

After reducing the size of the input vector, the best 

average accuracy recorded is 90.30% with the k-NN 

classifier (a gain of almost 1%), followed by ANN with 

an average accuracy of 90.16%, then SVM with an 

average accuracy of 89.72%. Relying on the frequency 

domain information with the DCT improved the 

performance considerably compared to the first method. 

The gain is 16.94% with k-NN, 16.46% with ANN and 

12% with SVM. Nevertheless, the results for some data 

samples are still not satisfying, especially the sensitivity, 

which is quite low in most cases. 

C) Method 3: Feature extraction using DWT 

As an attempt to farther improve the performance for 

Epilepsy detection, we have used a powerful 

mathematical tool, which is the DWT, to extract the 

statistical features from the generated approximation and 

detail coefficients. We have recorded the results for 37 

wavelets from six different families, which are Haar, 

Daubechies, Biorthogonal, Coiflet, Symlet and discrete 

Meyer. We tested the three first decomposition levels 

separately, but only the best accuracy was recorded with 

the corresponding level. The table 10 and table 11 show 

only 6 wavelets for which the accuracy was highest with 

k-NN and SVM classifiers respectively. Table 12 refers 

to the results achieved with ANN.  

 

 

 

 

 

 

 

 

 

Table 5: The obtained results for Epilepsy detection with the k-NN 

classifier using the second method (four statistical features applied on the 

DCT coefficients). 

  A-C A-D B-C B-D AB-CD AB-CDE 

 

k= 3 

Acc (%) 91.5 90.75 81.5 89.75 85.25 88 

Sen (%) 85.5 86.5 65.5 84 78 84.83 

Spe (%) 91.5 95 97.5 95.5 92.5 92.75 

 

k= 5 

Acc (%) 91.5 92 81 91.5 87 88.8 

Sen (%) 85.5 87.5 64 86.5 80 86 

Spe (%) 97.5 96.5 98 96.5 94 93 

 

k= 8 

Acc (%) 91.75 92.75 84.25 91 87.87 88.7 

Sen (%) 86 91 70.5 87 82.75 84.33 

Spe (%) 97.5 94.5 98 95 93 95.25 

 

 
 Table 6: The obtained results for epilepsy detection with the SVM 

classifier using the second method (four statistical features applied on the 

DCT coefficients). 

 A-C A-D B-C B-D AB-CD AB-CDE 

Acc (%) 94.25 92.25 81.5 91.5 87.87 89.2 

Sen (%) 90 86.5 64 84 77 84.83 

Spe (%) 98.5 98 99 99 98.75 95.75 

 

Table 7: The obtained results for Epilepsy detection with the k-NN 

classifier (k=8) using the second method after the dimensionality 
reduction of the input vector. 

 A-C A-D B-C B-D AB-CD AB-CDE 

Acc (%) 93.5 92 86.75 91.75 88.75 89.1 

Sen (%) 90.5 88.5 75 85.5 82.5 84.17 

Spe (%) 96.5 95.5 98.5 98 95 96.5 

 

Table 9: The obtained results for Epilepsy detection with the ANN 
classifier using the second method after the dimensionality 
reduction of the input vector. 

 A-C A-D B-C B-D AB-CD AB-CDE 

Acc (%) 93 92 87.75 88.75 89.37 90.1 

Sen (%) 88.5 86 76 78.5 80.75 85 

Spe (%) 97.5 98 99.5 99 98 97.75 
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We observe from the obtained results that there is no 

"best wavelet" for EEG data, which would give the 

highest accuracy for all cases. It depends on both the data 

sample and the selected classifier. However, the db10 

wavelet achieved the best average accuracy of 93.26% 

with k-NN. SVM was especially sensitive to the change 

in the training data such that the performance drops 

drastically with the sample B-C. It is also the least 

performing classifier with an average accuracy of 

92.68%. k-NN was more stable and the least sensitive to 

data change, wavelet and level change. The average 

accuracies for the two classifiers, k-NN and ANN were 

93.88% and 94.04% respectively. Probably, better results 

could be obtained with the latter since we tested the 

model with only one wavelet for each data sample. The 

choice of the wavelet for ANN was based on the results 

obtained with the two other classifiers. We choose one 

with which the accuracy was high for both classifiers. 

The DWT has indeed improved the overall performance. 

All the samples have a higher accuracy than 90% (except 

with SVM). The sensitivity is still lower than the 

specificity, but considerably high compared to the 

previous method. 

After carrying on the experiment with the whole EEG 

signals and deducing that the DWT based method has the 

best accuracy for Epilepsy detection, we decided to test 

the performance on the separate EEG rhythms and see 

whether we can achieve close results with only one 

rhythm. The rhythms were obtained from filtering the 

original signal using a second-order Butterworth filter. 

The wavelet used throughout the whole experiment is 

db7 (Daubechies order 7). The wavelet choice was not 

random, it was obtained empirically, but there is no 

guarantee that this is the best choice. It is worth noting 

that unlike when using the whole signal, changing the 

wavelet when dealing with the rhythms separately could 

lead to very different results (up to 20% difference in the 

accuracy was observed when testing different wavelets). 

The used classifiers are SVM and k-NN; however, we 

only recorded the results obtained with the latter, as 

shown in table 13, since it had a better performance. 

 

 

 

 

 

Table 12: The obtained results for Epilepsy detection with ANN 

classifier using the third method (extracting statistical features 

from the DWT coefficients). 

Data sample Wavelet Level Acc (%) Sen (%) Spe (%) 

A-C Bior2.4 1 90.5 83 98 

A-D Bior2.4 3 93.75 88.5 99 

B-C Db3 3 94.5 90.5 98.5 

B-D Coif4 3 98 96 100 

AB-CD Db10 3 94 90 98 

AB-CDE Db3 3 93.5 91.17 97 

 

Table 11: The obtained results for Epilepsy detection with the SVM 
classifier using the third method (extracting statistical features from 

the DWT coefficients). 

Data 

sample 
Wavelet Level Acc (%) Sen (%) Spe (%) 

 

A-C 

 

Db2 2 95.75 93 98.5 

Bior1.3 1 94.75 93.5 96 

Bior2.4 1 94.5 94 95 

Bior2.6 1 94.5 94 95 

Sym2 1 95.75 94 97.5 

Sym6 1 94.5 93 96 

A-D 

Db3 3 93.5 90.5 96.5 

Db5 2 93.75 88.5 99 

Bior2.4 3 93.5 92.5 94.5 

Bior2.8 3 93.75 91 96.5 

Bior5.5 3 93.5 89.5 97.5 

Sym3 3 93.5 90.5 96.5 

B-C 

Db1 2 84.25 68.5 100 

Db2 3 83.5 67 100 

Db3 3 84.5 69 100 

Sym2 3 83.5 67 100 

Sym3 3 84.5 69 100 

Sym7 3 83.5 67 100 

B-D 

Db1 2 95.25 93.5 97 

Db10 3 93.75 87.5 100 

Bior1.3 1 95.75 94 97.5 

Bior1.5 1 96.5 94.5 98.5 

Coif4 3 94 88 100 

Sym8 3 93.25 86.5 100 

AB-CD 

Db1 1 91 84.75 97.25 

Db3 3 88.25 77.75 98.75 

Bior1.3 1 89.37 79.75 97 

Bior1.5 1 89.5 81.25 97.75 

Coif3 3 88 76.75 99.25 

Sym3 3 88.25 77.75 98.75 

AB-CDE 

Db3 3 94.6 92 98.5 

Db5 3 94.3 90.83 99.5 

Bior1.3 1 93.8 90 99.5 

Sym3 3 94.6 92 98.5 

Sym4 3 93.9 90.83 98.5 

Sym5 3 94.1 91 98.75 

 

 
 

 

 

Table.10: The obtained results for epilepsy detection with the k-NN 

classifier using the third method (extracting statistical features from 

the DWT coefficients). 

Data 

sample 

Wavelet Level Acc (%) Sen (%) Spe (%) 

 

 
A-C 

Db5 2 92 84.5 99.5 

Db7 1 93 88.5 97.5 

Bior2.4 1 92.5 86 99 

Bior2.6 1 91.75 85 98.5 

Bior5.5 2 91.75 84.5 99 

Coif4 2 92.75 87.5 98 

 

 
A-D 

Db10 3 93 88.5 97.5 

Bior2.4 3 93.25 88 98.5 

Bior3.3 3 93 86.5 99.5 

Bior4.4 3 93.25 88.5 98 

Bior5.5 3 93 89 97 

Sym5 3 92.75 86.5 99 

 

 
B-C 

Db3 3 93.75 87.5 100 

Db5 3 93 87 99 

Db7 3 93 86 100 

Db9 3 93.5 87.5 99.5 

Db10 3 93.75 88 99.5 

Sym3 3 93.75 87.5 100 

 

 
B-D 

Db6 3 97.75 95.5 100 

Db10 3 98 96 100 

Bior4.4 3 97.75 95.5 100 

Bior5.5 3 97.75 97 98.5 

Coif4 3 97.75 96.5 99 

Sym8 3 98.75 97.5 100 

 
 

AB-CD 

Db5 3 91 84 98 

Db7 3 91.37 84.5 98.25 

Db10 3 92.25 86.25 98.25 

Bior6.8 3 91.5 84.5 98.5 

Coif4 3 91.62 85 98.25 

Sym5 3 91.12 83 99.25 

 
 

AB-CDE 

Db3 3 92 88.5 97.25 

Db5 3 91.7 87 98.75 

Db10 3 91.8 89 96 

Coif3 3 91.6 86.83 98.75 

Sym3 3 92 88.5 97.25 

Sym5 3 92.3 88.5 98 
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We observe from the obtained results that Epilepsy is 

better detected in low frequency elements (<8Hz). The 

best performance was recorded with the Delta rhythm, 

which has the lowest frequency band (<4Hz) and the 

highest average accuracy, 93.84%, followed by the theta 

rhythm (4Hz< frequency <8Hz) with an average 

accuracy of 88.95%. Then, Alpha, Gamma and Beta 

rhythms with average accuracies 84.20%, 83.62% and 

83.23% respectively. The best accuracy was achieved 

with data sample B-D, 96.75%, which also has the 

highest sensitivity and specificity, 94% and 99.5% 

respectively. Using only the Delta rhythm instead of the 

whole EEG signal leads to almost the same results, with 

a loss of only 0.04% in accuracy, a gain of 0.03% in 

sensitivity and a loss of 0.2% in specificity.  Using a 

different method does not forcibly lead to the same 

conclusions. 

3.2.5 Experiment 2: Seizure detection 

This experiment aims to identify epileptic seizures from 

EEG data. Several samples of the Bonn database are 

tested. First, we take set E, which represents the ictal 

class, with one of the remaining four sets each time, 

resulting in four combinations: A-E, B-E, C-E and D-E. 

Then, we use the whole database where sets A, B, C and 

D form the seizure-free class and set E forms the ictal 

class. Table 14 shows how the data was divided between 

training and testing the models. 

 

 

 

 

 

 

 

 

 

 

A) Method 1: Feature extraction using statistical 

parameters 

After extracting the features from the original signal in 

time-domain, the results are recorded in table 15 with the 

k-NN classifier, table 16 with the SVM classifier, and 

table 17 with the ANN classifier. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The performance of the three classifiers was quite good, 

unlike the obtained results for Epilepsy detection. This is 

due to the remarkably high peaks in the EEG data, which 

results from the hyper-activity of the brain during seizure 

intervals. The results illustrate clearly the big difference 

in statistical features between set E samples and the other 

sets. It also justifies why we obtained the lowest 

accuracy with the data sample D-E. The best set used 

with set E in the training was set A, which represents the 

EEG recordings of healthy subjects with eyes open. It 

resulted in an accuracy of 100% with SVM and 99.75% 

with both k-NN and ANN. The effect of varying the 

parameter k in the k-NN model is barely noticeable. The 

best average accuracy of 97.29%, was recorded with k=5.  

The least performing classifier was SVM with an average 

accuracy of 96.66% followed by ANN with an average 

accuracy of 97.11%.  When using the whole database, 

the sensitivity was especially lower than the specificity 

compared to the values obtained with the pairs. This is 

probably due to the unbalance of the positive and 

negative cases in the training data set. The negative class 

was 4 times bigger than the positive class, which resulted 

in lower sensitivity.  

Table 13: The obtained results for Epilepsy detection with the k-NN 

classifier using the DWT coefficients after decomposing the EEG signal 

into 5 rhythms. 

 A-C A-D B-C B-D AB-CD AB-CDE 

Delta 

Rhythm 

Acc (%) 92.75 93.25 94.25 96.75 93.12 92.9 

Sen (%) 86 87.5 91 94 88.25 90.17 

Spe (%) 99.5 99 97.5 99.5 98 97 

Theta 

Rhythm 

Acc (%) 87.5 87.25 88.5 91.5 88.12 90.8 

Sen (%) 79 78.5 85.5 89.5 83 88.17 

Spe (%) 96 96 91.5 93.5 93.25 97.75 

Alpha 

Rhythm 

Acc (%) 76.5 84.25 88.5 91.75 82.12 82.1 

Sen (%) 64 76 78.5 84.5 73 78.5 

Spe (%) 89 92.5 98.5 99 91.25 87.5 

Beta 

Rhythm 

Acc (%) 78 81.25 84.25 91.25 81.62 83 

Sen (%) 63.5 69 71 83.5 70.5 77 

Spe (%) 92.5 93.5 97.5 99 92.75 92 

Gamma 

Rhythm 

Acc (%) 80 83.5 88.5 85.5 81.12 83.1 

Sen (%) 71 72.5 78.5 77.5 70.75 78.17 

Spe (%) 89 94.5 98.5 93.5 91.5 90.5 

 

Table 14:  Data division to train and test the models for seizure 

detection. 

Data sample Purpose EEG 

recordings 

Seizure-

free cases 

Ictal cases 

Pairs (A-E, B-E, C-

E and D-E) 

Training 1200 600 600 

Testing 400 200 200 

ABCD-E Training 3000 2400 600 

Testing 1000 800 200 

 

 

Table 15: The obtained results for seizure detection with the k-NN 

classifier using the first method (statistical features applied on the 

original signal). 

  A-E B-E C-E D-E ABCD-E 

 

k = 3 

Acc (%) 99.75 96 97.75 94.25 97.1 

Sen (%) 99.5 93 98.5 94.5 90.5 

Spe (%) 100 99 97 94 98.75 

 

k = 5 

Acc (%) 99.75 96.25 97.75 95.5 97.2 

Sen (%) 99.5 93 98 96 89.5 

Spe (%) 100 99.5 97.5 95 99.12 

 

k = 8 

Acc (%) 99.75 95.75 98.25 94.25 96.5 

Sen (%) 99.5 92.5 99 96 90 

Spe (%) 100 99 97.5 92.5 98.12 

 

 

 

 
 

 
 

 

 
 

 

 
 

 

 

Table 16: The obtained results for seizure detection with the SVM 

classifier using the first method (statistical features applied on the 

original signal). 

 A-E B-E C-E D-E ABCD-E 

Acc (%) 100 95.25 98.5 93.75 95.8 

Sen (%) 100 93 99 95 89.5 

Spe (%) 100 97.5 98 92.5 97.37 

 

 
Table 17: The obtained results for seizure detection with the ANN 

classifier using the first method (statistical features applied on the 

original signal). 

 A-E B-E C-E D-E ABCD-E 

Acc (%) 99.75 95.75 98.5 94.75 96.8 

Sen (%) 99.5 92.5 99 96 89.5 

Spe (%) 100 99 98 93.5 98.62 
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B) Method 2: Feature extraction using DCT  

In the previous experiment, Epilepsy detection, the two 

features, energy and entropy, were proved redundant in 

the input vector. However, since we did not want to 

generalize the observation to this experiment, we 

observed the results with both 2 and 4 features with the 

SVM classifier. Once again, the energy and entropy were 

found to be unnecessary. Therefore, table 18, table 19, 

and table 20 refer to the obtained results with 2 features, 

mean and interquartile, with k-NN, SVM and ANN 

classifiers, respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Relying on the frequency domain information slightly 

improved the overall performance. The recorded 

accuracies for data samples B-E and D-E are higher 

compared to the previous method. Although, the best 

data combination is still A-E and the worst is still D-E. 

The best classifier was ANN with an average accuracy of 

97.8% followed by k-NN and SVM with an average 

accuracy of 97.57% (k=5) and 97.53%, respectively. The 

main advantage of applying the DCT to the original 

signal before feature extraction over the previous method 

is the high sensitivity recorded when using the whole 

database, such that both sensitivity and specificity are 

greater than 96% with the best classifier ANN. 

C)  Method 3: Feature extraction using DWT 

As in the previous experiment, Epilepsy detection, 

37 different wavelets from 6 families were tested with k-

NN and SVM. Table 21 and table 22 refer to the obtained 

results, using the DWT coefficients, with the best 6 

performing wavelets in each data sample, with k-NN and 

SVM, respectively. Table 23 refers to the results 

obtained with the ANN classifier using only a single 

wavelet per data sample. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 18: The obtained results for seizure detection with the k-NN 

classifier using the second method (two statistical features applied 

on the DCT coefficients). 
  A-E B-E C-E D-E ABCD-E 

 

k = 3 

Acc (%) 100 97.5 96.5 95.25 96.7 

Sen (%) 100 97.5 98.5 97 92.5 

Spe (%) 100 97.5 94.5 93.5 97.75 

 

k = 5 

Acc (%) 100 97.75 97 96 97.1 

Sen (%) 100 98.5 99.5 98.5 95.5 

Spe (%) 100 97 94.5 93.5 97.5 

 

k = 8 

Acc (%) 100 97.5 97.25 95.75 97.3 

Sen (%) 100 98.5 99.5 99 97 

Spe (%) 100 96.5 95 92.5 97.37 

 

Table 19: The obtained results for seizure detection with the SVM 

classifier using the second method (two statistical features applied on 

the DCT coefficients). 

 A-E B-E C-E D-E ABCD-E 

Acc (%) 99.75 96.75 98.25 96 96.9 

Sen (%) 99.5 96 99 98 92 

Spe (%) 100 97.5 97.5 94 98.12 

 

 Table 20:  The obtained results for seizure detection with the ANN 

classifier using the second method (two statistical features applied on 

the DCT coefficients). 

 A-E B-E C-E D-E ABCD-E 

Acc (%) 99.75 97.25 98.25 96.25 97.5 

Sen (%) 100 97 99.5 97.5 96.5 

Spe (%) 99.5 97.5 97 95 97.75 

 

 

 
 

 

 
 

Table 21:  The obtained results for seizure detection with the k-
NN classifier using the third method (extracting statistical 

features from the DWT coefficients). 

Data 

sample 

Wavelet Level   Acc (%)   Sen (%)   Spe (%) 

 

 

A-E 

 

Db1 3 100 100 100 

Db4 3 100 100 100 

Bior2.2 3 100 100 100 

Coif1 3 100 100 100 

Sym2 3 100 100 100 

Dmey 3 100 100 100 

 

 

B-E 

Db1 2 97 94 100 

Db2 1 97 94 100 

Bior2.2 2 97 94 100 

Bior2.4 3 96.75 94 99.5 

Sym2 1 97 94 100 

Sym4 3 96.75 93.5 100 

 

 

C-E 

Bior2.2 3 99.5 100 99 

Bior2.8 3 99.25 99 99.5 

Bior3.3 2 99.75 99.5 100 

Bior3.7 2 99.5 99 100 

Coif1 3 99.25 99.5 99 

Sym4 2 99.25 99 99.5 

 

 

D-E 

Db1 2 98.25 97.5 99 

Db3 3 98.5 99 98 

Db5 3 98.25 98.5 98 

Coif2 3 98.25 99.5 97 

Sym3 3 98.5 99 98 

Sym5 3 99 99.5 98.5 

 

 

ABCD-E 

Db3 3 97.8 91.5 99.37 

Bior2.2 2 97.9 92.5 99.25 

Bior5.5 2 97.9 91 99.62 

Coif1 1 97.8 91.5 99.37 

Sym3 3 97.8 91.5 99.37 

Sym5 3 98 92 99.5 

 

Table 22: The obtained results for seizure detection with the SVM 

classifier using the third method (extracting statistical features 

from the DWT coefficients). 

Data 

sample 
Wavelet Level  Acc (%)  Sen (%)  Spe (%) 

 

 

A-E 

 

Db1 3 100 100 100 

Db5 3 100 100 100 

Bior2.6 3 100 100 100 

Coif2 3 100 100 100 

Sym5 3 100 100 100 

Dmey 3 100 100 100 

 

 

B-E 

Db1 2 97.75 95.5 100 

Db2 3 97.75 96 99.5 

Bior2.4 2 98 96.5 99.5 

Bior2.6 2 98.25 96.5 100 

Coif4 3 97.75 95.5 100 

Sym2 3 97.75 96 99.5 

 

 

C-E 

Bior2.2 1 99.5 100 94 

Bior2.4 1 99.75 100 99.5 

Bior2.6 1 99.5 100 99 

Bior2.8 2 99.5 99.5 99.5 

Bior3.1 3 99.5 100 99 

Coif1 1 99.5 100 99 

 

 

D-E 

Db1 3 96.5 100 93 

Db7 3 96.75 99.5 94 

Bior2.6 3 96.75 99.5 94 

Bior3.1 3 97 99 95 

Coif1 3 97.25 100 94.5 

Coif5 3 96.5 99.5 93.5 

 

 

ABCD-E 

Db1 1 97.5 95.5 98 

Bior2.6 1 97.4 94.5 98.12 

Coif1 1 97.6 95.5 98.12 

Coif2 3 97.6 94.5 98.37 

Sym2 2 97.4 95.5 97.87 

Sym5 2 98 97.5 98.12 

 

Table 23: The obtained results for seizure detection with ANN 
classifier using the third method (extracting statistical features from 

the DWT coefficients). 

Data 

sample 

Wavelet Level Acc (%) Sen (%) Spe (%) 

A-E Db1 3 100 100 100 

B-E Db1 2 97.25 94.5 100 

C-E Bior3.3 2 98.75 97.5 100 

D-E Coif2 3 97.25 95 99.5 

ABCD-E Sym5 3 98.2 91.5 99.87 
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All three classifiers have led to perfect accuracy (100%) 

with data sample A-E. The wavelet choice with the latter 

is quite irrelevant. The best performing classifier was k-

NN with an average accuracy of 98.75%, followed by 

SVM with an average accuracy of 98.65%, then ANN 

with an average accuracy of 98.29%. Again, it is worth 

noting that only one wavelet was tested with the ANN 

classifier for each data sample. Therefore, it is highly 

possible to record better accuracy with different 

wavelets, and the order is not final. The DWT based 

method has resulted in the best performance for seizure 

detection, such that all accuracies, regardless of the data 

sample and the classifier, were greater than 97%. 

However, the bior2.2 wavelet achieved the best average 

accuracy, 98.48% with k-NN. The lowest sensitivity 

recorded with the best classifier (k-NN) was 92% when 

using the whole database. Whereas, the specificity did 

not drop below 98.5%. For all three methods, it is safe to 

generalize that for the negative class, using set A instead 

of set B (healthy sets) and set C instead of set D 

(epileptic interictal sets) during the training leads to 

higher accuracy in seizure detection. 

As it was done in the previous experiment, Epilepsy 

detection, we tested the DWT based method with the 

separate EEG rhythms to see if we can narrow down the 

input to only one rhythm instead of the whole signal. The 

wavelet used is db7, and again, there is no guarantee that 

this is the best choice. Two classifiers were tested, SVM 

and k-NN. The former has the best performance with all 

rhythms except Gamma. Table 24 refer to the results 

obtained with the SVM classifier. 

Generally, the overall performance was good with all 

five rhythms. The highest average accuracies were 

achieved with the Beta and Theta rhythms, 97.82% and 

97.78% respectively, followed by Alpha with an average 

accuracy of 96.85%. Then, Delta and Gamma rhythms 

with average accuracies 95.86% and 93.56%, 

respectively. The detection of epileptic seizures is higher 

in the frequency band 4 Hz to 30 Hz. The main 

difference between the results recorded with Theta and 

Beta rhythms is that higher accuracies (≥99%) were 

achieved with the Theta rhythm with the healthy sets (A 

and B) whereas, the results achieved with the interictal 

sets (C and D) were better with the Beta rhythm 

(≥98.25%). Also, the latter has the best average 

sensitivity, 97.1%, which is 1.3% higher than the 

sensitivity recorded with the Theta rhythm. However, the 

average specificity of the latter, 98.8% is 0.8% greater 

than the recorded average specificity with the Beta 

rhythm. The results achieved with the Beta rhythm are 

very close to those achieved with the whole signal. There 

is a loss of 0.93% in accuracy, a gain of 0.1% in 

sensitivity, and a loss of 1.6% in specificity. Here again, 

the drawn conclusions concern only this method. The 

fact that epileptic seizures were best detected with the 

Beta rhythm cannot be generalized to other researches 

with different methods.  

3.2.6 Discussions 

In these experiments, we presented three methods for 

two types of problems concerning Epilepsy. The first one 

is the detection of the disease during seizure-free 

intervals from EEG data. The second is the identification 

of the epileptic seizures from the same data. The 

difference between the presented methods lies in the 

features extraction stage. In the first method, we directly 

used the original signal to extract 8 statistical features. In 

the second and third methods, an extra step is added. In 

the former, we first obtained the DCT coefficients then 

summarized the relevant information in 2 features, 

whereas in the latter, we used the DWT transformation 

on the signal then we extracted 16 features. We preferred 

to perform the classification with more than one model. 

Hence, we used three classifiers k-NN, SVM, and ANN. 

Several data samples were tested.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

For Epilepsy detection, the first method was proved to be 

the worst with an average accuracy of 77.72% using 

SVM as shown in table 25. The best accuracy achieved 

was 82.75%, for the A-C data sample. But, in most cases, 

the accuracy was less than 80%. The second method, 

based on the DCT, performed better. The accuracy was 

greater than 90% for three data samples and greater than 

80% for the remaining three. The best overall 

performance was achieved with the last method based on 

the DWT with average accuracy 94.04% using ANN as 

shown in table 25.  

 

Table 24: The obtained results for seizure detection with the SVM 

classifier using the DWT coefficients after decomposing the EEG signal 

into 5 rhythms. 

 A-E B-E C-E D-E ABCD-E 

Delta 

Rhythm 

Acc (%) 92.75 93.25 94.25 96.75 92.9 

Sen (%) 86 87.5 91 94 90.17 

Spe (%) 99.5 99 97.5 99.5 97 

Theta 

Rhythm 

Acc (%) 99.75 99 96.5 95.75 97.9 

Sen (%) 99.5 98.5 96 93.5 91.5 

Spe (%) 100 99.5 97 98 99.5 

Alpha 

Rhythm 

Acc (%) 100 91.5 98.25 98.5 96 

Sen (%) 100 88.5 99 98 86 

Spe (%) 100 94.5 97.5 99 98.5 

Beta 

Rhythm 

Acc (%) 98.5 96 98.25 98.75 97.6 

Sen (%) 99 94.5 100 98 94 

Spe (%) 98 97.5 96.5 99.5 98.5 

Gamma 

Rhythm 

Acc (%) 96.75 88.25 94.5 96 92.3 

Sen (%) 94.5 98 98 97.5 91 

Spe (%) 99 78.5 91 94.5 92.62 

 

Table 25: The average accuracies obtained for Epilepsy detection 

using different feature extraction methods and classifiers. 

 K-NN SVM ANN 

Statistical 

Parameters 
73.36% 77.72% 73.7%. 

DCT 90.30% 89.72% 90.16%, 

DWT 93.88% 92.68%. 94.04% 

Table 26: The average accuracies obtained for Seizure detection 

using different feature extraction methods and classifiers. 

 K-NN SVM ANN 

Statistical 

Parameters 
97.29% 96.66% 97.11% 

DCT 97.57% 97.53%, 97.8% 

DWT 98.75% 98.65%, 98.29%. 
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For all data samples, with the k-NN classifier, the 

minimum accuracy recorded was 92.25%, the minimum 

sensitivity was 86.25%, and the minimum specificity was 

97.5%.  For seizure detection, all three methods had a 

decent performance. Although, the order was the same as 

in the first experiment. The least average accuracy 

recorded was 97.29% using the first method (with the k-

NN classifier) as shown in table 26. The DCT didn't 

improve significantly the performance, since we noticed 

an average gain of only 0.51% in the accuracy (with the 

ANN classifier). 

The best performance was recorded with the DWT based 

method, where the average accuracy was 98.75%, the 

average sensitivity was 97%, and the average specificity 

was 99.6% (with the k-NN classifier). 

The last step in both experiments was to test the DWT 

based method on the five rhythms extracted from the 

EEG signal. We observed that for Epilepsy detection, 

almost the same performance could be achieved from 

only the Delta rhythm. Whereas for seizure detection, 

very close results to those recorded with the whole signal 

were achieved from the Beta rhythm. 

4 Conclusion 
The EEG test gives information about the electrical 

activity carried out in the brain. It is the most suitable test 

for Epilepsy diagnosis since epileptic seizures are 

characterized by the abnormal brain activity and the 

unnaturally high spikes of voltage recorded during 

seizure.  Many researches were carried out in order to 

automatize the diagnosis using machine learning. Most 

of them are based on seizure detection for Epilepsy 

diagnosis. Our contributions in this study are that we 

worked on the diagnosis during both ictal (during 

seizure) and interictal (seizure-free) activities in two 

different experiments; we have used three techniques for 

the feature extraction stage and three different classifiers 

to compare their performances, and we decomposed the 

EEG signal into five rhythms to deduce the best rhythm 

for the diagnosis. The first technique is based on the time 

domain information only, the second on the frequency 

domain information only and the third is based on both.  

Extracting statistical features directly from the time 

domain signal was the least performing technique 

especially during interracial intervals. Using the DCT on 

the signal then extracting statistical features from the 

coefficients improved considerably the performance 

compared to the previous technique. As a last method, 

we used a powerful analysis tool in the feature extraction 

stage, which is the DWT. The best performance was 

recorded with this technique. However, the experimental 

results showed that the choice of the mother wavelet, the 

order and the level of decomposition might be very 

difficult and no prior assumption over what is the best 

choice may be made before carrying out the experiment. 

In the classification stage, we used three different 

classifiers with each method, k-NN, SVM and ANN. 

With the DWT based method, k-NN had a better overall 

performance than SVM and was more stable to the 

wavelet, order and level changes.  

The last step in our study was to separate the five 

rhythms from the EEG signals by filtering to see if we 

could use only one rhythm as input before the feature 

extraction stage instead of the whole signal. The results 

showed that the Delta rhythm, which has the lowest 

frequency band is enough for Epilepsy detection from 

interictal intervals. Whereas, the Beta rhythm had the 

best performance among the five rhythms for seizure 

detection. However, these findings do not go beyond the 

database used which is the Bonn database with an 

augmentation scheme, and the method used which is the 

DWT based method. In this study and all the previous 

research carried out about the current topic, the seizures 

are detected after their occurrence. In the future, it will be 

interesting to investigate these findings in order to build a 

forecasting model able to detect the seizures before their 

occurrence.  
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In the area of clustering, proposing or improving new algorithms represents a challenging task due to an
already existing well-established list of algorithms and various implementations that allow rapid evalua-
tion against tasks on publicly available datasets. In this work, we present an improved version of the MTree
clustering algorithm implemented within Weka workbench. The algorithmic approach starts from classi-
cal metric spaces and integrates parametrised business logic for finding the optimal number of clusters,
choosing the division policy and other characteristics. The result is a versatile data structure that may be
used in clustering to find the optimal number of clusters, but mainly for loading data sets that already have
a known structure. Experimental results show that MTree finds the proper structure in two clustering tasks,
although other algorithms fail in various ways. A discussion of further improvements and experiments on
real data sets and functions is included.

Povzetek: Opisana je nova metoda algoritma MTree za gručenje.

1 Introduction

As an unsupervised learning technique, clustering is con-
tinuously getting attention within the machine learning area
due to many available algorithms and a wide range of appli-
cation domains for which practical solutions are continually
being designed and implemented.
The general problem of building clusters of objects is

narrowed down in [41] by clearly stating that the first thing
that needs to be taken into consideration in the context of
the problem. Therefore, building a general-purpose cluster-
ing algorithm that may work with any objects and solve any
task is not a realistic option. Thus, the objects we need to
define and provide a proper task description accompanied
by particular distance and evaluation metrics or various al-
gorithmic approaches need to be carefully taken care of in
building a clustering data analysis workflows.
In [1], authors recently raised the problem of clusterabil-

ity of a dataset. Having an available dataset does not neces-
sarily imply that we may meaningfully run a clustering pro-
cess to solve a particular task. Thus, defining clusterability
becomes a critical issue. Checking if a dataset is cluster-
able becomes an inherently tricky problem, especially when
dealing with actual data and solving a particular practical
task.
The wide range of approaches used in available imple-

mented clustering algorithms has found various application
domains to provide efficient solutions to many practical
tackled problems. From the many application domains, we
mention medical image processing (i.e., pattern recognition
and image segmentation) [39] [24], general and natural lan-
guage processing knowledge discovery [20] [33] [34], nav-

igation of robots [14] [22] and in many other contexts.
In the area of unsupervised learning, there are several

general classes of clustering algorithms (i.e., flat, hierar-
chical and density-based) that all share two common prob-
lems: finding the optimal number of clusters and quickly
and efficiently finding the correct clusters taking into con-
sideration specific distance measures appropriate for the
objects (i.e., pixels, points, persons, books, etc.) that are
being grouped. Further, once the clusters are being cor-
rectly determined, there may be later used to query for the
nearest neighbours or run specific range queries. Depend-
ing upon the inner data structures used for managing the
clusters when tree data structures are being used efficiently,
searching or traversing may be accomplished efficiently
The objective of this work is to present an improved ver-

sion of the metric trees (MTree) algorithm that has been
firstly proposed by [7] and later by [40] and [43].The first
proposal of using MTrees in the context of clustering has
been made in [31] and later implemented as Weka [16]
package in [30]. This paper presents an improved version
of the works from [30] and [31] that has been tested in a
comparative benchmark with k-MS morphological recon-
struction clustering algorithm [37] along with classical al-
gorithms (i.e., simple k-means, Cobweb, Farther First and
Canopy) in [9].
This paper presents a further improved sparametrised

version of the MTree algorithm in terms of managed items,
used distance, the method for finding and setting K (i.e., the
number of clusters), division policy and validation metrics.
The critical improvement of the new parametrised version
of the MTree clusterer is that it is now suitable to address
a broader range of problems. The parametrised version is
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not ideal for solving any clustering problem by dynamically
choosing the suitable parameters. Instead, a wide range of
clustering problems may be addressed to the newly pro-
posed MTree cluster by properly setting its parameters de-
pending on the available data objects and the tackled task.
In general, there are two types of clustering problems.

One regards finding patterns in a dataset that we do not
know if they have a specific structure or if a certain num-
ber of clusters exist. The second type of task regards cor-
rectly building a data clustering model that may later be
queried many times for getting specific information about
managed data. In this scenario, the cluster model is con-
structed only once such that it may be regarded as a prepro-
cessing step. Later, few insertions and updates may occur at
runtime, while most calls are range queries or kNN queries
that need to be solved correctly and efficiently. The pro-
posed approach is suited for both tasks, but the second one
is more appropriate. Range queries determine items whose
distance from a specific query item is smaller than a partic-
ular value.
The paper is organised as follows. In Section 2, we per-

form a literature review with regards to similar libraries
other application domain usages of metric trees for clus-
tering such as time series analysis of cytometry data, rec-
ommender systems, spatial clustering data, automatic com-
puting the number of clusters for colour or greyscale image
segmentation and clustering quality metrics. Section 3 de-
scribes the proposed approach with a detailed presentation
of how each parameter may be set and how it influences the
business logic of the MTree. Section 4 presents the experi-
mental results on two publicly available data sets with runs
on several parameter settings. Finally, section 5 contains
the conclusions of this work, summarises the main contri-
butions and discusses potential improvements and applica-
tions.

2 Related work, limitations and
approaches

Data clustering (also known as unsupervised learning) rep-
resents a subarea of machine learning. Other areas of
machine learning are supervised learning, reinforcement
learning or deep learning. A particular sub-domain is rep-
resented by age clustering and segmentation [13] which
presents the use of subtractive clustering along with clas-
sical K-means algorithm to preprocess the data for optimal
centroid initialisation. The experimental results were ob-
tained on medical images representing infected blood cells
with malaria. The classical images used for segmentation
bring better results than k-means taking into account root
mean square error (RMSE) and peak signal-to-noise ratio
(PSNR) metrics.
Another approach for image clustering was proposed by

Chang et al. in [5]. They propose a Deep Adaptive Cluster-
ing (DAC) approach that reduces to a classification prob-
lem in which similarity is determined by cosine distance

and learned labelled features tend to be one-hot vectors ob-
taining good results on popular and accessible datasets like
MNIST, CIFAR-10 and STL-10.
One of the critical practical usages of clustering algo-

rithms is for image segmentation. Including spatial infor-
mation along with taking outlier points at a later stage in
the clustering algorithm has been proposed in [42]. From
this perspective, outliers are data points with almost equal
distance to their adjacent clusters and therefore should be
taken into consideration later. This approach raises two is-
sues. One regards the fact that the order inwhich data points
are given to the algorithm has significant importance. Thus,
if a clustering algorithm is highly sensitive to the order in
which data points are provided with a custom preprocess-
ing may be necessary. The second issue regards the very
nature of the data set from the clusterability perspective.
The critical verification that is also highly recommended
is to always check for clusterability before starting to the
clustering analysis.
Another application of clustering is grey scale image seg-

mentation [44]. As compared with the clustering of colour
images or with images that incorporate spatial information,
the task is to highly decrease the time complexity of the al-
gorithm by using affinity propagation (AP) clustering algo-
rithm. As always, when real life grey scale images are being
clustered the problem of correctly determining the number
of clusters or segments is a critical one.
More elaborate applications regard indexing and re-

trieval of similar images from an image database (CBIR
- Content-Based Image Retrieval) which represent a chal-
lenging task that has been addressed in [29] and [27]. The
first approach uses features, colour and texture. It employs
K-means and hierarchical clustering for finding the most
similar images. The second approach uses colour, tex-
ture and shape as features and K-means as business logic
for determining four classes of images: dinosaurs, flowers,
buses and elephants. The obtained experimental results are
promising in terms of excellent precision and recall values.
Clustering has also been used successfully in recom-

mender systems that were based on collaborative filtering
in [11]. A novel K-medoids clustering recommendation al-
gorithm has been proposed, which introduced an improved
Kullback-Leibler divergence for computing item similarity.
The final task was to improve the effectiveness of the de-
veloped recommendation system.
Lately, in the application domain of immunology has

been used clustering algorithms - ChronoClust, a new
density-based clustering algorithm - on time series cytom-
etry data [26]. The task was to characterise the immune
response to disease by tracking temporal evolution.
Very recent works [1] put a high emphasis on defining

clusterability and checking if a dataset is clusterable as a
preprocessing step before any other data analysis is further
performed. Therefore, before applying the algorithm for
solving a task that requires clustering a sanity check may be
required, in the way that we should verify the clusterabil-
ity of the dataset. In other words, clustering may not work
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on datasets which do not exhibit any internal structure, irre-
spective of any particular algorithm that may be employed.
In our case, clusterability becomes a prerequisite that the
dataset needs to meet before being loaded into the MTree
structure. The new proposed clustering algorithm should
have as main scenario working with data that is known to be
clusterable, for which we know it has a well-defined struc-
ture with a known number of clusters. A dataset has a well-
defined structure when there exists an assignment of items
into clusters that is validated by a domain specialist for real
world datasets. In the case of synthetic datasets, the func-
tion that creates the instances is designed in such a way that
clusters are well-defined and represent the gold labeling for
any clustering algorithm.
If the number of clusters is not known than the results

highly depend on the particular practical context of the clus-
tering problem. The context is defined by the problem
(clustered objects and clustering task) and parameters of the
MTree: object type, distance function, splitting policy and
validationmetrics. If the dataset is not clusterable, we argue
that the MTree algorithm - as well as any other clustering
algorithms - will exhibit undefined behaviour.
A more complex context occurs when the image source

is unknown or when the ground truth for the training dataset
is also unknown [4] [10]. In this particular situation, find-
ing the optimal K represents am an inherently difficult
task. From an experimental algorithmic perspective, using
proper distance metrics and loss function in this optimisa-
tion problem represents one of the key ingredients towards
successful results. Such approaches propose fancy solu-
tions such as hierarchical clustering or clustering ensem-
bles based graph partitioning methods, cluster-based Sim-
ilarity Partitioning Algorithm (CSPA), HyperGraph Parti-
tioning Algorithm (HGPA), andMeta Clustering Algorithm
(MCLA).
Among the most well-known issues in unsupervised

learning consists in determining the actual number of clus-
ters from a dataset. Unfortunately, scenarios in which the
value ofK is known to occur only in a few practical systems.
In general, an application that performs an image process-
ing task does not have any information regarding the actual
number of clusters from the target image. This situation
may occur when dealing with data streams [25] or with very
high-dimensional datasets [17]. In general, one of the most
suitable approaches tries to reduce to automatic determina-
tion of K that may be based on dynamic clustering [17] or
joint tracking segmentation [32].
A general-purpose algorithm for finding the optimal

number of clusters has been proposed by [6] and imple-
mented in an R package in NbClust. The main idea of this
approach is that it may use up to 30 indices for voting the
number of clusters. The package has implemented a func-
tion to run a clustering algorithm (i.e., k-means or hierar-
chical clustering) using various distance measures and ag-
gregation methods. The main limitation of the approach is
that it is general and practical usage for particular datasets
needs to be parametrised by the appropriate clustering algo-

rithm, subset of indices, distance measure and aggregation
method.
One particular usage of clustering regards automatic

computing of the number of clusters for colour image seg-
mentation [21]. This approach uses fuzzy c-means algo-
rithms for extracting chromaticity features of colours and
trains a Neural-Networks with obtained chromatic data of
colours. The trained model may be further used on new
colour images to predict the number of clusters in colour
images.
Among many clustering libraries, we mention LEAC

[36]. It is an open-source library with source code publicly
available in the GitHub repository. Thus, once the experi-
ments are also performed on publicly available datasets, the
results may be reproducible and also used in other setups
for further improvements. Inclusion of 23 state-of-the-art
Evolutionary Algorithms for partial clustering within a li-
brary that allows easy and fast development and integration
of new clustering algorithm represents the solution that we
also target when improving the initial version of the MTree
clustering algorithm within Weka package.
Another usage of metric trees has been reported recently

in [12]. The task is to quickly and efficiently scale-up
the problem of shadow rendering for 70 million objects
(i.e., triangles) in real-time. The proposed metric tree
uses as splitting policy binary space partitioning (BSP)
and ternary object partitioning (TOP) for grouping triangles
into clusters as precomputed bounding capsules (line-swept
spheres).
Finally, the whole clustering process needs validation,

and many quality metrics may accomplish this for a wide
range of algorithms [18]. Depending on the structure of the
dataset, various clustering quality frameworks [23], [38]
have been proposed. The key issue that always arises re-
gards choosing the proper similarity and quality metrics
[38].

3 Proposed approach

The proposedMTree parametrised clusterer has been firstly
proposed in [31] in an attempt to define a new clustering
algorithm that has as main business logic the metric trees
initially presented in [7] and later in [40] and [43]. The
initial C++ implementation approach was designed to clus-
ter students who were defined by three of their obtained
grades during one semester. The main shortcoming of the
proposed structure was that it as designed only for man-
aging student objects and had several hard-coded parame-
ters needed for building the tree. The most important one
is nrKeys, which represents the maximum number of stu-
dents contained in a node (i.e., a cluster). This approach has
a critical limitation in the fact that the splitNote() method
was called based only when a note was full. Other limita-
tions regard the lack of parametrised division policy, dis-
tance metrics or other features needed for flexibly running
a clustering process.
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Later, the initially proposed MTree clustering algorithm
has been contributed as an officialWeka package [30]. This
newly Java-based approach had the goal to be function-
ally available underWekaworkbench as any other clusterer,
such that it may be further used in various practical situa-
tions. TheMTree clusterer fromWeka has been used in [37]
in a comparative analysis on publicly available images. The
results ofMTree were inferior such that the limitations were
addressed in [9]. As critical improvements, the MTree ver-
sion from [9] uses off-line dataset preprocessing for find-
ing the optimal number of clusters and adjusts the business
logic of the clusterer in terms of division policy and distance
metric between instances.
The current proposed version of the MTree cluster rep-

resents a flexible parametrised version of the former one
in terms of division policy, used distance, the method for
finding and setting the number of clusters.

3.1 Definitions and context
The metric space M = (D,d) on a data domain D with the
distance function d : D×D → R postulates:

Non negativity : ∀x,y ∈ D,d(x,y)≥ 0 (1a)
Symmetry : ∀x,y ∈ D,d(x,y) = d(y,x) (1b)
Identity : ∀x,y ∈ D,x = y ⇔ d(y,x) = 0 (1c)
Triangle inequality : ∀x,y,z ∈ D,d(x,z)≤ d(x,y)+d(y,z)

(1d)

The conditions specified above are satisfied by most dis-
crete or continuous distance (or similarity) metrics (or mea-
sures): Euclidean, Minkowski, Manhattan, quadratic form
distance (i.e., colour histograms, weighted Euclidean dis-
tance), edit distance, Jaccard’s coefficient or Hausdorff dis-
tance. Building clusters of objects in metric spaces relies on
the partitioning method and shape of the decision bound-
ary that lays between two adjacent clusters. The partition-
ing method regards how a set of objects is split into two
or more clusters taking into account specific optimisation
criteria such as the sum of squared errors (SSE) in case of
simple k-means algorithm. Regarding the decision bound-
ary, the two most common options are ball partitioning as
in metric spaces and hyperplane partitioning.
As current implementation of the MTree algorithm rep-

resents a two-level ball decomposition generalisation of
the approach from [40]. The limitations from [40] regard
choosing an arbitrary object as the pivot, using only binary
splits around the median object, which implies previously
sorting the objects and multilayered approach due to recur-
sive construction. From the practical perspective of run-
ning a clustering process, these are substantial limitations
because ordering may not always be possible, binary split-
ting may not be useful when dataset consists of many clus-
ters and the notion of the cluster become unclear in a mul-
tilayered approach.
Definition 1. The newly designed MTree data structure

is a two-level perfectly balanced multiway tree that indexes

a set of objects into its leaves which reside only on the sec-
ond level. After building the tree, the root contains the set
of centroids and their corresponding covered radius. On
the second level, the leaves represent the clusters contain-
ing objects whose distance is smaller or equal to the radius
assigned of the corresponding centroid within the root.
The key features for the parametrised MTree implemen-

tation are:

1. The possibility to process various object data types
provided as input (i.e., image, document, etc.) that is
represented as a multidimensional vector.

2. The possibility to set up a particular distance function
between objects by direct usage of distance functions
that are already available in Weka or by using a newly
defined custom function.

3. The possibility to set up a particular division policy
that will be used internally used as needed. Practi-
cally, the logic of the division policy is managed by
the clustering algorithm. This feature needs to be ac-
companied by a parameter that controls the number of
clusters into which full leaf may be splitted. Available
options are binary object partitioning (BOP), ternary
object partitioning (TOP) or multi-object partitioning
(POS).

4. The possibility to set up a specific number of clusters
in which the entire dataset will be partitioned, if the
number of clusters is known. If the number of clusters
is not known, the MTree will find the optimal number
of clusters considering the other parameters that have
been set.

5. The possibility to compute at request various cluster-
ing quality metrics that will give a general idea on
the quality of the clustering process. This feature
is critical in benchmarking the MTree clustering re-
sults against results produced by other clustering al-
gorithms.

TheMTree uses only one node data structure for the roots
and leaves. In the root node, the instances are represented
by centroids, and each element from the radix vector rep-
resents the covered radius for the corresponding centroid.
In the same way, each element from the route vector is an
address of the corresponding leaf node. Their vector po-
sition accomplishes the correspondence between centroids
from the root node and covered radius and leaves. For ex-
ample, the first element of the instances vector of the root
represents the first centroid with a radius defined in the first
element of the radix vector. The first element of the route
vector represents the address of the leaf node that contains
objects whose distance to the first centroid is smaller or
equal to the covered radius. In the case of leaf nodes, the
instances represent the data objects themselves. The isLeaf
flag is set by the business logic to value TRUE such that
radix and route vectors are set to null.
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Table 1: The structure of MTree node

Field name Description
nrKeys The number of objects actually stored in the node.
isLeaf This flag represents the node type: root or leaf.
radixes The vector of distances covered by a centroid.
routes The vector of node addresses to leaf nodes.
instances The objects from the node (parent or leaf).
parent The address of the parent node.

Before starting any computation needed for inserting a
new object in the MTree, the algorithm checks if we are
in a leaf and if the leaf has objects in it. If any of these
conditions do not hold than insertion may not take place
because insertion may be performed only in a leaf and fur-
ther splittingmay be taken into consideration only if the leaf
has objects in it. Further, the leaf is evaluated for splitting
parametrised by evaluatorOfK, which is a function that de-
termines the optimal number of clusters. This helper func-
tion takes as parameter the objects from treeNode and out-
puts splitEval as an evaluation of the splitting. If this also
is valid, then the leaf node is split into the optimal number
of clusters by using a parametrised divisionPolicy. The in-
sertNonFull function is called to append a new object in the
leaf when no splitting is necessary.
The twomain ingredients ofmTreeInsert function are the

evaluation of the optimal number of clusters from a leaf
and the division policy used for splitting. The current im-
plementation uses a function called voteK that computes
the optimal number of clusters in a similar way as NbClust
[6] package in R. The main difference is that NbClust
uses 30 indices while voteK currently integrates only 8 in-
dices: Davies-Bouldin, Dunn, Xi-Beni, Banfeld-Raftery,
McClain-Rao, Ray-Turi, Calinski-Harabasz and PBM in-
dices. The architectural design of the package allows the
easy call of anymethod that given an input dataset can com-
pute the optimal number of clusters.
The nrKeys represents the number of items (i.e., cen-

troids or items) contained in a node (i.e., root or leaf). For
the root node, the items are centroids, and for the leaf node,
the items are the sample points. Depending upon the imple-
mentation, the centroids may be items from the dataset or
computed instances. The isLeaf field from the data struc-
ture represents a clarification regarding what represent the
items from a node: centroids or instances.
As far as our M-tree is concerned, we pay extra attention

to the nodes because it is essential whether they are leaves
(i.e., terminal nodes containing instances) or internal nodes
(i.e., having only centroids) information is critical for the
algorithm design.
The instances vector contains the centroid points or

items, depending upon the node is either root or leaf. If
the node is the root, vector radixes contain the distance
covered by each centroid, while the routes vector contains
the leaves’ addresses. On the other hand, if the node is a
leaf, then the field parent includes the root address while

the radixes and routes vectors are empty.
The second key ingredient of the mTreeInsert function

is the division policy. The default option for this param-
eter is the simple k-means algorithm, but any other strat-
egy may be called as needed. Other options, besides call-
ing particular clustering algorithms as a multi-object parti-
tioning (MOP) strategy, is using binary space partitioning
(BSP) or ternary object partitioning (TOP) by simply set-
ting proper parametrised values. Suppose there is no need
for node splitting, then insertion reduces to appending the
new object into that leaf.
In that case, insertion reduces to appending the new ob-

ject into that leaf, which is accomplished by calling insert-
NonFull function. Intuitively, when a leaf is not full, we
insert a new object; otherwise, we split the leaf. The most
crucial difference from former versions or other approaches
is that splitting is not called when the number of stored ob-
jects reaches a specific value, but when current objects ex-
hibit the property that they are properly clustered, and there-
fore a split is compulsory.
Algorithm 1 summarizes the business logic for inserting

a new object into an existing MTree leaf node.
Algorithm 1 summarises the business logic for inserting

a new object into an existing MTree leaf node. The sec-
ond critical procedure is the one that performs the split of a
leaf node as specified in the insertion algorithm. The main
ingredient is represented by the clusteringEvaluator setup,
which allows breaking the leaf into clusters according to
with specific division policy and a predetermined optimal
number of clusters. The newly obtained clusters are added
into a splitedClusters vector and returned as output. The
main improvement in the split procedure is avoiding split-
ting a leaf into a hard-coded number of clusters by using a
pre-determined optimal number of clusters and parametris-
ing for the division policy for running the effective split.
Algorithm 2 summarises the business logic for splitting.
The input consists of a tree node (i.e., a cluster) and an eval-
uator, and the returned value consists of a vector of clusters,
called splittedClusters. The evaluator has the task of decid-
ing if the node should remain as a single cluster or be split in
two or more clusters. If the evaluator considers more than
one cluster in the note, the node will split, and the tree will
change its structure.
The bounding volumes of the MTree leaves are circles

if objects are 2-dimensional or spheres if objects are 3-
dimensional and Euclidean distance is being used. For
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Algorithm 1 mTreeInsert (MTree treeNode, Instance newObject)
1: if treeNode is leaf and has objects then
2: Set clusteringEvaluator = getOptimalNrOfClusters (treeNode, evaluatorOfK);
3: end if
4: if splitEval is valid then
5: nrOfClusters = clusterEval.getNumberOfClusters ();
6: if nrO fClusters > 1 then
7: splitNode(treeNode, clusteringEvaluator);
8: else
9: insertNonFull(treeNode, newObject);
10: end if
11: end if

Algorithm 2 mTreeSplitNode (MTree treeNode, ClusterEvaluation clusteringEvaluator)
1: clusters = getClusters (treeNode, clusteringEvaluator);
2: if size of clusters > 0 then
3: for each cluster in clusters do
4: centroidInstance = chooseCenter(cluster);
5: splitedCluster.addCentroid(centroidInstance.getCentroid());
6: splitedCluster.setRadix(centroidInstance.getRadix());
7: splitedClusters.add(splitedCluster);
8: end for
9: end if
10: Return splitedClusters;

n-dimensional spaces, the bounding volumes are hyper-
spheres, a generalisation for a set of points equally dis-
tanced to a given point. This generalisation is valid only
for Euclidean distance, as for other distances, the bounding
volume is the representative of a sphere for that particular
vector space.

3.2 MTree algorithms description

The MTree implementation is aimed for usage by client
code in practical scenarios. Although the primary usage
scenario addresses the situation for which we know the ac-
tual number of clusters, the clusterer may also be used in the
case when the data analyst specifies a particular number of
clusters depending on the tackled task or in the situation
when the number of clusters is not known or does not exist.
In any of the situations mentioned above, the parame-

ters that need to be set are the input data-set, the number of
clusters, the distance metric, the evaluator of the number of
clusters and the division policy algorithm. The main prac-
tical goal of the current version of the MTree clusterer is
to verify that it correctly loads the data given specific pa-
rameters and creates a data model that validates the ground-
truth model from two publicly available data sets. Finally,
the clustering validation metrics are verified against other
clustering algorithms implemented in Weka workbench.
One key aspect for correctly building the MTree from

data regards the order in which the data objects are pro-
vided as input. As a general rule, any clustering algorithm
is highly sensitive to the order in which data objects are

considered in the clustering process. The seed mechanism
is the general solution to clustering algorithms and is also
used as a standard option in the MTree. For our case, the
seed mechanism represents a random shuffle of the order in
which the instances are added to the MTree.
The pseudocode of mTreeInsert function presents the

structure and logic of operations when inserting a new in-
stance into the tree. The function’s parameters are the ad-
dress of the tree and the item that should be inserted. Since
inserting takes place only in leaf nodes, the algorithm first
checks that we are in a leaf node and then determines the
optimal number of clusters from that leaf. If more than one
cluster is found in the leaf, the node is split, and the instance
is placed into the appropriate cluster.
The pseudocode of mTreeSplitNode function actually

performs the split of a leaf. Along the treeNode, an evalu-
ator is given as parameter, which gathers the parameters
needed to determine the clusters. Once the clusters are
determined, the centroids and corresponding radixes are
placed in the root, the addresses of the new clusters are
placed in the routes and instances themselves are placed in
the appropriate clusters.
A particular situation occurs when we do not know the

correct number of clusters. In this case, the adequate so-
lution is to preprocess the data-set to check clusterability
and determine the valid number of clusters if such a num-
ber exists. The situation in which the data-set has not a clear
well-defined structure may be interpreted in two ways: ei-
ther the data-set has several possible options as the actual
number of clusters, or we do not know the correct number of
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clusters. In the first situation, a domain knowledge person
should consider the specific data analysis task and choose
the correct number of clusters that fit the practical problem.
More extensive work needs to be done as a preprocessing
step in the latter situation.

Figure 1: Nodes structure

As a general rule, when the data-set has no structure, the
first preprocessing steps should define the number of clus-
ters as a task-dependent value. Then, the centroids should
also be defined as representatives for each cluster consid-
ered by the domain knowledge person. Finally, the objects
from the data-set are added to the pertaining cluster only if
a maximal threshold distance from the centroid is not ex-
ceeded. The objects that have almost equal distance from
centroids are considered outliers and are not added to any
cluster. In this way, the data analyst may obtain a cluster-
able data set with a specific number of clusters. Having a
clusterable data-set is a prerequisite for the MTree cluster-
ing algorithm and any other algorithm. Therefore, if the
data-set does not meet clusterability, building an MTree
clusterer or any other clusterer will exhibit undefined be-
haviour.

Finding the correct number of clusters by using MTree
may be performed by running with various parameter set-
tings in terms of the number of clusters and division policy
in an attempt to obtain a clusterer whose validation param-
eters show that the correct patterns have been discovered.
In this use case, the MTree data structure is built for finding
whatever clusters are to be found.

3.3 Complexity analysis
The complexity analysis of building the MTree from data
depends on the number of objects, the number of clusters,
the method of finding the optimal number of clusters and
the number of distance computations. The number of clus-
ters from the data-set represents the number of splits that
need to be performed while building the tree. The most
critical operation is finding the optimal number of clus-
ters, which is called after each object insertion. The num-
ber of distance computations is related to the number of
clusters since distances from the newly inserted object to
all the centroids from the root need to be computed to de-
termine the suitable leaf where the insertion should occur.
The most time-consuming function is the getOptimalNrOf-
Clusters function that is called whenever a new object is
to be inserted. We have observed that for a reasonably
small number of clusters and a large number of objects, that
method getOptimalNrOfClusters is used to trigger a split
fewer times than the number of clusters. For example, once
the number of leaves fromMTree has reached the true num-
ber of clusters, then looking for the optimal number of clus-
ters becomes useless. Further insertions will be performed
in constant time just by determining the proper leaf where
the new object needs to be inserted. As stated in [15] the
performance of building an MTree with n objects is anal-
ogous to that of k-d trees, that is O(n logn) for worst-case
scenario. Depending on the split method the time may in-
crease to O(n log 2n) or O(kn logn) for k dimensions. Still,
the currently proposed method is highly sensitive to the or-
der in which objects are being inserted, the seed selection
and the particular parameters setup as well as all other clus-
tering algorithms.
The critical property of the MTree is that after correctly

building the clusters, the operations of inserting, removing
and querying may be performed in O(logn) time. These
aspects are not tested by the current works and need to be
further experimentally investigated in practical clustering
tasks.

4 Experimental results

4.1 Data-sets description
Experimental results have been performed on two synthetic
publicly available data sets from the clustering basic bench-
mark [19]: Unbalance [35] and Dim2 [28]. Unbalance is
a synthetic 2-d data-set with 6500 points and 8 Gaussian
clusters for which ground truth centroids and partitions are
known. Dim2 is also a synthetic 2-d data-set with 1351
points and 9 Gaussian clusters.. Figures 4 and 5 present a
plot of the raw input data.
We have chosen two synthetic datasets for which the

ground truth centroids and partitions are known because
they are suitable for comparing clustering results obtained
by MTree algorithm against other ones implemented in
Weka workbench.
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Figure 2: Sample MTree

Figure 3: Sample MTree split node

Figure 4: Unbalance dataset

Figure 5: Dim2 dataset

Finally, we have tested the MTree onWine and Iris clas-
sical datasets from UCI Machine Learning Repository [3].

These real-world datasets were chosen because they may
be successfully used in clustering tasks as they are labelled,
and classical unsupervised training may correctly deter-
mine the classes.

4.2 MTree package description
MTree is implemented in Java and is aimed to be executed
within Weka 3.8 workbench by using the Package man-
ager tool. The MTree package is based on three classes
Node,MTreeBean andMTree along with other three helper
classes. Figure 6 shows the software architecture theMTree
package as an UML class diagram .
The class Node represents a blueprint for a cluster of in-

stances and the MTreeBean class contains the root of the
MTree. The most important class is MTree, which extends
RandomizableClusterer, which is an abstract class whose
direct subclasses are Canopy, Cobweb, FarthestFirst and
SimpleKMeans. Further, by implementing the NumberOf-
ClustersRequestable and other interfaces, the MTree gets
the possibility to be parametrised similarly as other cluster-
ing algorithms are in Weka.
The main goal was to obtain a clusterer that may be pa-

rameterisable in the same way as already existing clusterers
based on interfaces that are already defined inWeka but also
offering the possibility of defining new interfaces specific
for parameters needed byMTree algorithm. In this way, the
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Figure 6: UML class diagram for MTree package

newly obtained MTree can be easily parametrised in the us-
age of the command-line interface or Weka GUI interface.

4.3 Sample MTree usage
The MTree can be used in three ways. The current imple-
mentation provides flexibility for running full experimental
runs and benchmarking the performance of an MTree pa-
rameter configuration against already existing Weka clus-
tering algorithms.

– Basic mode, through command line. This mode allows
executing the MTree on any machine that has JVM
1.8 and weka.jar version 3.8.3. Figure ?? presents a
sample command line execution of the MTree algo-
rithm. This approach is commonly used when batch
execution is needed only once for building the clus-
ters and serialising the obtained model (i.e., the dis-
tribution of objects into clusters) to persistent storage
(i.e., csv, xml, etc.) for later usage is rather tricky.

The available options when running MTree in
command line interface are further presented. N
represents the number of clusters. If we want MTree
to decide for itself the number of clusters this option
must be set to value -1. init option may be used for
setting the initialization method. I option is for setting
the maximum number of iterations, O for preserving
the order of instances, S for setting the number of

seeds, d for setting the distance metric, findN for
setting the method for finding the optimal number of
clusters and splitPolicy for setting the method used as
splitting policy. Current implementation may use as
splitting policy Canopy, Simple k-means, CobWeb,
FarthestFirst or HierarchicalClusterer clusterers from
Weka.

– Using the Weka GUI. This mode is the most user-
friendly as the MTree may be used from Weka GUI
as any other clustering algorithm. As the MTree pack-
age is in the list of official packages, it needs to be in-
stalled before usage. Installing the MTree package in
Weka is a straightforward procedure as the MTree.zip
archive is publicly available in SourceForge [30] and
the link to the package is available in the list of official
packages within the Weka package manager tool.

– Programmatic way. The most versatile usage of the
MTree is programmatically. This approach allows set-
ting up the parameters at runtime as well as having
a ready-to-use in memory MTree object that is ready
for querying. This approach allows the usage of the
cluster as business logic on a server side in complex
applications where client code is performing various
queries. Sample code for building the MTree from
data is publicly available in [8].
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Figure 7: Command line execution of MTree

Figure 8: Execution of MTree in Weka GUI

4.4 Sample runs on Unbalance and Dim2
synthetic data-sets

The newly released parametrised MTree implementation
has been tested against two publicly available synthetic data
sets: Unbalance and Dim2. The client code that calls the
MTree package is publicly available at [8], as further pre-
sented experimental results were obtained by programmat-
ically running the MTree implementation.
Figures 9 and 10 present the experimental results of run-

ning the MTree clusters along other five clusterers imple-
mented in Weka workbench: Canopy, EM (expectation-
maximization), FF (Farthest First), HC (Hierarchical Clus-
tering) and SKM (Simple KMeans).
As figure 9 clearly shows, the MTree correctly deter-

mines the clusters by using 100 seeds and Canopy for split
policy. As a general rule, the clustering result exhibits un-
defined behaviour regarding the number of seeds, such that
correct results may be obtained sometimes for only 10 seeds
and sometimes for 1000 seeds. Here is a summary of the
experimental results of the other five algorithms:

– Canopy algorithm fails to determine the correct num-
ber of clusters and the found distribution into clusters
is wrong.

– EM algorithm fails to determine the correct number of
clusters although in many situations it is used for this

task as it does not require the value of K. The obtained
clusters are reasonable fine with two exceptions: clus-
ter 0 puts together three real clusters and cluster 1 puts
together two real clusters.

– FF algorithm correctly determines the number of clus-
ters but misses to determine two of them correctly:
cluster 0 puts together two real clusters and cluster 2 is
composed of objects belonging to two distinct clusters.

– HC algorithm correctly solves the task.

– SKM algorithm correctly solves the task after finetun-
ing the parameters: 100 seeds, usage of kmeans++ [2]
for seed optimisation and maximum 10,000 iterations.

As figure 10 clearly shows, the MTree correctly deter-
mines the clusters on a more difficult task by using only 10
seeds. The other investigated algorithms provide the fol-
lowing results:

– Canopy algorithm fails to determine the correct num-
ber of clusters and the found distribution into clusters
is wrong, as it puts together in a cluster objects from
two clusters.

– EM algorithm correctly determines the clusters.

– FF algorithm fails to determine the correct number of
clusters and misses to determine one of them correctly.
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(a) MTree results (b) Canopy results

(c) EM results (d) FF results

(e) HC results (f) SKM results

Figure 9: Clustering results on Unbalance dataset

Table 2: Running times statistics (measured in seconds)

Algorithm Unbalance dataset Dim2 dataset
MTree 0.3 [per seed] 0.06 [per seed]
Canopy 0.01 0.1
EM 8.21 [per tuned seed] 0.55 [per tuned seed]
FF 0.01 [per seed] 0.01 [per seed]
HC 605.42 4.11
SKM 0.06 [per seed] 0.01 [per seed]

Table 3: Performance results on real world datasets

Algorithm Accuracy Wine Accuracy Iris
MTree+Canopy 0.94382 0.89261
MTree+cKMs 0.92134 0.89261
MTree+FF 0.93258 0.88590
MTree+HC 0.89887 0.89261
KMeans 0.93258 0.88590
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(a) MTree results (b) Canopy results

(c) EM results (d) FF results

(e) HC results (f) SKM results

Figure 10: Clustering results on Dim2 dataset
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The result shows that objects from one real cluster are
split between two real clusters.

– HC fails to determine the correct number of clusters
and reports one found cluster as a join between two
real clusters.

– SKM algorithm correctly solves the task after fine tun-
ing the parameters: 10 seeds, usage of kmeans++ [2]
for seed optimisation and maximum 10,000 iterations.

Experimental results show that the first K instances have
the most significant impact over the final result, where K
is the number of clusters. Thus, the current implementa-
tion uses kmeans++ [2] seed optimisation, so the first K in-
stances that are added to the MTree are a rather sparse one
from another.
Table 2 summarizes the running time statistics for all six

algorithms on both data-sets. In the case of EM algorithm,
each tuned seed has been obtained by more iterations, and
more k-means runs, a fact that explains the more signifi-
cant running time. HC and Canopy do not have seeds and
Canopy’s poor results on both data-sets were obtained re-
gardless of the configuration parameters. The number of
seeds for the algorithms that correctly solved the dim2 data-
set has been set to 10.
Finally, the SSE (sum of squared error), as well as the

assignment of objects, are correctly computed for MTree
as they compute to the same values as SKM of 4.2471
and 0.3367 for unbalance and dim2 datasets, respectively.
Therefore, the clusters produced by theMTree are valid and
represent the real ones from the datasets and SSE represents
a good optimisation metric for these datasets.

4.5 Sample runs on Iris and Wine
real-world data-sets

Wine data was normalised and then MTree was used on all
13 features. The algorithm was run on 100 seeds and the
best result was targeting to be with the best (smallest) SSE.
As can be seen from the table, smaller SSE does not always
provide the best accuracy, with a SSE value of 66 against
68 but an accuracy of 89 against 94.This suggests that a
different cluster quality metrics may be able to improve the
performance of the proposed algorithm. KMeans run on
100 seeds obtains 93% accuracy or 12 wrong predictions.
Iris data was normalised and MTree used on all 4 fea-

tures. As on the previous data-set, the algorithm was run
on 100 seeds and best SSE was targeted. It is interesting
to notice that different SSE provide the same accuracy, it
seems that the algorithm converged with 16 wrong predic-
tions being its best. MTree+cobweb is not able to cluster the
data. On the same data, KMeans run on 100 seeds obtains
88% accuracy or 17 wrong predictions.
Table 3 presents accuracy results of MTree parametrised

by various splitting algorithms (i.e., Canopy, KMeans, Far-
thest First and Hierarchical clustering) against baseline
KMeans algorithm. Experimental results show the MTree

clustering algorithm correctly finds groups at least as good
as simple KMeans algorithm.

5 Conclusions and future work
This paper presents an improved parametrised MTree clus-
ters for Weka workbench. The experimental results show
thatMTree correctly solves two synthetic datasets for which
the correct structure (i.e., number of clusters, centroids and
distribution) is known. More, five other clustering algo-
rithms implemented in Weka are outperformed in various
situations due to that fact that they do not solve the cluster-
ing task correctly or need intensive tuning for solving it.
Still, the current approach is used only for sanity check

of the clustering capabilities of the MTree implementation,
rather than solving a particular clustering task on a real
dataset. The implementation is Java-based and is available
as open sourceWeka package. The experimental results are
correct and promising such that further development under
Weka offers the possibility of proper benchmarking of fur-
ther clustering tasks that may be taken into consideration.
The main contributions are summarised as follows:

1. An updated parametrised version of the MTree pack-
age is presented. The parametrisation mainly regards
used distance metric, the method for finding and set-
ting the number of clusters and the division policy.
The data structure can load various object types after
being properly processed as well as providing valida-
tion insights.

2. The proposed software architecture of the MTree en-
ables parameterisation through easy integration of
other internal algorithmic strategies that perform key
tasks within the business logic.

3. The implementation of the MTreeis available as an
open source package in Weka workbench. This ap-
proach gives the opportunity for further usage and
benchmarking against other clustering algorithms.

4. The experiments demonstrate that the proposed ap-
proach outperforms current clustering algorithms on
two datasets.

Future works may take into consideration extending the
voteK algorithm as a Java implementation of the already
existing R package NbClust. Extending voteK should take
into consideration the available clustering quality indices
and parametrisation capabilities. In terms of internal busi-
ness logic, MTree may try different approaches regarding
the order in which objects are processed when building the
tree. One option is to cluster the outlier objects later in the
process.
As the most expensive operations are finding the optimal

number of clusters and splitting, one option is trying to pre-
dict how the insertion of an object will impact the tree in
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terms of triggering a split. Checking for the optimal num-
ber of clusters should be performed only when an insert is
highly to determine a split, as most inserts do not require a
split, especially when the dataset has a well-defined struc-
ture.
MTree currently implements range query and kNN

query. These implementations should be further tested in
practical real data scenarios. Other tasks in which MTree
may be also used are outlier detection and finding the cor-
rect number of clusters in a dataset. Finally, MTree algo-
rithm may be further tested for finding patterns in data in
the situation when internal structure is not known.
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Clustering is one of the challenging machine learning techniques due to its unsupervised learning nature. 

While many clustering algorithms constrain objects to single clusters, K-means overlapping partitioning 

clustering methods assign objects to multiple clusters by relaxing the constraints and allowing objects to 

belong to more than one cluster to better fit hidden structures in the data. However, when datasets contain 

outliers, they can significantly influence the mean distance of the data objects to their respective clusters, 

which is a drawback. Therefore, most researchers address this problem by simply removing the outliers. 

This can be problematic especially in applications such as fraud detection or cybersecurity attacks risk 

analysis. In this study, an alternative solution to this problem is proposed that captures outliers and stores 

them on-the-fly within a new cluster, instead of discarding. The new algorithm is named Outlier-based 

Multi-Cluster Overlapping K-Means Extension (OMCOKE). Empirical results on real-life multi-label 

datasets were derived to compare OMCOKE’s performance with other common overlapping clustering 

techniques. The results show that OMCOKE produced a better precision rate compared to the considered 

clustering algorithms. This method can benefit various stakeholders as these outliers could have real-life 

applications in cybersecurity, fraud detection, and the anti-phishing of websites. 

Povzetek: V tej študiji je predlagana alternativna rešitev (OMCOKE), ki zajame izstope in jih sproti shrani 

v novo gručo, namesto da bi jih odstranila. 

 

1 Introduction 
Clustering is an unsupervised learning process that 

involves grouping a set of data objects into subsets, each 

of which has its own label based on a predefined similarity 

metric [2] [5]. Prior to learning, each resulting subset will 

contain data objects usually exhibiting similar traits but 

dissimilar from data objects in the other subsets [25]. In 

clustering, some structural characteristics are not known a 

priori unless some sort of domain knowledge is presented 

in advance (i.e. there are no labels attached to the data 

patterns as in the case of supervised classification), thus 

deeming clustering a difficult problem due to this 

unsupervised nature [23] [32]. Various clustering 

techniques such as probabilistic, distance-based, and grid-

based have been explored in machine learning with the 

distance-based proving to be popular [1] [24].  

Undoubtedly, the K-means [30], and its generic 

extensions and adaptations, is one of the most widely used 

distance-based partition-clustering algorithms [23] [26] 

[28]. There are many reasons attributed to this, such as it 

is easy to implement, its versatility allows any part to be 

easily modified, and its guaranteed nature to converge at a 

quadratic rate [16]. Thus, the K-means algorithm has been 

primarily utilized to deal with non-overlapping clustering 

problems that limit each data object to a single cluster. 

However, one of the main challenges of K-means and its 

successors is sensitivity to exceptional data (outliers). K-

means often derives clusters by optimizing the mean Sum 

of Squared Error (SSE) (Equation 1) by calculating the 

Euclidean distance between the data objects and the 

clusters ‘computed centroids.  

𝑆𝑆𝐸 = ∑ ∑ ||𝑥𝑖 − 𝑐𝑘||
2

𝑥𝑖∈𝐶𝑘

𝐾

𝑘=1

  

                                           (1) 

Where Ck is the kth cluster, xi is a point in Ck, and ck is 

the mean of the kth cluster. 

In cases when the input dataset contains few outliers, 

this may significantly influence the mean distance (the 

outlier will skew the mean and variance) of the data 

objects to their respective clusters, and thus K-means 

tends to discard outliers [6] [15] [34]. Existing algorithms 

that extend the K-means and allow objects to overlap 

include Kernel Overlapping K-means (KOKM) [9][11], 

Overlapping K-means (OKM) [17-18], Parametrized R-

OKM [9] and Multi-Cluster Overlapping K-Means 

Extension (MCOKE) [3][4]. Detecting these outliers is 

advantageous for decision makers as these outliers could 

be used for fraudulent activities such as in the case of 

cybersecurity or a fraud insurance claim. Therefore, it will 
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be more useful to store these outliers (as opposed to 

discarding them) in a separate cluster for potential usage 

as they represent exceptional patterns. 

This research addresses the above issue by detecting 

outliers during the clustering process and then storing 

them, making it different from the other overlapping 

clustering algorithms. Since the user identifies the number 

of k clusters a priori when running clustering algorithms, 

our algorithm is able to adjust to this and accommodate 

the outliers by adding a new cluster during the learning 

process called an Outlier cluster (k+1). The proposed 

algorithm is called Outlier-based Multi-Cluster 

Overlapping K-Means Extension (OMCOKE); uses the 

outlier cluster for later analysis by decision makers.  

The current study approach adds immense value to the 

learning process as we save these data objects to 

investigate and understand their characteristics. These 

data objects could potentially be a result of an imbalanced 

data set with high cardinality (i.e. natural overlaps) and 

perhaps the k number of clusters, which is defined a priori, 

can be revised to accommodate the data and allow the 

algorithm to better fit the clusters. 

Outliers could also indicate suspicious data objects 

with malicious intent. Therefore, an outlier cluster that can 

be investigated has profound real-life implications such as 

in e-banking, website phishing, cyber security, or medical 

screening. For example, in cyber security, historical data 

can reveal statistical acceptable trends through the data 

patterns and how they are clustered together. Any outlier 

objects outside the regular clustered trends will 

automatically raise red flags. Such red flags can be used in 

data analytics to alert the user of a potential security threat 

or an intrusion attempt. 

Experimental results using real datasets indicate that 

OMCOKE is able to detect outliers and to produce clusters 

with higher precision and accuracy when compared to 

existing algorithms such as OKM, KOKM, and R-OKM 

among others. 

The rest of the paper is structured as follows: Section 

2 reviews the literature concerning overlapping clustering. 

Section 3 discusses OMCOKE and datasets used in the 

empirical experiments. Section 4 provides the results and 

analysis with a comparison of different ML clustering 

techniques. Lastly, we provide conclusions and further 

research in Section 5.  

2 Literature review 
Outliers are data objects or points that do not conform 

to the normal behaviour or model of the dataset, hence are 

deemed inconsistent or grossly different [12]. This data 

can be erroneous, but could also be classified as suspicious 

data in fraudulent activity; that could be useful for fraud 

detection, intrusion detection marketing, website phishing 

sites, etc.  

Outlier detection is considered a task in itself; 

research in the data mining domain has focused on an 

efficient and optimal way to detect distance-based 

outliers. Outlier detection surveys such as by Chandola, et 

al. [15], Bay and Schwabacher [7], and Kadam and Pund 

[27] discussed several approaches used to tackle 

anomalies and noise data. In [8] and [31] the authors 

provide methods that would efficiently mine outliers in 

large datasets. Other recent studies have devised methods 

in clustering analysis that will prune or screen out outliers 

from the dataset such as Liu, et al. [29], Barai and Dey[6], 

Gan and Nk [21] , Danganan et al. [19] and Chagas et 

al.[14] . For example, Yu, et al. [35] proposed an outlier 

detection method to identify and eliminate outliers in the 

dataset forming an outlier-eliminated dataset (OED). The 

authors then applied the K-means algorithm on the OED, 

thereby improving the accuracy of the clustering.  

Similarly, the Barai & Dey [6] approach is to divide 

their algorithm into two steps. The first step calculates the 

threshold value used in detecting outliers by taking the 

average of the maximum and minimum values of pairwise 

distance of all data. Each data point is then reiterated and 

compared to the threshold. Those that have a distance 

value greater than the threshold are deemed as outliers and 

are subsequently tossed out of the dataset. The second step 

then runs the K-means algorithm without outliers, thus 

improving the clustering process. 

Liu et al., [29] also propose a two-phased approach 

for their clustering with the outlier removal (COR) 

algorithm. In the first phase, their method runs the K-

means algorithm to generate basic partitions and discover 

outliers. The outliers here are identified as objects with 

large distances to their nearest centroid. The second phase 

removes the identified outlier objects and the remainder 

are partitioned into k clusters. 

Similarly, Danganan et al [19] proposed a 

modification of MCOKE [3] by incorporating a median 

absolute deviation (MAD) that measures any potential 

outliers in the dataset. The authors proposed a three-

phased approach in which the objects are ranked in 

ascending order and the distance of each object is 

calculated against MAD which is multiplied to a certain 

constant number determined by the user to obtain a 

decision value. If the distance of an object is greater than 

the decision value, that object is deemed an outlier and is 

pruned from the dataset.  

While many studies focus on pruning and discarding 

the outliers to improve the classification process, rarely do 

we find algorithms that detect outliers simultaneously 

while performing clustering [19]. The K-means with 

outlier removal (KMOR) algorithm is similar to the 

standard K-means algorithm but introduces an outlier 

cluster (k+1) that takes into account objects that don’t fit 

in the k defined clusters. The algorithm identifies outliers 

as objects that are above a calculated threshold which is 

defined by the average distance multiplied by a certain 

parameter greater or equal to 0. The average distance is 

calculated during the clustering phase. The KMOR 

algorithm requires three parameters such as the k number 

of clusters, the maximum number of outliers n0 (to control 

the number of objects being assigned as outliers), and 

finally, a third parameter to classify outliers and those that 
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are not. Two additional parameters are used to help 

terminate the algorithm.  

All the studies mentioned above utilize the K-means 

partition algorithm that eventually constrains objects to 

single clusters. Overlapping partitioning clustering 

methods tends to relax or remove the constraints allowing 

overlaps between clusters; this better fits any hidden 

structures in the data and assign data objects to one or 

more clusters building a non-disjoint partition of the data 

[4] [5].  

The present study focuses on overlapping partitioning 

methods which have several applications in real-life such 

as dynamic system identification, document 

categorization (a document belonging to different 

clusters), data compression, bioinformatics, image 

recognition, model construction, etc. [1] [21]. 

Extensions of the K-means that allow overlaps 

include Kernel Overlapping K-means (KOKM) [9,11], 

Overlapping K-means (OKM) [17,18], Parametrized R-

OKM [10] and Multi-Cluster Overlapping K-Means 

Extension (MCOKE) [3][4].  

The OKM algorithm is an extension of K-means that 

allows overlaps by using a heuristic that discovers a 

combinatorial set of possible assignments of the data 

points. For each observation, the heuristic sorts the 

clusters from the closest to the farthest; it then assigns the 

objects to those centroids in the defined order while 

minimizing the distance between the centroid and the 

observed object. 

The KOKM algorithm is a variant of OKM that 

utilizes the use of kernel methods for overlapping 

clustering. The authors use two variants in their method; 

one is a kernelization of the Euclidean metric, similar to 

the one used in OKM, that calculates the distances 

between the objects and the clusters in a high dimensional 

mapping space; the second variant performs all the 

clustering steps where data is implicitly mapped.  

The Parameterized R-OKM algorithm is another 

variant of OKM that lets users regulate the overlaps via a 

parameter. As the size of the parameter increases, the 

algorithm builds clusters with reduced overlaps, and vice-

versa when the size of the parameter approaches zero. The 

PR-OKM algorithm is reduced to OKM when this 

parameter is set to exactly zero. 

Unlike other algorithms that prune the outliers and 

discard them, the proposed algorithm saves them on a 

newly created outlier cluster during the iteration process.  

The present study considers the same idea as the KMOR 

algorithm and introduces an outlier cluster k+1 that stores 

the anomalies or outlier objects separately from the 

normal instances. As noted above, the KMOR algorithm 

requires users to define the maximum number of outliers, 

including a parameter to classify the outliers and those that 

are not. This is impractical in real-life scenarios in 

unsupervised datasets where no prior knowledge of the 

data is given. Also, their method requires additional 

parameters to help terminate the algorithm. This is not an 

easy feat to be determined by novice users. However, in 

this study we do not require users to enter parameters to 

terminate the algorithm or to identify the maximum 

number of outliers in the dataset; this makes it more 

practical in machine learning. None of the overlapping K-

means algorithms above have the capability to detect 

outliers and store them for additional scrutiny. Thus, we 

provide additional value to the literature by introducing 

this new overlapping clustering method. 

This study considers the key classification evaluation 

measures of Precision and F-measure. We evaluate and 

compare the results to highlight the significance of 

excluding the outliers in the dataset when clustering and 

how that improves the precision of the algorithm.  

The following section discusses the proposed 

clustering algorithm and the dataset used for evaluation. 

3 The proposed OMCOKE 

algorithm and experimental 

dataset 
 

The proposed method is an enhancement of the 

MCOKE algorithm [3] that allows objects to overlap and 

belong to more than one cluster based on their distance 

comparison to the maxdis variable. Maxdist calculates the 

largest distance of any object assigned to any centroid 

during the partitioning phase for it to belong to a particular 

cluster. That distance is used as an outer radius of 

similarity threshold and as the benchmark to allow objects 

to belong to other clusters that were not initially assigned 

to them, allowing them to overlap. However, K-means, 

being a greedy algorithm, guarantees all objects to be 

assigned to a cluster including any outliers, hence the 

maxdist radius benchmark could easily be influenced by 

outliers. 

The present study introduces another variable that 

calculates the average distance (averdist) between the 

object and the centroid for all clusters. Averdist acts as a 

new threshold for the inner radius between the object and 

the centroid. 

 𝑎𝑣𝑒𝑟𝑑𝑖𝑠𝑡 =
1

𝑛𝑖
∑ ||𝑥𝑖 − 𝐶𝑘||2

𝑥𝑖∈𝐶𝑘
   𝑖 = 1, 2, … 𝐾        (2) 

Where Ck is the kth cluster, xi is a point in Ck. 

It is assumed that most objects being clustered will 

fall close to the inner radius threshold (i.e. close to their 

cluster centroid) that is based on the average distance of 

all objects belonging to the cluster centroids. Anomalies 

or outliers therefore tend to be further away from their 

closest cluster centroid. Objects that have a distance 

greater than the inner radius but less or equal to the outer 

radius (maxdist) are subject to further scrutiny and are 

flagged to ensure they are not outliers on the border of the 

clusters. Therefore, the maxdistThreshold defines the 

radius distance to be considered from the outer boundary, 

for example, 0.98 will mean the area covered inside the 
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outer boundary for objects is not to be considered an 

anomaly. This logic is based on the assumptions that: 

a) Anomalies tend to be in sparse clusters, whereas 

normal instances usually belong to dense clusters 

b) Anomalies tend to be far from the closest cluster 

centroid, whereas normal instances tend to be near their 

closest cluster centroid.  

In cases where some knowledge of the data is known 

beforehand, this value can also be adjusted by the user 

prior to running the algorithm.  

This modification logic is summarized in the 

pseudocode provided below. 

Outlier Detection Pseudocode  

 

1. For each xi 𝜖 Ck  

2. Do 

3. If (dist (xi, centroid Ck) ≤ averdist) 

4. Cluster ← xi 

5. Else  

6.      If (dist (xi, centroid Ck) ≥ maxdist * maxdistThreshold) 

7.  Outlier_Cluster  ← xi 

8.      Else 

9. Cluster ← xi 

10.    End if 

11. End if 

 

 

In Step 6 of the code above, the area covered by the 

maxdistThreshold is multiplied by the maxdist, calculated 

as a percentage of the overall maximum distance for any 

object belonging. This acts as the cut-off point and any 

object that has a distance value greater than the upper 

percentile of this value is deemed an outlier. Upon 

identification of at least one outlier, the k number of 

clusters entered by the user prior to running the method is 

incremented by 1 on the fly; the outlier object is assigned 

to this newly created cluster. All other identified outliers, 

a subset S from the initial population, are assigned to 

belong to this newly created cluster. Once an outlier is 

detected, the algorithm adds k+1 clusters as the new 

output vector with the outlier cluster indexes listed as part 

of the output. This allows for further investigation of those 

data points as opposed to discarding them as is usual. 

When no outliers are detected, the algorithm will simply 

cluster with overlaps without incrementing the number of 

k clusters. 

3.1 Experimental dataset  

Different datasets from the Mulan: A Java Library for 

Multi-Label Learning repository [34] are used to evaluate 

the proposed algorithm’s performance. The data 

repository hosts more than 25 different datasets in the 

domains of text, audio, video, music, images, and biology 

to mention only a few. Items of multi-label datasets can be 

members of multi-groups which are true for real world 

problems and, as a result, ideal for the study of 

overlapping clustering.  In our empirical experiment, three 

different domain datasets that have been used, along with 

their specifications and descriptive statistics, are displayed 

in Table 3 and Table 4 respectively. 

 

Data Set Instances # of 

Labels 

Attribute Cardinality 

Emotions 593 6 72 1.869 

Yeast 2417 14 103 4.237 

Scene 2407 6 294 1.074 

Table 3: Statistics of used Benchmarks 

 
Data Set Min Max Mean StdDev 

Emotions 0.01 0.195 0.069 0.031 

Yeast 0.371 0.52 0.001 0.097 

Scene 0.0 1.0 0.659 0.214 

Table 4: Descriptive Statistics of used Benchmarks 

3.2 Description of the Overlapping 

Datasets 

This study conducted experiments on real-life 

overlapping datasets to measure the effectiveness of the 

methods used to identify such overlapping groups. The 

three datasets have a wide diversity in their dataset making 

them a suitable combination for use as benchmarks. For 

example, their sizes vary from 593 (Emotions) to 2417 

(Yeast), their dimension (attributes) from 72 (Emotions) 

to 294 (Scene), cardinality (i.e. overlap rates) from 1.074 

(Scene) to 4.237 (Yeast). Their application domain also 

varies considerably i.e. music, biology, and images.  

The following is a brief description of the three 

datasets (Emotion, Yeast, and Scene). 

3.2.1 Emotion dataset 

Analyzing music signals is used in the detection of 

emotion in music. In this case, music can be classified into 

several categories at the same time since they are not 

usually disjointed i.e. it can make you feel both “sad” and 

“angry”. The dataset contains sound clips that can be 

described by 72 attributes which were annotated by three 

male music experts into six emotional clusters. Only the 

songs that had all three experts unanimously agree on their 

label were kept, resulting in a total of 593 songs being 

selected for the dataset. 

3.2.2 Yeast dataset 

The Yeast dataset is classified into 14 gene groups or 

classes. A gene can belong to several different classes at 

the same time thus making this a multilabel dataset. For 

example, the gene YAL014W may belong in the following 

four groups: {Cell Growth, Cell Division}, {Cellular 

Organization}, {Cellular Communication, Signal 
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Transduction} and {Transposable elements, Viral and 

Plasmid Proteins}.  

3.2.3 Scene dataset 

The dataset contains 2407 natural scene images. The 

images were classed into six categories. In this case, the 

images can be classified into different categories at the 

same time since they are not usually disjointed i.e. they 

become multilabelled and can belong to more than one 

category such as field + mountain or fall foliage + 

mountain. 

4 Experimental results 

4.1 Experimental settings 

To exhibit the performance of our algorithm, with 

respect to different measures when contrasted with a wide 

range of ML, the current study selected clustering 

algorithms using the following criteria:  

a) Algorithms that utilize the partitioning method that 

extends the K-means algorithm  

b) The algorithms use the Euclidian distance to 

calculate the similarities between the sets of 

observations 

c) All algorithms work on numeric attributes only 

d) All are known algorithms that have been evaluated 

by previous researchers in ML.  

All experiments have been run on an Intel Core i7 

computer with a 3.4 GHz processor and 8.0 GB RAM 

running on a 64-bit, Windows 10 Operating System.  

We used the pair-based Precision-Recall measure that 

is calculated over pairs of observations. The precision-

recall is computed as follows: 

 

Where TP is a true positive decision, FP is a false 

positive decision (two dissimilar objects assigned to the 

same cluster), and FN is a false negative (two similar 

objects assigned to different clusters). 

FPTP

TP
ecision

+
=Pr

     

(3) 

FNTP

TP
call

+
=Re                     (4) 

callecision

callecision
measureF

RePr

Re*Pr*2

+
=−

               

(5) 

 

Where TP is a true positive decision, FP is a false positive 

decision (two dissimilar objects assigned to the same 

cluster), and FN is a false negative (two similar objects 

assigned to different clusters). 

4.2 Empirical results and analysis 

For fair comparisons, datasets with different sizes and 

from different domains have been chosen and are 

compared to well-known algorithms that have been 

evaluated by previous researchers. Through experimental 

study, we evaluated and compared the performance of 

OMCOKE with three existing methods namely: Kernel 

Overlapping K-means (KOKM), Overlapping K-means 

(OKM), and Parametrized R-OKM as shown in Table 5 

below.  

For each experiment, we set the parameters for 

KOKM, OKM, and P-ROKM as follows: 

• Maximum iterations = 10 

• Number of clusters = 3 

• Number of labels = Emotions (6), Yeast (14), and   

     Scene (6). 

• Minimal improvement = 0.01 

• Alpha = 1 and 0.1 for P-ROKM algorithms. 

In addition to the number of iterations and clusters set 

as above, the following parameters were also set in 

OMCOKE: 

• maxdistThreshold = 0.99 

• useMeasures = True  

Overlapping methods will have an overlap that is 

greater than 1 since the objects belong to more than one 

cluster. The size of the overlaps affects the value of 

Precision i.e., there will be low value of Precision because 

the observations are assigned to more than one cluster. 

 

 

 

 

 

 

 

 

Method     Emotion 

 P.            F. 

         Yeast 

   P.                 F. 

      Scene 

  P.              F. 

KOKMII 

OKM 

P-ROKM (α=1) 

P-ROKM (α=0.1) 

OMCOKE 

0.471 

0.467 

0.474  

0.468 

0.565 

0.641 

0.586 

0.524 

0.578 

0.419 

0.785 

0.234 

0.919 

0.802 

0.972 

0.878 

0.376 

0.565 

0.654 

0.496 

0.193 

0.234 

0.379 

0.288 

0.706 

0.324  

0.376 

0.506 

0.439 

0.453 

Table 5: Comparison of Performace 
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Fig. 3: Precision Accuracy of the Benchmark Datasets 

 

        The pair-based Precision-Recall method used in the 

empirical results is calculated over pairs of observations. 

This allows for the evaluations of clusters independently 

and compares their partitions with different numbers of 

clusters in the dataset. It measures whether the predicted 

pair is correctly assigned in the same cluster as indicated 

in the true class datasets. However, the Recall measure 

uses a binary function to compute the relationship between 

pairs of observations, and not considering that those pairs 

of observations could also feature in multiple clusters in 

the overlap. This results in a biased Recall measure, 

especially when the cardinality in the dataset is large. 

Thus, we chose not to use the Recall in our experiment as 

a measure of OMCOKE.  

      It is evident from the above empirical results that the 

OMCOKE algorithm has a high precision rate and 

outperforms all the other overlapping algorithms in the 

study as shown in Figure 3 above. This can be attributed 

to the algorithm’s ability to separate outliers from the rest 

of the data objects when assigning them to clusters. For 

the Emotion, Yeast, and Scene datasets, OMCOKE 

precision was 0.565, 0.972, and 0.706 followed by P-

ROKM (α=1) at 0.474, 0.919, and 0.379 respectively.  

High values of F-Measures are generally induced by the 

high values of Recalls as opposed to non-overlapping 

algorithms whose high values of F-measures are generally 

as a result of the Precision. When compared to the other 

algorithms, OMCOKE performs relatively well in the F-

Measure as shown in Figure 4 below, scoring second 

behind P-ROKM (with α=1) in the Scene dataset; the P-

ROKM method with the alpha value of 1 yielded an 

overlap of exactly 1 and dataset had a cardinality of 1.07. 

The F-Measure values are higher for clustering methods 

whose overlap rates are closer to the actual cardinality of 

the dataset. The cardinality shown in Table 3 is the natural 

overlaps in the dataset i.e., the average number of 

categories each observation can belong to. The analysis 

shows that the F-Measures and Precision are significantly 

affected by the overlap rate in the actual dataset. 

Algorithms that have partitions with smaller overlaps 

fared well in their F-Measure meaning that they 

 

Fig. 4: F-Measure of the Benchmark Datasets 

produced non-disjointed partitions that fit the data better 

compared to others. OMCOKE performed reasonably well 

in the Scene and Emotion datasets since the cardinalities 

of the datasets are low (1.074 and 1.869 respectively) 

nearing 1 but did poorly in the Yeast dataset that had an 

overlap of over 4.  Our algorithm detected several outliers 

in the dataset. These are listed in Table 6 below.  

 

Dataset Number of 

Outliers 

Identified 

Outlier Instances 

Emotion 1 27 

Scene 2  304; 1502 

Yeast 1 1819 

Table 6: Outliers Detected in the Three Datasets 

As indicated, an input dataset containing a few outliers 

significantly influences the mean distance (the outlier will 

skew the mean and variance) of the data objects to their 

respective clusters. This explains why OMCOKE 

outperformed the other methods in all datasets in terms of 

Precision rate. This also shows that by separating the 

outliers from the rest of the data, the OMCOKE was able 

to build its model relatively closer and more acceptable to 

the actual overlaps in each of the datasets; this is as 

compared to the other methods for the precision to be 

higher than the rest.  

5 Conclusions and future work 
In this paper, some different K-means variants of 

overlapping clustering methods were discussed.  

The proposed algorithm, with the capability of 

detecting outliers and treating them as a separate cluster, 

was evaluated and compared with three existing 

overlapping clustering methods namely: Kernel 

Overlapping K-means (KOKM), Overlapping K-means 

(OKM), and Parametrized R-OKM. We used real-life 

multi-label datasets for our experiments. The empirical 

results showed that the F-Measures and Precision were 

significantly affected by the overlap rate in the actual 

dataset. OMCOKE did well in the Scene dataset since the 

cardinality of the dataset is very low and did poorly in the 
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Yeast dataset that had a significant high overlap rate of 

over 4.  However, when it came to Precision, OMCOKE 

outperformed the other overlapping algorithms in all 

datasets indicating that our method had a better detection 

rate of clusters and for assigning observations with a better 

precision after it segregated the outliers in the dataset.  

The proposed algorithm detects and stores outliers 

during the clustering process making it different from the 

other overlapping clustering algorithms, thus adding value 

in this domain. As opposed to discarding anomalies and 

outliers, our method can provide tremendous benefit to 

cyber security experts, medical practitioners, IT 

administrators, data mining researchers, and other 

stakeholders as these outliers could have real-life 

applications such as fraudulent activities as in the case of 

cybersecurity, fraud insurance claims in the banking 

domain, or to help raise flags in the medical field 

especially in the screening process.  

In future, we plan to extend the method to increment 

k cluster to more than 1 to cater for other dispersed objects 

that may not necessarily be deemed anomalies but could 

form dispersed clusters that have common characteristics 

that are somehow dissimilar from the rest of the data 

objects. These newly created clusters can then be fused 

and merged based on their similarity weights to minimize 

the number of clusters produced in large datasets. 
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The types of pharmaceutical products include cosmetics and drugs. Some of the pharmaceutical products 

comprise a mix of drugs and herbs without considering their interaction effects. Drug-herb interactions 

(DHIs) refer to the interactions between conventional drugs and herb medicines. However, the available 

information on DHIs is scattered because it has heterogeneous databases and website resources, apart 

from some of the paid or subscribed databases. Easy access to information on DHIs would allow 

researchers to explore more. Therefore, this study proposes improvements in the focus web crawler to 

collect DHIs information from the heterogeneous resources on the Internet, present priority levels of a 

resource link through anchor text and URLs, and traversing the link with the aid of depth. The improved 

focused crawler was tested on two algorithms namely the Breadth-First Search (BFS) and PageRank. 

Information of DHIs crawled 4,744 herbals from the focus web crawler. The accuracy values for Chinese 

Med Digital Projects and MedlinePlus were 98% for PageRank and 71% for BFS. Additionally, a focused 

web crawler may gather more relevant web pages in the same amount of time as a wide crawler. Hence, 

the proposed crawler may successfully gather DHIs on the web in response to the user queries. 

Povzetek: Razvit je nov algoritem za preiskovanje spleta za iskanje vzorcev medsebojne odvisnosti zdravil. 

 

1 Introduction
Despite the advancements in modern medicine, most 

people still use herbals to cure their illnesses. In the 17th 

century, many countries practiced herbal medicine based 

on their traditional knowledge of a plant that was used by 

the local communities and was passed down from one 

generation to another. Now, many of the products have 

mixed conventional drugs with herbals. Therefore, it will 

lead to a large gap in increasing the number of chemicals 

consisting of primary and secondary metabolites of the 

active substance using single pharmacology that 

contributes to the effects of either moderate, resisting, 

etc.[1]. 

Contrary to the popular believe, the side effects 

of herbal medicines are greater compared to conventional 

drugs, regardless of the generalization of ‘natural means 

safe’ due to the lack of appropriate quality control, 

inadequate labeling, and lack of appropriate patient 

information. [2,3]. Of lately, various plant-derived 

products are being incorporated into cosmetics and natural 

products. These products contain active phytochemicals in 

a range of unstandardized preparations (i.e. tablets, 

capsules, sachets, or pills). Some of the sports drinks, 

supplements and energy bars contain ingredients that have 

been mixed with herbs and medicines. The effect of a 

mixture of homemade medicines used where the patient 

begins to manage it on their own without supervision and 

advice from a doctor, therefore, offer an increase to the 

rate of drug-herbal interactions (DHIs) [4]. DHIs refer to 

the interactions between conventional drugs and herbal 

medicines [5]. DHIs commonly occur during the 

pharmacokinetic and pharmacodynamic interactions in 

prescribed drugs, dietary supplements, or a small portion 

of food items [6]. In oncology studies, pharmacokinetics 

interactions can metabolize enzymes like cytochrome 

P450 (CYP) and P-glycoprotein (P-gp), while 

pharmacodynamics interactions refer to drugs that 

influence each other’s effects directly. However, 

excessive DHIs can lead to unexpected Adverse Drug 

Reactions (ADRs). For instance, a herb that interacts with 

cisplatin to cure cancer is the Black Cohosh [7].  

Information on DHIs can be obtained from the 

World Wide Web (WWW). However, medical 

professionals like doctors, pharmacists, medical 

researchers, and others require an automatic solution to 

gather the information from articles, databases, and other 

websites. Therefore, a web crawler is proposed as a 

solution to accumulate all the information. Thus, the focus 

web crawler seeks pages that satisfy the relevant 

information related to the search topics [8,9]. The focused 

crawler retrieves the maximum number of relevant pages 

simultaneously and transverse the minimum number of 

irrelevant pages on the website [10–12]. The focus web 

crawler also indexes the website entry where the users can 
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send the index via query and provide the results of the 

website that matches with the query.  

Information on DHIs are scattered since many 

databases are available to store the information, including 

Medical Literature Analysis and Retrieval System Online 

(MEDLINE), and PubMed [13]. A majority of the 

healthcare professionals prefer to search for research and 

case reports on DHIs in databases like MEDLINE, 

PUBMED, EMBASE, and COCHRANE libraries using 

the following search terms or combinations thereof: 

"drug–herb interaction," "herb-drug interaction," 

"interaction," "cytochrome P450," "plant," "extract," 

"medicinal," "concurrent administration," and "herbal and 

orthodox medicines." Appropriate search terms were used 

to represent numerous medicinal herbs used in Africa, 

America, Asia, Europe, and Australia. This study searched 

and compiled interaction reports between orthodox 

medications and their mechanisms of action. The searches 

were not restricted by publication date or location, but 

only considered publications in the English language 

[14,15]. PubMed and MEDLINE contain journals and 

articles on experiments and studies conducted by medical 

professions, while the other resource websites such as 

WebMD, HerbMed, and Natural Medicines 

Comprehensive Database provided information related to 

DHIs. Meanwhile, some journal articles like PubMed and 

MEDLINE require an account subscription to be able to 

download and read the papers. Therefore, medical 

professionals face limited time and access to information 

on DHIs from various websites, as some websites require 

a purchased subscription.  

There are various types of supplements and 

pharmaceutical companies in Malaysia that manufacture 

supplements by mixing drugs and herbs regardless of the 

interactions and ADRs, prescribed and approved by the 

Drug Control Authority (DCA) and National 

Pharmaceutical Regulatory Agency (NPRA). Whereas, 

some people consume drugs and herbs as alternative 

treatments without consulting their doctors. People are 

unaware that they can obtain information on DHIs from 

websites and databases. Hence, a web crawler is proposed 

in this study to help extract relevant information on DHIs. 

This study allows readers and researchers from different 

backgrounds to explore more on the DHIs and web 

crawlers. Moreover, the web crawler can also download 

and extract information efficiently and faster. Therefore, a 

web crawler is the best solution to be implemented in the 

medical field. This study aims to perform web crawling 

from several herbal medicine websites related to DHIs and 

to evaluate web crawler algorithms for DHIs.  

The most crucial part of a focused crawler is the 

selection of the URLs. The primary goal of an effectively 

focused crawler is to locate relevant web pages and guide 

them to those pages. Here, classification is widely 

accepted as the most common method for determining 

relevant and irrelevant pages. However, classification is 

not used when DHI websites and databases mostly contain 

DHI related information and even related URLs also 

require an indexing algorithm to sort the most preferred 

websites and databases. Therefore, a focus web crawler 

approach and indexing algorithms were proposed in this 

study to identify the most important websites and 

databases. Page URLs were divided into two categories by 

indexing algorithms namely primary websites and 

hyperlinks. To improve the indexing algorithms, this study 

set different depths for various main pages based on their 

content ability. The greater the number of pages and the 

higher weights for the main website can be achieved with 

a higher number of depths. Meanwhile, newly improved 

pseudocode was developed by indexing algorithms to 

improve the algorithm convergence. The performance of 

focused crawling is directly influenced by the method 

used to select URLs. This strategy allows the crawlers to 

find relevant web pages. This study picked sites from the 

unvisited list, and sorted them in an ascending manner 

relevant to the given topic of the page being visited. When 

determining the link weights during crawling, the current 

page's anchor text, context, and URL string are all 

considered [16–18]. The most frequently accessed links’ 

features indicate the user’s current location to assess their 

trends and patterns towards a site. After dividing the web 

page into sections, we evaluated each section as a single 

content block. Previously unvisited URLs were also 

extracted and added to the frontier where applicable, with 

the weight assigned based on its importance. Then, all of 

the content block links were removed. 

This study specifically seeks to make three key 

contributions. Firstly, the study assessed the topic of 

ADRs, DHIs and Web Crawler, while prior studies on web 

crawling largely focused on its benefits for healthcare 

professionals. It is very important to study the associated 

costs thoroughly before initiating research. This study 

focused on the conflicts and pressures created by DHIs 

which could impact public health. It also focused on the 

adaptation of web crawlers in reducing costs and 

improving the efficiency of the web crawlers in DHIs. 

Therefore, issues and phenomena unique to DHIs are 

focused on in this study along with their interactions 

between each other and the outcomes. It also assessed the 

existence of side effects or ADRs, the implementation of 

web crawlers in DHIs, sorting of the heterogenous 

websites and databases, highlighting our extant 

understanding of DHIs, web crawler processes and 

outcomes derived from the ADRs and web crawler 

literature. Secondly, this study adds to the understanding 

of role theory especially regarding focused web crawling 

because it is the latest technology adopted by researchers. 

Thirdly, we contributed to the growing evidence of 

selecting the best indexing algorithms by comparing their 

performances. Although previous literature investigated 

other moderators for DHIs, they often focused on DHIs’ 

research methods by obtaining random information 

manually. Instead, this study focused on DHIs, an aspect 

of self-regulation by medical professionals that is easily 

accessible, therefore could reduce the cost and time spent 

for obtaining information about DHIs. 

The rest of the study is organized as follows: 

Section 2 describes related studies on ADRs, DHIs, and 

web crawler methods. Section 3 elaborates the research 

methodology in terms of the implementation and 
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experimental design, while Section 4 discusses the 

analyses outcomes. Lastly, Section 5 concludes this study. 

2 Background and Related Work 
ADRs originate from the term Adverse Events. 

Adverse Events are defined by National Care Institute as 

unexpected symptom that occurs during treatment or 

therapy (Figure 1) [19]. Adverse Events that occur when a 

patient consumes a drug excessively, might be defined as 

ADRs. ADRs refer to the negative or harmful responses 

due to medication [20]. ADRs which occur due to 

excessive consumption of conventional medicine with 

conventional medicine or herbal medicine with 

conventional medicine is also known as overdose. ADRs 

could affect adults, children and infants too. The World 

Health Organization (WHO) defines medication errors as 

failed treatments that could harm the patients [21,22].  

Medication errors could occur during the medication 

process, choosing a medicine, errors in writing the 

prescriptions, using the wrong formula by the 

manufacturer, etc. [23–26].  

 

 
Figure 1: Relationship between medication errors, 

adverse events, and ADRs. 

 

Several recent studies on ADRs were published by 

researchers from the United States, Malaysia, and other 

developed countries. Most of the ADR reports were 

obtained from MEDLINE, PubMed, etc. [27]. However, 

the studies revealed that ADRs do not occur only due to 

the overdose of drugs but also due to discontinuing drug 

therapy. Another study assessed the pervasiveness of 

ADEs and reported that 5.1% of the clinic affirmations 

were expected to be ADRs [28]. They reported that 5.3% 

of the admissions were caused by ADRs [28]. The 

percentage of patients who got admitted to the hospital 

increased due to ADRs [29].   

In Malaysia, ADR reports are submitted to the 

Malaysian Adverse Drug Reactions Advisory Committee 

(MADRAC) [30,31]. The study also grouped causality 

into five, namely Certain, Probable, Possible, Unlikely, 

and Unclassifiable, to classify the ADR reports from 

MADRAC.  

For some medications, the DHIs could also lead to 

ADRs, especially with herbal products. According to a 

study, 39 out of 46 herbal medical products interacted with 

conventional drugs [32]. For instance, Perforate St John's-

wort is known as Hypericum perforatum, a prevalent 

natural item highlighted for its administration as an anti-

depression have also been broadly considered for 

pharmacokinetic DHIs. Hypericum perforatum can be 

purchased over the counter and is consumed by patients 

with different pathologies. Hence, it is discouraged. In 

clinical preliminaries, Hypericum perforatum is known to 

better stimulate movement compared to fake treatment 

with a lower dose. Even though the concentrates of 

Hypericum perforatum (a leafy herb that come from the 

Hypericaceae family) contains a few phytochemicals and 

hyperforin, the dynamic energizer specialist is involved in 

interceding DHIs [33]. Compared to different 

phytochemicals, hyperforin is bioavailable in humans, 

where the amount should be halved every 12 hours. It 

should also take into account the aggregation that deserves 

attention in many parts of the human body. Hyperforin 

enacts the Pregnane X Receptor (PXR), an atomic receptor 

found solely in the liver and digestive tract. Having 

demonstrated an EC50 estimation of 23 nM with a 380 nM 

top plasma focus, and a 200 nM enduring state plasma 

levels reachable in people ingesting the standard routine 

of 900 mg hypericum perforatum (typically in three 

separated dosages), hyperforin activates PXR under the 

fixation to be achieved in human plasma. Similarly, 

different preclinical investigations have revealed the 

capacity of Ginkgo biloba concentrates to repress human 

metabolic proteins including CYP1A2, CYP2C9, 

CYP2E1, and CYP3A4 [34,35]. Most modern medicines 

contain expected effects including their toxicity when 

interacting with herbs. Drug toxicity can occur when 

someone consumes multiple drugs at a time. It specifically 

occurs when the dose consumed by the individual exceeds 

the prescribed dose (intentionally or accidentally). 

 

Table 1: Effects of toxicity when interacting with DHIs 

No. Effects of toxicity when interacting with 

DHIs. 

1.  Dizziness 

2.  Low/high blood pressure 

3.  Low/high sugar level 

4.  Eczema  

5.  Bruise 

 

Table 1 lists some examples of toxic effects that 

may occur through the interaction of drugs and herbs. 

Patients who are in the age range of 33 to 78 years might 

experience bleeding while consuming certain drugs (i.e. 

aspirin, warfarin, acetaminophen, and ergotamine-

caffeine) with the Ginkgo biloba. Most of them 

experienced major or minor bleeding, while some died due 

to massive cerebral haemorrhage. Meanwhile, patients 

who consume products containing Vitamin E with 

excessive Ginkgo biloba could experience an increased 

rate of platelet activity. The related side effects include 

blurred vision, headache, and dizziness. 

Focus web crawler which is also known as 

topical web crawler is a technique that only collects web 

pages that satisfy specific properties. Focus web crawler 

can analyze the crawler’s boundary to determine the most 

relevant links and avoid unnecessary or irrelevant regions 
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of the web. Focus web crawler aims to find pages that 

satisfy the relevant information related to particular topics 

[8,9]. The focused crawler retrieves a maximum number 

of relevant pages simultaneously and excludes the 

minimum number of irrelevant pages on the web [10,11]. 

Previous studies on focus web crawlers used keyword 

matching or regular expression matching. The focus web 

crawler was introduced using the Fish Search algorithm. 

Fish Search algorithm is an algorithm that stimulates 

crawling using a group of fish that migrates with the web 

[36]. Each of the crawled URLs is compared to a fish 

because survivability relies on visited page pertinence and 

remote server speed. Page importance is assessed utilizing 

a double order by employing straightforward catchphrase 

or customary articulation matches. The fish dies if it 

navigates through a specific number of unrelated pages. 

However, studies have tried to improve oriented crawlers 

to effectively collect related information. The depth 

parameter could restrict the crawler to not visit a site, 

which is not important for the searching fish. The 

relationship between URLs were given importance or 

priority value based on the similarity found on Shark 

Search. The priority value is estimated based on the degree 

of similarity. Although most studies attempt to improve 

targeted crawlers to gather related information effectively, 

the parameter depth will limit the visitor to not visit a site 

that is not meant for searching fish. Based on the 

similarities identified on Shark Search, the relationships 

are assigned through the significance or priority status. 

The target interest is determined by the degree of 

similarity. Hence, a keyword-focused crawler was 

proposed by Agre et al. [37]. The study implemented an 

approach that dealt with domain ontology to find the most 

relevant pages according to the user requirements. 

Domain ontology is used to filter out the repository 

information. The advantages of keyword web crawler over 

traditional web crawler are that it works intelligently and 

efficiently without requiring relevant feedback. 

Consequently, the crawler workload is reduced. On the 

other hand, a focus crawler system for automation 

webpage classification was proposed by Goyal [38]. This 

study aims to determine whether the web pages consist of 

information of Indian original faculty working in foreign 

universities. They introduced the automation webpage of 

the Indian faculties through methods of URL filtering 

using feature extraction, a genetic algorithm (GA)-based 

classification. A mutation algorithm was employed to 

calculate the number of feature extraction. NetBeans IDE 

6.9.0 was chosen as the software to execute the 

implementations. The URLs were selected from the 

faculties and university websites using keywords. The tags 

and terms used as the feature extraction were named as 

chromosomes. The genetic algorithm-based classifier that 

was implemented used six steps, which are coding, 

generation of the initial population, evaluation of initial 

population, selection, crossover, and mutation. Their 

performance was analyzed in terms of document matrix 

(ranging from 0 to 1). A precision score higher than 0.8 

considers a page to be relevant. An efficient focused web 

crawler searches for medical plants and relevant diseases 

using several algorithms such as Naïve Bayes Classifier 

Algorithm, Decision Tree Algorithm and Multilayer 

Perceptron [12]. Naïve Bayes classifier was employed to 

determine whether the current web page was relevant or is 

not related to the medicinal plant information. This 

method was proven to perform better. The three types of 

lexical features, which are title-feature, meta-description, 

and anchor text, were also implemented for the Naïve 

Bayes classification. Moreover, a simple decision tree 

algorithm was developed to determine the relevancy of the 

medicinal plant URLs. Three different techniques were 

applied and analyzed (“yes” represents related medicinal 

plant and “no” represents not related medicinal plant) for 

each of the medicinal plant URL. The accuracy of Naïve 

Bayes produced 90% accuracy compared to the other 

algorithms.  

Meanwhile, another study proposed a technique 

called keyword focused web crawler [39]. This study 

aimed to improve the performance of web crawler by 

exploring in depth of the relevant web to the topic. This 

approach was proposed to extract keywords based on 

URLs or criteria regarding Indonesian recipes to obtain 

the best search. This scheme only downloaded URLs 

which contained Indonesian recipes from the searched 

keywords. They also used some metrics such as link 

analysis algorithm including Breadth First Search (BFS) 

and other URL prioritizing techniques to rank the URLs. 

The technique did not find the relevant web pages through 

any other branches as the parent node was related to “milk 

tea recipe” and “tilapia recipe”.  The results indicated that 

the resultant data was much higher than the information 

path which contained the word “fried chicken recipe”.   

Another study proposed the essentials of the pre-

processing task in social network user behavior [40]. This 

study aimed to analyze the user’s structural behaviour by 

implementing network link-based properties only. This 

study employed the BFS algorithm to traverse a range of 

nodes of the entire social network, where the vertices were 

put into a specific database format. The result indicated 

that the BFS successfully sorted the links according to 

their priority. Meanwhile, a different study employed a 

novel edge-based parallel algorithm based on the 

Shiloach-Vishkin (SV) approach for distributed memory 

systems [41]. This study aimed to reduce the data volume 

and balance the load as the iterations progress. They 

implemented a Hybrid Approach, consisting of Parallel 

SV and Parallel BFS. The graph nodes of parallel BFS 

were grouped using power-law degree distribution before 

being implemented into the parallel SV algorithm. This 

study also implemented Edison, a Cray XC30 machine. 

The speedup of the machine was measured. The results 

indicated that the speedup achieved a maximum speed up 

by 8 times higher than the default value of 16. In another 

study, a measurement graph of Swarm social, an Online 

Social Networks (OSN) application on the mobile phone 

was proposed [42]. The purpose of this study was to 

provide a comprehensive view of a mainstream OSN that 

consists of tens of millions of nodes. They created the 

social graph for Swarm, calculated the key graph metrics, 

clustering coefficient, assortative, PageRank, connected 

components and communities. They also implemented 

BFS in this study to queue the selected user and their 
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profile information. Moreover, they also implemented 

Metropolis-Hastings Random Walk (MHRW) and BFS 

with different subgraphs. The tool used for the 

implementation was the C++ programming language. 

Case studies were also performed by sampling the 1%, 5% 

and 10% of all nodes to calculate the mean and variance. 

The results indicated that the number mean and variance 

for BFS was higher than that of MHRW.  

Authors in a different study improved the 

network models design by implementing a local PageRank 

algorithm [43]. They aimed to measure the influence of a 

single article regardless of the specialities of the field. 

They modified the PageRank algorithm by defining the 

value of λ = 0.1, 0.15, 0.2, and 0.25. This algorithm was 

used to rank the co-citation graphs in scientometrics. In 

co-citation networks, nodes represent articles and the 

edges represent the citation of articles. Then, the score of 

the PageRank is computed for each of the nodes. A score 

of more than 0.8 indicated that the articles ranked by 

PageRank were relevant. Similarly, another study 

reviewed a PageRank algorithm [44]. In the study, 

PageRank searched the web pages based on inbound and 

outbound hyperlinks.  

Another study assessed the improvements of 

weighted PageRank [45]. This study aimed to determine 

the ranking popularity of the pages based on the user’s 

usage trends and browsing behavior. They implemented 

the weighted PageRank based on the links visited. This 

algorithm assigned a higher-ranking value to the outbound 

links for the most node visits due to higher popularity 

compared to inbound links. Hence, they introduced three 

methods, weight calculator, relevance calculator, and 

weighted PageRank algorithm based on content and link 

visits (WPRCLV) calculator in the study. The result 

demonstrated the efficiency of PageRank in ranking the 

relevant pages. Whereas, a novel approach to finding 

topical authorities on Twitter named FAME was proposed 

by another group of researchers [46]. This study 

implemented personalized PageRank to deploy a variant 

query-dependent on FAME. This study chose a suitable 

feature such as Twitter users’ relationships to perform 

PageRank. The experiment exhibited the improvement of 

FAME for the authorities from Twitter.   

As such, many studies attempted to improve oriented 

crawlers for the effective collection of related information. 

However, the depth parameter may restrict the crawler to 

not visit a site that is not important for searching fish. The 

URLs can be given the importance or priority value based 

on the similarity found on Shark Search.  The priority 

value can be estimated based on the degree of similarity.  

Based on the literature, the focus web crawler, BFS 

and PageRank are active research topics in gathering 

crawling the text information. Since DHIs can lead to pros 

and cons to our body and health, people need to know 

relevant information regarding the DHIs. The Internet is a 

very powerful tool because it is the main element of 

information growth and dissemination. It is used by 

billions of people every day from around the world for 

opportunities and information by people from all walks of 

life, especially researchers. There are various databases 

and websites on DHIs available on WWW. This study 

employed the focus web crawler as the suitable type of 

web crawler because it only crawls information regarding 

a specific topic. Tin line with a previous study [39], this 

study also implemented the addition of an extension to the 

web-crawling algorithm called PageRank. PageRank was 

chosen for this study because it was described to be able 

to rank relevant information, produce more accurate 

results, and take less time to execute the program. 

3 Research method 
The focus web crawler was enhanced to search for 

information on DHIs. This study aimed to ease the 

algorithms to index the URLs. As such, BFS and 

PageRank indexing methods were employed to index the 

URLs according to their priority. Figure 2 illustrates the 

proposed methodology of the efficient focused web 

crawler.  

 

 
Figure 2: Proposed methodology of focus web crawler. 

3.1 URLs selection and collection 

There are various websites and databases holding 

information on DHIs. In phase 1, 5 different published 

websites or databases on the internet were randomly 

checked one by one whether or not they contained 

information on DHIs through the Google search engine 

(Table 2). Medical professionals commonly use most of 

these websites to retrieve information on DHIs. Some of 

the websites listed in Table 2 have a list of databases 

related to DHI and not related to DHIs. URLs related to 

DHIs will be collected from the main websites and 

databases. 

 

Table 2: Lists of websites and databases. 

No. Name of Websites and Databases 
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1.  Medline Plus Database 

2.  Western Botanical Medicine 

3.  Global Information Hub on Integrated 

Medicine (GlobinMed)  

4.  Chinese Med Digital Projects 

5.  Countway Library of Medicine  

3.2 Page parsers 

Upon completing page collection, the HTML tags 

parsing the URLs were fetched from the page collections, 

followed by a page downloader to extract relevant 

information before storing the contents of those pages into 

the disk. DHI information is submitted to crawler 

downloader that containing the name, type of interaction 

etc. by a collection of pages used for data download, 

indexing and storage processes. The page parsers also 

submitted the information to determine the BFS and 

PageRank of the last crawled page. Page parsers 

information index the URL to check whether the URLs 

have enough crawl information based on its priority. 

3.3 Page downloader 

The page downloader fetches the URLs and puts them 

in the URLs queue to download the corresponding 

relevant pages from the web. The page downloader 

contains a domain to download the relevant pages. This 

domain is used to send the domain request and proceed 

with downloaders. The domain needs to set a timeout to 

ensure that it does not take too much time to read large 

pages or wait for the response of web servers. Robot 

Exclusion Protocol is an important step that needs to be 

considered for crawl page files because it provides a 

mechanism to the webserver. Thus, the webserver 

administrator can determine which pages cannot be 

accessed by the web crawlers. Meanwhile, the crawler 

used to exclude robots from a server is called robot 

Exclusion Protocol. This method creates a file on the 

server, where, this created page file must be accessible via 

local URLs or “robots.txt”. A crawler can only check 

whether the pages can be downloaded or not with the 

approval of robots.txt. Figure 3 displays the examples of 

crawler.txt implemented in a web crawler. This example 

indicated that crawlers of other pages and public files are 

allowed to specify the address of the 

folder:/other/public/folder to facilitate the crawler's search 

to crawl relevant information. The page files contain cache 

to increase the efficiency of crawling. Therefore, it can 

avoid re-duplicating the page files when downloading the 

main pages from the same server.    

Figure 3: Examples of crawler.txt 

3.4 Page indexing and data storage 

In this phase, the URLs are indexed by implementing 

two algorithms (BFS and PageRank) and data storage 

from the page extraction stage. 

3.4.1 Indexing algorithms 

3.4.1.1 BFS 

BFS uses the frontier as a First in First Out (FIFO) 

queue in which the URL collection was arranged in the 

order they were encountered. When the FIFO queue is full 

with URL collection, the crawler added only one link from 

a crawled page. The BFS crawling method is illustrated in 

Figure 4. The pseudocode of BFS is summarized in  

Table 3 [47]. 

 
Figure 4: BFS crawling methods. 

 

Table 3: BFS pseudocode. 

PSEUDOCODE 1: INDEXING THE URLS USING BFS 

 Input: get_source 

 Output: links, urls, rank 

1  if depth=4 

2   return 

3   print source, depth 

4   page_source = get_source(source) 

5   links = Set(findId(page_source)) 

6  else 

7   print 'some error encountered' 

8   return 

9  end if 

10  Repeat for link in links: 

11   if link not in urls: 

12    urls = urls ([link]) 

13   end if 

14  end for 

15  Repeat for link in urls: 

16   Rank= (link,depth+1) 

17  end for 

18  Print output. 

19 end 

User-agent: * 

Disallow: /private/ 

Disallow: /confidential/ 

Disallow: /other/ 

Allow: /other/public/ 



Focus Web Crawler on Drug Herbs Interaction Patterns… Informatica 46 (2022) 531–542 537 

3.4.1.2 PageRank 

 

Table 4: PageRank pseudocode for focus web 

crawler 

PSEUDOCODE 2: INDEXING THE URLS USING PAGERANK 

ALGORITHM FOR FOCUS WEB CRAWLER 

 Input: urls, pages 

 Output: hyperlinks, rank  

1 initialize array of urls 

2 initialize pages in integer 

3 fetch hyperlinks from urls 

4 if pages >0 

5  Fetch hyperlinks from urls 

6  Repeat for hyperlinks in urls 

7   if hyperlinks exists 

8    put hyperlinks in queue for rank 

9    rank the number of hyperlinks 

10   end if 

11  end for 

12 end if 

13 print output 

14 end 

Besides BFS, PageRank algorithm is popularly used 

to index websites and to determine a page’s relevance. The 

PageRank algorithm was introduced by the founders of 

Google, Brin and Page. PageRank uses probability 

distribution to represent the user’s behavior [48]. 

PageRank can be calculated for collections of URL pages 

of different sizes. PageRank needs several passes or also 

known as “iterations” via the collection to adjust the 

approximate PageRank values to reflect the accurate 

theoretical value. The PageRank in the web crawler is 

calculated as a sum of the PageRank of all the pages that 

are linked to each other divided by the number of links on 

each of those pages. Equation 1 represents the formula for 

PageRank [48]. The pseudocode for PageRank is 

highlighted in Table 4. [47]. 

 

 

𝑃𝑅(𝐴) = (1 − 𝑑) + 𝑑(
𝑃𝑅(𝑇1)

𝐶(𝑇1)
) + ⋯ + 𝑃𝑅(

𝑇𝑛

𝐶(𝑇𝑛)
) 

Equation 1:PageRank equation. 

Where  

● PR(A) is the PageRank of page A (main page). 

● PR(T1) is the PageRank of pages T1 which is 

linked to page A (child page). 

● C(T1) is the number of outside links from page 

T1.  

● d is a damping factor with the range 0 < d < 1, 

and is usually set to 0.85. 

3.4.2 Data storage 

Data storage is also an important process for search 

engines for future use. There are two types of data storage 

for crawled data namely memory-based and disk-based 

storage. Once the page extraction and page parsers are 

conducted, the data storage is performed to store all the 

extracted information from the websites on the disk. There 

are several ways to store the data including the non-

relational databases depending on the structures of data, 

JavaScript Object Notation (JSON) files, Comma-

separated values (CSV) files or Extensible Mark-up 

Language (XML) files. While data that consists of DHIs 

information (herbal name, herbal URLs, herbal 

description, herbal interactions, and the levelness of DHIs) 

are stored on disk in JSON file format for future references 

and usages. Each herbal name in the databases and 

websites contain the levelness of interaction, for instance, 

American ginseng interacts majorly with warfarin, hence, 

needs to be consumed with caution. This American 

ginseng data will be collected and stored in a database. 

The data containing URLs along with the rank numbers 

computed by BFS and PageRank are stored in SQLite for 

visualization purposes. 

3.4.3 Evaluation 

The quality of the system was evaluated based on 

certain criteria, that is accuracy. Accuracy is measured 

between two indexing algorithms that contain information 

of DHIs based on their priority and effectiveness. 

Accuracy determines the best algorithm for this study. The 

number of pages that contain related information about the 

interaction of drugs and herbs along with the number of 

pages that contain relevant and irrelevant DHIs 

information is required to calculate the accuracy of the 

indexing algorithms that has been indexed. Accuracy for 

each indexing algorithm indicates the number of 

downloaded DHI websites and databases apart from the 

number of relevant websites for each keyword. Then, the 

accuracy of all crawlers were compared to each other for 

all keywords. Accuracy indicates the efficiency of the web 

crawler in crawling the pages. The calculation of the 

number of pages retrieved from the main website and the 

number of pages retrieved from hyperlinks must be done 

first before calculating the accuracy of the indexing 

algorithms. Equation 2 represents the formula for 

accuracy. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑙𝑎𝑡𝑒𝑑 𝑝𝑎𝑔𝑒𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑝𝑎𝑔𝑒𝑠
 

Equation 2: Accuracy equation. 

4 Experimental analysis and results  
In the proposed method, the DHIs thesaurus 

information was used for query expansion to induce more 

web content associated with the user query. The herbal 

dataset was extracted from an authorized website, 

downloaded, indexed, and stored in a structured format. 
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This medicinal plant database consisted of information on 

4,744 herbals (Figure 5) from 24 websites and databases 

(Table 5). The effectiveness of the focus web crawler for 

DHIs was compared using two algorithms, BFS and 

PageRank. 

Table 5: Herbals extracted from the DHIs databases. 

 

No. Names of DHIs databases Number of 

herbals 

extracted 

that are 

related to 

DHIs 

1.  MedlinePlus.  167 

2.  National Center for 

Complementary and Integrative 

Health.  

52 

3.  Chinese Herbal Medicine 

Database.  

408 

4.  Western Herbs. 79 

5.  Medicinal Herbs & Plant 

Database (Consumers) 

79 

6.  South Africa Herbs. 14 

7.  Ayurveda Herbs. 25 

8.  Native American Herbs. 31 

9.  Essential Oils. 74 

10.  Alternative Nature Online 

Herbal. 

68 

11.  Chinese Medicine Specimen 

Database. 

859 

12.  Medicinal Plant Images 

Database. 

1159 

13.  Chinese Medicinal Material 

Images Database. 

420 

14.  A Modern Herbs. 44 

15.  The Raintree Tropical Plant 

Database. 

180 

16.  Longwood Herbal Tasks Force. 71 

17.  Memorial Sloan Kettering 

Cancer Centre. 

274 

18.  HerbMed Pro 130 

19.  HerbClip Online. 6 

20.  Healthy Ingredients. 107 

21.  The Commission E Monographs 120 

22.  Herbal Medicine: Expanded 

Commission E. 

107 

23.  South Central America Herbs 100 

24.  Medicinal Herbs and Plant 

Database. 

200 

Total: 4,744 

 

 

 
 

Figure 5: Sample of medicinal plant database consisting 

of herbal information. 

 

Table 6: Lists of keywords consisting of main 

element biological transport and biological action. 

 

List of Main Keywords (Keywords 1) 

Drug-herb interactions 

Drug-food interactions 

Botanical medicine 

Herbal medicine 

Plant medicine 

Traditional medicine 

Alternative medicine 

 

List of Biological Transport Keywords (Keywords 

2) 

P450 Cytochromes 

Organic anionic transporters 

Organic cationic transporters 

P-glycoprotein 

Drug transporters 

Organic anion transporting polypeptide 

ABC: ATP binding cassette transporter superfamily 

SLC: solute-linked carrier transporter family 

MDR1: multi-drug resistance 

BCRP: breast cancer resistance protein 

 

List of Action Keywords (Keywords 3) 

Substrate, inhibitor, inducer 

extracts, bioactive compounds 

 

Keywords 1 contained main elements to perform user 

query, while keywords 2 consisted of biological 

transporter and keywords 3 contained action keywords to 

perform as a ‘bridge’ to link keywords 1 and keywords 2. 

For instance, Drug-herb interaction inhibitor P450 

Cytochromes as tabulated in Table 6. Each keyword 

underwent a stemming process, to ease the root words and 

synonym words, for instance, Drug-herb interaction 

inhibits P450 Cytochrome. Logical rules, AND and OR 

were also implemented to crawl the exact DHIs, for 

instance, Drug-herb interaction AND inhibit AND P450 

Cytochrome.  

The working of BFS is very simple. It operates on the 

first come first serve basis. It starts with the 

https://medlineplus.gov/druginfo/herb_All.html 
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hyperlinks and is printed as 0 as it is the parent node. 

https://www.nlm.nih.gov/m, https://nccih.nih.gov/ 

health/echinacea/ataglance.htm, and other hyperlinks are 

the child nodes. BFS queues all the hyperlinks and 

continues to update the hyperlinks until there are no more 

hyperlinks inside the website. 

 

 
Figure 6: BFS visualization. 

 

Based on Figure 6, BFS is visualized based on the 

results of the rank. For instance, 

https://medlineplus.gov/druginfo/herb_All.html is the 

parent node (right side). The hyperlinks in 

https://medlineplus.gov/druginfo/herb_All.html are the 

child nodes (middle and left side). The only limitation of 

BFS is that it cannot draw nodes if there are more than one 

similar ranking when the hyperlinks are different. 

 

 
Figure 7: PageRank visualization. 

 

Figure 7 illustrates the graph of PageRank. The 

biggest circle in light blue color represents the parent 

node. The other circles in orange color are the child nodes 

consisting of hyperlinks of the DHIs information. The size 

of the circle (big or small) depends on the computation 

page weightage for each of the hyperlinks. The page 

weightage is calculated based on the priority of 

hyperlinks. The bigger the size of the circle, the higher the 

priorities of the hyperlinks. PageRank also has some 

limitations. Firstly, the graph will become messier if the 

number of hyperlinks increases. Secondly, PageRank can 

only draw one big graph for one website or database. So, 

it cannot calculate the page weightage of more than one 

URL of a website or database. All the extracted herbs 

information is stored in JSON file format for future 

references and usage.  All the ranking webpages are stored 

in SQLite. 

Based on  

Figure 8, the accuracy of each DHIs main website was 

different due to the different number of hyperlinks in the 

websites. Chinese Med Digital Projects and MedlinePlus 

recorded the same highest accuracy for both the indexing 

algorithms with 98% for PageRank and 71% for BFS. This 

is due to the number of hyperlinks of Chinese Med Digital 

Projects and MedlinePlus are higher than the other main 

websites. Whereas, Western Botanical Medicine website 

recorded the lowest accuracy, with 88% for PageRank and 

58% for BFS. The lowest accuracy was achieved because 

of the missing hyperlinks that map into the other websites 

due to the removal of the domain name or unavailable 

domain name for the public. Based on Figure 9, PageRank 

for the GlobinMed website took the shortest time to 

execute the program compared to BFS. Meanwhile, the 

American Botanical Council website took the longest time 

for BFS compared to PageRank. In general, PageRank is 

faster than BFS as the number of hyperlinks in main 

websites increases. Based on the results, it can be 

concluded that PageRank has higher accuracy and is faster 

compared to BFS due to a few factors. 1) PageRank is 

generated using the entire internet graph, rather than a 

small set, it is less susceptible to localised linkage than 

other ranking systems, 2) a single indicator of a page's 

quality at the time of the crawl is coupled with a standard 

information retrieval score for the period, and 3) ranking 

is based on a page's popularity, therefore, it delivers the 

most relevant results. Therefore, PageRank is a better 

performer than BFS. 

 

 
 

Figure 8: Accuracy of BFS and PageRank for DHIs main 

websites. 
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Figure 9: Time taken for web crawling algorithms to 

execute the program. 

5 Conclusion and future work 
This study proposed a framework for an efficient 

focus web crawler to organize and manage a large number 

of different herbal information and their interactions with 

drugs. In this proposed framework, the higher the 

accuracy of the indexing method, the higher the priority of 

relevant information of DHIs collected from databases and 

websites. In this study, BFS and PageRank were utilized 

on the dataset, where accuracy was also calculated. 

PageRank was more accurate for all the main websites. 

This focused web crawler provided accurate information 

while gathering relevant information on DHIs.  

Based on the outcome, the indexing algorithms, time 

is taken for a crawler, and the visualization graph for 

indexing algorithm can be improved in the future. Firstly, 

more indexing algorithms could be used as this study only 

utilized two algorithms. Secondly, the BFS algorithm 

needs to be modified in terms of increasing the indexing 

depth of websites and databases. Next, the time taken to 

execute has to be reduced especially for modified BFS 

compared to modified PageRank to suit focus web 

crawler. Besides that, BFS consumes a lot of memories 

when more URLs are added into the queue as it also ranks 

some of the irrelevant information of DHIs. Hence, to 

overcome this limitation, the number of URLs of the DHIs 

webpages needs to be limited to increase efficiency, 

produce a better visualization, and rank results. 
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Machine Learning majorly provides the process of collecting, identifying, pre-processing, training, validat-

ing and visualization of data. This study identifies the problem of late detection of mental disorders in IT 

employees. There are many cases of mental disorders that are not apparent, notable or diagnosed until they 

become critical. This affects the productivity of the employees not only in the information technology (IT) 

industry. The objective of the study is to develop a Hybrid Random Forest (RF) and Artificial Neural Net-

work (ANN) model to predict mental health disorders among employees in the IT industry. The experiment 

applied a hybrid Random Forest and Artificial Neural Network (RF-ANN) model in predicting the chances 

of IT employees developing mental disorders. To measure the performance of the model, RF and ANN al-

gorithms were separately developed, their results were recorded and compared with the results of the hybrid 

model. In the hybrid model using “Bagging Ensemble,” the prediction of an IT employee developing a 

Mental Disorder shows the weighted average performance of 84.5% for precision, recall, and accuracy and 

precision is 82.5% using the hybridized RF and ANN models on “Bagging Ensemble”. This result obtained 

from the hybrid model correctly shows a significant improvement in its performance over individual per-

formances of the RF model and ANN models. There was a marginal improvement in the performance of the 

hybrid model when compared with the result of the parameter-tuned RF. This suggests that by applying the 

RF-ANN model an improved dataset could be investigated and compared with the results obtained in this 

study.  

 

   Povzetek: Članek se ukvarja z napovedovanjem mentalnih težav s pomočjo metod globokih nevronskih mrež,        

naključnih gozdov in vrečastega ansambla. 

 

1 Introduction 
Mental health is defined as a person's psychological, 

social, and emotional state when they are functioning at an 

acceptable level of behavioural and emotional adjustment. 

Mental health can be viewed as a measure of an individu-

al's ability to handle stress and make decisions in all as-

pects of their life, as it has a significant impact on how 

such an individual act, thinks and feels. Mental health is 

an important factor at any stage of life, whether it is adult-

hood or childhood [1]. According to the World Health Or-

ganization, depression is the leading cause of Mental 

Health Disorders worldwide, affecting individuals as well 

as communities. It is estimated that more than 350 million 

people worldwide suffer from depression as of 2020 [2, 3]. 

Mental health issues have a significant impact on work-

place productivity, not only for the individual but also for 

the organization as a whole. Unfortunately, people gener-

ally find it difficult to discuss mental health issues in pub-

lic, and society does not raise enough awareness. The cur-

rent evolution of Machine Learning (ML) solutions has re-

sulted in automated models that can predict, classify, and 

diagnose some of the issues associated with mental health 

disorders. 

The alarming trend of rising mental health problems, 

combined with the global inability to find effective solu-

tions, was impeding both individual and societal prosper-

ity. There were numerous and significant barriers to ac-

cessing mental health care, ranging from socioeconomic 

inequalities to personal stigmas. This provides an oppor-

tunity for technology, particularly artificial intelligence 

(AI)-based technology, to help alleviate the situation and 

provide numerous unique benefits. Kolenik & Gams, 

(2021) [4] provided a brief overview of persuasive tech-

nology (PT) for mental health, as well as general, tech-

nical, and critical thoughts on implementation and impact 

in terms of potential benefits and risks. While potential 

benefits identified in the research include; cost, availabil-

ity and stigma. Group exclusion and research bias were 

identified as the PT risk. We believe that such technology 

can supplement existing mental health care solutions by 

reducing access inequalities as well as those caused by a 

lack of it. 
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In recent years, ML techniques have been adopted in 

numerous medical researches, especially in biomedicine 

and neuroscience to gain further insight into mental health 

disorders [5]. Machine learning, being an area of artificial 

intelligence involves the process of computers learning 

from data through the use of heuristic algorithms [6, 7]. 

ML is divided into two types: supervised ML and unsu-

pervised ML. Supervised ML models are typically used to 

assign a set of attributes to a target class, which implies 

classification and regression. Unsupervised ML models 

are used to describe the relationship or characteristics of a 

set of attribute data. Unsupervised ML primarily necessi-

tates the processes of feature selection, clustering, and as-

sociation rule mining [8]. Studies show that employees in 

IT industries are at high risk of developing mental disor-

ders due to increased stress and pressure to meet targets 

and deadlines. In many cases, these disorders are not ob-

vious, known or diagnosed until they become life-threat-

ening.  

The existing studies in different fields have imple-

mented various machine techniques to predict mental dis-

orders. However, there is a need to address the issue of late 

detection of mental disorders in IT employees. Develop-

ing automated models that can predict, diagnose and clas-

sify mental health disorders is now possible with the help 

of computer-aided systems [9]. By using these developed 

models, they help in saving manpower, time and other re-

sources, while also removing the possibilities of human 

bias. A large amount of data is readily available thanks to 

the advancement in the usage, power and capacity of the 

latest computer technologies. This has resulted in an in-

crease in the ability to collect, store and manipulate data. 

Subsequently, knowledge can be extracted from the data 

by bringing out patterns and relationships through the de-

velopment of a methodology. Such methodology can be 

developed from a database of existing tools and methods 

available for the discovery of knowledge and data mining 

[10, 11, 12]. 

A hybrid model of neural network (NN) with a ran-

dom forest (RF) structure can produce a result with im-

proved generalization ability and accuracy. The ability of 

this hybrid architecture to reduce the back-propagation al-

gorithm to a more powerful and generalized decision tree 

structure makes it more effective than random forests. In 

addition, this model is more efficient to train as the num-

ber of training examples usually requires only a small con-

stant factor [12, 13]. Therefore, this study aims to develop 

a model that can predict the chances of IT employees de-

veloping mental disorders using a hybrid of the two best 

performing models in previous studies consisting of RF 

and ANN. The developed hybrid model was evaluated us-

ing standard metrics in this study area such as precision, 

recall, and F1-score. The organization of this paper is as 

follows: the introduction is in section one, review of the 

literature is contained in section two. Section three is the 

methodology and the result and discussion were high-

lighted. Finally, the conclusion is contained in section 5.   

2 Review of literature 
Mental health disorders, also known as mental ill-

nesses, refer to a variety of mental health conditions that 

affect a person's thinking, mood, and behavior. Anxiety 

disorders, depression, addictive behaviors, schizophrenia, 

eating disorders, and other mental disorders are examples. 

Many people experience various mental health issues from 

time to time. However, these mental health issues only be-

come a mental disorder when the ongoing signs and symp-

toms cause frequent stress and impair a person's ability to 

function effectively. Loss of pleasure or interest, poor con-

centration, loss of appetite, disturbed sleep, feelings of 

guilt, and low energy are all symptoms of mental health 

disorders. These problems have the tendency to become 

chronic and recurrent, and thus impair a person’s ability to 

take care of their daily responsibilities [14]. According to 

[15],  more than 30% of people suffering from major men-

tal disorders do not seek treatment, while more than 80% 

of people battling with some form of mental disorder do 

not seek to be treated at all. Variations of mental illnesses 

Depression, bipolar disorder, schizophrenia and other psy-

choses, dementia, and developmental disorders are all ex-

amples of mental illnesses. 

 

Machine Learning and Healthcare: Precision medicine 

is a way in which healthcare professionals can move to 

more personalized care by adopting ML in finding pat-

terns and reasons about data [16]. With the large volume 

of data being collected about patients in the healthcare sec-

tor, it is near impossible for humans to analyze. With suf-

ficient data and permission to use, there are numerous 

ways in which ML can be applied in healthcare. In times 

past, hard-coded software has been developed based on 

external studies to provide recommendations and alerts for 

different medical practices. The limitation to this however 

is the problem with the accuracy of data due to other fac-

tors such as location, environment, population, and so on. 

With ML, data can be refined to a particular environment, 

for instance, refining data from a hospital and the sur-

rounding environment in a way that the patient’s infor-

mation is anonymized. Examples of ways in ML can help 

healthcare providers include: the prediction of a possible 

outbreak of disease, predicting the possibility of hospital 

readmission for critically ill patients, prediction of cancer 

risks in patients, and so on [9].  

According to the study by Groves et al. (2013) [17], 

being able to identify patients that are most liable to the 

risk of hospital readmission helps healthcare providers to 

offer better support after discharge. The lives of those at 

risk are improved when the rate of readmission is lowered, 

and this can be made possible with the intervention of ML. 

Implementation of artificial intelligence in healthcare or-

ganizations as a response to the needs of doctors to aid the 

patients in their daily decision-making activities is now on 

the increase. This hopes to improve decision making and 

reduce errors. In the long run, it reduces cost and improved 

workflow and the general well-being of people.  
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Related works: 

The Internet of Things (IoT), which refers to the integra-

tion of technology into everyday life and the interconnec-

tivity of omnipresent devices, has stymied a dedicated re-

search venture in the field of mental health. Recognizing 

that mental health issues are on the risen, affecting indi-

viduals and society in increasingly complex ways and that 

existing human resources are insufficient to address the 

crisis, decision-makers have turned to technology to see 

what opportunities it may provide. The role of IoT-ena-

bled technology in this new digital mental health land-

scape can be divided into two complementary processes: 

assessment and intervention [18]. 

Prediction of mental health problems in children using 

eight ML techniques, three of which, multilayer percep-

tron, multiclass classifier, and logical analysis of data 

(LAD) tree, produced more accurate results with only a 

slight difference between their performances over the full 

attribute set and the selected attribute set. The study found 

that by developing a high-performing model, early diag-

nosis of mental health problems in children will help 

healthcare professionals to treat it at an earlier stage and 

subsequently improve the quality of patients’ life. There-

fore, there comes an urgent need to treat basic mental 

health problems that persist among children which may 

lead to complicated problems, if not treated at an early 

stage [19]. By introducing a genetic algorithm (GA) in de-

veloping a system for intelligent data mining and ML for 

mental health diagnosis, Azar, et al., (2015) [20] were able 

to extract keywords from the user’s symptoms. The re-

search introduced a new approach that was used for a sem-

iautomated system that helps in the preliminary diagnosis 

of the psychological disorder patient. This was achieved 

by matching the description of a patient’s mental health 

status with the mental illnesses. The study constructed a 

semi-automated system based on an integration of the 

technology of genetic algorithms, classification data min-

ing and ML. The goal was to help psychological analysts 

make informed, appropriate and intelligent assessments 

leading to accurate prognoses by ensuring that they are 

aware of all possible mental health illnesses that could 

match the patient’s symptoms.  

The predictive research for mental health disease was 

proposed in a prototype that used RF classification to de-

termine the mental state of a person based on attributes 

such as lifestyle, age, education, gender, vision, occupa-

tion, sleep, personal income, mobility, diabetes and hyper-

tension [21]. With the amount of data produced by humans 

daily and with most of this data stored in a semi-structured 

way, these researchers believed that by using this ML 

technique, hidden patterns can be found between the dif-

ferent attributes of data. WEKA and RATTLE were used 

and the result of 83.33 % and 92.85. % accuracy was re-

ported. With these, the system would be able to predict 

whether a patient was suffering from mental illness or not. 

A critical review using SVM to identify imaging bi-

omarkers of neurological and psychiatric disease was con-

ducted by [22]. The study provided an overview of the 

method and reviewed studies that applied SVM in the in-

vestigation of schizophrenia, Alzheimer’s disease, Parkin-

son’s disease, bipolar disorder, pre-symptomatic Hunting-

ton’s disease, major depression, and an autistic spectrum 

disorder. Standard univariate analysis of neuroimaging 

data revealed a host of neuroanatomical and functional 

differences between healthy individuals and patients suf-

fering a wide range of psychiatric and neurological disor-

ders.  

The mental health evaluation model based on the 

fuzzy neural network was carried out by [23] by selecting 

the important factors such as the input vector, the model 

was used to evaluate the psychological health of college 

students in China. The combination of neural networks 

(NN) and fuzzy mathematics improved the accuracy of the 

mathematical model compared to other traditional models 

and made it easy to analyze the overall mental health trend 

of students. Recurrent and linear models to detect depres-

sion early were developed [24]. The goal of the study was 

to achieve early automatic detection of depression from 

users’ posts on the social media site – Reddit. For predic-

tion, both sequential (RNN) and non-sequential (SVM) 

models were used. The results showed the superiority of 

sequential models over nonsequential models. The re-

search did not sufficiently explore the broad range of pos-

sible features. Different ML techniques such as KNN, 

SVM, naïve bayes classifier, decision trees, and logistic 

regression to identify the state of mental health in a target 

group. The replies to the designed questionnaire from the 

target group were first exposed to unsupervised learning 

techniques. The Mean Opinion Score was used to validate 

the labels obtained by clustering. The cluster labels were 

then utilized to create classifiers that could predict an in-

dividual’s mental health. Population from a wide range of 

groups such as college students, high school students, and 

working professionals were considered as target groups.  

A survey on the analysis of the mental state of social 

media users to predict depression was conducted by [25]. 

The survey was done to detect depression and mental ill-

ness through the use of social media are surveyed. They 

found out that there was a very high rate at which depres-

sion and mental illness were being diagnosed in recent 

times. They observed that some symptoms linked to men-

tal illness were detectable on Facebook, Twitter, and web 

forums. They suggested that using automatic methods 

would help in locating inactivity and other mental dis-

eases. Various automated detection methods could help to 

detect depressed people using social media. Mentally ill 

users were pointed out through the use of screening sur-

veys, their Twitter analysis based on community distribu-

tion, or their membership in online forums, and they were 

detectable through the patterns in their language and 

online activities. Additionally, they observed that a num-

ber of authors experienced that numerous activities on so-

cial networking sites could be linked to low self-confi-

dence, especially in young people and adolescents.  

A predictive model for the determination of the risk 

of depression among university students was also devel-

oped by [10]. The study extracted knowledge on the fac-

tors causing depression among university students. In the 

study, a predictive model for depression risk with a view 

to determining the risk of depression among university 

students was formulated, simulated and validated.            
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The result of the study identified variables that have strong 

relevance to developing depression among university stu-

dents. The simulation results showed that the model with- 

 

 

 

 

 

 

S/N Ref Goals Contribution  

1 [18] Identify approaches in digital men-

tal health 

Distinguished technology for mental health diagnosis into 

two complementary processes: assessment and intervention 

2 [21] RF (ML) classifier was used along-

side predictive models to determine 

mental health diseases. 

WEKA and RATTLE were used as predictive models, 

83.33 % and 92.85 accuracies were reported. 

3 [20]  To introduce GA in developing in-

telligent data mining and ML sys-

tem for mental health diagnosis, 

was able to extract keywords from 

the user’s symptoms.  

Matched the description of a patient’s mental health status 

with the mental illnesses. The research introduced a new ap-

proach that was used for a semiautomated system that helps 

in the preliminary diagnosis of the psychological disorder 

patient. 

4 [19] Prediction of mental health in chil-

dren 

Multilayer perceptron, Multiclass classifier, and LAD tree 

outperformed other ML models used. 

5 [22] To identify imaging biomarkers of 

neurological and psychiatric dis-

ease using SVM was conducted 

Method and reviewed studies that applied SVM in the inves-

tigation of schizophrenia, Alzheimer’s disease, Parkinson’s 

disease, bipolar disorder, pre-symptomatic Huntington’s dis-

ease, major depression, and an autistic spectrum disorder 

were reported. 

6 [23] To evaluate mental health based on 

the fuzzy neural network 

The combination of NNs and fuzzy mathematics improved 

the accuracy of the mathematical model compared to the ex-

isting method. 

7 [24] To achieve early automatic detec-

tion of depression from users’ posts 

on the social media site RNN and 

SVM 

The approach achieved early automatic detection of depres-

sion and ensured superiority of sequential models over 

nonsequential models 

8 [25] to conduct a survey on detecting de-

pression and mental illness by the 

use of social media information.  

They found out that there was a very high rate at which de-

pression and mental illness were being diagnosed in recent 

times. They observed that some symptoms linked to mental 

illness were detectable on Facebook, Twitter, and web fo-

rums. 

9 [10] To depression risk with a view to 

determining the risk of depression 

among university students using 

predictive models 

93.7% accuracy was achieved on the ML model used  

 

Table 1: Summary of related works 

 

out feature selection gave a total of 465 correct classifica-

tions out of 507 records with an accuracy of 91.7% while 

feature selection, gave a total of 475 correct classifications 

with an accuracy 93.7 %. It has been established that the 

are research gaps in the area of using ML techniques to 

provide solutions to some of the issues relating to mental 

disorders among the IT employee, hence, this study was 

informed. Table 1 shows the summary of the related 

works, the goals and their respective contributions 

3   Methodology 
The developed model consists of the phases namely: 

the dataset pre features extraction (training and testing), 

and the evaluation results. During the preprocessing 

phase, values of missing data were replaced and even dis-

tribution of data was ensured with features scaling. Fea-

tures of the pre-processed data were split into two with 

67% of the data set aside for training and the remaining 

33% set aside for testing. Using the bagging ensemble 

method, the training set was passed through hybridized RF 

and Artificial Neualgorithms, using RF as the base. The 

performance of the result was then evaluated using the 

standard evaluation metric namely: precision, recall, f1-

score and accuracy. Figure 1 shows the developed meth-

odology framework in this research, the framework show-

ing the stages followed to achieve the results. The selec-

tion gave a total of 475 correct classifications.  

3.1   Data collection and implementation  

The input data for this model is the dataset provided 

by OSMI Ltd. The dataset is derived from a survey aimed 

at measuring the attitudes of people towards mental health 

in IT workplace and examining the rate of mental disor-

ders set contains 63 variables or columns and 1,433 re-

sponses/ observations. The performances of the models 
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built were evaluated on the basis of their precision, recall, 

and F1-score. To further understand and measure the per-

formance of the hybrid model, a different set of algorithms 

was implemented. These models include: RF with default 

parameters, RF with tuned parameters and the developed 

model consists of three different phases namely: the da-

taset pre-processing, features extraction (training and test-

ing), and the processing phase, values of missing data 

were replaced, even distribution of data was ensured with 

features processed data were split into two with 67% of 

the data set aside for training and the remaining 33% set 

aside for testing. Using the bagging ensemble method, the 

training set was passed through hybridized RF and ANN. 

4    Results and discussions 
The performances of these models were observed and 

compared with the hybrid model. The results obtained 

from the trained models are discussed below: 

 

Random forest technique: The result obtained from the 

model as shown in Table 2, though the model performance 

was poor in the classification of IT employee with the sta-

tus of mental health disorder with 44%, 44%, and 45% 

precision, f1 accuracy, recall respectively. The default-pa-

rameterized RF model performed at a weighted average of 

48% precision, 49% F1-score and 50% recall respectively. 

This poor performance called for the need to tune the pa-

rameter in order to obtain improved performance. This 

outcome attests to the study of [22]. 

 

Table 2: Result of the random forest model 

 

 Pre-

ci-

sion 

F1-

Score 

Re-

call 

Sup-

port  

0 0.23 0.19 0.17 103 

1 0.53 0.53 0.53 183 

2 0.56 0.60 0.65 157 

Macro average  0.44 0.44 0.45 473 

Weighted average  0.48 0.49 0.50 473 

Accuracy  - 0.50 - 473 

 

Artificial neural networks (ANN) techniques: The re-

sult of ANN model is as shown in Table 3 poorly incor-

rectly classifying “Employees not sure of their mental 

health status”. Overall, the model performed at a weighted 

average of 72% precision, 69% F1 score and 71% recall.  

 

Table 3: Result of the ANN Model 

 Preci-

sion 

F1-

Score 

Re-

call 

Sup-

port  

0 0.52 0.36 0.28 103 

1 0.90 0.79 0.70 183 

2 0.65 0.77 0.95 187 

Macro average  0.69 0.64 0.64 473 

Weighted av-

erage  

0.72 0.69 0.71 473 

Accuracy  - 0.71 - 473 

 

RF-ANN technique: RF and ANN algorithms were hy-

bridized for the Bagging ensemble issue. The hybrid 

model was trained on the training set and its performance 

was evaluated on the testing set. The result of the hybrid-

ized model in table 4 showed a significant improvement in 

the performance of the hybrid model over the perfor-

mances of the RF model with default parameters and ANN 

model and a slight improvement over the per parameter-

tuned RF ANN model’s weighted average performance 

was improved by the hybrid model from (72%, 69% and 

71%,) to (74%, 72% and 74%) precision, F1-score and re-

call respectively. The results are similar to the finding in 

[23-24]. 

 

Table 4: Result of the hybrid model 

 

 Preci-

sion 

F1-

Score 

Recall Support  

0 0.64 0.48 0.38 103 

1 0.84 0.79 0.74 183 

2 0.69 0.94 0.94 187 

Macro 

average  

0.73 0.69 0.68 473 

Weighted 

average  

0.74 0.72 0.74 473 

Accuracy  - 0.74 - 473 

 

Back-propagation is the stage in which the weights are ad-

justed based on the loss in an attempt to find an optimal 

weight. Training an ANN is a process that entails deter-

mining the optimal weight that will minimize loss. In do-

ing so, "categorical cross-entropy loss" was used to find 

the loss and "adam" optimization was used to find the op-

timal solution, with "accuracy" as a metric for perfor-

mance evaluation. As shown, the model was trained with 

45 epochs and a batch size of 10. Figures 2 and 3 Depict 

the training process, with decreasing loss and increasing 

accuracy as training progresses. 
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Figure 2: The Training loss and the Training Accuracy 

Against Number of Epochs  

 
Figure 3: Training Accuracy versus Training Loss Show-

ing Inverse Relationship 

 

Findings: From all the results obtained, Table 5 reveals 

that the hybrid RF and ANN using “Bagging Ensemble” 

gave the best performance with the weighted average per-

formance of 84.5% for precision, recall, and accuracy and 

precision is 82.5%. It can also be observed that the model 

is able to correctly predict IT employees suffering from 

Mental Health Disorders with 97% recall. Additional in-

sight has gotten from the results in this experiment reveals 

that there was only a marginal improvement in the perfor-

mance of the hybridized model when compared with the 

result of the parameter-tuned RF. This shows that RF is 

one of the best classifiers in the predictive algorithm 

which is consistent with the work of [21] and [25-28]. 

 

 Table 5: Result Comparison of the 3 Models  

Perfor-

mance met-

rics  

Re-

call 

(%) 

Predic-

tion accu-

racy (%) 

F1 

Score 

(%) 

Preci-

sion  

ANN 81.5 81.5 82.5 82.5 

RF 60.5 60.5 58.5 58.5 

Developed 

model (RF-

ANN) 

84.5 84.5 82.5 84.5 

 

A comparison of the existing work with our study is pre-

sented in Table 6, showing the comparison of the goals in 

the existing works with our goals viz-a-viz the respective 

contributions  

5    Conclusion 

 The study described various approaches to predicting 

mental disorders. It focused on the development of a hy-

brid predictive model for determining the risk level of 

mental disorders among employees in IT industry. Most 

of the existing models focused on predicting mental disor-

ders using a single ML technique. This study identified the 

variables measured in IT employees which are relevant to 

the prediction of mental disorders in the dataset collected. 

The results obtained showed that developing a hybridized 

RF-ANN model had the best overall performance, hence, 

our developed model. The study described various ap-

proaches to predicting mental disorders. It focused on the 

development of a hybridized predictive model for deter-

mining the risk level of mental disorders among employ-

ees in IT industry. Most of the existing models focused on 

predicting mental disorders using a single ML technique. 

However, there is also the need to address the issue of late 

detection of mental disorders in IT employees. This study 

identified the variables measured in IT employees which 

are relevant to the prediction of mental disorders in the da-

taset collected. 

In conclusion, the best performing model to predict 

mental disorders in employees of IT industry has been 

identified, the work has been able to develop a predictive 

model based on the most relevant factors causing mental 

disorders. From all the results obtained the hybrid RF and 

ANN using “Bagging Ensemble” gave the best perfor-

mance in predicting IT employees suffering from Mental 

Health Disorders with a weighted average performance of 

84.5% for precision, recall, and accuracy and precision is 

82.5%. meaning there was a marginal improvement in the 

performance of the hybrid model when compared with the 

result of the parameter-tuned RF. This suggests that by ap-

plying the RF-ANN model an improved dataset could be 

investigated and compared with the results obtained in this 

study. In addition, insights gotten from the results in this 

study reveal that there was only a marginal improvement 

in the performance of the hybrid model when compared 

with the result of the parameter-tuned RF. The study is not 

only contributing to the computing field but also to 

healthcare delivery. 

 

Recommendations  

The following recommendations are made based on the 

findings of this study: This model can be adopted as an 

assistant tool by mental health professionals to help them 

in making an early and more consistent diagnosis of men-

tal disorders. The model can be integrated into an existing 

employees’ Health Information System (HIS) which has 

clinical data about the employees. It is recommended that 

variables monitored in IT employees be reviewed on a reg-

ular basis in order to increase the amount of information 

relevant to developing an improved mental health disorder 

prediction model. In the future, the hybridized algorithm 

could be used to predict mental disorders in a variety of 

fields. Similarly, using RF with parameter tuning on a bet-

ter dataset could be investigated and compared to the find-

ings of this study. 
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Table 6: Comparison of the existing work with our study 

 

S/N Ref Goals Contribution  

1 [18] Identify approaches in digital mental 

health 

Distinguished technology for mental health diagnosis 

into two complementary processes: assessment and 

intervention 

2 [21] RF (ML) classifier was used alongside 

predictive models to determine mental 

health diseases. 

WEKA and RATTLE were used as predictive models, 

83.33 % and 92.85 accuracies were reported. 

3 [20]  To introduce GA in developing intelligent 

data mining and ML system for mental 

health diagnosis, was able to extract key-

words from the user’s symptoms.  

Matched the description of a patient’s mental health 

status with the mental illnesses. The research intro-

duced a new approach that was used for a semiauto-

mated system that helps in the preliminary diagnosis 

of the psychological disorder patient. 

4 [19] Prediction of mental health in children Multilayer perceptron, Multiclass classifier, and LAD 

tree outperformed other ML models used. 

5 [22] To identify imaging biomarkers of neuro-

logical and psychiatric disease using 

SVM was conducted 

Method and reviewed studies that applied SVM in the 

investigation of schizophrenia, Alzheimer’s disease, 

Parkinson’s disease, bipolar disorder, pre-sympto-

matic Huntington’s disease, major depression, and an 

autistic spectrum disorder were reported. 

6 [23] To evaluate mental health based on the 

fuzzy neural network 

The combination of NNs and fuzzy mathematics im-

proved the accuracy of the mathematical model com-

pared to the existing method. 

7 [24] To achieve early automatic detection of 

depression from users’ posts on the social 

media site RNN and SVM 

The approach achieved early automatic detection of 

depression and ensured superiority of sequential mod-

els over nonsequential models 

8 [25] to conduct a survey on detecting depres-

sion and mental illness by the use of social 

media information.  

They found out that there was a very high rate at 

which depression and mental illness were being diag-

nosed in recent times. They observed that some symp-

toms linked to mental illness were detectable on Fa-

cebook, Twitter, and web forums. 

9 [10] To depression risk with a view to deter-

mining the risk of depression among uni-

versity students using predictive models 

93.7% accuracy was achieved on the ML model used. 

Only accuracy was measured  

10 Our 

study  

to develop a hybrid model to predict 

mental health disorders among em-

ployees in an IT industry 

An effective hybrid technique was developed that 

is capable of predicting the mental health of IT in-

dustry employees, the model was also evaluated 

singly before hybridizing and after hybridization, 

the hybridized model shows improved perfor-

mance than the single ones 
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An approach to eliminate multicollinearity problems in regression analysis using QR decomposition of 

rectangular matrices by Householder reflection has been proposed. The reliability of this computational 

procedure has been proved. 

Povzetek: V regresijski analizi je narejena ocena parametrov s pomočjo dekompozicije QR. 

 

1 Introduction 
In substantiating the decision taken in the management of 

various socio-economic systems, it is important to 

choose an analytical tool that analyzes the state of 

systems and predicts their further development.  

In the presence of various kinds of uncertainties and 

a large amount of various data, in the problems of 

economic modeling, two main approaches are most often 

used recently: fuzzy modeling [1-5] and various 

statistical methods [6-8]. 

Among the last, most often, multiple regression 

analysis is used as such a tool [9-13].  

Despite its prevalence in economics and duration in 

applications, many problems still need to be solved, since 

the existing algorithms for multiple regression analysis 

are far from perfect [14-17]. 

To solve many problems of mathematical methods in 

economics, the so-called QR decomposition of 

rectangular matrices is useful [18-21]. 

An n×m matrix X is decomposed into two factors X 

= QR, where Q is an n×n orthogonal matrix and R is an 

upper triangular n×m matrix with zero entries below the 

main diagonal. 

Recall that the determinant of the orthogonal matrix 

is equal to one |Q| = 1; its inverse matrix coincides with 

the transposed Q–1=Q (i.e. QQ = QQ = I), and 

orthogonal transformation of vectors a, b does not 

change their scalar products: (Qa,Qb) = (a,b); 

|Qa| = |a| = a; |Qb| = |b| = b.  

It can be argued that numerical algorithms with 

orthogonal transformations do not introduce additional 

errors into the solution of the problem. 

2 QR decomposition to solve the 

problem of multicollinearity 
Consider how QR decomposition helps to overcome the 

problem of multicollinearity in regression analysis. 

Suppose we need to find the best estimates of the 

parameters b of a linear three factor regression model 

from 6 observations (n = 6; m = 3+1 =4): 

Y = Xb + E, 

which in expanded form reduces to solving the overvalue 

value of a system of 6 linear equations with respect to 4 

unknowns (b0 , b1 , b2 , b3):  

y1 = b0 + b1x11 + b2x21 + b3x31 + e1 

y2 = b0 + b1x12 + b2x22 + b3x32 + e2 

y3 = b0 + b1x13 + b2x23 + b3x33 + e3 

y4 = b0 + b1x14 + b2x24 + b3x34 + e4 

y5 = b0 + b1x15 + b2x25 + b3x35 + e5 

y6 = b0 + b1x16 + b2x26 + b3x36 + e6 
 

Here Е – vector of errors (residuals ei ), which can be 

found after determining the estimates of the model 

parameters b0 , b1 , b2 , b3 . 

If the QR decomposition of the matrix Х = QR is 

known, then the above problem is solved as follows.  

Should multiply the matrix equation Y = QRb + E 

leftward to the orthogonal matrix Q and we obtain an 

equivalent equation Z = Rb +  , where marked Z = QY, 

 = QE.  
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In expanded form we have a system of linear equations 

with a triangular matrix R: 

 

z1 = b0r01 + b1r11 + b2r21 + b3r31 + 1 

z2 = b1r12 + b2r22 + b3r32 + 2 

z3 = b2r23 + b3r33 + 3 

z4 = b3r34 + 4 

z5 = 5 

z6 = 6 

 

Due to the orthogonality of the matrix 

transformation, the following relation is preserved 

|| || = ||E||, that is, the sum of the squares of the 

converted errors  2
i  (vector norm ) is always equal 

to the sum of the squares of the residuals of the original 

system of equations  2
ie  (vector norm Е).  

Due to the successful determination of the model 

parameters bi  you can equate to zero the first few 

components of the vector   and obtain the minimum 

value of the sum of the squares of the residuals  

 

minei → 2
.  

 

So it is possible to obtain estimates of the parameters 

of the model by the least squares method (but in a 

slightly different, non-standard computational way, 

without first drawing up a system of normal equations). 

If the last diagonal element of the triangular matrix R 

is nonzero r34 ≠ 0, then you can equate to zero the 

maximum number (m) of the first components  i and 

find estimates of the model parameters from the 

triangular system of equations. 

This also determines the (minimum) sum of the 

squares of the residuals 

 

       
+=+===

===
n

mi

i

n

mi

i

n

i

i

n

i

i ze

1

2

1

2

1

2

1

2  . 

 

If the last diagonal element of the triangular matrix R 

is exactly equal to zero r34 = 0, then this means that the 

last variable х4  is not independent, but it is a linear 

combination of other argument variables    

х4 = а0 + а1х1 + а2х2 + а3х3 .  

In this case, the estimate b4 = 0 should be equated to 

zero.  

That is, it is not necessary to include in the model a 

combination of already taken into account variables, and 

estimates of other parameters of the model should be 

obtained from the conditions of zero of the smaller 

number of the first components i = 0.  

If the last diagonal element of the triangular matrix R 

is not exactly zero, but close to it |r34|  0, this means that 

there is a multicollinear relationship between the source 

variables xi .  

In this case, it makes sense to equate the score b4 = 0 

to zero and remove the questionable term from the model 

(otherwise an unstable solution with large errors will be 

obtained). 

So, if we have a QR decomposition of the matrix X, 

the problem of multi-linearity is solved quite simply. 

At the same time, the strong side of the QR 

decomposition is that it allows you to calculate (find a 

numerical) solution to the least squares problem.  

As is well known, the classical, ordinary least 

squares method gives us a closed solution in the form of 

normal equations. But this solution is not always suitable 

for practical, specific applications.  

Therefore, if you need to find the actual numerical 

solution, the least squares method is not suitable, at the 

same time, the QR decomposition easily gives such 

numerical values. 

It should be noted that today the most well-known 

and used methods for obtaining an orthogonal matrix Q 

are the Gram-Schmidt process, the Householder 

transformation, and the Givens rotation. 

An orthogonal matrix Q (and a triangular matrix R) 

can be obtained by successive operations with matrices 

Hk = I – 2kk, where I – single matrix, k – normalized 

vector (kk=1), in which the first (k-1) components are 

zero. 

It's not hard to see that HkHk = HkHk = I, that is, the 

matrix Hk is orthogonal. This matrix is also called as the 

Householder reflection matrix. 

Any vector can be represented as a = a1  + a2 , 

where ,  – orthonormal vectors ( = 0;  = 1; 

 = 1).  

Householder reflection Нa = –a1  + a2   changes 

the sign of the first component to the opposite. 

We have to take into account some important 

properties of the Householder matrix: it is Hermitian 

H=H* and unitary HH*=I, and therefore it is an 

involution H2=I. In this case, the transformation Hu(x)  

displays (reflects) point x to point x-2(u, x)u.  

The Householder matrix has one eigenvalue equal to 

(-1), which corresponds to the eigenvector u, while all 

other eigenvalues are equal to (+1).  

In this case, the determinant of the Householder 

matrix is (-1), and the Householder transformation in the 

metric space preserves distances. 

3 Converting a rectangular matrix 

to upper triangular 
Consider the process of sequential transformation of a 

rectangular matrix А = [a1 , a2 , … , am] to the upper 

triangular shape (possibly with permutations of 

columns). 

The first transformation with a matrix Н1  must 

transform the first vector a1  (the first column of the 

matrix А) to vector а1 е1 , where е1 a coordinate vector 

in which only one first element is nonzero (this element 

is equal to 1, the other elements are zero); as а1 is marked 
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length of the vector а1 (because the orthogonal 

transformation does not change the length of the vector).  

Consider the approach of how to find a vector 1 , 

which defines the whole matrix Н1 .  

To do this, consider that again (re-)reflection restores 

vector а1 : 

а1 = Н1 (а1 е1) = (I - 211)(а1 е1) = а1 е1 +2а1111 , 

hence the vector 1  proportional to the vector а1 , to the 

first component of which a value а1 is added; sign (+ or 

–) should be selected by the sign of the element а11 .  

So we get a (still normalized) vector 1  in the form 

1 = a1 + a1sgn(a11)e1 .  

The square of the length of this vector is equal to 

11 = 2a1 (a1 + |a11|).  

Thus the first Hausholder matrix is constructed 

𝐻1 = 𝐼 −
𝛺1𝛺1

′

𝑎1(𝑎1+|𝑎11|)
.  

In the transformed matrix А in the first column will 

have only one non-zero element: H1 a1 = a1 - 1 = 

= -a1sgn(a11)e1 .  

Other converted columns of matrix А (and the 

dependent variable column Y) have the form: H1 aj = aj  –

 j1 , where j – numerical coefficients 𝜆𝑗 =
(𝑎1,𝑎𝑗)+𝑎1⋅𝑠𝑔𝑛(𝑎11)⋅𝑎𝑗1

𝑎1(𝑎1+|𝑎11|)
  

The first elements of the converted columns will no 

longer change in subsequent ones Householder 

reflections.  

Without these first elements of the norms of all 

vectors (columns of the transformed matrix А) are 

reduced on the value 
2
jka  (by now k = 1).  

Let find the column aq  with the highest residual 

norm (relative to the original norm): 


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If the largest relative residual norm is less than some 

limit value (for instance, 0,01), further transformations 

are canceled, the process ends prematurely due to the 

detection of multicollinear connections. 

In the second stage we find the matrix Н2 , which 

transform vector aq  (without first component) to vector 

(аq)*е2 , where е2  – the second coordinate vector; by 

(аq)* marked shortened vector аq length without its first 

component.  

Thus, after the second transformation, the vector аq 

will have two non-zero components. 

Then again we find the residual norms and determine 

the next vector ар , which (without the first two 

components) will be converted to (ар)*е3 . 

The process will end after m iterations, or early if the 

residual norms become less than accepted limit level. 

Usually in regression analysis the first column of the 

matrix Х (matrix А) there is a column of ones х0  1 (to 

take into account in the regression model the obligatory 

free term).  

Therefore, at the first stage (of Householder reflections), 

it is the first The order of selection of the following 

columns for conversion is determined by the values of 

their relative residual norms. 

4 An example of the implementation 

of the algorithm 
The described above algorithm was implemented in an 

electronic spreadsheet Excel in the macros form on the 

VBA language (Visual Basic for Application).  

Consider numerical example of the analysis of the 

regression dependence of the resultant feature on 5-

factors, the corresponding initial data for this are 

presented in Table.1. 

 

Table 1. Data for regression analysis 

№ у x0 x1 x2 x3 x4 x5 

1 1075,3 1 32,06 17,9 12,08 35,61 8,33 

2 1002,7 1 27,57 10,23 14,06 37,48 10,63 

3 995,6 1 27,88 10,29 11,26 37,77 12,72 

4 872,4 1 31,65 11,72 7,32 34,98 14,25 

5 909,3 1 34,81 12,64 1,68 39,04 11,75 

6 1009,9 1 29,47 10,87 1,31 46,14 12,15 

7 919,7 1 34,42 12,77 1,28 41,04 10,48 

8 876,2 1 32,76 12,26 1,06 42,53 11,32 

9 908,6 1 31,24 11,65 4,49 41,27 11,28 

10 935,8 1 30,4 11,33 6,88 40,07 11,26 

11 949,9 1 29,96 11,18 8,84 39,48 10,5 

12 927,4 1 30,49 11,41 7,73 39,55 10,78 

13 1003,9 1 29,71 11,05 13,08 29,46 16,68 

14 1017,6 1 29,02 10,79 14,34 29,06 16,77 

15 997,6 1 29,55 10,99 11,75 30,07 17,63 

16 958,2 1 30,79 11,44 7,94 31,29 18,54 

17 907,5 1 32,55 12,08 1,45 33,03 20,87 

18 928 1 33,27 12,35 1,41 32,32 20,63 

19 930,1 1 35,34 13,42 0,76 32,24 18,23 

20 892,6 1 33,71 12,79 0,78 33,58 19,13 

21 917,7 1 32,3 12,03 4,26 32,68 18,7 

22 947,2 1 31,32 11,64 6,99 31,65 18,38 

23 959,6 1 30,97 11,55 8,94 31,24 17,3 

24 943,4 1 31,52 11,7 7,63 31,64 17,5 
 

 

By using Householder reflections matrix Х was 

transformed into a triangular form (to matrix R = QX).  

The process of transformation ended prematurely.  

Variables х1, х4 was not connected in the model since 

their residual norms decreased to values of about 0.1% of 

the original norms as shown in Table 2 and Table 3. 

Let move converted columns х1 and х4 (with small 

relative residual rates less than 0.01) to the left to the 

column Z.  

As result, we can obtain a system of 4 equations with 

3 columns of free terms (Z, х1 and х4 ) relative to 4 

parameters of the considered model b0 , b2 , b3 , b5  as 

shown in Table 4. 
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Table 2: Data after householder reflections 

№ z = Q'у  x0 x1 x2 x3 x4 x5 

1 -4651,2 -4,8 -153,6 -58,3 -32,1 -174,1 -72,6 

2 -168,7  7,6 1,4 -22,2 8,3 3,2 

3 -18,0  0,7 -1,4  -19,2 18,2 

4 62,9  4,5 6,8  -6,2  

5 -3,9  2,0   -2,5  

6 135,5  -2,4   3,4  

7 5,7  1,6   -2,1  

8 -24,3  0,1   -0,2  

9 -12,4  -0,1   0,1  

10 -1,6  -0,0   -0,0  

11 -4,2  0,2   -0,4  

12 -20,3  0,3   -0,5  

13 21,9  0,5   -0,7  

14 28,9  0,3   -0,4  

15 30,8  -0,1   0,1  

16 20,0  -0,3   0,5  

17 21,8  -1,1   1,7  

18 37,0  -0,6   0,8  

19 20,4  1,0   -1,6  

20 -3,4  -0,3   0,3  

21 3,0  -0,2   0,4  

22 13,8  -0,2   0,3  

23 7,9  0,1   -0,2  

24 1,4  0,2   -0,3  

 

Table 3: Norms 

Output 21691,3 24 23707,1 3461,7 1524,9 30845,7 5617,9 

Residual 24827,4 0 16,928 0 0 31,7126 0 

Relative 0,00114 0 0,00071 0 0 0,00102 0 
 

Table 4: System of equations with a triangular 

matrix 

у x1 x4 x0 x2 x3 x5 

-4651,2 -153,6 -174,1 -4,8 -58,3 -32,1 -72,6 

-168,7 7,6 8,3  1,4 -22,2 3,2 

-18,0 0,7 -19,2  -1,4  18,2 

62,9 4,5 -6,2  6,8   

 

The solution to this system is given in Table 5. 

Explanatory variables are shown in the model x2, x3, x5 . 

Other variables (including у) are expressed through these 

explanatory variables. 
 

Table 5: Inverse matrix and system solution 

Model parameters Inverse matrix 

у x1 x4 x0 x2 x3 x5 

790,78 24,03 67,07 -0,20 0,29 -0,86 -1,97 

9,14 0,65 -0,90    0,14 

8,14 -0,28 -0,60  -0,04 0,01 0,01 

-0,25 0,09 -1,13   0,05 0,01 

5 The results of calculations 
As a result, the following regression models can be 

obtained (together with the coefficients of 

determination): 

у = 790,78 + 9,14х2 + 8,14х3 – 0,25х5 ; R2 = 0,56 

х1 = 24,03 + 0,65х2 – 0,28х3 + 0,09х5 ; R2 = 0,82 

х4 = 67,07 – 0,90х2 – 0,60х3 – 1,13х5 ; R2 = 0,93 
 

Coefficients of determination R2  can be calculated, 

for example, as follows: 
 

𝑅2 = 1 −
||𝒆||

||𝒚|| − 𝑁 ⋅ (�̄�)2
= 1 − 0,4312 = 0,5688 

So we have multicollinear relationships of variables 

х1  and х4  with explanatory variables х2 , х3 , х5  and with 

multiple correlation coefficients 9084,08251,01 ==R  

and  9686,09382,04 ==R , which exceeds the 

closeness of the relationship of the explanatory variables 

with the resultant feature 7542,05686,0 ==yR .  

Note that the matrix of paired correlation coefficients 

rxy does not show (not demonstrate) any effect of 

multicollinearity at once. 

But it turns out that the determinant of this 

correlation matrix is almost zero |rxy| = 0,0000656, that is, 

all explanatory variables are interconnected by a precise 

multicollinear relationship as shown in Table 6.  

So, with the help of QR decomposition of Х 

rectangular matrix it is possible (without first compiling 

a system of normal equations) to obtain least square 

methods’ estimates of the parameters of the regression 

model together with all multicollinear connections. 

 

Table 6: Correlation matrix 

rxy x1 x2 x3 x4 X5 y 

x1 1 0,5817 -0,7796 -0,0065 0,2102 -0,5863 

x2 0,5817 1 -0,2002 -0,0160 -0,1664 0,1259 

x3 -0,7796 -0,2002 1 -0,3694 -0,1748 0,7031 

x4 -0,0065 -0,0160 -0,3694 1 -0,7743 -0,1736 

x5 0,2102 -0,1664 -0,1748 -0,7743 1 -0,1969 

6 Analysis of the stability of the 

obtained results 
We turn to consider a very important problem of the 

stability of the results obtained from some particular 

observations, which have an excessive effect on the 

values of the model parameters. Using a matrix Q you 

can detect all such questionable observations, such as 

observation №1 in the above tables.  

If you delete the observation №1, the values of the 

model parameters will change significantly: 

With observation №1:  

у = 790,78422 + 9,14172х2 + 8,14859х3 – 0,25244х5 ; 

Without observation №1:   

у = 1300,5080 – 34,4492х2 + 1,75898х3 + 2,25143х5 . 

This unpleasant effect is shown in the graphs of 

component effects in Figure 1 (with), Figure 2 (without). 
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Figure 1: Along with observation № 1. 

 

On the graphs empirical points are superimposed on 

theoretical regression lines (calculated values). It helps to 

find out which dependencies are significant and which 

are not. Indeed, it is always possible to choose such 

scales of coordinate axes that all theoretical lines will 

have the same slope in 45.  

The presence of empirical points (or 95% 

confidence bands) will not allow incorrect conclusions in 

this case. 

However, the question arises, how to determine 

such empirical points so that only one variable varies on 

each graph, and the rest is fixed at the average levels? 

 

 

 

 

 
Figure 2: Without observation № 1. 

 

It turns out that this is a problem whose solution is 

insufficiently covered in the literature. Therefore, we 

propose such a solution. 

After determining the parameters of the model, you 

can find the deviation of each observation from the 

theoretical values (residuals): e = y – yp .  

Now, for each observation, you can write down the 

identity: 

iiiii exxbxxbxxbyy +−+−+−+= )()()( 555333222

Members )( kkk xxb −  are called "component effects". 

Sum y  and the corresponding component effect is 

the equation of the theoretical dependence of the 

resultant feature y on one variable xk at the average values 

of the remaining explanatory variables. 

We will fix in identities all variables (except one) 

on average values and we will receive the corrected data 

as the sum of the total mean y , the corresponding 

component effect )( kkk xxb − and the residual: 
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7 Conclusions and further research 
Since the regression analysis does not end only with 

the assessment of the parameters of the model, it is 

necessary to identify all the most influential observations 

and assess their negative contribution. 

Modern mathematical theory offers methods for 

identifying such components and assessing their 

acceptability in the data. These methods are based on the 

previous QR decomposition of the data matrix. 

The extra-large amount of computing work is no 

longer an obstacle in the presence of modern computers. 
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Comparing the results of calculations of multifactor 

regression analysis by the method of QR decomposition 

of rectangular matrices by House-Holder mappings with 

the calculations performed in the StatGraphics package, 

we obtained a 100% match. 

Checking the significance of the parameters of the 

equations by the student’s criterion shows that not all of 

them are significant:  

 

y = 899,649 + 7,59366*x3; 

x1 = 26,1328 + 0,60714*x2 - 0,305855*x3; 

x4 = 67,0703 - 0,906909*x2 - 0,600053*x3 - 1,13156*x5. 

 

In the following, we can consider how the 

procedures for estimating the parameters of the equation 

can be performed in the StatGraphics package. 

Summarizing all the above, as a conclusion, we can 

say that the use of QR decomposition matrices has 

significant advantages over the standard procedure of the 

least squares’ method in the presence of multicollinearity 

of data and is a reliable computational procedure. 
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Educational development processes are essential for successful academic performance in educational and 

technical environments. Teachers and students also need a model and guidelines required for effective 

learning.  Without effective curriculum mapping, the institutions cannot accurately estimate outcomes and 

maximize potential performance on resources. A matrix depicts the relationship between student learning 

outcomes (SOs) and topics on the curricular map. The need to earn satisfying produce of education and 

achieve considerable progress in the visibility of education equity in completing professional duties is a 

primary motivation for learning the curriculum. One of the most effective strategies to increase overall 

teaching effectiveness, involvement, or curricular interaction is curriculum development. The mapping 

connects all disciplines to academic outcomes and displays well-planned teaches. An excellent example 

of a curriculum should be well-prepared and purposefully encourage expertise acquisition. This paper 

describes a set of range standards and recommendations for this technique and challenges that affect 

curricular map construction. As a result, this strategy will increase the overall performance of education 

and the quality of the curriculum. 

Povzetek: Prispevek opisuje novo arhitekturo veriženja IBchain, ki uporablja internet stvari in verigo 

blokov za varno komunikacijo 

 

1 Introduction 
Curriculum maps offer data that display how essential 

curriculum parameters are related and aligned. The 

mapping with the parameters at the upper left and down 

the proper columns regularly reflects it. Then, at some 

stage in the essential cells, association signs signify 

relation to some of the vital issue additives, using a 

curriculum mapping model to demonstrate where results 

are interpreted via courses. Curriculum mapping is a 

program that has proven to be effective. Within the current 

phase of innovative system recommendations, it is widely 

utilized as a monitoring mechanism in better education. It 

gives program directors and teacher guides the ability to 

regularly direct their curriculum files and obtain outcomes 

data [1]. Educational institutions have established 

curriculum mapping solutions to increase program quality, 

participation, and collaboration. Such methodologies can 

effectively assist college students in understanding 

curriculum results and identifying problems in the 

functions [2]. Curriculum mapping is a term used to 

describe the process of controlling syllabus learning 

outcomes using guidelines to identify or highlight 

academic discrepancies, inefficiencies, and 

inconsistencies in conceptual curriculum results [3]. The 

outcomes include improving the syllabus map's standard 

alignment and more significant student learning outcomes 

[4]. Furthermore, the curriculum map style indicates how 

well the issue educator will illustrate, and the content  

 

structure will cover the teaching principles established by 

professional learning outcomes [5]. As a result, experts 

have developed an intelligent solution, including a current 

curriculum map as an addition that allows us to explore 

road maps, increase efficiency, and offer 

recommendations for refining the lesson map (Figure 1). 

Our goal is to create a platform that intelligently carries 

out the program's instructions and skilled outcomes. 

Accreditation organizations approve curriculum courses 

following the plan's educational aims and the position's 

requirement for a curriculum map to determine the 

effectiveness of each resource / expert outcome. 

 

 
Figure 1: Outcome-based education tools 

mailto:tanweer03@iu.edu.sa
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Figure 2: Smart Curriculum Mapping Process 

The following research questions are suggested as 

part of this study: 

1. What are the most successful ways for locating a 

functional map in a curriculum? 

2. How will we include such procedures into the 

intelligent map reaction? 

The standard exceeds the following measures, special 

curriculum map assessment presented. 

1. Describe the syllabus's topics and learning 

outcomes for each problem. 

2. To satisfy the program's needs, write measurable 

learning outcomes for learners. Several platforms, such as 

ABET, receive findings from accredited authentication 

organizations. 

3. professional program outcomes with a healthy 

education. This alignment should be as precise as feasible 

to aid in the full achievement of student learning 

outcomes. 

4. Check the curricular map using a set of expertise 

rules. The initial level of a curriculum map is evaluated 

using this set of guidelines. 

5. Instructions for creating and revising curricular 

maps to improve fundamental learning skills. A few tips, 

for example, are unrelated to a broad publishing style 

relating to software outcomes or additional learning after 

appearance. 

The curriculum mapping evaluation is completed in 

the following stages. 

Stage 1. Self-study strategic planning for each course 

in a program. Figure 2 shows the smart curriculum 

mapping process. 

Stage 2. Writing good student learning outcomes for 

fulfilling all requirements of a program. 

Stage 3. Align the courses with standard students 

learning outcomes. 

Stage 4. Apply the intelligent algorithm to evaluate 

the curriculum mapping. 

Stage 5. Find all recommendations from the algorithm 

and rebuild the curriculum mapping to improve the quality 

of learning. 

This material is divided into the sections below. The 

second section depicts activities connected to curricular 

mapping; the third section details the methods and rules 

for refining the map; the fourth section describes the 

proposed algorithm. The fifth section displays and 

discusses the findings of the issues. Finally, section 6 

brings the work to a close with recommendations for 

further research. 

2 Related works 
Plaza et al. (2007) published a paper on curriculum 

mapping and application evaluation. The authors have 

combined work with students and teachers with a picture 

relevant to the curriculum mapping in this research [6], 

which shows the correlation between motivated/enhanced 

and acquired ideas. 

Uchiyama and Radin (2009) published articles on 

curriculum mapping for better learning. They represent a 

curriculum map that can develop recognition based on 

real-time data to improve school education quality [7]. 

Perlin (2011) stared at the curricular map for this 

evaluation program, solely centred on using the George 

Mason University Fitness Management Method. It aided 

in developing a framework for integrating high-level 

analysis with a mapping exercise. This framework begins 

with acquiring analytical and technical methods to study 

the university's mapping approach and applications. 

As a result, interruptions have emerged. It has been 

discovered that they can be adaptable in the end, and users 

can grasp how to overcome those challenging conditions, 

so learners of this mapping gadget should develop the first 

college software [8]. 

Spencer et al. (2012) provided a curricular map related to 

the possibility of adjusting. The collecting, assessment, 

and innovative exercise and evaluation skills are 

discussed. This method of questioning encourages the 

growth of physical exercise collaboratively. Incremental 

graphs provide conceptual presentations of essential 

techniques and requirements [9].  

Lam and Tsui have presented a research article on course 

mapping experiments. (2013). It suggests that creating a 

curriculum map could be a good technique for 

determining how much agreement university students 

have in producing results that fit the expectations. It means 

that developing a curriculum map could be a valuable tool 

for assessing the level of agreement among university 

students in creating outcomes that correspond to the 

university organization's learning [10]. Although the use 

of mathematics in a better university is promising, Avela 

et al. (2016) believe that the best errors are related to the 

sharper development of examination statistics in the 

concern that consumers would be unable to use this system 

successfully or with its measureless interval. As a result, 

academics have looked into scientific intelligence-sharing 

methodologies for visual data analysis, relationship 

mining, and other issues. As a result, the advantages and 

problems of acquiring scientific knowledge have been 

identified and recognized for better education, allowing 

educators to use this powerful and effective tool to 

enhance the happiness of learning in a better education 

[11].  

Pat Hutchings (2016) presented a paper on the focus of 

education and the student's outcomes. It focuses on 

identifying and spreading approaches for applications and 

organizations to effectively use assessment data to notify 

and improve courses and convey satisfactorily with 

candidates [12].  

A research article on advanced program progress 

processes was published by M Jacobsen et al. (2018).  
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 Basic 

Courses 

Compulsory 

Courses 

Compulsory 

Courses 

Compulsory 

Courses 

Compulsory 

Courses 

---- Capstone 

Course 

SO-1 I R R  R -- E 

SO-2 I   R R -- E 

SO-3 I  R R  -- E 

SO-4 I   R R -- E 

SO-5 I R   R -- E 

SO-6 I   R R -- E 

------- I R R R  -- E 

Table 1: Curriculum Matrix (Model)

They have presented the continuous development methods 

based on flexibility and assistance, occurring in a program 

led by an annual organization headed by organized 

platforms [13]. 

The usage of the curriculum map in the modern science 

school has been examined, according to Gaith et al. 2018, 

to provide greater awareness of the program in various 

health institutions and surrounding academic contexts. It 

has evolved from a participatory development initiative 

and specific information about the path's flexibility [14] to 

a participatory development initiative and a simple idea 

for flexibility. M. Jacobsen et al. (2018) discovered 

protective features that contribute to particular system 

development and characteristics that contribute to 

effective and efficient academic communication, offering 

excessive professional support within graduation 

application. This observation has aided in determining the 

program's strength for graduate students and how it can 

appropriately make mistakes [15]. Figure 3 shows the 

assessment cycle. 

Buker and Niklason improved the map version in 2019. 

They seek to establish fundamental guidelines for 

curriculum development. Assessing the program's cause 

and analyzing the findings of compliance-based research 

are two recommended ways [16]. Treadwell et al. (2019) 

this study looks at how curriculum mapping is presented 

in interactive web-based learning opportunities, 

objectives, and outcomes in consultation with 40 

instructors to see how they like it. Although participants 

did not immediately understand how to use the system and 

experienced some developmental issues, the results 

consistently showed that they believed the learning 

outcomes with university students with many inclusive 

motivations such as communication, usability, and 

transparency [17]. The Lacerda and Sepel (2019) study 

examine educators' views to gather their experiences and 

generate curricular transformation proposals. Their 

findings revealed that publishing-interest had become 

more widely accepted than critical theories and that the 

outcomes with traditional notions were not sufficiently 

good. Excellent exercise planning was directly related to 

good exercise planning [18]. Lindén et al. (2017) discuss 

the impact of the teaching concept on the development of 

more excellent knowledge while focusing on its historical 

and psychological foundations. The findings demonstrate 

that it adjusts to higher education emergencies. It is 

necessary to grasp the distinctions between the entire 

curriculum and the critical points simultaneously and 

consider the curriculum's influence [19]. There have been 

significant changes in curriculum thinking over the last 

decade. The number of troubling issues covered has 

substantially grown in developing solutions and concepts. 

Their findings show that academic research is 

becoming more comprehensive and prone to educational 

improvements [20]. They matched their curriculum to 

those of the United Kingdom and Latvia, simultaneously 

focusing on historical and theoretical subjects. A physics 

curriculum was gained by Yates and Millar (2016), 

notably at universities with Australian inner skills.  

 

 
Figure 3: Assessment cycle 
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Physics has evolved into a unique matter, owing to the vast 

technical knowledge that must be updated in trading and 

reviewed over time. Its popularity is based on whether the 

curriculum can be taken seriously in the workplace [21]. 

Sweden's new curriculum, which was implemented in 

2011, was examined in such a way (Alvunger 2018). 

According to their findings, the instructor's curriculum 

establishes three roles inside the class: the interaction area, 

the arrangement, and the person's view. The answers of 

academics have provided persuasive evidence that 

curriculum modifications necessitate a high degree of 

material content and that lecturers can assess skills 

without difficulty because they will desire to connect with 

university college students at the same time [22]. Ghaderia 

(2011) represents curriculum principles focused on total 

peace and considers peace necessary for conservation 

maintenance as technology wars evolve. They believe that 

combining modern ideas with freedom ideas (that is, by 

combining similarities and differences) can create a final 

curriculum that promotes peace [23, 24, 25]. 

3 Methodology 
The suggested algorithm analyses the curriculum map 

based on the students' learning outcomes. In addition to 

the existing scientific procedures used in curriculum map 

planning and evaluation, carefully examines every 

subject-related lesson and curriculum map development to 

establish the primary method utilized to attain a 

satisfactory level. 

To fulfil the visions, we took a four-step approach: 

1. Create curriculum maps and their setups. 

2. Guidance on measuring a high-quality course map 

using an algorithm. 

3. Plan a set of suggested guidelines and review them. 

4. Research-based expert assessment of outcomes 

The following terms I, R and E are employed within 

the program to connect the curriculum and know the 

program's outcomes, depending on the model review and 

the needs for numerous educational accrediting structures 

(e.g. ABET, NCAAA, etc.). 

Introduced (I): students are not expected to become 

curriculum experts. Students learn to distinguish subjects 

using basic information, understanding, skills, and talents 

(first and second year). 

Reinforcement(R): students are expected to have a 

basic understanding and knowledge of the topic or skills. 

Learning activities help students develop and combine 

their awareness, skills, and growth challenges 

(guidelines). 

Expert (E): University students are expected to have a 

strong foundation and understand basic, technical, or 

fundamental skills. Utilizing information or abilities in 

various circumstances and varying difficulty levels 

emphasizes education and knowledge (capstone). 

Figure 4 depicts a sample curriculum map. Many of 

the program findings are no longer matched with themes 

that are consistent with the superb analysis map's general 

policies. 

The following method must be utilized to generate a 

wonderful map that provides great satisfaction in knowing 

the outcomes. 

1. Understanding the outcomes: The outcomes should 

be explained in conjunction with the program and problem 

headings. The results must be compatible with the 

program's aims, objectives, and goals. 

2. Mapping: Understanding system results should go 

hand in hand with knowing the consequences. The 

required subjects should be considered to ensure that 

students' knowledge is collected and sequenced. 

 

 
Figure 4: Sample of Curriculum Mapping 

 

 

 

Figure 5: Evaluation of curriculum mapping 

 

Alignment strategies: A set of actions must be used to 

develop a curriculum map. For instance, a high level of 

alignment (I, R, E), a list of courses specific to each 

program, and so on. 

Participants should be included in the development of 

map information acquisition, including professors, and 

students. 

Table 1 displays an example of a curriculum matrix 

that depicts the relationship between the system's 

numerous learning outcomes and the curriculum courses. 

The following strategies should be employed to earn 

the first report of any provided curriculum map, based on 

quality assurance information and permitted enterprises 

[26, 27, 28]. 

1. At least three studies must agree with all test 

outcomes (I, R and E). 
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2. All lessons should no longer be challenging in all 

student’s outcomes. However, each view must keep at 

least 3-5 outcomes. 

3. The study's findings must be interpreted logically 

for learners to proceed from the early to the later stages of 

the period. 

4. "I" must be the initial stage, and all of the first 

lessons must be covered. The "R" should begin at a third 

of a turn to the stop and cover all crucial and necessary 

issues. Also, "E" aims to incorporate expertise (capstone). 

The ideas listed above can be used to evaluate a 

curricular map that follows a set of rules. Within the 

suggested implementation tool, the following sections are 

used [29, 30, 31, 32]. 

Phase 1: Discover study and assessment data that 

match the model and values for analysis procedures. All 

teachers must be assessed the related information.  

Phase 2: Practice learning and data collection to 

enhance statistical abilities. 

Phase 3: Request feedback and a report from the 

university. 

Train the machine with this data, and it will create 

comments and recommendations with standard rules. 

Phase 4: Locate the essential first steps using the 

curriculum map. Phase four saw an improvement in 

implementation. 

Phase 5: Create a curriculum map model using all 

factors and clarify it according to the educational 

outcomes. 

After some experience, a set of rules will yield a 

blueprint for creating a workable curricular map. 

Phase 6: Create a curriculum map and determine the 

expected outcome.  

A collection of rules will take your input in the form 

of a curriculum map and use it to generate output.  

Input, processing, and output are suggested in figure 

5. The flow of a set of curricular map rules is improved by 

figure 6. 

The above levels will be utilized to assess curriculum 

map development using digital learning methodologies as 

described in the recommendations. 

The following is a summary of the proposed set of 

rules: 

(1) put in (curriculum map) 

(2) Algorithm for mapping curriculum 

(3) Output (recommendations) 

4 Procedure for generating smart 

curriculum mapping 
Curriculum Mapping test method 

i) Input- Curriculum map design: says CM 

ii) Return information for each column to the 

CM. According to the data, we define it 

𝐷𝑖𝑗  = (𝐶𝑗𝐿𝑘 ∑ 𝑆𝑂𝑖𝑖 ) where i=1,2,3 ….., j=1,2,3…, 

 where SO is the outcome of students, L is the grade 

level, and C is the curriculum's courses. 

iii) In step 1, we look for special character sets 

(Dij). For instance: L1C1{I   R    E   R},  

L2C2{I   I   I   I   E I},  

L3C3{I R E R}, and so on. 

Each set should be divided into three characters: L, C 

and {}. Divide each set into three arrays of characters say- 

Level[i], Courses[j], str[j]. 

iv) in this step, 

 a) if i=1 or 2, then go to step 5 

 b) else if i=3 or 4 or 5, then go to step 6 

 c) else if i=6 or 7 or 8, then go to step 7 

 d) else go to Step 8. 

v) locate an array of courses[j] and corresponding 

string str[j]  

a) The event that string str[j] has all blank, then 

Print Error "Course [j] has not aligned with any SO". 

b) Differently, if string str[j] has no blank, then Print 

Error "Course [j] has aligned with all SO". 

c) Differently, if str[j] has L and blank mixed 

characters, then Print "Course [j] has aligned with SOs 

successfully". 

d) Else go to step 4 

vi) locate an array of courses[j] and corresponding 

string str[j]  

a) If the str [j] series is empty, then the "course [j] does 

not match any SO" error message will be displayed. 

b) Otherwise, print error "course [j] aligned with all 

SO" if string str [j] is empty. 

c) Print "course [j] aligned with SOs correctly" if str 

[j] contains M and pure mixed letters. 

d) Alternately, proceed to step 4. 

vii) Locate a series of course [j] and a SO [j] that 

corresponds to them. 

Print errors "Course [j] is not compatible with any 

SO" if the string str [j] is empty. 

Otherwise, if string str [j] is empty, the error "Course 

[j] aligned with all SO" will be printed. If str [j] does not 

contain H or mixed blank characters, print "line [j] aligned 

with SO nicely." 

Alternately, proceed to step 4. 

viii) identify all sets of characters from  ∑ 𝑆𝑂𝑗𝑖   

where i = 1, 2, the number of guides and j = 1, 2, 

number of SOs Keep in mind the vast range of spaces in 

each set and follow the steps below: 

If the total number of empty spaces in any SO set 

equals the total number of courses, print error "all courses 

must follow with the rules." 

Else Print errors occur when the maximum spacing 

width is less than 3 or more than 5 lessons for the total 

number of recommendations. "At least three outcomes 

must be aligned in all courses (including I, R, and E)." 

Print- "Mapping is the best".
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Figure 6: Flow Chart of Curriculum Mapping evaluation  

 

 

 
Figure 7: Recommendations (Output) 

 

This algorithm generates curriculum map 

recommendations. Figure 7 shows a list of 

recommendations. Suggestions can be "Study number 

does not correspond to any SO", "Course number 

corresponds to SO successfully", "Study number 

corresponds to all SO", "The result of each study must 

correspond to the course.", "At least three subjects must 

accompany all course outcomes (I, R, E)".  

5 Results and discussion 
Curriculum mapping is usable thru several sources, 

along with newcomers’ students, instructors, universities, 

and academic groups.  Commonly every person in the  

 

class is meant to be privy to how the program influences 

them presently and in the coming years. This research 

explains the evaluation of curriculum mapping and 

structures, structures, and guidelines [33, 34, 35]. 

Developing a conceptual image of an advanced mapping 

processing method is a tremendous advancement.  The 

mapping is designed for each consultation and needs to be 

done by every teacher when the bankruptcy content 

material is changed into created. Further, the researchers 

additionally protected the views of curriculum mapping 

specialists, educational professionals, and higher training 

specialists. There is a diffusion of techniques for 

collecting statistics, but authors have chosen to apply 

surveys because those are enormously popular. This 

collects vital information concerning respondents' 

observations in each program and assesses their remarks 

[36, 37, 38, 39]. Forty experts participated in this 

evaluation, every of whom completed a ten questions 

survey designed to decide the experts' professions. The 

following nine questions are regarding curriculum 

mapping, and they're graded as proven in very satisfied, 

satisfied, natural, dissatisfied, and eventually very 

dissatisfied. Curriculum specialists contribute 25% of 
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people who spoke back to the survey, and educational 

experts (12.5%) and senior faculty individuals account for 

the relaxation (37.5%). Absolutely everyone's valued 

understanding and know-how have enabled them to study 

how curriculum mapping has been investigated, with more 

than half mentioning that they're very thrilled or satisfied 

with what they were provided (12.5% and 12.5%, 

respectively). The satisfaction level of the question "Do 

you find the smart curriculum mapping given to you to be 

useful?" is 70%. The satisfaction level of the question 

"Would you believe curriculum mapping can aid in the 

achievement of learning objectives?" is 65%. The 

satisfaction level of the question "Would you believe 

smart curriculum mapping can determine curriculum 

mappings' weak points?" is 88%". The satisfaction level 

of the question "Would you feel curriculum mapping 

should be able to make the curriculum more accessible and 

show the links between the subjects and the learning 

outcomes of the students?" is 70%. The satisfaction level 

of the question "Would you accept Smart Curriculum 

Mapping can assist in suggestions for curriculum design 

developments?" is 88%. The satisfaction level of the 

question "Would you believe the Smart Curriculum 

Mapping would be transparent?" is 85%. The satisfaction 

level of the question "Would you believe Smart 

Curriculum Mapping would equally align all student 

learning outcomes?" is 88%. The satisfaction level of the 

question "Would you believe the Smart curriculum 

mapping offered the appropriate balance between theory 

and practice?" is 85%.  

Finally, "the rate of how satisfied you are with the 

smart curriculum mapping." is 88 %.  

 The given desk deals with a list of questions in a 

tabular shape; although you would no longer use a score 

and instead advocate a consultant place of knowledge, 

query 1 is isolated from the other questions (Table 2). 

Table 3 lists each professional's solutions to each question; 

such solutions are accumulated, and every question's 

suggestion is determined. Curriculum map visualization 

has many benefits. A listing of advantages is given below.  

1) continuity of concern counts and gaining 

knowledge of dreams.  

2) ongoing, regular, minimum, and repeated 

development initiatives have all been powerful.  

3) aid in furthering one's research (consensus or 

inclusion).  

4) observe and examine the learning effects.  

5) enhance the academic body of workers' excellence 

(capable of percentage the getting to know the process).  

6) talk about clarity problems (precise information, 

plan opinions, academic support, and higher application 

results).  

7) method improvement requirements. Each path 

might need to broaden a method to evaluate scholar 

success, thinking of the program's curriculum. 

 

 

Questions 10 Expert 5 Expert 15 Expert 5 Expert 5 Expert 

Kindly select the 

option that 

perfectly 

represents 

yourself from the 

list below. 

Educational 

Specialist 

Curriculu

m Advisor 
Professor 

Curriculum 

Professional 

Academic 

Expert 

Table 2. Question 1 presenting the specialists' area of professionalism 
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Do you find the 

smart curriculum 

mapping given to you to 

be useful? 

16 20 20 20 12 8 8 8 8 12 132 66 

Would you believe 

curriculum mapping can 

aid in the achievement of 

learning objectives? 

16 20 20 20 12 8 8 8 8 16 136 68 
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Would you believe smart 

curriculum mapping can 

determine curriculum 

mappings' weak points? 

16 20 20 20 12 16 16 16 16 16 168 84 

Would you feel 

curriculum mapping 

should be able to make 

the curriculum more 

accessible and show the 

links between the 

subjects and the learning 

outcomes of the 

students? 

20 20 20 20 12 8 8 8 8 12 136 68 

Would you accept Smart 

Curriculum Mapping can 

assist in suggestions for 

curriculum design 

developments? 

16 20 20 20 12 16 16 16 16 16 168 84 

Would you believe the 

Smart Curriculum 

Mapping would 

be transparent? 

16 20 20 20 12 16 16 16 16 12 164 82 

Would you believe 

Smart Curriculum 

Mapping would equally 

align all student learning 

outcomes? 

16 20 20 20 12 16 16 16 16 16 168 84 

Would you believe the 

Smart curriculum 

mapping offered the 

appropriate balance 

between theory and 

practice? 

16 16 20 20 12 16 16 16 16 12 160 80 

Also rate how satisfied 

you are with the smart 

curriculum mapping. 

16 20 20 20 12 16 16 16 16 16 168 84 

Table 3. Questionnaire results (Q2-10) with averages 

 Introduced Reinforced Emphasized 

Corrective 

Expertise 

4 5 3 

Essential Imagining 7 2 1 

Interaction 2 3 9 

Study Abilities 3 2 2 

Moral Analysis 3 1 1 

Table 4. Statistics of learning outcomes vs strength of 

curricula 

The comprehensive evaluation software includes 

getting to know results, the manner used to evaluate each 

outcome, every strategic mark, the individual responsible 

for collecting records, the accrued information, the 

responsibility for decoding outcomes and acquiring 

corrections, and evaluating enhancements (figure 6, table 

4).  

We expect that the getting to know outcomes of the 

14 students are divided into discipline understanding, vital 

questioning, verbal exchange, research abilities, and a 

behavioural session on the desired topics. In keeping with 

the effects of this take a look at, most professionals are 

satisfied with the proposed approach. Desk 3 shows the 

outcomes of the expert evaluations. Curriculum 

evaluations can be trendy, but the wide variety of 

variables, including entering records and available assets, 

relies upon whether the entire curriculum is classed. 

Establishments should be privy to the need for high stage 

checking out and strategies for undertaking all 

assessments. On every occasion, the consequences of the 

instructions are explained, they allow the mapping of their 

classes. 

 



Smart Curriculum Mapping and Its Role in Outcome-based…                                   Informatica 46 (2022) 557–566   565 

 
Figure 7: Student's learning outcomes for mandatory 

courses 

 

6 Conclusion 
In the meantime, several universities employ 

curriculum map modification tools to analyze and improve 

curriculum consistency and give great development 

accuracy in higher education. They developed and 

integrated a good (developmental, organized, and 

meaningful) learning environment. Once SO has agreed to 

the design, ensure that activities are grouped so that the 

most common learning technique can learn. Building a 

curriculum map helps demonstrate the relationship 

between instruction and student outcomes understanding 

and provides a more thorough curriculum overview. This 

study has produced, examined, and algorithmically 

suggested an outstanding curricular map. The syllabus set 

of curriculum maps analyses the curriculum and provides 

recommendations for the map's correctness based on all of 

the principles used to assess the syllabus's suitable quality. 

In conclusion, this algorithm could be developed in higher 

education institutions to boost the acquisition of 

specialized knowledge even more. 
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Object detection is a branch of machine vision and image processing that deals with instances of a 

certain class of semantic items. One of the most significant habits of object detection in intelligent 

transportation schemes is vehicle detection. Its aim is to extract clear-cut vehicle-type information from 

photographs or videos of automobiles. A fully convolutional network (FCN) is employed in 

sophisticated driver assistance systems for high performance and quick object identification (ADAS). A 

novel vehicle detection model employing YOLOv2 is presented to tackle the difficulties of prevailing 

vehicle detection, such as the absence of vehicle-type recognition, stumpy detection accuracy and 

sluggish speed. The detection model is trained using the VOC and COCO datasets, and the detection 

enactment is evaluated quantitatively using KITTI training pictures. In addition, the performance of the 

YOLOv2 model was compared to that of prior models. 
 

    Povzetek: Razvita je nova metoda zaznavanja več objektov na cesti s pomočjo YOLOv2 modela.

 

1 Introduction 
Moving object detection is a computer technique that 

compacts with recognizing occurrences of semantic 

matters of a precise class (such as humans, automobiles, 

etc.) in a digital picture or video. It is connected to 

computer vision, image processing, and neural networks. 

Vehicle detection and pedestrian detection are two well-

studied fields. In the field of machine vision, moving 

object detection has a variety of applications, including 

picture retrieval and video monitoring. 

While new research datasets have increased the 

number of training sets and testing instances to get closer 

to real-world situations, detectors' capacity to process big 

data sets in an acceptable period of time has become a 

significant concern in addition to accuracy. It is not just 

the number of classes that matters, but also the training 

examples. 

Detecting moving items in a video clip entail finding 

them in the frame. Item detection is required by every 

tracking technique, whichever in all frame or when the 

object first shows in the video. Various backdrop 

removal approaches from the literature were simulated 

for moving object detection. Background subtraction 

uses the relative difference between the current image 

and the reference updated backdrop over time. 

Background subtraction that works well should be able to 

deal with fluctuating lighting conditions, background 

clutter, shadows, camouflage, bootstrapping, and 

foreground segmentation in real time. 

The tracking of moving objects in video images has 

flickered a lot of interest in machine vision. Surveillance  

 

 

systems, navigation systems, and object identification all 

flinch with object tracking. Object tracking is extremely 

important in a real-time environment because it allows 

for an improved sense of refuge through visual 

information, security and surveillance to recognize 

people, analysis of customer shopping behavior in retail 

spaces, video abstraction to attain involuntary annotation 

of videos, generation of object-based synopses, traffic 

management to examine flow, and design futuristic video 

effects. 
Huieun Kim et al. offered "On-road object 

identification using Deep Neural Network" [4], which 

advocated SSD as a quicker object detection method than 

R-CNN by 41 frames per second. The model is built on 

SSD and tweaked with the KITTI dataset, which is made 

up of on-road environment object classes (SSD is a pre-

trained model by Pascal VOC pictures). This work 

proposes an on-road object identification method based 

on SSD that overcomes the difficulties of detecting on-

road objects using a camera in instantaneous and allows 

for robust object detection. It creates appearance 

characteristics from input pictures using convolutional 

layers and trains object position in 2D image coordinates 

by calculating loss of object box position (IoU) during 

the training step. SSD, on the other hand, has the 

disadvantage of overlooking tiny things due to its grid 

methodology. 

The furthermost representative FCN-based object 

identification approaches are region-based fully 

convolutional networks (R-FCN), single shot multi-box 

detector (SSD), and you only look once (YOLO). To 

obtain good detection performance, these approaches 

mailto:ajithboscoraj@gmail.com
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need a large amount of labeled training data. Most deep 

learning-based detection algorithms train the 

classification model using millions of ImageNet 

classification datasets and fine-tune it by detection 

training data such as tens of thousands of PASCAL VOC 

and COCO datasets [13]. The detection approaches based 

on deep learning, on the other hand, need a high level of 

computing complication to train the detection models. 

A FCN-based object identification approach that 

enhances performance in a road environment was 

suggested in the publication "High Performance and Fast 

Object Detection in Road Environments" [9]. Although 

the SSD input network is slighter than that of YOLO, the 

processing time is significantly longer. The 

classification-specific layer design and the amount of 

default boxes account for the performance disparity. The 

VGG-16 model castoff in SSD requires around four 

times more processing resources than the Darknet-19 

model used in YOLO in the classification-specific layer. 

Hui-Lee Ooi et al. used an object detector to evaluate 

the MOT in urban traffic sceneries with road users of 

various vehicle sizes, whereas earlier work in this area 

has used background removal or optical flow to excerpt 

the items of interest regardless of size. The work 

involves a review of a common model object detector for 

tracking in urban traffic divisions, as well as the addition 

of label information to describe the items in the scene. 

The label information should be a valuable signal to 

differentiate and associate the objects of interest through 

frames, resulting in a more precise trajectory, due to the 

diversity of objects prevalent in urban landscapes. This is 

documented in the paper “Multiple Object Tracking in 

Urban Traffic Scenes with a Multiclass Object Detector” 

[5]. 

Due to its efficiency and accuracy, a deep-learning 

object identification model from the Region-based Fully 

Convolutional Network (R-FCN) framework is used to 

recognize the road users in each frame. The top 

performing technique on the MIO-TCD localization 

contest led to the selection of this detector. The pre-

trained model is refined further by using the MIO-TCD 

dataset to deliver labels for the various road users seen in 

traffic scenes, each of which falls into one of eleven 

classes or labels. 

The work "Survey of Pedestrian Detection for 

Advanced Driver Assistance Systems" [3] focuses on one 

form of ADAS in particular, pedestrian protection 

systems (PPSs). This study focuses on pedestrians since, 

according to accident data, 70% of persons engaged in 

car-to-pedestrian collisions were in front of the vehicle, 

with 90% of them moving. As a result, PPSs frequently 

employ forward-facing sensors. The foreground 

segmentation algorithm detects moving people. The 

INRIA Person Data set, which is now fairly popular for 

general human categorization assessment but comprises a 

significant number of samples derived from high 

resolution pictures, was employed in this model. 

The work "The Object Detection Based on Deep Lea

rning" [15] provides an overview of object detection and 

discusses the relationship and differences between the co

nventional and deep learning methods. The study focuses

 on the framework design, model working principles (YO

LO, SSD), realime model performance analysis, and dete

ction accuracy. 

In the work "Integrated Real-Time Object Detection 

for Self-Driving Vehicles," [11], the authors propose 

combining Fast R-CNN with YOLO to obtain real-time 

performance with around half the YOLO localization 

inaccuracy. The ImageNet 2012 dataset was used to pre-

train the model. This may lower the likelihood. However, 
the model has trouble identifying tiny items that are close 

together. 

To attain the greatest accuracy result and speed, the 

work "Comparative study of Object Detection 

Algorithms" [12] focuses on three distinct models, 

namely SSD, faster R-CNN, and R-CNN. On the COCO 

dataset, these models are trained and their performance 

indicators are evaluated. The test is run on the same 

hardware and includes a variety of model combinations. 

Mendes, et al., proposed a method to detect object, 

when an object centroid passes over a region of interest, 

ROI ID and region type (in/out) are saved into object 

properties [8]. This ID will be used along the vehicle’s 

lifetime over next frames to determine its route. At this 

moment, object ID is stored in a result set to prevent 

duplicate in counting. This is necessary because ROI is a 

polygon (not a single line) and an object will pass over 

the region in multiple sequential frames 

For improving school bus routing and scheduling, 

see the study "Improving efficiency of school bus routing 

using AI based on bio-inspired computing" [2]. The 

accuracy of the School bus routing problem may be 

enhanced further by utilizing a genetic algorithm that 

compacts with data preparation, routing, and bus stop 

selection (SBRP). The author of the work "Moving 

Object Tracking in Video" [18] proposes a technique for 

isolating moving objects in video sequences, followed by 

a rule-based tracking system. The introductory testing 

findings show that the algorithm works even in difficult 

conditions    like a new track, a halted track, a track 

collision, and so on. 

Azhagu Jaisudhan Pazhani1., et al., proposed Faster 

R-CNN which comprise of a combination of Faster R-

CNN with enhanced ROI pooling, named as FrRNet-

ERoI frame-work. It is pipeline process meant to 

establish the result as detected object for given test 

image. The network comprises of two sections namely 

region proposal network and fast R-CNN [16]. 

The work "Moving Object Tracking in Video Using 

Matlab" [1] discusses a tracking approach without 

background extraction. Since, when removing backdrop 

from a video frame, if there are little moving objects in 

that frame, they form a blob in thresholding, which 

causes confusion while tracking that blob because it is of 

no use. The author covers video tracking in computer 

vision in his work "Video-Based People Tracking" [7], 

which includes design criteria and a study of solutions 

ranging from simple window tracking to tracking 

complicated, deformable objects by learning shape and 

dynamics models. 

Markus Schreiber., et al., proposed a sequential 

processing of the GNSS raw data i.e. each measurement 
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is processed as a single measurement. Given n pseudo 

range measurements at one time, n estimation steps are 

carried out successively [10]. The alternative would be to 

take a measurement vector including all measured values 

present at one time and process them in a single 

measurement step. 

 

2 Object Detection   Models Based 

on region proposal 
 

The extraction of region candidates and the construction 

of deep neural networks are the two key tasks in the deep 

learning object identification based on region proposal. 

 

2.1 R-CNN 

 

One of the earliest models to employ convolutional 

neural networks for object detection was the R-CNN 

model. R-purpose CNN's is to yield in an image and 

properly recognize the key items in the image. R-CNN 

does exactly what it sounds like it should: it proposes 

a lot of boxes in the picture and checks to see if any of 

them belong to an item. R-CNN uses a procedure 

called Selective Search to generate these bounding 

boxes, or region proposals. 

The Regions of Interest (RoI) are created first. The 

RoIs are category-agnostic bounding boxes with a 

high probability of covering an intriguing object. 

Selective Search is the approach employed in the 

study to generate them; however other region creation 

methods can be used instead. The characteristics from 

each area suggestion are then extracted using a 

convolutional network. The bounding box's sub-image 

is twisted to match the CNN's input size before being 

sent to the network. Following the network's 

extraction of topographies from the input, the 

topographies are sent into support vector machines 

(SVM), which do the final classification. Starting with 

the convolutional network, the approach is trained in 

steps. The SVMs are fitted to the CNN features once 

the CNN has been trained. Finally, the region proposal 

creating method is trained.  

The R-CNN approach is significant since it was the 

first feasible key for object detection with CNNs. 

Because it was the first, it has a number of flaws that 

succeeding systems have addressed. R-three CNN's key 

issues are: First, as previously said, training is divided 

into many stages. Second, training is too expensive. 

Topographies are retrieved from every region proposal 

and kept on disc for both SVM and region proposal 

training. This will take days to compute and hundreds of 

gigabytes of storage. Third, and probably most 

importantly, object detection is sluggish, taking about a 

minute per image even when using a GPU. This is due to 

the fact that the CNN forward calculation is done 

independently for each item suggestion, even if they 

come from the same picture or overlap. 

2.2 Fast R-CNN 

 

Girshick's Fast R-CNN, published in 2015, is a more real 

solution for object recognition. Instead of doing the 

forward pass of the CNN sequentially for each RoI, the 

fundamental concept is to conduct it for the whole 

picture [14]. 

The technique takes an image and computes areas of 

interest from it as input. The RoIs are created using an 

external mechanism, same like in R-CNN. A CNN with 

numerous convolutional and max pooling layers is used 

to process the image. After these layers, the 

convolutional feature map is formed and fed into a RoI 

pooling layer. The feature map is used to derive a fixed-

length feature vector for each RoI. The feature vectors 

are then fed into fully connected layers, which are 

coupled to two output layers: a softmax layer that 

generates probability estimates for object classes, and a 

real-valued layer that generates bounding box co-

ordinates based on regression. 

The region proposer was still a bottleneck with Fast 

R-CNN that needed to be addressed. To detect the 

locations of objects, the first step is to create a set of 

potential bounding boxes or regions of interest to test. 

These suggestions were developed in Fast R-CNN 

employing Selective Search, a somewhat slow method 

that was discovered to represent the entire process' 

bottleneck. 

 

2.3 Faster R-CNN 

 

Faster R-CNN discovered a solution to make the region 

proposal phase nearly free. Faster R-CNN exposed that 

region recommendations were grounded on picture 

attributes that had previously been estimated during the 

CNN's forward pass (first step of classification). A single 

CNN is employed in this model to perform both region 

recommendations and classification. Only one CNN has 

to be educated, and region suggestions may be made for 

absolutely little cost. Faster R-CNN creates the Region 

Proposal Network by layering a Fully Convolutional 

Network on top of the CNN's characteristics. 

By alternating between training for RoI generation 

and detection, a Faster R-CNN network is developed. 

Two distinct networks are first trained. These networks 

are integrated and fine-tuned after that. Certain layers are 

fixed during fine-tuning, while others are trained in turn. 

A single picture is sent into the trained network. The 

image's feature maps are generated by the shared fully 

convolutional layers. The RPN receives these feature 

maps. The RPN generates region suggestions, which are 

sent into the final detection layers together with the 

feature maps. These layers yield the final classifications 

and contain a RoI pooling layer. Region suggestions are 

practically costless to compute thanks to shared 

convolutional layers. 

The use of a CNN to compute region suggestions has 

the extra benefit of being GPU-friendly. A CPU is used 

to implement traditional RoI generating methods like 
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Selective Search. To identify the items, all of the object 

detection methods presented so far employs areas. The 

network does not look at the entire image at once, but 

instead focuses on different areas of it in a sequential 

manner. Two issues arise as a result of this: 

 

• To extract all of the items, the programme must 

pass over a single image many times. 

• Because there are several systems operating 

simultaneously, the performance of the systems 

that follow is influenced by the performance of 

the prior systems. 

2.4 R-FCN 

 

Faster R-CNN was an order of magnitude quicker than 

its predecessor fast R-CNN thanks to the performance 

boost. However, there was an issue with applying the 

region-specific component multiple times in an image; 

this issue was resolved in R-FCN, where the computation 

required per image was drastically reduced by cropping 

features from the last layer of features prior to 

predictions, rather than harvesting features from the same 

layer where the crops are predicted. When utilising 

Resnet101 as the feature extractor, the approach is 

quicker than Faster R-CNN while attaining equal 

accuracy ratings. In hindsight, it also respects 

translational invariance since it is a position sensitive 

cropping mechanism. 

 

2.5 Based on regression SSD 

 

The Single Shot MultiBox Detector (SSD) goes much 

farther in terms of integrated detection. There is no 

resampling of picture segments, and the approach does 

not create any recommendations. It creates object 

detections using a single pass of a convolutional network. 

The approach starts with a default set of bounding boxes, 

similar to a sliding window method. Offset parameters 

indicate how much the right bounding box encircling the 

item differs from the default box in the object predictions 

made for these boxes. 

The classifier uses feature maps from multiple 

distinct convolutional layers (i.e. larger and smaller 

feature maps) as input to cope with diverse scales. The 

classifier is followed by a non-maximum suppression 

stage, which removes most boxes below a particular 

confidence level because the approach creates a dense 

collection of bounding boxes. 

 

 

2.6 YOLO 

 

To begin, create a VGG16 classifier network. Then, 

for object detection, replace the completely linked layers 

with a convolution layer and retrain it endways. YOLO 

uses 224 224 images to train the classifier, followed by 

448 448 images for object recognition [6]. YOLOv2 

trains the classifier using 224 224 images at first, but 

then retrains it with 448 448 images in a considerably 

shorter time frame. This simplifies detector training 

while also increasing mAP by 4%. 

3 Proposed method for multiple 

object detection  
 

3.1 YOLOv2 model 

 

YOLOv2 is a more advanced version of the original 

YOLO. YOLO9000 is based on YOLOv2; however, it is 

trained on a combined dataset that combines the COCO 

detection dataset with ImageNet's top 9000 classes. 

 

3.2 YOLOv2 Improvement 

 

To improve the accuracy and speed of YOLO prediction, 

a number of changes are made, including: 

 

3.3 Image resolution matters 

 

The detection performance is improved by fine-tuning 

the basis model with high-resolution photos. 

 

3.4 Convolutional anchor box detection 

 

Rather of using fully-connected layers to predict 

bounding box positions throughout the whole feature 

map, YOLOv2 employs convolutional layers to predict 

anchor box locations, similar to quicker R-CNN. Class 

probabilities and spatial location predictions are 

disconnected. Overall, the modification results in a 

modest reduction in mAP while increasing recall. 

 

3.5 K-mean clustering of box dimensions 

 

Unlike the speedier R-CNN, which employs hand-picked 

anchor box sizes, YOLOv2 uses k-mean clustering to 

discover acceptable priors on anchor box dimensions on 

the training data. The distance metric is built around IoU 

scores: 
dist (y, zk) = 1−IoU (y, zk), k = 1 to M 

 



A Novel Method for Multiple Object Detection on Road Using… Informatica 46 (2022) 567–574 571 

If x is a candidate for a ground truth box and ci is one of 

the centroids. The elbow approach may be used to 

choose the best number of centroids (anchor boxes) k. 

 

3.6 Direct location prediction 

 

YOLOv2 formulates the bounding box prediction in such 

a way that it does not deviate too far from the centre. The 

model training may become unstable if the box location 

prediction may position the box in any section of the 

picture, as in the regional proposal network. 

 

3.7 Add fine-grained features 

 

A passthrough layer is added to YOLOv2 to convey fine-

grained characteristics from an earlier layer to the final 

output layer. This passthrough layer uses the same 

approach as ResNet's identity mappings to retrieve 

higher-dimensional information from preceding layers. 

This results in a 1% improvement in performance. 

 

3.8 Multi-scale training 

 

Every 10 batches, a new size of input dimension is 

randomly picked to train the model to be resilient to 

input photos of various sizes. The freshly sampled size is 

a multiple of 32 since the convolution layers of YOLOv2 

down sample the input dimension by a factor of 32. 

 

3.9 Architecture of YOLOv2 model 

 

Between the input and output, the architecture 

represented in figure 3.1 has multiple hidden levels. The 

convolution layer, ReLU, pooling layer, and fully 

connected layer are all part of the hidden layer. Finally, 

the softmax layer is used to determine the output 

probability range. 

 

 
 

Figure 3.1: Architecture of YOLOv2 model 

 

 

3.10 Convolution layer  

 

A convolutional neural network's basic building part is 

the convolution layer. As you progress through the 

convolution layers, the filters perform dot products on 

the previous convolution layers' input. As a result, they're 

using the smaller cultured bits or edges to create larger 

pieces. The convolution layer, in general, is made up of 

many filters that extract characteristics from the input 

picture. 

3.11 ReLU Layer 

Convolutional neural networks do not have a distinct 

component called ReLU. The goal of using the rectifier 

function is to make the pictures more non-linear. The 

rectifier is used to further breakdown the linearity in 

order to compensate for the linearity imposed on an 

image when it is processed through the convolution 

function. Examine the changes in figure 3.2 as it goes 

through the convolution and rectification processes. 

 

Figure 3.2: ReLU layer 

3.12 Pooling layer 

A CNN's pooling layer is another component. Its purpose 

is to gradually shrink the representation's spatial 

dimension in order to minimize the number of 

parameters and computations in the network. 

3.13 Fully connected layer  

Each neuron in one layer is attached to every neuron in 

alternative layer in fully connected layers. It works in the 

same way as a standard multi-layer perception neural 

network in theory. The image is classified using the 

flattened matrix. 

3.14 Softmax 

The softmax function in mathematics normalizes an 

unnormalized vector into a probability distribution. In 

neural networks, it's frequently used to translate non-

normalized output to a probability distribution across 

expected output classes. 
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4 Results and discussion 
 

Python was used to create the suggested work. The 

model is built with data from the PASCAL VOC and 

COCO datasets. The convolution layer, pooling layer, 

and activation layers such as ReLU and softmax are used 

to build the model at first. To excerpt the features from 

the input picture, all of the hidden layers are employed. 

Finally, to forecast the probability of prediction, the 

completely linked layer is added. 

There are numerous models for object detection, 

including Faster R-CNN, SSD, and YOLO. These 

models are implemented and their performance is 

evaluated in this work. The suggested model YOLOv2 is 

created, and the model's performance is evaluated using 

various input photos. 

The YOLOv2 model was designed to identify 

pedestrians in a road environment. It has also been 

improved to detect a variety of items such as a bicycle, 
automobile, bus, motorcycle, and truck. The item is 

recognized and the likelihood of prediction is displayed 

via anchor boxes. 

 

4.1 YOLOv2 

 

INPUT OUTPUT 

 
                           
                 

 

 
                                              

 

  
Figure 4.1: Input and Prediction output for YOLOv2 

model 

 

 
Figure 4.2: Output for person detection in a video 

 

 
Figure 4.3: Output for multiple object detection in a 

video 

 

Figure 4.2 demonstrates how the YOLOv2 model 

recognizes just pedestrians in a video, but figure 4.3 

shows how the model detects numerous things in the 

input video, such as a bus, bicycle, automobile, and 

person. 

 

Table 1: Performance result of various models 

 
               

Objects 

Models 

Bus Person Bicycle    Car 

Faster  

R-CNN 
99.5 76.0 81.9 99.4 

SSD 98.0 73.7 79.7 71.7 

YOLO 100 96.3 93.1 99.8 

YOLOv2 98.5 99.6 97.0 98.5 

(a)                                          

(b)                                          

(c)                                          
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The accompanying table 1 shows the chance of 

detection for various models of bus, person, bicycle, and 

automobile. Figure 4.4 depicts a comparative study of 

several models. 

 
Figure 4.4: Comparison study of probability of detection 

for the various models 

 

5 Conclusion 
 

Currently, many deep learning frameworks, 

including TensorFlow, provide multiple versions of pre-

trained object identification models. The goal of this 

work is to identify many items in a stable environment. 

Using YOLOv2, high accuracy in object recognition and 

tracking is achieved. YOLOv2 takes an efficient 

technique by first predicting the portions that contain the 

essential data and then classifying them using CNN. It 

just looks at the image once, which increases the speed of 

object detection. To detect the items in the video, the pre-

trained object detection model is used. The likelihood of 

detecting various items is used to calculate the detection 

model's performance. In Pascal VOC detection dataset, 

the YOLOv2 model yields detection probabilities of 98.5 

percent (bus), 99.6 percent (person), 97 percent (bicycle), 

and 86.4 percent (vehicle), whereas competing systems, 

such as the enhanced version of Faster R-CNN and SSD, 

only obtain lower results. 
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In a computer supported cooperative work (CSCW), data consistency between collaborating users is a 

crucial issue. Based on the type of the application, ensuring data consistency can be a lengthy process 

that takes time and affects the system’s performance. In most 3D application, terrain data are massive 

due to its size. Exchanging this data may be expensive and may cause significant delay. In a real-time 

collaborative terrain editor, this issue becomes more significant due to terrain data exchange is 

consistently occurred between collaborating users. We present a solution to perform a conflict-free 

dynamic terrain data exchange in a real-time collaborative terrain editor. Our objective is to develop a 

method that able to ensure data consistency amongst collaborating peers in real-time manner. The main 

idea of our method is to split the terrain into smaller patches and synchronize the changes efficiently by 

only exchanging the modified patches. We applied our solution to a collaborative terrain editor 

application to test its performance in a real-time collaborative editing session. The tests were done in 

multiple scenarios, using different patch model, brush size (in the terrain editor), and connection setup 

between server and collaborating clients. The result shows that our protocol is capable to maintain data 

consistency between collaborating clients in a real-time terrain edition session. The delay is varied and 

highly depends on the data size and client-server environment setup. The overall test shows that it is 

possible to perform a collaborative terrain editing with an acceptable response time delay. In this paper, 

we present our proposed method, the implementation, and the result data from the test.  

Povzetek: V prispevku je opisana metoda za sprotno izmenjavo podatkov pri opisu dinamičnega terena. 

 

1 Introduction 

In modern industry, the use of information technology to 

support collaborative works has become a vital component 

to increase productivity [1], [2]. The concept of 

Collaborative Virtual Environment as a computer-based 

system where users are allowed to collaborate within 

computer-based context has been used extensively since 

the early 90s with the introductory of internet to the public 

[3]. However, the use of Computer Supported 

Collaborative Work (CSCW) may face several issues such 

as data consistency amongst collaborators [4]. 
In a Cloud-Based Collaborative Design [5], [6] data 

exchange can be a significant issue due to complexity of 

the data. Based on the application, there are various 

aspects that needs to be considered when performing data 

exchange amongst collaborators. In real-time 

collaboration scenario, data exchange requires additional 

time and may significantly affect the interactivity of the  

 

system. In 3-dimension (3D) design application, 

interactivity is a major issue since it may affect user’s 

performance. Delay between user’s input and system’s 

response must be minimized to avoid noticeable delay.  

 

 

Hence, it is necessary to minimize this issue by using an 

optimal protocol optimally designed for this task.  

In our previous research, we developed an application 

that allows multiple users to perform 3D terrain editing in 

real-time called Collaborative Terrain Editor [7], [8]. The 

application architecture requires terrain data transfer 

amongst collaborating users. We noticed an issue during 

the development that performing massive data exchange 

cause delay in response time and might raise an 

interactivity issue. Moreover, ensuring data validity 

amongst clients might also raise additional issue. In this 

paper, we propose a model to this issue by developing a 

method to exchange terrain data in a collaborative terrain 

editing application. Our model is specifically designed for 

a real-time collaborative application and is optimized for 

a specific type of 3D content, dynamic terrain. We 

implemented our solution in CTE to test its validity and 

performance.  

We proposed a network protocol that can efficiently 

transfer dynamic terrain data while ensuring data 

synchronization amongst collaborating users. Our solution 

is implemented as a communication protocol. To test the 

performance of the proposed solution, we implemented 

our protocol in a collaborative 3D terrain editor. The paper 

is structured as follows: we first describe the outline of the 

Collaborative Terrain Editor, the data representation and 
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communication, and the synchronization mechanism 

between users. The second part of this paper will describe 

the problem that occur during the synchronization process 

and propose a solution to tackle the problem. Finally, we 

will describe the method proposed in this paper and show 

how our method can decrease the problem. 

2 Related works 

2.1 Collaborative 3D modeling 

There are numerous works that has been conducted to 

study the concept collaborative 3D modeling. Ha et al. 

introduced Lets3D, a 3D editing tool that allows multiple 

users to collaborate in real-time [9]. Imae and Hayashibara 

developed ChainVoxel, a collaborative editing of voxel-

based 3D models [10]. Other works also provides a 

solution to perform a collaborative 3D modeling in a 

specific case and/or environment such as interior design 

[11], avatar (gesture and emotion) [12], virtual 

reality/spaces [13, p.], [14], [15], co-located collaborators 

using a tabletop system [16], and to support 

multidisciplinary 3D product CAD modeling [17]. 

In manufacturing industry, Cloud-Based 

Collaborative Design has been explored and commonly 

implemented in modern industry. This paradigm allows 

users to collaborate on a cloud-based system. One of the 

most common media to exchange the design data is to use 

Feature-Based Data Exchange (FBDE). The idea of FBDE 

is to share information regarding the modeling procedure 

such as history, constraints, parameters, and features [18] 

instead of the model. In a Cloud-Based Design and 

Manufacturing (CBDM) environment, the use of FBDE is 

common to allow multiple peers sharing Computer Aided 

Design (CAD) data [19], [20]. There are also various 

researches focus on extending the capability of FBDE 

such as security [21], collaboration [22], undo mechanism 

[23]. AR/VR/MR [24], and common 3D-information such 

as Buidling Information Modeling (BIM) technology [25], 

[26]. 

2.2 Terrain representation and streaming 

Most 3D applications contain massive and detailed 3D 

terrain. Hence, storing terrain data as a common 3D object 

with vertices in 3-dimensional space could be expensive. 

There are numerous methods invented to store 3D terrain 

efficiently. One of the most common method to represent 

terrain is using uniform grid called heightfield or 

heightmap. This method assumes terrain as a 2-

dimensional image with the position of each pixel 

represents the location and its color represents its height.  

While heightfield is simple and robust, it can be 

extremely redundant in a flat area due to the data contains 

multiple repetitive value. There are several methods to 

solve this issue, either by simplification or compression. 

Simplification methods focus on reducing the terrain data 

while preserving it shapes. One most notable method is to 

manage the Triangulated Irregular Network (TINs). 

Unlike regular grid which contains points sampled at 

equal distance, TINs allow the amount of data sampled in 

an area to adapt based on the complexity of the terrain. 

One interesting feature to consider in developing a terrain 

representation model is to apply a deformable terrain. This 

feature introduces a new challenge since deforming a 

terrain requires data manipulation which may be 

expensive in a real time system. There are various works 

that proposed a solution for real-time terrain 

deformation/modification [27], [28]. Additionally, there 

are also various works on terrain representation that focus 

on decreasing terrain data size [29] and increasing data 

streaming performance [30]. 

A more related subject to our work is the concept of 

streaming a dynamic terrain. As opposed to static terrain, 

dynamic terrain allows its data to be modified based on a 

certain event. Streaming a dynamic terrain may introduce 

a new issue, data synchronization. When multiple users 

are capable to modify the terrain data, there should be a 

protocol to ensure that each user holds the same terrain 

data. Elis et al. developed a multi-user 3D battle 

simulation with a deformable terrain [31]. In the 

simulation, users are capable to deform the terrain by 

performing a certain action. In their architecture, multiple 

computers are acted as servers. Clients will then connect 

to a specific server based on the configuration. Each action 

made by the client will be processed by the corresponding 

server. The server will then collaborate with other servers 

to synchronize the data. Another similar work to our 

research is proposed by Mendoza et al. [32] which 

proposed an architecture for collaborative terrain 

sketching with mobile device. However, the solution 

proposed by their work for data sharing is similar to the 

one proposed by Ellis et al.; instead of distributing the 

modified mesh data, the system distribute the state change 

or editing operation messages. 

2.3 Collaborative terrain editor 

Our system is built based on Collaborative Terrain Editor 

(CTE) [7], [8], a 3D terrain editor application that allows 

multiple users to perform real-time collaboration. The 

application is intended to allow multiple users to 

collaborate a terrain in real-time manner. Fig. 1 shows the 

basic interface of CTE. 

The client side of the system is for the user/editor. It 

lets users to perform basic terrain editing using a brush-

like tool that changes the elevation of the map in a certain 

area based the size and shape of the brush. Additionally, 

user also able to add noise feature that will add random 

details on the terrain. The server side of the system is a 

console-based application. Its role is to accept users’ input 

from connected clients, perform the changes to the terrain, 

and send the modified terrain data back to the client. 

Collaborating users must be connected to the server. All 

terrain data is kept on the server.  
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Figure 1: The Interface of Collaborative Terrain Editor 

 

The system is built with thin-client-server 

architecture; the terrain deformation calculation is 

performed by the server. This design is intended so the 

computational cost of modifying the terrain can be done 

by the server. However, this design requires server to 

distribute dynamic terrain data. We have compared similar 

research that propose the same idea. Ellis et al. [31] shares 

a similar solution for multi-user dynamic terrain 

distribution system. While the requirement is similar, the 

network architecture design is different. The system by 

Ellis et al. relies on clients to compute the terrain data 

changes. Thus, the server only requires to distribute user’s 

action instead of terrain data. Mendoza et al. [32] also 

develop a multi-user terrain editing system that relies on 

AR. Multiple users can interact by using mobile phones 

and tablet to edit and observe the same 3D terrain. Their 

protocol, however, is similar to Ellis et al. and relies on 

broadcasting user’s action to collaborating users. There is 

not terrain data transfer during the editing process. Several 

previous works on 3D terrain streaming are also not 

compatible with our system as they are dealing with static 

terrain data [30], [33], [34].  

3 Proposed method 
We develop our solution based on the architecture of CTE 

described in the previous section. The problem that we try 

to solve can be summarized in this description: how to 

perform data exchange that ensure the synchronization of 

terrain data while maintaining the interactivity of the 

system in a client-server based collaborative terrain 

editing session. Our proposed solution consists of two 

main parts: the representation of the terrain data that 

consist of terrain segmentation and compression, and the 

communication protocol.  

3.1 Terrain data representation 

Our terrain representation is using tiling system that is 

commonly used in large terrain representation to either 

optimize data in memory/storage or increase data transfer 

performance in a networked system. In our case, the latter 

is an important factor since data communication is crucial 

in collaborative system [35]. 

The tiling system divides the terrain into smaller 

uniform tiles (we will be using the term patch(es) instead). 

Each of these patches contains an identification value that 

defines the position of the patch. Additionally, we also 

perform data compression to decrease the terrain data in 

order to minimize the transfer delay. While we use 16-bit 

heightfield to render the terrain, we truncate the data into 

8-bit value during the transfer process. To minimize the 

error caused by the compression, the 8-bit data is 

quantized relative to the minimum and maximum value of 

each patch. We argue that values in each patch tends to 

have a similar or slightly varied, thus reducing it to 8-bit 

will not cause a significant error.  

Another issue that needs to be addressed is the data 

consistency amongst clients and server. In a real-time 

collaborative system, each peer must be capable to 

validate data consistency and perform data 

synchronization if required. These actions must be 

performed with minimum time frame to maintain user 

interactivity. To do this, we developed a method using a 

sequence number (seqNumber) which will be discussed 

in the next section.  

Based on the previous description, a patch in our 

model contains patchId (4 bytes integer), (4 bytes 

integer), minValue and maxValue (2 bytes 

integer/short each), followed by the compressed terrain 

data (16 bytes, 64 bytes, and 256 bytes char for 4×4, 8×8, 

and 16×16 respectively). Therefore, the total size of each 

patch, including the header and terrain data, in model 4×4, 

8×8, and 16×16 are 28 bytes, 76 bytes, and 268 bytes 

respectively. 

3.2 Protocol overview 

When multiple collaborating clients involved in a session, 

unsynchronized data can be an issue. Changes from one 

client may overlap with changes from others. Hence, we 

developed Patch Sequence Number Method to tackle this 

issue. Each patch in the terrain is embedded with a single 

unique integer value called sequence number 

(seqNumber). When a patch is modified by the server, it 

gets the maximum sequence number of the terrain 

increased by one. Hence, every patch has a unique value, 

and the last updated patch has the highest value. Server 

keeps the highest value to track with the latest update. 

Simultaneously, the client also keeps the highest value it 

has received during the data transfer. Therefore, it is 

guaranteed that if the values owned by client and server is 

different, data synchronization is required.  

Additionally, the client could use this sequence 

number to detect missing data/patches. When the client 

received the data from the server, it sorts the sequence 

number of the incoming patches. If the data is complete, 
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there should be no missing values between the smallest 

and the highest value. However, if there is a missing data, 

the client can simply find these missing values and request 

the corresponding patches from the server. 

The communication protocol is intended to distribute 

the terrain changes between server and multiple clients. It 

is built specifically for our terrain representation, relying 

on the sequence number on each patch to distribute the 

terrain data and, if necessary, perform data 

synchronization. The collaboration session started 

initialized the session. Clients then send a request to join 

the session. Upon entering the session, server send the 

current terrain data to the client in patches (including the 

terrain metadata). If the terrain data is valid (with no 

missing or invalid patches detected), the client will 

generate the terrain and render it on the screen for the user 

to interact. If otherwise, the client sends a resend request 

to the server. When the user performs an input to alter the 

terrain, the client sends the input data to the server. The 

server validates the input data (by making sure that the 

content received by the client is up to date), and if it is 

valid, the server will perform the changes according to the 

user’s input. These changes are then distributed to 

connected clients. The overview of CTE communication 

protocol is shown in Figure 2. 

 
Figure 2: The flowchart of the proposed method 

 

Based on the protocol overview and the sequence 

number described earlier, we developed a communication 

protocol sequences diagram as shown in Figure 3 for 

unsynchronized (left) and synchronized client (right). In 

this protocol, each request and response are started by a 

two-digit character as keyword that defines the type of the 

data received. Both sequences started with a collaborating 

client sent editing data to the server. The client wraps the 

editing data and add the sequence number it currently 

holds. This value is the highest sequence number it holds 

and defines the last update that the client has received from 

the server. This data will then be transmitted with a 

keyword UE (User Edit). When the server received the 

packet, it will evaluate the validity of the request by 

examining the sequence number it received from the 

client. If the sequence sent by the client is different 

(smaller) than the value owned by the server, then the 

client is not synchronized. The server will then send a 

message EI (Edit Invalid) followed by the correct 

sequence number. Upon receiving this message, the client 

waits for the synchronization process. The server will then 

find all the patches with sequence number larger than the 

client’s number and initiate a synchronization process by 

sending a TS (Terrain Synchronization) message followed 

by the list of numbers in the patches that are going to be 

sent during this process. These patches are then sent to the 

client by using the keyword SD (Synchronizing Data). The 

last patch is sent using the keyword SF (Synchronization 

Finished). During this process, the client updates the 

sequence number using the highest value from the 

received patch. When this synchronization process is 

performed, the server applies the editing data received 

earlier and modify the terrain data accordingly. 

 

 
Figure 3: Network protocol diagram of the proposed 

method 

 

When both client and server are synchronized, the 

server will proceed to process the update sent earlier by 

the client. When the update has been implemented, the 

server will send the updated patches (with the updated 

sequence numbers) to the client. Prior to sending the 

update data, the server will send a notification to the client 

with a keyword TU (terrain update) followed by update 

metadata (total patches, author’s client ID, and update 

time). The client will then response with an OK 

notification and the server may proceed to send the 

updated patches with the keyword TD. 

During transmission, there is a possibility that the 

update data was not delivered successfully during the 

transmission (as shown as the red line in the sequence 

diagram). The client acknowledges this issue when there  
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are missing patches sequence number. Updated patches 

contain new sequence numbers, and these values are 

sequential. Hence, when the client receives the update, it 

can detect the missing patches by sorting them based on 

their sequence number. If the client detects a missing 

value, it can request a resend (with the keyword RR) 

followed by the missing number. The server will respond 

by sending the patch based on the request using the 

keyword RD (Resend Data). When all the updated data is  

delivered, sorted, and successfully implemented on the 

client side, the client will send a keyword TV (terrain 

valid) notifying the server that the data transmission has 

been successfully delivered. 

4 Result and discussion 
To test our proposed method, we attached it as part of the 

protocol in Collaborative Terrain Editor (CTE). We have 

successfully implemented our method in the application 

and ensure that the protocol able to support real-time 

collaborative terrain editing from multiple devices (in our 

tests, we use 3 clients connected to 1 server). Based on the 

test result, we noticed that our method is capable to ensure 

synchronized data amongst user. However, our objective 

is to measure the performance of the method. Hence, we 

performed various tests using our protocol. We also use a 

few different settings combinations to find the optimal 

settings. The first setting is the size of the terrain that 

needed to be transmitted. We simulate this by assigning 

inputs with various sizes, assuming that the server will 

responds by sending terrain update with the same size. The 

second setting is the size of each patch. In the test, we use 

three different sizes of patch: 4×4, 8×8, and 16×16. The 

third setting is the client-server environment. We use 

different server settings to measure how the system 

perform in various networking environment and how the 

server configuration may affect the system’s performance. 

To measure the performance of our proposed method, we 

use two parameters: the system’s response time (in 

milliseconds) and the size of transmitted data (in bytes). 

Additionally, since the size of patch may affect the error 

caused by the compression, we will also gather the error 

rate of each model. 

4.1 Data compression performance 

Figure 4: The heightfield images used in the Test 

 

The first test is to observe the error rate of our terrain 

representation caused by the compression. We perform the 

test by comparing the original 16-bit terrain (with value 

ranged from 0 to 65,536) with the compressed 8-bit terrain 

(with values ranged from 0 to 256). The comparison is 

performed on 6 different heightmap with different 

characteristics and features which can be seen in Figure 4 

(top: 1. island, 2. mountain range, 3. Hill; bottom: 4. Urban 

area, 5. riverbank, and 6. noise-generated terrain).  

We collected 3 variables to measure the error rate of 

each heightmap. We assume a heightmap with 𝑛 points 

where 𝑝𝑖  is the value of point with index 𝑖 in the original 

16-bit heightmap and 𝑝𝑖
′ is the value of the same point in 

the compressed 8-bit patch. The first variable is the 

average difference (AVGDIF). This variable represents 

the average difference of all the points in the map which 

can give us a thorough view on the overall error. The 

average difference can be calculated as follows. 

𝐴𝑉𝐺𝐷𝐼𝐹 =
∑ |𝑝𝑖

′ − 𝑝𝑖|
𝑛
𝑖=0

𝑛
 

The second variable is the average maximum 

(AVGMAX) which represents the average maximum 

difference of all patches. This variable gives a thorough 

observation regarding the maximum error among all 

patches caused by the compression. Given the maximum 

difference between original and compressed value in patch 

𝑗 is 𝑚𝑎𝑥(|𝑝′ − 𝑝|)𝑗, hence, the average maximum of an 

heightfield that contains 𝑚 patches can be calculated as 

follows. 

𝐴𝑉𝐺𝑀𝐴𝑋 =
∑ 𝑚𝑎𝑥(|𝑝′ − 𝑝|)𝑗
𝑚
𝑗=0

𝑚
 

The third variable is the maximum difference 

(MAXDIF) which represents the maximum difference 

between the original and the compressed point in the 

heightfield. The maximum difference can be calculated 

using this formula. 

𝑀𝐴𝑋𝐷𝐼𝐹 = 𝑚𝑎𝑥(|𝑝′ − 𝑝|)𝑖  
Table 1 shows the error rate collected during the 

compression test. The error-rate test result shows that error 

caused by the compression is minimum. In the first 4 

heightmaps, average difference is 1 to 2 units (from a 

range of 0 to 65.535) when using 4×4 and 8×8 model. The 

average maximum values are also relatively small 

compared to the value range. In terrain 5 and 6, however, 

the difference increased significantly due to the high 

frequency of the map. This pattern occurred throughout 

the test where the 4×4 model gives the least error values, 

followed by 8×8 and 16×16, and terrain with high 

frequency gives a worse result. While the value difference 

is minimal, it is important to notice that in most of the test, 

most of the points were changed (shown by a high 

percentage difference). Nevertheless, based on direct 

observation on the terrain, the pattern of the terrain persists 

after the compression. 

 

Table 1: Data compression performance result 
HF Model AVGDIFF AVGMAX MAXDIF 

1 
4×4 1.69 1,362 16 
8×8 1.93 3,857 31 

16×16 4.19 7,916 45 

2 
4×4 1.06 2,417 14 
8×8 2.53 5,234 21 

16×16 4.77 9,605 30 
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3 
4×4 1.02 1,084 11 
8×8 1.18 2,476 25 

16×16 2.47 5,007 42 

4 

4×4 1.13 1,717 21 

8×8 1.46 3,062 23 
16×16 2.22 4,504 24 

5 

4×4 4.02 8,974 66 

8×8 9.38 19,354 96 
16×16 16.54 33,509 107 

6 

4×4 4.09 9,191 29 

8×8 9.04 18,655 44 

16×16 16.11 32,505 66 

 

4.2 Response time 

In the second test, we collected the response time data of 

the system after applying our protocol. The response time 

is measured from the time the first data is sent from the 

client to the server until the last data is received and 

validated by the client. Since the data must be valid, the 

response time also includes the synchronization process 

during the transmission. 

The test was performed in 3 different cases based on 

the connection and distance between the client and server: 

local area network-based environment (LAN) and two 

internet-based networks with different server location, 

Singapore (SG) and United States (US). We also use a 

different server specification to observe whether the 

hardware affect the overall response time. Both SG2 and 

US2 has twice the CPU and memory specification 

compared to SG1 and US1. We also perform by using 

three kind of different brush sizes: small, medium, and 

large for brush with diameter of 5, 10, and 15 respectively. 

Additionally, we also test 3 different patch models to find 

the patch size with the best performance. We perform the 

test 10 times for each scenario and collected 2 response 

time data: average and maximum. 

In the first test, we connect 3 collaborating users to 

the server and one of the users performing terrain editing 

while the other two simply receiving the data. Table 2 

shows the result of our response time test of the first test. 

All data is presented in millisecond.   

 

Table 2: Response time from the first test result 

 Small Medium Large 

 Avg. Max Avg. Max Avg. Max 

LAN 
4×4 6 8 6 9 10 12 

8×8 4 8 5 10 8 15 
16×16 5 8 5 9 8 14 

SG1 
4×4 94 167 108 152 139 140 

8×8 73 177 103 144 102 142 
16×16 71 125 95 154 90 108 

SG2 
4×4 65 78 70 83 99 129 

8×8 51 79 53 82 67 104 
16×16 50 80 58 98 65 111 

US1 

4×4 362 391 372 501 426 372 

8×8 320 380 334 622 380 426 
16×16 293 319 356 541 382 495 

US2 

4×4 322 385 314 336 401 311 

8×8 289 345 288 362 363 532 
16×16 255 319 267 284 326 505 

The result shows that server’s round-trip time is the main 

contribution to the delay. Internet-based test significantly 

higher than LAN-based test and the US-based server gave 

the highest response time compared to the other test. The 

overall result from LAN-based test produced less than 10 

milliseconds response time. In result, the users did not 

notice any delay during the editing and responded 

positively. The first internet-based test using server 

located in Singapore gave a significant delay increase up 

to 130 milliseconds. While the delay is increased 

significantly, the application itself is still usable and the 

user were able to perform editing normally. The US-based 

test however, affected the user’s capability due to the high 

response time. Most of the users argue that this delay 

makes the editor feels unresponsive.  

In the second test, we asked 2 connected users to perform 

terrain editing concurrently and continuously. This test is 

aimed to observe how concurrent data input might affect 

the performance. Table 3 shows the results of the second 

test.  

 

Table 3: Response time from the second test result 

 Small Medium Large 

 Avg. Max Avg. Max Avg. Max 

LAN 
4×4 8 11 8 11 11 13 
8×8 8 10 9 11 10 15 

16×16 9 11 9 11 10 15 

SG1 
4×4 102 191 120 167 164 201 
8×8 89 190 142 171 175 193 

16×16 100 195 123 177 145 190 

SG2 
4×4 85 102 82 112 132 153 
8×8 78 101 79 128 126 147 

16×16 91 112 81 125 132 149 

US1 

4×4 521 555 601 821 701 951 
8×8 495 581 590 794 658 857 

16×16 455 572 611 801 700 1016 

US2 

4×4 501 591 511 599 561 912 
8×8 477 568 498 581 551 786 

16×16 481 601 407 600 583 1112 

 

As expected, there was a significant increase in 

response time especially on the internet-based test when 

multiple users concurrently perform terrain editing. The 

increase is varied based on the behaviour of the editing 

process. While the LAN-based setup still has a relatively 

low delay time, the internet-based setup becomes 

significantly noticeable and affected the application 

interactivity.  We also noticed that in some cases when the 

users editing the same area continuously, the delay 

reached 1 seconds and the users responds negatively to 

this delay. However, the data also shows that hardware 

boost were able to reduce the response time better than the 

previous test. The SG2 and US2 on the second test able to 

reduce the delay time up to 50% compared to SG1 and 

US1.  
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5 Conclusion and future works 
In this paper, we proposed a solution to perform dynamic 

data exchange in a client-server environment. The 

protocol guarantees that the data is synchronized amongst 

peers. Moreover, the protocol is optimized so the data 

transfer and synchronization process can be performed 

efficiently to reduce the data and time required to transfer 

the terrain data.  

We tested the validity and performance of our 

protocol by attaching it to a real-time collaborative terrain 

editing system, CTE. Based on our test, the protocol is 

capable in maintaining data synchronization between 

connected peers. The performance test also shows that the 

proposed method able to perform terrain data distribution 

efficiently based on the response time tests in multiple 

scenarios depending on the amount of data and the 

connection between client and server.  

While our current solution works as expected, it still 

opens for further optimization and expansion. Our current 

focus is to increase the compression performance 

considering there are numerous previous research focused 

on heightfield compression. Our main issues to implement 

a better compression are the complexity of dynamic 

terrain data and the real time requirement of the system. 

Additionally, we would also like to expand the possibility 

in using the proposed method in other application that 

require dynamic terrain data synchronization. We are 

confident that our method, with slight modification, is 

applicable to different cases that face similar issues. We 

are interested in testing our protocol in other application 

such as game engine, battle simulation, or GIS. 
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1 Introduction
In contrast to traditional supervised machine learning meth-
ods, which use only labeled data, semi-supervised methods
additionally use unlabeled data. Due to laborious annota-
tion procedure, labeled data are a limited asset in many real-
life problems, which can hinder the predictive performance
of algorithms. Unlabeled data, on the other hand, are of-
ten much easier to obtain. Semi-supervised learning (SSL)
[1] aims to exploit unlabeled data to achieve better perfor-
mance than can be achieved by labeled data alone.
Structured output prediction (SOP) is concerned with

predicting structured, rather than scalar values, such asmul-
tiple classes/variables, hierarchies or sequences [2]. Such
outputs are encountered in many applications of predictive
modeling. Compared to SSL for primitive outputs, SSL for
SOP received much less attention in the scientific commu-
nity, although the need for SSL is even stronger there: Ob-
taining labels of structured data is even harder. Further-
more, this field lacks interpretable methods and methods
that can handle various SOP tasks.

2 Methods and evaluation
In the thesis [3], to overcome the aforementioned issues, we
extend the predictive clustering (PC) framework towards
SSL. The PC framework [4] is implemented using predic-
tive clustering trees (PCTs) which can efficiently handle
various SOP tasks. We propose two classes of semisuper-
vised methods stemming from the PC framework that can
handle the following SOP tasks: multi-target regression,
multi-label classification and hierarchical multi-label clas-
sification.
The first class of methods is based on the self-training

paradigm - it uses its own most reliable predictions in
the learning process. We propose a self-training method
for multi-target regression based on ensembles of predic-

tive clustering trees [5]. To the best of our knowledge,
this is currently one of the very few general-purpose semi-
supervised methods for this type of structured output. Since
the reliability of predictions in the context of multi-target
regression was not studied before, we propose two different
reliability scores for predictions based on intrinsic mecha-
nisms of ensemble methods. Furthermore, we propose an
algorithm for automatic selection of the appropriate thresh-
old on reliability scores.
The second class of methods we propose is based on the

extension of the variance functions of predictive clustering
trees in order to accommodate both labeled and unlabeled
examples [6, 7]. This enables to build semi-supervised pre-
dictive clustering trees that can exploit unlabeled examples
while preserving the appealing characteristics of supervised
trees, such as interpretability and computation efficiency.
Semi-supervised predictive clustering trees are general in
terms of the type of the structured output: They can pre-
dict different types of structured outputs: multiple target
variables and hierarchically structured classes. We pro-
pose parametrization of semi-supervised predictive cluster-
ing trees by which it is possible to control the amount of
supervision, i.e., the learned models can range from fully
unsupervised to fully supervised.
We perform an extensive empirical evaluation of the pro-

posed methods on a wide range of datasets from different
domains and with different types of structured output. We
analyze the influence of the amount of labeled data to the
performance of the proposed methods, as we all various as-
pects of their practical usability, such as, interpretability,
computational complexity, and sensitivity to parameters.

3 Discussion and Conclusions
The thesis contributes to the field of SSL for SOP with two
classes of global semi-supervised methods for structured
output prediction: self-training for multi-target regression
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[6] and semi-supervised predictive clustering trees [6, 7].
The empirical evaluation showed that the proposed meth-
ods outperform their supervised counterparts on a number
of datasets from different domains and with different types
of structured outputs.
The self-training approach offers a state-of-the-art pre-

dictive performance on multi-target regression problems,
while producing black-box models and with the cost of in-
creased computational complexity (due to iterative train-
ing of the base model) as compared to supervised ran-
dom forests. Semi-supervised predictive clustering trees,
on the other hand, produce readily interpretable models,
which are often considerably more accurate than the cor-
responding supervised models for structured outputs. The
semi-supervised predictive clustering trees (and ensembles
thereof) also exhibit attractive predictive performance on
machine learning tasks with primitive outputs, i.e., classifi-
cation and regression.
We also perform two case studies demonstrating the prac-

tical usability of the proposed semi-supervised methods:
(1) We show that the proposed semi-supervised method-
ology is well-suited for quantitative structure-activity rela-
tionship modeling, i.e., prediction of biological activity of
chemical compounds [8]; (2) We demonstrate on the prob-
lem of water quality prediction that semi-supervised pre-
dictive clustering trees can efficiently learn from partially
labeled data [9].
There are a number of possible directions to continue the

work presented in the thesis, such as extending the proposed
methods to other structured output prediction tasks, such as
time-series classification or sequence learning, or utilising
the proposed methods to develop feature ranking for semi-
supervised and unsupervised learning.
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