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Internet of Things (IoT) systems use interconnected devices with limited processing, memory, storage, and
power availability. Designing the IoT system requires careful consideration of data security. IoT networks
are used to collect, process, and transport data; as a result, it needs to be encrypted and secured. To
ensure that the data of IoT systems are protected, a variety of lightweight encryption techniques have been
developed. These algorithms are unable to carry out complicated or extensive computations. The current
challenge facing lightweight cryptographic algorithms, such as NTSA, is how to combine the highest level of
security with the least amount of negative influence on runtime speed and space. By applying the One-Time
Pad (OTP) technique, the proposed mechanism can raise the security level and effectiveness of NTSA. The
proposed mechanism must be put into practise and put to the test in order to demonstrate its effectiveness
and capacity to satisfy the needs of the resource-constrained devices. Due to the benefits of the OTP, this
suggested method would be beneficial for devices with minimal resources. The proposed technique offers
a greater security level, 2134, than NTSA, 2128, after examining and evaluating the experimental data
noticed throughout the tests. NTSA is slower than the suggested approach by 70% in terms of runtime
speed. While NTSA uses 16% of SRAM, the proposed algorithm only uses 12%. NTSA uses 70% more
energy than the suggested algorithm, with higher energy consumption results of 0.000388 Joules for the
proposed algorithm and 0.001295 Joules for NTSA.

Povzetek: Predstavljena je nova metoda za šifriranje in varnostna vprašanja IoT omrežij, ki dosega boljše
rezultate kot NTSA.

1 Introduction
The Internet is a system architecture that has allowed com-
munications to advance to connect devices via different
networks all over the world. Any individual object that
connects to one of its networks can access the Internet
for nearly any purpose that requires information (1; 2).
It enables access to digital information through human or
machine-to-machine (M2M) communications (3). Each
connected object in the Internet of Things has a unique iden-
tity and can connect to other connected objects (4). Medi-
cal equipment, monitoring equipment, machinery, automo-
biles, and buildings will all be upgraded to become intelli-
gent objects that can interact with people or other IoT de-
vices (5; 6). The digital transformation of many industries
is what fuels the IoT’s growth. IoT connections will in-
crease from fifteen billion in 2015 to seventy-five billion
by 2025, as stated in (7), see Figure 1.
The security issue is an afterthought because the

resource-constrained networked device is meant to con-
sume a little power to give all essential capabilities (8; 9).
There are problems with IoT hardware, including the possi-
bility of an attack on the device’s encrypted data since some

Figure 1: IoT connected devices in number.

IoT devices are too small to support asymmetric cryptogra-
phy algorithms. A gadget transmits or receives data that
needs to be encrypted (10; 11). However, using crypto-
graphic methods on devices with limited resources is dif-
ficult. The device itself, such as an 8-bit microcontroller
with a 2KB RAM limit, performs the encryption operation
(12; 13).
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Traditional cryptography techniques cannot be imple-
mented on such devices since they are expensive and inef-
ficient. In order to address the security concerns on nodes
with limited resources, lightweight ciphers have been de-
veloped. They are made to achieve cryptographic computa-
tional operation while adhering to the restrictions of micro-
controllers, small-size RAM, and low power consumption
(14; 15; 16).
By exploiting the benefits of the OTP technique, the sug-

gested mechanism introduces a solution for both high secu-
rity and higher performance. This paper focuses on sym-
metric encryption ciphers and the OTP approach as a foun-
dation for lightweight cryptography. The advantages of
block ciphers, which are simple to implement, the OTP
technique, high security, and high performance can result
in a dependable and robust system. The following are some
of the research’s contributions:

– This study will make it easier to deploy OTP in all ar-
eas of life and execute its secrecy into sensitive appli-
cations that require a high level of security with high
performance because the OTP approach has shortcom-
ings that have limited its adoption.

– One of OTP’s flaws is the key exchange procedure.
Therefore, this study will address this problem by cre-
ating a simple protocol for parties to exchange keys.

The rest of this paper is organized as follows. Section
2 reviews some related work. Section 3 introduces the
background of this paper. Section 4 describes the general
proposed mechanism’s architecture. Section 5 and Section
6 provide a security analysis and results for the proposed
mechanism, respectively. Lastly, Section 7 shows the con-
clusion and future work in this work.

2 Related work
Advance Encryption Standard (AES) was proven to be the
best trusted and researched block cipher and still has to be
subjected to more study to make it acceptable for resource-
constrained devices, as indicated in (17; 18). While some
lightweight cryptographic algorithms, like G-TBSA, are
adequate for some factors like processing power and en-
ergy, they are not resistant to all types of attacks. Like G-
TBSA, a number of lightweight cryptographic algorithms
are adequate in some respects, such as computational power
and energy, but are not resistant to other assaults.
None of the prominent modern lightweight block and

stream ciphers is typical in offering the security, affordabil-
ity, and performance for IoT devices with limited resources
(19). It has been noted that the advancement of lightweight
cryptography is still ongoing (20; 21).
However, developing an algorithm that satisfies the

needs of lightweight cryptography for IoT devices is a
considerable task. To accommodate various IoT device
memory limits, the author has devised a simple encryption
method that employs variable-sized keys and data blocks.

This idea makes use of DNA sequences to produce random
keys.
Many current LWC algorithms, according to (22), con-

centrate on lowering the cost of memory, computational
power, physical area, and energy consumption and enhanc-
ing throughput and latency without paying attention to se-
curity vulnerabilities. In addition, the author claims that
a successful encryption algorithm must strike a balance
between three LWC design objectives (Security, Perfor-
mance, Cost).
Banani et al. (23) employed the standard performance

measures (memory occupied, execution time, and power
consumption) to trade off among the various algorithms,
including TEA. They did this by referring to the security
and performance evaluation criteria. The avalanche effect
attribute was utilised by the author to illustrate the security
metrics in (24).
In order to summary the limitations of existing works, we

list algorithms and attacks occurred as presented in Table 1.
According to this leak, we enhance NTSA secure commu-
nication with OTP in IoT in order to raise the security level
and effectiveness of NTSA. The proposed mechanismmust
be put into practise and put to the test in order to demon-
strate its effectiveness and capacity to satisfy the needs of
the resource-constrained devices (13).

3 Background

3.1 One-Time Pad technique
Similar to a stream cipher but not one that uses a random
key generator is a One-Time Pad (OTP). It is a safe method
for encrypting a message so that a cryptanalyst cannot deci-
pher themessage from the information (25). When encrypt-
ing and decrypting data, a random key must have a length
equal to or greater than the message length produced by a
genuine random generator. Then, it will be deleted so that a
fresh new random key is used for the subsequent encryption
and decryption procedures (26; 27).
OTP typically employs the XOR operation to encrypt

plaintext by fusing the message and key bits, which is quick
and appropriate for IoT devices. This increases security
and makes OTP uncrackable under the following circum-
stances: (I) The key’s unpredictability; (II) The length of
the key must be at least as long as the plaintext; (IV) The
key can be used just once; and (IV) The key has a very high
level of confidentiality (28; 29; 30).

3.2 Lightweight Cryptographic Algorithm
(LWC)

Designed for devices with limited resources, Lightweight
Cryptographic Algorithm (LWC) is a branch of cryptogra-
phy that seeks to offer solutions (31). The NIST started
a lightweight cryptography project in 2013 to investigate
howwell the NIST-approved cryptographic standards func-
tion on restricted devices and to determine the demand for
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Table 1: Different Attacks on Some Lightweight Cryptosystems in Related Work
Algorithm Attack Cipher Key Size Structure
TEA Related-key attack Block 128 bits Feistel
XTEA Related-key attack Block 128 bits Feistel
HB-2 Related-key attack Hybrid 128 bits Hybrid
PRINTcipher Related-key attack Block 80, 160 bits SPN
PRESENT Related-key attack Block 80, 128 bits SPN
XXTEA Chosen-Plaintext attack Block 128 bits Feistel
AES Biclique cryptanalysis Block 128, 192, 256 bits SPN
LED Biclique cryptanalysis Block 64, 80, 96, 128 bits SPN
PRESENT Biclique cryptanalysis Block 80, 128 bits SPN
Grain Key recovery attack Stream 80 bit Stream
MICKEY Differential fault attack Stream 80 bits Stream
SIMON Differential fault attack Block 64,72, 96,128, 144, 192,

256 bits
Feistel

SPECK Differential fault attack Block 64,72, 96,128, 144, 192,
256 bits

ARX

PRESENT Differential fault attack Block 80, 128 bits SPN
PRESENT Truncated differential attack Block 80, 128 bits SPN
ChaCha Truncated differential attack Stream 256 bits ARX

specific lightweight cryptography standards. The litera-
ture will go into detail about how lightweight encryption
algorithms have been designed to meet the capabilities of
resource-constrained devices to provide both a high level of
security and high performance in terms of minimizing the
runtime and space complexities as much as feasible (32).

3.3 TEA and NTSA algorithms
TEA uses 64 rounds spread over 32 cycles. Starting with
dividing a 128-bit key into four 32-bit subkeys (k0, k1, k2,
and k3), a 128-bit plaintext block is split into two blocks
of 32 bits. Each set of four operations uses ADD, XOR,
and left and right shift operations. In order to increase con-
fusion during all rounds of encrypting a 64-bit plaintext
block, NTSA, which is an upgrade to TEA, tries to generate
dynamically changing subkeys derived from a 128-bit key
(33; 34).

4 General proposed mechanism’s
architecture

The TEA algorithm performs well in LWC and is simple
to implement in both hardware and software. It also uses
less memory. However, it is susceptible to related-key as-
saults and has a flaw in the round functionmixing. Based on
the findings of the comparison analysis between TEA and
NTSA, NTSA resolved the primary scheduling issue (35).
It turns out that developing a system based on the NTSA

and OTP will offer a reliable and lightweight cryptosystem
for IoT devices with limited resources. As shown in Figure
2, the system uses block ciphers and OTP techniques along
with two different forms of symmetric-key primitives (36).

Figure 2: The proposed scheme’s mechanism.

4.1 Random keys generation
Both in hardware and software, the TEA algorithm works
well in LWC and is straightforward to implement. It con-
sumes less memory as well. However, it has a vulner-
ability in the round function mixing and is vulnerable to
related-key attacks. The fundamental scheduling issue was
resolved by NTSA based on the results of the comparative
analysis between TEA and NTSA (12).
To prevent noise bias between the axes, the Von Neu-

mann extractor method extracts two bits from each axis.
Then the desired value is generated by applying Equation
(1) to a random byte.

RandByte = (x ≤ 6)⊕ (z ≤ 4)⊕ (y ≤ 2)⊕x⊕ (z ≤ 2)
(1)
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Additionally, XORing independent binary variables al-
ways minimizes bias, as the piling-up lemma in (37) shows.
Let the random byte be made up of the values x, y, and z
that are retrieved from the x, y, and z axes, respectively.
The flowchart for the procedure that will produce a random
byte is shown in Figure 3.

Figure 3: RNG flowchart.

4.2 Proposed mechanism
We examine three different instances of data transmission
via the Internet of Things devices:

– Periodically, devices will send data; the transmission
interval is determined by the application domain.

– The transmission interval is fixed, and devices will pe-
riodically deliver data.

– Data will be sent by devices when it is modified.

This approach is intended to be used in the third scenario,
which involves passing information from the temperature
sensor to an air conditioner. A key must be used once in
the OTP approach before being discarded in order to gen-
erate a new key for use in the following encryption pro-
cedure. Therefore, sending data on a regular basis is not
recommended, especially if the interval is small, like every
second or even every hour (16).

4.2.1 Encryption algorithm

Regarding the first research issue, Figure 4 provides an il-
lustration of the suggested algorithm. The Feistel struc-
ture, which uses the around function, is used by the pro-
posed method since it employs the same round function that
NTSA and TEA do. Data block P and subkey ki are two in-
puts that a round function accepts and returns one result.
The following conditions can be met by watching the en-

cryption process’s algorithm:

Figure 4: Encryption flowchart.

– single-use key.

– The key’s confidentiality.

– True random secret keys for each encryption proce-
dure and the high level of security provided by random
keys contribute to increasing security.

4.2.2 Decryption algorithm

Figure 5 shows depicts the entire decryption process.

Figure 5: The entire decryption process.

4.3 Key padding protocol
When a new key is generated and utilised in each encryption
procedure, the problem of key exchange between a sender
and recipient arises. The sender and the recipient need to
exchange this key. The problem must be taken into account
to minimise the need for computationally intensive opera-
tions, as is the case with traditional cryptography like RSA.
The complexity of key exchange problems grows as a result
of the connectivity between IoT devices and machine-to-
machine communication. The approach suggests padding
the key for message encryption and decryption into the ci-
phertext after it has been encrypted using the previous key
and the XOR operation, as shown in Figure 6.
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Figure 6: Process of encrypted key padding.

4.4 Key extraction protocol
Using (16), the intermediate ciphertext’s bytes are first ex-
tracted from the final ciphertext C during the decryption
process, D(cn, kn-1). Next, the bytes of the encrypted key
ke is collected from the final ciphertext, as shown in Figure
7. Then kn is obtained by performing an XOR operation
between kn-1 and ke in order to decrypt the message and
the following newKey ke.

Figure 7: Final ciphertext bits.

4.5 Discussion
OTP is the suggested remedy, as discussed in the sections
that came before it, to simplify the design complexity of
lightweight encryption methods. If all of its requirements
are met, it operates at a high-performance level with strong
security. NTSAwas chosen for this thesis because it fixed a
flaw in the TEA algorithm, the most desirable lightweight
encryption technique. However, NTSA continues to em-
ploy the same key, which is vulnerable to attack, across
all encryption processes. IoT systems’ limited-resource de-
vices can use the proposed technique. The simplest and
fastest computational processes, XOR, left and right shift,
and modular addition arithmetic, which rely on bitwise op-
eration, have been suggested as an effective mechanisms
for implementing key exchange procedures.

5 Security analysis
Shift registers, Feistel structures, and substitution-
permutation networks are a few examples of specific

structures on which certain ciphers are based. The most
frequent threats to Feistel-structure block ciphers, upon
which this paper depends, will be covered.

5.0.1 Cipher-text only attack

In this type of attack, the attacker can capture ciphertext
and attempt to decrypt it in order to learn more about the
plaintext and, if possible, the key. To examine and decrypt
ciphertexts, an attacker needs n of them. These attacks have
not been successful against current ciphers.

5.0.2 Known-plaintext attack

Some ciphertext’s plaintext can be deciphered by an at-
tacker. The goal of this assault is to reveal and decrypt the
remaining ciphertext blocks using already-known informa-
tion, which may reveal the key.

5.0.3 Chosen-plaintext attack

Despite being the least factual, this form of attack is potent.
With this technique, the key used to encrypt data is deter-
mined by measuring a change in the ciphertext.

5.0.4 Chosen-ciphertext attack

The chosen-Ciphertext attack also includes a chosen-
plaintext assault, which decrypts ciphertexts with a partic-
ular key. If this type of attack is combined with a chosen-
plaintext attack, it is not very practical.

5.0.5 Differential cryptanalysis

The typical technique for attacking cryptographic algo-
rithms is this one. Since linear cryptanalysis uses a known-
plaintext attack instead of the usual differential cryptanal-
ysis method’s chosen-plaintext attack, it is thought to be
more practical in everyday life. Particularly, it examines
ciphertext pairs. Pairs of ciphertexts with distinct plain-
text differences and examine how these differences change
as the plaintexts move through the encryption algorithm’s
rounds when they are encrypted with the same key. As long
as the two plaintexts satisfy specific differences, they can
be selected at random (with a fixed difference). Then, as-
sign various probabilities to various keys based on the vari-
ations in the generated ciphertexts. One key will become
more and more obvious as the most likely correct key as
more and more ciphertexts are studied.

5.0.6 Related-Key attack

Comparable to differential cryptanalysis, but focused on
key differences. Without knowing the actual keys, this ap-
proach focuses on the relationship between a pair of keys.
It uses plaintext encryption using both the real key K and
some derived keys, as well as a straightforward link be-
tween subkeys in neighboring rounds. The method for



6 Informatica 47 (2023) 1–10 A.H.A. Alattas et al.

changing the keys must be specified; it may involve flip-
ping key bits while concealing the true key.
The TEA’s issue, which is brought on by weak key

scheduling and a weak mixing component of the round
function, is resolved by the NTSA. The TEA technique can
be broken by a related-key attack using 223 selected plain-
texts, especially if the key is weak (38). The NTSA’s de-
fence against the related-key attack will then be clear see
how it was created.

5.0.7 Keys equivalence

If two keys, k1, and k2, produce the same ciphertext after
encrypting the same plaintext, then they are equal. Ek1(P) =
Ek2(P), where E is the encryption function, P is the plain-
text, and k1 and k2 are separate keys K and K is the key
space, illustrating this relationship. The connection be-
tween the classes that make up K is such that k1 and k2 are
members of the same class. To make this argument more
understandable, use mathematical equations and demon-
strate the TEA’s susceptibility as shown in (39).

5.0.8 Resistance of NTSA against related-key attack

The NTSA uses the same round function as the TEA algo-
rithm, with one modification to improve the key schedule
procedure. In the NTSA, the extract() function is called af-
ter each round, and it dynamically returns a value from an
array. Thirty-three separate 32-bit values that are obtained
from the 128-bit key fill up this array

5.0.9 The proposed mechanism security analysis
against related-key attack

Great security level and high performance in terms of space
and time complexity are coupled in the suggested method
by incorporating the OTP technique. As long as its require-
ments are met, the OTP, a conventional but nonetheless
powerful cipher, can withstand quantum computers (40).
Despite using the same round function as the TEA, the sug-
gested approach is more secure than NTSA.

6 Results

6.1 Execution time
This analysis will show the encryption and decryption pro-
cess execution times for both algorithms, measured in mil-
liseconds based on the number of cycles. The number of
bits encrypted and decrypted using the 128-bit key serves
as a measure of the data size, which is determined by each
cycle’s two rounds. Tables and bar charts are going to be
used to show the results. With data blocks of 64, 128, 192,
and 256 bits, encryption and decryption functions will be
conducted throughout the number of cycles 8, 16, and 32
to reach the execution time tests. These several categories
serve as illustrations of how the suggested mechanism and

the performance of NTSA are affected by the number of
rounds and size of the data block.

6.1.1 Execution time of encryption process

The encryption function in the suggested technique requires
three inputs: a 64-bit block of data, a previous key with a
128-bit size, and a 128-bit fresh key that is generated before
each new encryption function begins. It has two parameters
in NTSA: plaintext block with a 128-bit key and 64 bits.
The execution time of NTSA increases by roughly 0.828ms
in Figure 8 and Table 2 for the same number of rounds, 16
rounds, and various block sizes. The suggested algorithm,
however, is implemented more quickly than NTSA, and its
runtime increases by about 0.544 ms for every increase in
block size. In other words, the suggested algorithm outper-
forms the NTSA by 50%.

Figure 8: Encryption time for 8 cycles in ms.

Table 2: 8-cycle encryption process results in milliseconds
Algorithm 64 Bits 128

Bits
192
Bits

256
Bits

NTSA 0.802 1.640 2.462 3.285
Proposed 0.530 1.081 1.617 2.161

6.2 Execution time of decryption process
While the proposed algorithm’s ciphertext contains both
the encrypted data and the new key, the NTSA’s decryp-
tion function requires 64-bit ciphertext and 128-bit key pa-
rameters. The execution time increment rate for both algo-
rithms to complete the decryption function in 8 cycles, or
16 rounds, is shown in Figure 9 and Table 3. The proposed
technique and the NTSA have slightly different runtimes
for the encryption and decryption operations under a class
of eight cycles.

6.3 Memory occupation
Memory occupation in Bytes: In this paper, memory usage
is calculated using SRAM memory for execution time and
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Figure 9: Decryption time for 8 cycles in ms.

Table 3: 8-cycle decryption process results in milliseconds
Algorithm 64 Bits 128

Bits
192
Bits

256
Bits

NTSA 0.805 1.634 2.445 3.261
Proposed 0.558 1.024 1.533 2.045

flash memory for storing code. To measure the amount of
energy used by both algorithms, the Arduino Uno board is
powered by a 9-volt battery in this experiment. The reading
of the current passing through the Arduino Uno board was
taken using the multimeter. There is a 5V voltage and a
20mA current (0.02A).
Figures 10 and 11 show that the NTSA uses 7% of flash

memory to store the algorithm, which is 2546B, and 16%,
or 340 bytes of 2KB, to store the global variables in SRAM
for encrypting and decrypting 64-bit plaintext with a 128-
bit key. Because the NTSA’s code file has two routines—
encryption and decryption—as well as one function to re-
trieve the array’s contents, it uses less flash memory than
the suggested approach. In contrast, the code file for the
proposed approach contains the encryption and decryption
procedures as well as the key generation function. In com-
parison, the NTSA employs an array to hold 33 32-bit sub-
keys during runtime, which requires more SRAM capacity.
The suggested approach, in contrast, employs an array that
holds six 32-bit values that constitute the final ciphertext.

Figure 10: Memory occupations.

Figure 11: Global variable memory occupation.

6.4 Energy consumption
Energy consumption: a device with limited resources and
low energy usage lasts longer on its battery. As shown in
Figure 12, the following equipment should be available to
conduct this experiment and assess the power consumption:
an 8-bit microcontroller Arduino Uno board (MCU), the
proposed algorithm, and its equivalent NTSA. (1) Multi-
meter to measure the voltage and the current; (2) Jumper
wires; (3) Banana Plug to Crocodile Clip; (4) DC Barrel
Jack Adapter – Female to screw terminals; and (5) Power
Source whether 9V Battery with 9V Battery Connector to
DC Jack Arduino or Wall Power Supply (5V- 2Am).

Figure 12: Tools used.

The procedures that follow explain how to set up the nec-
essary equipment to begin this experiment’s mechanism:

– Prepare the multimeter by inserting the red probe of
the banana-crocodile cable into the mAV port to mea-
sure the voltage and the black probe of the cable into
the COM port to measure the current.

– The multimeter’s dial should be set to A for current
and V for voltage.

– Connect the red probe from the multimeter to the (+)
end of the power supply and the black probe to the
Vin port on the Arduino Uno board using a DC Barrell
Jack Adapter. Lastly, attach the (-) end of the power
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supply to the GND port on the Arduino Uno board.
This circuit has a series connection.

In this experiment, the Arduino Uno board is powered by
a 9-volt battery to measure the energy required by both al-
gorithms. Using the multimeter, the reading of the current
flowing through the Arduino Uno board was captured. The
voltage is 5V, and the current is equal to 20mA (0.02A).
Table 4 shows the energy usage for the encryption proce-
dure for various categories of data sizes with fewer than
64 rounds. The results in Table 4 demonstrate that the
suggested method provides great optimization in terms of
power usage compared to the NTSA.

Table 4: The energy consumption for encryption process
Algorithm 64 Bits 128 Bits 192 Bits 256 Bits
NTSA 0.0003192 0.00065 0.000972 0.001295
Proposed 0.000096 0.000193 0.00029 0.000388

7 Conclusion and future work

Traditional cryptographic algorithms are not suitable for
IoT devices due to their inherent limitations in terms of
processing power, memory, storage, and energy. How-
ever, the ongoing development of lightweight cryptogra-
phy will continue to produce suitable lightweight crypto-
graphic mechanisms to meet these requirements. Conse-
quently, this research suggests a mechanism to incorporate
the OTP technique into the NTSA in order to take advan-
tage of the high-security level with the high performance
offered by the OTP and easy implementation offered by
block cipher and combine them into one mechanism to pro-
vide a lightweight cryptographic algorithm that can be im-
plemented on IoT devices easily and effectively.
The first research goal was accomplished by integrating

the OTP technique into NTSA in order to increase security.
The data was encrypted using various new random keys
generated by the MPU6050 sensor, and the final cipher-
text was created by padding the bits in order to share the
newly generated key. The experiments covered in Chap-
ter 4 demonstrate that the suggested mechanism offers a
greater security level and higher performance in terms of
the complexity of speed, reduced memory utilization, and
lower energy consumption. This is relevant to the second
study objective. The encryption and decryption runtimes
show that NTSA is 70% slower than the suggested tech-
nique. NTSA uses 16% of SRAM, compared to 12% for the
suggested method. In terms of security, the proposed tech-
nique offers 2134 security complexity compared to 2128
security complexity offered by NTSA. The proposed al-
gorithm uses 0.000388 Joules of energy, but NTSA uses
0.0013 Joules, meaning that NTSA uses 70% more energy
than the proposed approach.
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For learning environments like schools and colleges, predicting the performance of students is one of the 

most crucial topics since it aids in the creation of practical systems that, among other things, promote 

academic performance and prevent dropout. The decision-makers and stakeholders in educational 

institutions always seek tools that help in predicting the number of failed courses for the students. These 

tools can help in finding and investigating the factors that led to this failure. In this paper, many supervised 

machine learning algorithms will investigate finding and exploring the optimal algorithm for predicting 

the number of failed courses of students. An imbalanced dataset will be handled with Synthetic Minority 

Oversampling TEchinque (SMOTE) to get an equal representation of the final class. Two feature selection 

approaches will be implemented to find the best approach that produces a highly accurate prediction. 

Wrapper with Particle Swarm Optimization (SPO) will be applied to find the optimal subset of features, 

and Info Gain with ranker to get the most correlated individual features to the final class. Many supervised 

algorithms will be implemented such as (Naïve Bayes, Random Forest, Random Tree, C4.5, LMT, Logistic, 

and Sequential Minimal Optimization algorithm (SMO)). The findings show that the wrapper filter with 

SPO-based SMOTE outperforms the Info-Gain filter with SMOTE and improves the performance of the 

algorithms. Random Forest outperforms the other supervised machine learning algorithms with (85.6%) 

in TP average rate and Recall, and (96.7%) in ROC curve. 

Povzetek: Opisana je metoda za napovedovanje uspeha študentov s pomočjo strojnega učenja. 

 

1 Introduction
High-quality universities always require a great record of 

their students and the students are the main resource for 

them. The main concern for the universities is the 

performance of the students which is the base stone for 

building the top rate graduates and post-graduate students 

who will be the leaders of the nations and take 

responsibility of the economic and social growth of the 

society. Moreover, the main concerns for market 

employers are the performance of universities and 

students’ academic performance due to its direct effect on 

the employment process and then employee productivity. 

So, the employers’ demands are met by the graduated 

students who exert efforts in their academic journey. 

Student performance is measured by the learning 

assessment and the curriculum according to Usamah et al 

[1]. 

It is frequently important to be able to predict the behavior 

of future students to enhance the design of the curriculum 

and prepare the interventions for academic guidance and 

support. Machine learning (ML) is useful in this situation. 

ML approaches examine datasets, extract information, and 

then organize that information for eventual use. The 

primary goals of ML are to identify and extract patterns 

from recorded data by using a variety of techniques and 

algorithms [2]. Numerous algorithms exist and are used 

with educational data, including supervised algorithms 

such as Decision Tree (DT) and Naive Bayes (NB), and 

unsupervised algorithms such as K-Nearest Neighbor 

(KNN), and Neural Network (NN). Such algorithms 

forecast patterns, upcoming trends, and behaviors, 

enabling businesses to make informed, proactive decisions 

mining. This paper's major goal is to predict student 

performance using Supervised ML based on an 

imbalanced dataset and wrapper feature selection. The 

following section sheds light on related previous studies, 

then followed by the methodology and the concluded 

points, and future work. 
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2 Literature review
High quality universities always require the great 

record of their students where the students are the main 

resource for them. The main concern for the universities 

is the performance of the students which is the base stone 

for building the top rate graduates and post-graduates 

students who will be the leaders of the nations and take the 

responsibilities of the economic and social growth of the 

The concept of data mining techniques can be 

implemented and applied in the educational field to 

improve our comprehension of the learning process, with 

a particular emphasis on the identification, extraction, and 

evaluation of factors linked to students' learning processes 

[3]. ML algorithms enable users to categorize and 

summarize associations discovered throughout the mining 

process as well as examine data from different 

perspectives. Bhardwaj and Pal in [4] explore the 

performance of the students by taking a sample of 300 

undergraduate students' row records from the department 

of computer application from different institutions in Dr. 

R. M. L. Awadh University, India. The Bayesian 

classifiers are utilized on 17 features where the researchers 

found that there is a strong correlation between student 

action and other factors such as (living location, the 

academic background of the mother, senior secondary 

exam, the status, and the annual outcome of the student’s 

family).  

Next, in the same university, Pandey and Pal [5] 

selected 600 students to implement the model based on 

Bayes classifier to classify the background qualification, 

category, and language. While Hijazi and Naqvi in [6] 

have selected 300 students (75 female, and 225 male) from 

different colleges in Pakistan's Punjab University to 

explore and investigate student performance. Based on the 

linear regression, they found that there are many factors 

that affected the student's performance such as the attitude 

toward the class they attend, the time spent in studying 

after college, the mothers’ ages, the income of their 

families, and the educational level of their mothers (where 

the performance is strongly affected by it). Khan in [7], 

explored the performance by building a model based on a 

clustering approach using 400 rows of student data from 

Aligarh Muslim University's senior secondary school in 

Aligarh, India. The main goal of the study is to determine 

the predictive value of different measures such as 

personality, cognition, and demographic variables that 

affect success at a higher level of secondary school. The 

outcomes of the study found that females with 

socioeconomic status scored higher performance, whereas 

males with low socioeconomics had higher performance 

in the science stream.  

In the next case study [8], Kovacic implemented a 

data mining model for determining the educational 

enrollment data in New Zealand to predict the 

performance of the students. Chi-square automatic 

interaction detection (CHAID) and Classification and 

Regression (CART) algorithms are utilized to categorize 

the successful and failed students. The algorithms did not 

produce promising accuracies where they predicted the 

results with (59.4, and 60.5 respectively). The other case 

study is implemented by Galit [9] where the learning 

behavior is examined to predict the students' outcomes and 

alert the students to the critical status before the final 

exam. The final study [10] is proposed by Al-Radaideh, 

where the model is implemented to predict the students' 

final grades in C++ course for the students enrolled in the 

Yarmouk university in 2005, in Jordan. NB, DT (ID3, and 

C4.5) are utilized to predict the grades where the DT has 

outperformed the NB in prediction. 

In our proposed model, the problem of imbalanced 

dataset is handled and the effect of handing this problem 

is observed by implementing different machine learning 

algorithms (supervised and unsupervised). The effect of 

handling imbalanced dataset is also observed by 

implementing feature selection which has the direct effect 

on the result accuracies.   

3 Methodology 
The model implementation framework is depicted in 

Figure 1, which consists of five steps starting with data 

preprocessing and ending with the model evaluation. The 

step of attribute feature selection (FS) is implemented by 

a single FS and a subset FS to find the effect of each step 

on the result accuracies. SMOTE filter is applied then, 

where it is followed by implementing supervised ML 

algorithms. 

 

 
 

Figure 1: Model framework 

 

3.1 Dataset reliability  

A questionnaire is adopted in this study to build the model 

where Google Forms is used to build the questionnaire and 

collect undergraduate students’ answers from both of 

Faculty of Contemporary Sciences and Technologies 

(CST) and the Faculty of Business and Economics (FBE) 

in South East European University (SEEU) in North 

Macedonia (RNM). The aim of this study is to find the 

optimal DT in predicting student performance based on 

the conceptual framework that was implemented by 

researchers in [11]. The aim of the framework is to find 

the hidden patterns that may affect and correlate with the 

performance of the students and provide suggestions to 

enhance and improve the performance. Many questions 

related to many factors are found in the questionnaire, 

such as academic behavior, health, finance, time planning, 

self-development, social relationships, and achieving 

goals. The questionnaire in [11] lists the factors and the 

questions related to each question, where the answer for 

most of the questions was on a 5-point Likert scale (from 
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1 to 5) which represented the formal answers (from 

“Strongly Disagree” to “Strongly Agree”). 

The dataset of the questionnaire involves 141 rows of 

respondents. The dataset reliability is required to measure 

the overall consistency of the dataset. The measure of 

reliability which describes consistency can be confirmed 

to have a high level if it produces similar results under 

consistent conditions. The most frequent measure in 

statistics is the coefficient alpha, which is used to calculate 

the internal consistency of the independent variables of the 

study. The coefficient’s alpha for the dataset is 0.93. This 

value indicates an excellent internal consistency of the 

dataset reliability [12][13]. The applied tool for this model 

is Weka 3.8.5 and the system specifications are (RAM 

8GB, HARD 35.5GB free, OS Win7 Pro). 

 

Table 1: Dataset reliability 
Number of 

Respondents 

Number of  

Features 

Coefficient’s 

Alpha 

% of 

Respondents 

141 58 0.93 100% 

 

3.2 Feature selection (FS) 

FS approach can be considered as a form of data reduction 

where features are reduced and only the correlated features 

remain. The main goal of FS methods is finding the 

optimal subset of features or the highly correlated features 

that have a direct effect or may affect the final class(s). 

Due to the number of attributes in our dataset (57), it is 

required to find the most correlated attributes or features 

that can be utilized in the next steps to get more accurate 

results in classification [14]. Two approaches are applied 

in our model (Wrapper with Particle Swarm Optimization 

(PSO)) and (Info-Gain Attribute Evaluator).  

 

• Wrapper method 

The Wrapper method evaluates the subset of attributes 

according to the classifier performance for both 

supervised algorithms (such as DT, SVM, and NB) and 

unsupervised algorithms (such as clustering). For each 

subset, the evaluation process is repeated while the search 

strategy determines the subset generation. The wrapper 

method is slower than the filter in finding good subsets 

because it depends on resource demands for the algorithm 

of modeling. Due to using real modeling algorithms, the 

wrapper method is proven empirically to produce better 

feature subsets [15]. 

 

• Particle swarm optimization (PSO) 

Kennedy and Eberhart in 1995 proposed one of the 

evolutionary computation techniques based on social 

behavior such as fish schooling and bird flocking. The 

basic idea behind PSO underlines that the population-

social interaction optimizes knowledge where the thinking 

is personal and social. The solutions are represented by 

particles, while particles are represented by vectors that 

have positions in the search space. Each vector 

xi=(xi1,xi2,…xiD) Where D is the search space 

dimensionality. To search for the optimal solutions, the 

particles move in the search space. According to that, each 

particle has a velocity that can be represented by vi where 

vi takes the values (vi1,vi2,….,viD). The particle updates 

its location and velocity during the movement, and this 

update is performed according to the neighbors and their 

own experience. Two values of positions are recorded, the 

best which represents the best previous personal position 

of the particle, and gbest is the best-obtained position by 

the population. The following equation is used to update 

the position and velocity:  

 

𝑥𝑖𝑑
𝑡+1 = 𝑥𝑖𝑑

𝑡 + 𝑣𝑖𝑑
𝑡+1  (1) 

𝑣𝑖𝑑
𝑡+1 = 𝑤 ∗ 𝑣𝑖𝑑

𝑡 + 𝑐1 ∗ 𝑟1 ∗ (𝑝𝑖𝑑 − 𝑥𝑖𝑑
𝑡 ) + 𝑐2 ∗ 𝑟2 ∗

(𝑝𝑔𝑑 − 𝑥𝑖𝑑
𝑡 ) (2) 

 

Where t is the tth iteration in the evolutionary process 

while d represents the d dimension in the search space 

where d belongs to D. The weight w it controls the 

previous velocity impact on the current velocity impact. 

The acceleration constants c1, c2 are random values in the 

range (0 to 1), pid and pgd represent the elements of pbest, 

gbest alternatively in the dimension dth. vmax is the 

maximum velocity where 𝑣𝑖𝑑
𝑡+1∈ [−vmax, vmax]. The 

algorithm will stop when the predefined criterion of 

fitness is met with a good fitness value or a predefined 

number of maximum iterations [16][17]. 

 

• Info gain 

In this feature selection evaluator, the information of each 

class is estimated to evaluate the attribute. The method 

used in this evaluator is minimum description-length-

based discretization where the attributes are binarized or 

discretized. In this method, the missing values are either 

regarded as separate values or distributed the values 

among other values according to the frequencies.  As the 

value of the feature is absent, the decrease in entropy is 

measured. For the multiclass attribute, the InfoGain 

evaluator has reported the best performance. The 

generalized form of the nominal values is taken from the 

nominal attribute. Info Gain is measured by the decrease 

of X entropy that is caused by Y which is represented by: 

 

𝐼𝐺(𝑋|𝑌) = 𝐻(𝑋) − 𝐻(𝑋|𝑌) (3) 

 

According to this measurement, (Y) feature can be 

considered as more correlated to (X) feature if (IG(X│Y) 

> IG(Z│Y). IG normalized the values that fall within the 

range (0 to1), where (1) value indicates that the predicted 

value is completely correct and (0) value indicates that (X) 

feature is independent of (Y) feature. For the nominal and 

continuous features, the Entropy can be applied in order to 

determine the correlation between continuous and 

nominal features [18][19][20][21].  

The Wrapper filter with SPO is applied to find and explore 

the most correlated subsets of features that make the 

highly accurate results for each supervised algorithm. 

Wrapper as a subset of attributes evaluator is applied for 

each supervised classifier individually. In this step, 

different subsets of features are found for each classifier 

where the SPO is selected as a search method to improve 

the speed of search for features subsets. In order to find 
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the effect of wrapper evaluator, Info Gain evaluator is 

applied to find the features with high correlations with the 

final class and to find how wrapper and Info Gain affect 

the result algorithms accuracies of the algorithms. Table 2 

shows the most correlated features (subset) after applying 

wrapper with SPO for each algorithm and Info Gain with 

Ranker.   

Table 2: Selection of attributes 
Feature Evaluator  Attributes 

Wrapper (Random Forest) 

with SPO  

1,5,6,7,8,9,10,12,13,14,16,1

7,18,27,33,36,44,49,52,53,5

6 

Wrapper (NB) with SPO  5,8,14,18,25,31,42,48 

Wrapper (Logistic) with SPO 2,4,5,6,11,13,17,31,35,48,5

1,52,53,54,57 

Wrapper (SimpleLogistic) 

with SPO 

1,4,5,6,8,9,11,15,17,23,26,2

7,28,31,32,34,42,44,46,50,5

2,53,55 

Wrapper (SMO) with SPO 4,5,14,15,17,24,31,32,35,42

,45,47,54,55,56,57 

Wrapper (LMT) with SPO 1,2,4,5,6,7,8,9,11,14,15,17,

19,20,21,23,25,26,27,28,32,

34,41,42,44,49,52,53,55 

Wrapper (J48) with SPO 5,7,13,22,23,24,26,31,35,42

,45,46,52 

Wrapper (Random Tree) with 

SPO 

5,15,27,33,35,43,44,45,46,4

8,49 

Info Gain with Ranker 5,57,19,18,21,17,20,22

,15,23,26,25,24,16,14,28,7,

4,3,2,6 

 

3.3 Synthetic minority over-sampling 

technique (SMOTE) 

The dataset is said to be imbalanced if the classes in the 

final class are not equally represented [22]. If the final 

class has the classes (1,2, and 3) and the representations of 

the classes are (10% for 1, 15% for 2 and 75% for 3) then 

the dataset is imbalanced. The imbalanced datasets are 

found in almost all sectors starting from the medical sector 

[23], telecommunications management [24], fraudulent 

telephone calls [25], and text classification [26]. The 

SMOTE approach creates “synthetic” examples, to 

oversample the minority classes or by replacing the 

samples. This approach has been inspired and proven its 

success by the recognition process of handwritten 

characters [27]. The generation of synthetic examples is 

performed based on the operating in the feature space 

rather than the data space. The data space will face certain 

operations to generate the training data. The process of 

oversampling is performed by taking each minority class 

attribute of the final class attribute and introducing new 

examples (synthetic) along the line segments which join 

all k classes if they are nearest neighbors. The selection of 

the k nearest neighbors is performed randomly according 

to the oversampling amount required. The synthetic 

samples generation is implemented by taking the 

difference between each sample with its neighbors, then 

the result difference is multiplied by a random number 

between 0 and 1; then the result obtained is added to the 

feature vector. This process effectively forces to make the 

minority class more generally, see Figure 2 [28]. 

 
Figure 2: Comparison of number of minority correct for 

replicated oversampling and SMOTE for a dataset [28]. 

 
In our imbalanced dataset, the percentage of classes’ 

representation is shown in Table 3. Class (3) takes only 

(4.3%) of the overall dataset, followed by classes (1, and 

2) respectively with (21.3%, and 21.9%). The SMOTE 

filter in our model will be implemented on the classes (1,2, 

and 3) to make the dataset balanced and to get reliable 

performances of the algorithms. The SMOTE filter is 

applied to get equal representations of all classes. 

 

Table 3: Classes representation 
Class Number of Rows % of Representation 

0 74 52.5% 

1 30 21.3% 

2 31 21.9% 

3 6 4.3% 

 

3.4 Supervised machine learning (ML) 

In the proposed model, many supervised ML algorithms 

have been implemented to find the accurate algorithm for 

predicting the number of failed courses for the students. 

The algorithms fall in approaches such as (decision tree 

(DT) (Random Forest, Random Tree, LMT, and J48), 

naïve Bayes (Naïve Bayes, and Bayes Net), Logistic 

(Logistic and Simple Logistic), and Support Vector 

Machine (SMO)). DT is one of the supervised ML 

approaches that aim to build a training model to be used 

in predicting the final class attribute [29]. DT classifiers 

are widely used in different sectors and have proved their 

accuracies in the fields of education [11], [30][31], 

healthcare [32], wireless sensor networks [33], image 

processing [34][35], and disaster management [36][37]. 

There are many types of algorithms and the most used 

algorithms are (Random Forest, CART, Iterative 

Dichotomies 3 (ID3), and Successor of ID3 (C4.5 or J48) 

[38][39]. DT is used in the field of classification 

(predicting the categorical values) and regression 

(predicting the continuous values) [40]. Random Forest 

(which was proposed by L. Breiman in 2001) is a general-

purpose regression and classification approach that works 

on the principle of aggregating the predictions by 

calculating the predictions averages and shows excellent 
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performance when the variables numbers is larger than the 

number of the observations [41].  In logistic model trees 

(LMT), logistic regression is utilized to select the 

attributes in a natural way by using stage-wise fitting. The 

logistic model in this approach is built on leaves by 

refining the leaves incrementally at the higher level of the 

tree [42].  

SVM is an ML algorithm that falls under the supervised 

learning algorithm [43], as it is one of the data-based 

algorithms used to solve classification problems. It is 

considered one of the most important algorithms to 

accomplish that task (solving classification problems) 

[44]. Support Vector Machine has a vector support 

processing approach in which many questions are 

answered depending on the understanding and knowledge 

of the problem and how to design it. Moving to the real 

world, we find that the Support Vector Machine algorithm 

was used to find solutions to many problems in this world, 

including face recognition, detection, hand lines, and 

others [45]. In order to understand the SVM algorithm, it 

is necessary to understand its main terminology, the 

maximum-margin hyperplane, the separating hyperplane, 

the soft margin, and the kernel function [43]. SVM can be 

classified into two types: Linear SVM, and Non-Linear 

SVM. Linear SVM is an algorithm used when the data can  

be separated into two groups in a linear way by using a 

straight line where the data can be called as linearly 

separable, in addition to that the classifier is described as 

SVM classifier. Non-Linear SVM is an algorithm used 

when the data cannot be separated in a linear manner, and 

thus a straight line cannot be used to separate the data into 

two categories. To compensate for this, another thing 

called the kernel trick is used, through which we define 

the data in a higher dimension to be separated using some 

mathematical functions. 

Regression is considered a simple type of ML algorithm. 

It is considered a supervised learning algorithm. These 

algorithms are used in a wide range to find a relationship 

between the continuous predictor and response variables. 

It is considered a way to measure the relationships 

between response variables and continuous predictors 

[46]. An example of this is the linear regression algorithm, 

which is one of the supervised learning algorithms, where 

this algorithm simulates the mathematical relationship 

between variables. It attempts to find relationships 

between independent variables (input data) and dependent 

variables (result, and forecast). It works to find continuous 

or numerical variables by predicting that as it assumes that 

the relationships between the predicted variables and the 

goal to be reached are linear, such as sales, age, and 

product price. The regression may be linear or curvilinear, 

so it must pass through all data points to reach the target 

prediction so that if the measurement is made between the 

data points and the regression line, the result is minimal.  

In order to solve classification problems, a logistic 

regression algorithm was built, which is one of the 

supervised learning algorithms, where the results are 

always binary, not devoid of one of the two values, either 

1 or 0, success or failure, rain or no rain; its working 

principle is probability. Logistic regression is used in the 

analysis of binary outcomes, or as it is said that they are 

two-level, or whose levels are opposite [47]. A 

characteristic of logistic regression is that its predictions 

are deterministic and have the ability to adapt to multiple 

predictions. This is necessary for the analysis of 

observational data when adjustment is useful to avoid 

differences in the totals to be compared [48]. Logistic 

regression is used to reach the highest weighting of a 

variable in the event that there is more than one variable. 

Thus, it is similar in terms of multiple linear regression 

and is inconsistent with it that the response variable has 

only a binomial, and as a result, each variable is 

considered to have an impact on the likelihood ratio of any 

expected event. Hence, it has the advantage that it can 

avoid confusing influences by analyzing the correlations 

of all variables at the same time [49]. 

NB is considered one of the supervisor learning 

algorithms; it is based on Bayes’ rule together with 

additional to strong assumptions attributes that are 

categorically and conditionally independent [50]. Then it 

is used for solving classification problems. This algorithm 

assumes conditional independence of traits; so it is rarely 

true in the real world, which has made the competitive 

performance of this algorithm a lot of attention and 

surprising [51]. The Naïve Bayes algorithm is used in a 

wide range of applications, including article classification 

and spam filtering. Naïve Bayes Classifier is able to build 

ML model through which we get fast predictions. The 

hypothesis states that the independence between every two 

features, so the naïve Bayes classifier calculates the 

probability of belonging to a certain class. As a product of 

simple probabilities resulting from assumed Naïve 

independence. The hypothesis states that there is 

independence between each of the two features, so the 

Naïve Bayes classifier computes the probability of a 

particular instance belonging to a particular class. If we 

assume that the described is described by a vector x of 

attributes and the target of the class is the element y, then 

we can express the conditional probability p(y|x) as the 

product of the simple probabilities resulting from the 

assumed naïve Bayes independence [52].  

Bayesian networks are considered probabilistic models 

that depend mainly on non-periodic direct graphs. These 

models are causal relationships between their variables, 

and their structure represents the combination of previous 

knowledge and target data. They are also called belief 

networks as they belong to probabilistic graphical models, 

and knowledge can be represented in uncertain domains 

through the use of their graphical structures. It is observed 

by looking at its graphs, where nodes represent random 

variables, while arrows between nodes (variables) 

represent probabilistic dependencies. In most cases, 

generally accepted statistical methods are used to estimate 

these conditional dependencies. Hence, we can say that 

Bayesian networks combine graphs and statistics as well 

as computer science and probability theory [53]. Also, 

Bayesian networks are used to perform causal logic and 

predict risks. In addition, there are many advantages if we 

compare it with the methods used in regression methods 

[54]. One of Bayes Network's products is the modeling 

language in addition to the inference algorithms associated 

with random domains. Experiments have proven a lot of 
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success when used in medium-sized applications. But if 

Bayesian networks are used in areas that are relatively 

complex or large domains, then these networks will use 

the task of modeling, which is somewhat similar to 

programming using logic circuits [55]. 

 

3.5 Model evaluation 

The evaluation process of algorithms is performed based 

on the confusion matrix, see Figure 3. The class value of 

True Negative (TN) is the predicted class as (NO) and it is 

(NO), while the class value of False Positive (FP) is the 

class when it is predicted as (YES) and it is (NO). False 

Negative (FN) class value is the class when it is predicted 

as (NO) and it is (YES) while True Positive (TP) class 

value is the class when it is predicted as (YES) and it is 

(YES). 

 

 
Figure 3: Confusion matrix. 

 

Based on the above matrix, the performance criteria are: 

𝑆𝑒𝑛𝑠𝑒𝑣𝑖𝑡𝑦 𝑜𝑟 𝑇𝑃 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (4) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 𝑜𝑟 𝐹𝑃 =
𝐹𝑃

𝐹𝑃+𝑇𝑁
 (5) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (6) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (7) 

 

The sensitivity or recall is a measurement of the truly 

predicted cases and measures the relevance of TP with FN. 

The more the TP rate, the more accurate the predicted 

cases and the more accurate the classification algorithm. 

The specificity or FP rate is the false alarm rate that 

measures the incorrectly predicted cases. The more FP, the 

more predicted incorrect cases. The precision represents 

the relevant cases among the predicted cases [29]–[31]. 

  

Table 4: Algorithms performance after wrapper with 

SPO. 

 

Table 4 lists the performance evaluation of supervised 

algorithms after implementing Wrapper with SPO. The 

algorithms are implemented after removing the 

uncorrelated features where the Wrapper base classifier is 

the supervised algorithm. Then, the SMOTE filter is 

applied to get equal representations of classes for the final 

class. RF algorithm outperforms the other supervised 

algorithms with (85.6% in TP rate and Recall), (4.9% in 

FP rate) and (85.7%) in precision. C4.5 (J48) algorithm 

comes in the second rank with (79.6% in TP rate and 

Recall), (6.7% in FP rate), and (79.6%) in Precision. NB 

comes in the last rank with (71.7% in TP rate and Recall), 

(9.4%) in FP rate, and (71.1%) in Precision.  

 

Table 5: Algorithms performance after info gain 

evaluator. 
Algorithm TP 

Rate 

FP 

Rate 

Precision  Recall 

LMT 0.750     0.083     0.749       0.750     

Random 

Forest 

0.836     0.054     0.835       0.836     

Random 

Tree 

0.701     0.099     0.696       0.701     

NB 0.678     0.107     0.678       0.678     

Logistic 0.737     0.087     0.735       0.737     

Simple 

Logistic 

0.707     0.097     0.701       0.707     

SMO 0.734     0.088     0.730       0.734     

J48 0.753     0.082     0.750       0.753     

Bayes Net 0.750     0.083     0.753       0.750     

 

Table 5 depicts the performance criteria of supervised ML 

algorithms after implementing Info Gain. The algorithms 

are implemented after removing the uncorrelated features 

(36 features), then the SMOTE filter is applied to get equal 

representations of classes for the final class. RF algorithm 

outperforms the other supervised algorithms with (83.6% 

in TP rate and Recall), (5.4% in FP rate) and (83.5%) in 

precision. C4.5 (J48) algorithm comes in the second rank 

with (75.3% in TP rate and Recall), (8.2% in FP rate), and 

(75%) in Precision. NB comes in the last rank with (67.8% 

in TP rate and Recall), (10.7%) in FP rate, and (67.8%) in 

Precision. 

 

 
Figure 4: ROC of algorithms with wrapper and info gain. 

 

One of the performance criteria that determines the 

optimal classifiers is the Receiver Operating 

Characteristic (ROC) curve, where ROC is considered one 

of the standard techniques that summarize classifier 

performance over a range of tradeoffs between TP and FP 

error rates [32][28]. As much as the ROC is closer to 1, as 

much as the classifier is accurate. Based on Figure 4, the 

RF classifier is the optimal classifier among all other 

classifiers with (96.7%) ROC when the wrapper with SPO 

Algorithm TP 

Rate 

FP 

Rate 

Precision Recall 

LMT 0.766 0.078 0.762 0.766 

Random 

Forest 

0.856 0.049 0.857 0.856 

Random 

Tree 

0.697 0.100 0.695 0.697 

NB 0.717 0.094 0.711 0.717 

Logistic 0.727 0.091 0.729 0.727 

Simple 

Logistic 

0.773 0.075 0.770 0.773 

SMO 0.757 0.081 0.752 0.757 

J48 0.796 0.067 0.796 0.796 
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is implemented. The ROC is (96.1%) for the same 

classifier when Info Gain is implemented. The figure 

shows that ROCs for all algorithms are enhanced after 

implementing a wrapper evaluator with SPO. NB is the 

only classifier that has (89.1%) ROC when implementing 

wrapper and (89.5%) with Info Gain Evaluator.  

 

4 Conclusions and future works 
The imbalanced dataset faced many techniques and 

approaches to solve the minority and majority class 

problems related to the final class. In our model, the 

imbalanced dataset has multi-values in the final class 

which is required to handle this problem using SMOTE 

filter. In our model, the step of feature selection is 

performed two ways, the first one is by applying wrapper 

evaluator with SPO as a search method to find subsets of 

attributes that may affect and be correlated with the final 

class, and the second one by applying Info Gain as an 

evaluator with ranker as a search method to find the 

features with most correlation with the final class. After 

finding the most correlated features or feature subsets 

using evaluators, the uncorrelated features are removed 

and the SMOTE filter is applied to produce a balanced 

dataset and to make the multi-values classes equally 

represented. Many supervised ML algorithms are applied 

such as (NB, RF, Random Tree, LMT, J48, Logistic, 

Simple Logistic, and SMO). The performance evaluation 

of the algorithms shows that using the wrapper with the 

classifiers and SPO as a search method outperforms the 

Info-Gain evaluator. RF algorithm outperforms other 

algorithms in predicting students’ performance and the 

number of failed courses. The model can be updated by 

predicting the students’ status whether will fail or pass the 

final class. The features will be explored and investigated 

using different filters and classifiers to find the features 

with the most correlations with students’ failure. 
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Testing model transformations poses several challenges, one of which is how to automatically generate
effective test suites. A promising approach for this is to employ equivalence partitioning, a well-known
technique for software testing. Specifically, in order to generate effective test suites, current works in
literature often focus on exploiting either the structural aspects of models or transformation contracts for
partition analysis. However, for the aim, they focus on only a single restriction source such as metamodels,
contracts of the transformation, and domain-expert knowledge. To increase the effectiveness of generated
test suites, partitioning techniques should be performed on a combination of various restriction sources.
This paper introduces a method to generate test models on such a multi-domain of restrictions. The method
also allows the tester to flexibly select and combine constraints to create a unified restriction for different
strategies and objectives in model transformation testing. We developed a support tool based on the UML-
based Specification Environment (USE) and performed experiments on several transformations to point
out the effectiveness of our method.

Povzetek: Opisana je metoda preverjanja programske kode na osnovi multi-modalnih omejitev posameznih
delov.

1 Introduction
Model transformations are the pillars of Model-Driven En-
gineering (MDE). Testing has been an effective technique
to ensure the quality of model transformations which is the
key to successfully realizing MDE in practice. This dis-
cipline consists of the following main tasks: synthesizing
models as test data that are referred to as test models, per-
forming the transformation, and verifying the output re-
sults. Until now, how to synthesize automatically and ef-
fectively test models for model transformations is still chal-
lenging.
The test model generation is the synthesis of models from

different restriction sources including syntactic and seman-
tic domains of source and target models. Such restriction
domains often have complex structures and semantics that
make it difficult to automate the generation. To the best of
our knowledge, there are typical restriction domains in the
context of MDE as follows. First, for a so-called source
metamodel coverage, as explained in [1, 2, 3, 4, 5, 6], test
models could be generated by applying the well-known
testing technique equivalence partitioning that splits the in-
put metamodel into equivalence partitions for selecting rep-
resentative test models. Second, for a so-called transforma-
tion specification coverage, as proposed in [7, 8, 11], addi-
tional restrictions on source models could be derived from
a transformation specification and taken as input contracts

to generate test models. Within the works, input contracts
of the transformation specification often are expressed as
OCL conditions. Third, following the white-box testing
approach, the works in [12, 13, 14, 15] focus on analyz-
ing a model transformation implementation to build test
suites using the notion of transformation implementation
coverage. In addition, in interactive approaches, domain
knowledge can support the test model selection. For ex-
ample, based on the test objective, domain experts could
choose representative values for the partition testing tech-
nique [1, 4, 16], or directly create examples for test models
within test-driven development approaches, as explained
in [18, 19].
Generating test models based on the analysis and synthe-

sis of each single particular restriction domain can lead to
a large duplication of test models, wasting testing time and
effort. This highlights the need to generate test models from
multiple restriction domains. However, realizing this need
presents several challenges: (1) Constraints from multiple
domains expressed in heterogeneous formalism need to be
translated into a consistent and unified formalism to enable
model synthesis. (2) The partition analysis technique is of-
ten employed to obtain representative test models since ex-
haustive testing is a non-trivial task, but defining a suitable
partition on multiple restriction domains for different test
strategies can be challenging. (3) The automatic generation
of test models often requires manually defining (as input of
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the solver) parameters for the testing environment as well
as the other configuration information. This is challenging
to automate this task.
This paper proposes a mechanism based on an integra-

tion of multiple restriction domains for a black-box testing
approach to automatic generation of test models. Specifi-
cally, multi-domain restrictions that include (1) conditions
for partitioning the metamodel and (2) transformation con-
tracts are first translated into OCL conditions; and then
taken as the input of a constraint solver for generating test
models. For each common test strategy, a mechanism of
combining OCL conditions should be established to define
combinatorial partitions using logical operators. Moreover,
a scope-value searching method needs to be incorporated to
solve constraints and so that the set of generated test models
has a reasonable size. The main contributions of this paper
are summarized as follows:

– A method to automatically generate test models with
multi-domain restrictions for effective model transfor-
mation testing.

– Amechanism to define suitable partitions for different
test strategies.

– An OCL-based support tool and experimental results
to show the effectiveness of the proposed method.

The rest of this paper is organized as follows. Section 2
surveys related works. Section 3 motivates this work with
a transformation example. Section 4 outlines our approach.
Section 5 explains restriction domains as a basis for a parti-
tion analysis and automatic generation of test models. Sec-
tion 6 introduces several strategies to combine partitions in
order to generate test models for different test objectives.
Section 7 shows our tool support. Section 8 illustrates our
testing method with several transformations and points out
the effectiveness of our method. Section 9 explains threats
to the validity of this work and discusses the results. This
paper is closed with a conclusion and a discussion of future
work.

2 Related work
In this section, we provide an overview of black-box testing
approaches for model transformations and address the fol-
lowing research questions: (1) how to automatically gen-
erate test models using the partition analysis technique in
a black-box testing approach, (2) how to construct test
oracles that check test outputs to ensure quality proper-
ties; and (3) how to evaluate the quality of test suites in
terms of one or more test objectives. First, a common
basic idea of black-box testing approaches for transfor-
mations is to use metamodel and requirements specifica-
tion as test basis, i.e., they are independent of transforma-
tion implementations. Within these approaches, the well-
known testing technique equivalence partition [20] often
is used to split the input data domain into equivalence

partitions based on the test basis analysis and then to se-
lect a representative model for each partition. Fleurey et
al. [1, 24] have proposed a partitioning technique based on
the datatype of class attributes and the association end mul-
tiplicity within a UML class diagram representing the meta-
model. Several other partitioning techniques for generat-
ing test models that conform to a metamodel as introduced
in [2, 21, 4, 23, 5, 22, 6, 39, 9]. One of the main limita-
tions of the metamodel-based partitioning approach is that
the technique often generates a large number of test models,
and generated test models tend to correspond to just only a
subfragment of the source metamodel instead of the whole
metamodel. To overcome this limitation, Fleurey intro-
duces the notion of a so-called effective metamodel as the
fragment of the source metamodel that is actually manip-
ulated by the transformation. An effective metamodel can
be defined by either examining the specification of transfor-
mations as explained in [1, 3] or statically analyzing their
implementation as shown in [21].
The partitioning technique, as shown in [7, 10, 8, 9],

can also be employed to specify requirements of model
transformations. Following the research line, the works
in [9, 39, 8] propose to derive partitioning conditions from
a contract-based specification of the transformation. The
specification of transformations within these approaches
often includes preconditions and invariants as contracts
on the input data domain of the transformation (i.e., cor-
responding to restrictions on source models). Partition-
ing conditions are then translated into either OCL con-
straints [7] or other first-order logic languages like Al-
loy [4, 23] for the automatic generation of test models us-
ing the model finding technique. For different test objec-
tives, the works in [1, 6, 8, 4, 36] have proposed suitable
techniques to improve the quality of test cases. Fleurey et
al. [1] proposed the use of the Bacteriologic algorithm to op-
timize test suites. On analyzingmetamodel-based partition-
ing, Fleurey et al. [1], Janabin et al. [6], Gogolla et al. [8],
and Sen et al. [4] proposed using representative values pro-
vided by domain experts or testers. Similarly, Sen et al. [4]
proposed combining different knowledge domains and uni-
formly representing them as constraints in Alloy. Cabot et
al. [36] proposed a similar technique in which combinato-
rial partitioning conditions are represented in OCL.
Second, another major challenge for model transforma-

tion testing is how to predict desired expected outputs [1].
This research line can be divided into two groups: The first
aims to predict the whole output model, i.e., making use
of a complete oracle function, and the other aims to pre-
dict just part of desired target model, i.e., using a partial
oracle function. The first approach (with complete ora-
cle functions) would take the expected output model as a
reference model and check if the actual output model con-
forms to this referencemodel, e.g., usingmodel comparison
as regarded in [32, 15, 17, 30, 34, 35]. For this aim, Ad-
dazi et al. [35] employs EMFCompare, whereas the works
in [17, 15] design specific algorithms to compare models.
Besides, Kolovos [33] employs the Epsilon Comparison
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Table 1: Black-box approaches for test model generation (MP=>Metamodel-based Partitioning; SP => Specification-
based Partitioning;MF =>Model Finding; Al => Algorithm)

Reference Test Model Generation Restriction domains Test adequacy
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Fleurey et al. [1] MP Pattern AL * *
Wang et al. [2, 21] MP Pattern * * *
Wu et al. [5, 22] MP OCL AL * * *
Lamari [3] MP, SP Pattern * * *
Jahanbin et al. [6] MP Pattern AL * * *
Sen et al. [4, 23] MP, SP Alloy MF * * * *
Guerra et al. [7] SP Pattern, OCL MF * * *
Burgueño et al. [9, 39] MP OCL MF * *
Gogolla et al. [10, 27] SP OCL MF * * *

Language (ECL), a task-specific model management lan-
guage, in order to define language-specific algorithms for
model matching. The second approach (with partial oracle
functions) aims to ensure certain properties of a transfor-
mation using the partial oracle functions. It is no need to
manually define a whole expected target model within the
approach. The works in [8, 28, 7] employ OCL contracts
or OCL assertions as partial test oracles to express the ex-
pected properties of generated models and to automatically
verify them. Contracts and assertions can be represented in
the form of visual graph patterns as explained in [7, 31].
Testing is an informal approach for verifying the quality

properties of model transformations. Depending on a given
test objective, partial oracle functions aim to check whether
the functional behavior of a transformation system fulfills
such following properties: (1) confluence, applicability and
termination which are called general properties; (2) cor-
rectness including syntactic and semantics correctness (for
both information preservation and behavior preservation)
and the completeness which are called specific properties.
A specific property is often specific to a certain transforma-
tion specification. The analysis of general properties such
as termination, determinism, rule independence, rule appli-
cability, or reachability of system states requires to perform
on a set of given transformation rules. This task is out of
the scope of this paper.
The works in [28, 15, 7, 17, 1] propose to verify the

syntactical correctness of transformations using test oracles
captured from the target model’s contracts. To check the
source-target correspondence property [29], also known as
the information preservation property, current approaches
often employ source-target contracts represented either by
OCL conditions [8, 7] or graph patterns [36] to consistently
specify input test conditions and output test oracles. This
work focuses on analyzing the impact of constraints used
for test model generation on different transformation prop-
erties.

Test adequacy criteria measure the quality of a test suite
regarding to several objectives. Test adequacy criteria help
define testing goals to be achieved. In transformation test-
ing, test adequacy criteria can be based on how well the
test basis (e.g., the input metamodel and the transformation
specification) is covered by the test models, or how effec-
tive the oracle functions are to identify synthetic bugs (so-
called mutants) injected into the under-test transformation.
As shown in the two last columns of Table 1, coverage-
based approaches propose to measure the effectiveness of
a black-box testing approach by evaluating how the in-
put/output metamodels and/or the transformation specifica-
tion are covered by the testing technique. Fleurey et al. [1]
propose to measure the quality of a set of test models by
measuring how much they cover the input metamodel. A
measurement technique is defined in terms of class cov-
erage, attribute coverage, and association coverage. The
metamodel-coverage or effective metamodel-coverage are
also introduced in several other works [2, 21, 5, 22, 6, 9, 39].
The notion of transformation specification coverage is in-
troduced in [7, 8]. Within contract-based specifications,
transformation contracts can be analyzed to define test con-
ditions. For example, Guerra et al. [7] take preconditions
and invariants as transformation properties and define test
criteria that could cover these properties for generating test
models. Test criteria could also be defined based on the
combination of these properties within a combined testing
strategy like t-way testing.
Additionally, mutation analysis approaches aim to mea-

sure the effectiveness of test cases based on their ability
to detect bugs. Mottu et al. [50] propose exploring muta-
tion analysis for model transformations. They study po-
tential bugs that developers may bring into model trans-
formations to define a set of generic mutation operators
for model transformations. The mutation analysis tech-
nique is commonly used by current works in literature to
effectively show the test case generated by proposed meth-
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Table 2: Approaches for oracle function definition (PO=> Partial Oracle; CO => Complete Oracle; SC => Type
Correctness/Syntactic Correctness; IP => Information Preservation)

Reference Oracle type Representing
expected outputs Automated MT Properties

Guerra et al. [7] PO Pattern, OCL * SC, IP
Fleurey et al. [1] PO OCL *
Mottu el al. [31] CO Pattern SC
Wieber et al. [15] CO Model SC
Lano et al. [28] PO OCL * SC
Hilken et al. [8] PO OCL * SC
Lin et al. [17] PO Model * SC, IP
Troya et al. [30] PO Model SC
Orejas et al. [34] PO Model SC

ods [24, 7, 15].

3 Running example
This section motivates our work with the CD2RDBM
model transformation between class diagrams (CD) and re-
lational database models (RDBM). This transformation ex-
ample is introduced in [46]. This paper focuses on its sim-
plified version for common transformation situations as re-
garded in [25]. Metamodels specifying the input and out-
put modeling spaces of the CD2RDBM transformations are
shown in Fig. 1 and Fig. 2, respectively. Requirements of
the CD2RDBM transformation contain constraints as re-
strictions on input/output models and the relationship be-
tween pairs of them. At the specification level, the require-
ments are independent of implementation language and of-
ten specified in the form of transformation contracts.

Figure 1: The simplified metamodel of class diagrams.

A transformation contract allows a designer to specify
what a transformation does, under which conditions it can
be applied to a model, and what its excepted result is. Such
information is also helpful for choosing and applying the
proper transformation in the context of off-the-shelf trans-
formations. A contract-based model transformation speci-

Figure 2: The simplified metamodel of relational database
schema.

fication typically consists of three sets of constraints corre-
sponding to preconditions, postconditions, and invariants.
First, Preconditions include constraints defining a set of
models, each of which is a candidate as the source model.
Positive preconditions state the expected properties on valid
source models; Negative preconditions define source mod-
els that fulfill several forbidden properties, i.e., the source
ones are invalid. For example, the CD2RDBM transforma-
tion includes the following precondition constraints:

– A class does not inherit itself;

– The name of a class is unique;

– Attributes of a class must have distinctive names

– The child class does not redefine attributes of its parent
class;

– The name of an association does not coincide with a
class’s name.

Second, Postconditions define a set of models produced
by the transformation: Positive postconditions state the ex-
pected properties of valid target models; Negative postcon-
ditions define target models that satisfy several forbidden
properties, i.e., the target ones are invalid. For example,
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the CD2RDBM transformation includes the following post-
conditions:

– A table name is unique;

– Two columns of a table must have distinct names;

– A table cannot have more than one primary key col-
umn.

Third, Invariants specify the correspondence between
pair of source and target models, denoted by ps =⇒ pt.
A positive (negative) invariant has the expressing structure:
If the source model satisfies the property ps then the target
model (does not) satisfies the property pt. As discussed in
[26, 27, 7], the structure of each transformation rule also
can be represented by a positive invariant that must hold
between the source and target models to satisfy the trans-
formation definition. The CD2RDBM transformation spec-
ification contains the following negative invariants:

– If the CDmodel has two classes with an inheritance re-
lationship, the corresponding RDBMmodel could not
have two distinction tables mapping to these classes.

– If the CD model has two mutually inherited classes,
then the corresponding RDMB model could not only
have the mapping table to the parent class while there
is no mapping table to the child class.

– If the CDmodel has a class, the corresponding RDBM
model could not have two distinction tables mapping
to this class.

In addition, the CD2RDBM transformation has six map-
ping rules that define how a CD model is mapped to a cor-
responding RDBM model:

– A class must be mapped to a same-name table;

– The name and data type of a non-primary attribute co-
incides with the ones of a corresponding column;

– A primary attribute is mapped to a column played as
the primary key;

– A multi-valued aggregation and association between
two classes is mapped to a new associative table that
relates the two corresponding tables;

– An aggregation/association relationship between two
classes is characterized by a single-valued end and a
multi-valued end (0..*, 1..*) is mapped to a foreign key
that relates two corresponding tables;

– A child and its parent class are mapped to the same
table.

Testing is required to find out if a model transformation
is implemented and executed as expected for all possible in-
puts, or if there are bugs in the transformation leading to un-
intended output models for certain input models [29]. This

model transformation can be realized using different trans-
formation implementation languages. To test the quality of
a model transformation captured from multiple restriction
domains, a black-box testing approach is often employed.
Since exhausting testing is impossible, testing criteria are

proposed to select representative test models to achieve the
source metamodel coverage and the specification coverage.
Depending on the test objective, either the positive test-

ing strategy or the negative testing strategy will be used
to navigate the test case design and test execution process.
The analysis of information on a test basis allows testers to
determine test conditions in both negative testing and pos-
itive testing strategies.

4 Overview of the approach
Figure 3 overviews our approach to testing model transfor-
mations. The basic idea is to synthesize test models based
on an integration of multiple restriction domains.

Figure 3: An integration of multiple restriction domains for
model transformation testing.

First, the partitioning technique is employed to define
test models that cover the source metamodel. The partition-
ing criteria that are either restrictions on the source meta-
model or contracts of the transformation specification are
expressed in the form of boolean OCL expressions, referred
to as so-called classifying terms (CTs) [8]. In this way, the
underlying conditions which are used in characterizing test
models also can be flexibly combined to generate effective
test suites.
Second, test criteria could be defined for both positive

and negative testing strategies. To generate test models that
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satisfy a test criterion, input test conditions captured from
each restriction domain are expressed by classifying terms.
The classifying terms are then combined and taken as the
input of constraint solvers, including the SAT solver, in or-
der to automatically generate test models.
Finally, to check test oracles, classifying terms derived

from the target metamodel and the transformation spec-
ification are defined to ensure that (1) the output model
conforms to the target metamodel, (2) the output model
satisfies the postcondition, and (3) the output model must
also comply with invariants that describe the transforma-
tion relationship between valid or invalid pairs of source
and target models. Such test output evaluation conditions
are then combined to evaluate expected properties on the
output model using model validator tools, including OCL
tools like USE.

5 Synthesizing test models from
restriction domains

Test model selection involves finding valid and invalid in-
put models within positive and negative testing strategies,
respectively. Test models are generated by synthesizing
models from different restriction sources. This section ex-
plains combining knowledge sources to generate valid and
invalid models within the positive and negative test strate-
gies based on the proposed covered criteria.

5.1 Metamodel coverage
In MDE, a metamodel is often represented in the form
of a UML class diagram with the key meta-concepts of
MOF [37] including classes, attributes, generalization, and
associations. Therefore, test models, that conform to the
source metamodel, can be defined by an equivalence parti-
tioning on the class diagram [38] for the source metamodel
with the two following criteria [1]:

– AEM (Association End Multiplicities): For each asso-
ciation end, each representative multiplicity must be
covered. For instance, if an association end has the
multiplicity [0..*], then it should be instantiated with
the multiplicity 0, 1, and N (N is greater than 1).

– CA (Class Attribute): For each attribute, each repre-
sentative value must be covered. For instance, rep-
resentative values of a boolean attribute are true and
false that define two corresponding partitions.

These criteria AEM and CA, as illustrated in Table 3,
could be expressed in terms of representative values [1, 21,
4]. Representative multiplicity pairs can then be computed
for an association by taking the Cartesian product of the
possible multiplicities of each of its two ends. The rep-
resentative values of each attribute can be computed from
the typical data types of class attributes such as Integer,
String, and Boolean.

Table 3: Representative values for multiplicities

Multiplicity property Representative values
0..1 0, 1
1 1
0..* 0, 1, [>1]
1..* 1, 2, [>2]
N..* N, N+1, [ >(N+1)]
N..M N, N+1, M-1, M

Boolean classifying terms (CTs) [39] are used to repre-
sent equivalence partitions for test models as follows. For
each direction of an association between two classes, the
name of the first class, the role name of the second class, and
the multiplicity of the association ending at the second class
are parameterized by variables fClass, dClassRole and
sizeNumber, respectively. Note that the sizeNumber
corresponds to the representative multiplicity value (as de-
picted in Table 3) at the second class. The parameter
fClass1 is to define an arbitrary variant of instances of
the first class. Using these parameters as input of the fol-
lowing OCL template, boolean CTs are generated from the
metamodel.
fClass.allInstances -> exists( fClass1 |

fClass1.dClassRole -> size() = sizeNumber )
Figure 4 shows a set of CTs for the simplified class dia-

gram metamodel. Figure 5 demonstrates the partition anal-
ysis based on CTs captured from multiplicity values. Test
suites with test models generated by the CT set would sat-
isfy the association coverage.
This partitioning approach also includes the restriction

on the data type of class attributes. Thus, generated test
models could ensure the attribute coverage criterion [44, 2,
4, 3], i.e., each representative value of an attribute must be
covered in at least one test model. The following example
illustrates how representative values could be defined by
analyzing the data range of primitive data types.

– The representative values for Boolean attributes are
{true, false};

– The representative values for String attributes:
{null,′′ ,′ something′};

– The representative values for Integer attributes:
{0, 1, > 1}.

The following OCL template is proposed to generate CTs
for the attribute coverage criterion.

clsName.allInstances -> exists( varCls |
varCls.attrName = rprValue )

In this OCL template, the parameter attrName defines the
attribute name, the clsName defines the class name, the
rprV alue defines the chosen representative value for the
attribute data type, and the varCls is to define an arbitrary
variant of instances of the class. Figure 6 demonstrates the
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Figure 4: CTs coverage representative values of association’s multiplicities.

Figure 5: Partition analysis based on CTs captured from
multiplicity values.

partition analysis based onCTs captured from the attribute’s
data type.

Figure 6: Partition analysis based on CTs captured from
attribute’s datatype.

There are two basic approaches to select representative
values of equivalence partitions. The first, default parti-
tioning chooses representative values using the boundary
value analysis or the data random generation. The sec-
ond, knowledge-based partitioning, representative values
are provided by domain experts for various test objectives.
This technique also allows the tester to flexibly adjust the
configuration to narrow the searching space of constraint
solving for a better test model generation.
Figure 7 shows a configuration file defined by the do-

main expert for the CD2RDBM transformation. Figure 8
shows classifying terms that partition source models based
on the properties of the class Class.

5.2 Transformation specification coverage

A contract-based specification of a model transformation,
brings benefits for debugging, testing, and, more gener-
ally, quality assurance. The partition analysis technique can
be applied to contracts of a transformation specification to
generate the test models that cover the transformation spec-
ification’s requirements as regarded in [8, 36, 7]. This sec-
tion explains a partition analysis technique based on classi-
fier terms for model transformations. First, the underlying
transformation will be captured by our TC4MT specifica-
tion language [40]. The language TC4MT employs typed
graph patterns in the form of a UML class added with OCL
constraints to express transformation contracts. Transfor-
mation contracts can be either positive or negative.
Figure 9 shows a negative precondition specified in

the TC4MT language. The precondition states that the
CD2RDBM transformation rejects any input model in
which a child class redefines an attribute of the parent class.
Figure 10 shows a negative postcondition for the generated
RDBMmodels. The example postcondition states a restric-
tion on the output models that the column names of a table
must be distinct.
Invariants within a transformation contract state how cer-

tain structures of an input model should be transformed. An
invariant often consists of a source graph, a target graph,
and an optional corresponding graph to connect them. A
positive invariant that holds on a pair of source and target
models would ensure there exists a target graph for each
given source graph. With negative invariants, such a target
graph should not be found from the target model domain.
Figures 11 and 12 show a positive invariant and a negative
invariant of the CD2RDBM transformation, respectively.
Considering each input condition on the input model-

ing space as a testing property, representative values of the
property are defined for a testing partition. Then, graph
patterns of representing input conditions are translated into
boolean OCL expressions using the template as illustrated
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Figure 7: The configuration file for constructing source CTs.

in Fig. 13.

To translate graph patterns into OCL constraints, this
schema will iterate over all objects of each contract (lines
2,3). In the case of negative contracts, i.e., the attribute
status of all objects equals to −2, the negation operator
not appears at the first line of the schema. The function
conditions is to check a constraint on the underlying ob-
jects and their properties. If there exist two objects oi and
oj with the same type (typeoi = typeoj) then the condi-
tion oi <> oj will be added. The association between
two objects will be translated into a corresponding con-
dition, either oi.rolej → includes(oj) or oj.rolei →
includes(oi). The condition function omits the checking
of attributes with undefined value. Other OCL constraints
of the graph pattern will be included in the function condi-
tions. Figure 14 shows an OCL condition translated from
the precondition shown in Fig. 9: There does not exist any
redefined attribute in the child class.

A boolean OCL expression can be assigned to one of
two values {true, false} to specify a corresponding equiv-
alence partition of the input model set. Models that violate a
negative precondition will belong to an invalid equivalence
partition of the input model set, while the other models will
belong to the remaining partition of the input model set.
Figure 15 illustrates the result of the partition analysis on
preconditions.

Similarly, postcondition contracts as well as invariant
contracts could also be translated into boolean OCL expres-
sions to partition the output model set. These OCL expres-
sions will be taken as OCL assertions playing the oracle
function to verify actual output models.

6 Generating test models in
different test strategies

Model transformation testing aims to ensure a transforma-
tion fulfills its requirements (i.e., validation testing) and to
discover defects in the transformation (i.e., defect testing).
For a certain test objective, the tester would follow a suit-
able test strategy. This section explains how test models are
generated in such different test strategies.
Figure 16 depicts the workflow for test model genera-

tion. First, a test basic, including a transformation spec-
ification and a configuration of the test model domain, is
analyzed and translated into boolean OCL expressions as
classifying terms [8] to define partitioning information sets.
Second, depending on different testing strategies, partition-
ing information sets and test criteria describe how the parti-
tions are combined and selected to design test cases. Here,
composite partitions are built according to certain specifi-
cation coverage criteria. The test conditions in both test
strategies are defined by combining single partitions using
the relational operators {and, or, not}. Finally, these par-
tition combinations are then taken as the input of an SAT
solver [41] to automatically generate test models. For a par-
ticular OCL condition, the solver might not find any valid
model since the given scope is too narrow, or there is in-
consistency in the specification. In such cases, the search
scope can be extended interactively by adjusting the solver
parameters.
There are two main test strategies for model transforma-

tions: (1) A positive testing strategy aims to ensure cor-
rectness. This strategy focuses on generating valid input
models. The tester could combine restriction domains cor-
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Figure 8: Some source CTs generated from the partition analysis on the class Class.

Figure 9: A negative precondition of the CD2RDBM trans-
formation.

responding to different aspects of the correctness property
(including syntax correctness, semantic correctness, infor-
mation preservation, and behavior preservation) to select
relevant input models together with OCL assertions. (2) A
negative testing strategy is applied to ensure safety and re-
liability. The strategy focuses on generating invalid input
models so that transformation’s defects might be detected.

6.1 Negative testing
Negative testing ensures that a model transformation can
gracefully handle invalid input or unexpected execution
scenarios. An input model is invalid if it violates at least
one negative precondition. The equivalence partition tech-

Figure 10: A negative postcondition of the CD2RDBM
transformation.

nique is applied to preconditions of the transformation to
identify various invalid partitions of input models.
To illustrate the negative testing approach, testers focus

on the following typical situation. From a given nega-
tive precondition, two equivalence partitions are defined:
a set of invalid input models that violate this precondi-
tion (false) and a set of the remaining models that ful-
fill this precondition (true). A model of the second set
can be valid or invalid due to other remaining constraint
conditions. Such a negative test case aims to discover de-
fects when robustness testing. By combining many nega-
tive preconditions, a smaller partition of invalid input mod-
els would be defined.
To automate the generation of test inputs, a combina-

tion strategy is defined that describes how values (true or
false) for negative preconditions are selected such that the
underlying coverage criterion is satisfied. The t-wise cov-
erage criterion tends to be chosen for the negative testing
approach. The coverage criterion is satisfied if any value
combinations of t parameters, i.e., negative preconditions,
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Figure 11: A positive invariant of the CD2RDBM transfor-
mation.

Figure 12: A negative invariant of the CD2RDBM trans-
formation.

in this case, appear in at least one test input. As a spe-
cial case of this, the following criteria are determined: each
choice (t = 1), pair-wise (t = 2), and exhaustive (t = n).
Based on the combinatorial testing with negative test

cases for software testing as explained in [42], different lev-
els of specification coverage are defined for the negative
test case generation as follows (see Fig. 17 for an illustra-
tion).

– NP coverage: For each negative precondition (the t-
wise coverage with t = 1) at least one input model is
selected.

– 2NP coverage: For each negative precondition (t =
1) and each pair of negative preconditions (t = 2), at
least one input model is selected.

– Combinatorial NP coverage: For each combination
of t negative precondition (t >= 1), at least one test
input model is selected. For instance, with the case

Figure 13: The OCL schema for the precondition compila-
tion.

Figure 14: The OCL expression translated from the nega-
tive precondition shown in Figure 9.

Figure 15: Partition analysis based on CTs captured from
preconditions.

t = 4, test input models would be generated for each
negative precondition and each combination from 2 to
4 negative preconditions.

Figure 18 shows four test models generated by solving
source classifying terms of the CD2RDBM transformation.
These classifying terms are defined as a combination of
negative preconditions. The first test model (M1) plays
the role of a negative test case violating the negative pre-
condition NoSelfInheritance. The remaining test models
(M2,M3, and M4) are generated by the classifying term,
defined by combining the two negative preconditions No-
SelfInheritance and NoDuplicateClassName.
Linking negative test cases with test oracles. Nega-

tive testing ensures that a model transformation can grace-
fully handle invalid input data or unexpected user behav-
ior. The purpose of negative testing is to prevent the system
from crashing due to negative inputs and improve its qual-
ity and stability. The completeness property requires that
the transformation refuses invalid input data and does not
contain any incomplete execution. The syntactical correct-
ness property requires that any output model produced from
an invalid input model needs to be invalid, i.e., it violates
at least one negative postcondition. The completeness of
a transformation could be checked by performing negative
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Figure 16: A test model generation process in different test strategies.

Figure 17: Partition analysis based on CTs captured from
preconditions.

test cases and observing manually the execution process.
The expected output of the execution is either an invalid in-
put warning or a non-terminating state of the transformation
system. Similarly, the syntactical correctness of the trans-
formation also can be checked. The output model is now
checked using the oracle function as shown in Fig. 19.

6.2 Positive testing
Positive testing verifies how the application behaves for
the positive set of data. In positive transformation testing,
single partitions are combined to select valid input mod-
els, representing composite partitions of the input model
domain. Because valid input models must satisfy without
violating any negative preconditions, all classifying terms
translated from negative preconditions will be pushed into

the SAT solver when solving constraints to generate valid
input models.
A strategy to combine partition information in terms of

classifying terms is defined to avoid duplication and re-
duce the number of test models. This strategy also ensures
both the sourcemetamodel coverage and the transformation
specification coverage. The concept Range is denoted to a
set of equivalent values of a class property and aPartition
contains one and more Range. The following coverage cri-
teria are proposed for the positive testing approach.
The allRanges coverage. The representative value of each
range must be implemented in at least one test model.
The following examples are model fragments of the meta-
model(MF).
MF{Class.allInstances → exists(c|c.name=’’)}
MF{Class.allInstances → exists(c|c.name=’var’)}
MF{Class.allInstances → exists(c|c.childClass →
size()=0)}
The allPartitions coverage. The set of representative
values of each Partition must appear in at least one test
model. The following example model fragments are gen-
erated from this fragmentation criterion.
MF{Class.allInstances → exists(c|c.name=’’) ∧
Class.allInstances → exists(c|c.name=’var’)}
MF{Class.allInstances → exists(c| c.childClass
→ size()=0) ∧ Class.allInstances → exists(c|
c.childClass → size()=0) ∧ Class.allInstances →
exists(c| c.childClass → size()>1)}
A test model based on this coverage criterion can repre-

sent more constructs to be tested in the source metamodel
than the allRanges coverage criterion. If an area is divided
into three ranges, the tester can create a test model that cor-
responds to the three instances of the test model set in the
allRanges criterion. Therefore, creating a suitable allParti-
tions coverage for a test model set can reduce the test case
size while ensuring the metamodel coverage criterion.
The allClassProperties coverage. Each value association
representing the partition of each class’ attribute values
must be implemented in at least one test model. The fol-
lowing example fragment models are generated from this



32 Informatica 47 (2023) 21–42 N. Hanh et al.

Figure 18: Four negative test cases generated from source CTs.

criterion.
MF{Class.allInstances → exists(c|c.name=’var’ ∧
c.childClass → size()=0 ∧ c.parentClass → size()=0
∧ c.ownedAtt → size()=0 ∧ c.srcAss → size()=0 ∧
c.destAss → size()=0)}

MF{Attribute.AllInstances → exists(a1| a1.name =
'attname') ∧ Attribute.AllInstances → exists (a1|
a1.datatype = 'atttype') ∧ Attribute.AllInstances →
exists(a1| a1.isPrimary = false)}

While the test coverage criteria allRanges, allPartitions,
allClassProperties allow us to achieve the source meta-
model coverage, specification-based test coverage criteria
aim at the requirement coverage. A valid input model needs
to fulfill all negative preconditions, therefore, test models
generated by the positive testing strategy ensure the precon-
dition coverage. In order to achieve the invariant coverage
and to navigate the test input model selection, the following
test coverage criterion is defined.
The invariant coverage. Each source pattern of invari-

ants (consisting of both negative and positive invariants)
needs to be implemented in at least one test model.
Positive w.r.t. negative invariants describe valid w.r.t.

invalid pairs of source and target models. Therefore, the
source graphs as part of an invariant can be used as tem-
plates, i.e., positive patterns, to generate test models in

the positive testing strategy. The invariant coverage cri-
terion requires that each source graph of invariants (includ-
ing transformation rules) appears as a restriction on at least
one test model. Considering the CD2RDBM transforma-
tion, with three negative invariants and six transformation
rules, nine test models are required to satisfy the coverage
invariant criterion.

Linking positive test cases with test oracles. The com-
pleteness property of a model transformation requires any
valid input model also to be accepted as the input data and
then transformed into an outputmodel. In case all generated
output models are valid target models satisfying all nega-
tive postconditions, the syntactical correctness property of
a model transformation is ensured.

A model transformation is correct only if both input and
output models are valid. In other words, the output model
must preserve the information as well as the behavior of
the input model through the transformation program. The
correspondence between source (input) models and target
(output) models can be captured by invariants. Therefore,
invariants should be effective knowledge sources to check
information preservation. Therefore, positive test cases
including valid input models should be used as test data
for checking the syntactical correctness and information
preservation as shown in Fig. 20 and Fig. 21.



On Integrating Multiple Restriction Domains… Informatica 47 (2023) 21–42 33

Figure 19: Oracle function for the syntactical correctness in the negative testing strategy.

Figure 20: Oracle function for the syntactical correctness
in the positive testing strategy.

7 Tool support
The USE (UML-based Specification Environment) [43] is
the execution environment of the support tool of. The
tool includes three main functional components as fol-
lows: (1) TC4MT specification tool; (2) Test generator; and
(3) Test bench.
As shown in Fig. 22, the first component allows build-

ing the TC4MT transformation specification using the USE
editor. In this component, the metamodel of a transforma-
tion specification is represented by a UML class diagram
added with OCL constraints. Patterns of a specification
are represented by object diagrams conforming to the meta-
model. For example, the class diagram in Fig. 22 shows the
metamodel of the CD2RDBM transformation specification
while preconditions, postconditions, invariants, and trans-
formation rules are represented by object diagrams created
by using the graphical window interface or the scripting lan-
guage SOIL of the USE editor.
The second component is a USE plugin that performs

the specification analysis to define test conditions. Fig-
ure 23 shows the GUI of this component. The plugin is
activated by loading a triple-type graph. The windowMeta-
modelAnalysis (red label 1) is used to automatically gen-
erate source classifying terms from the partition analysis
on the source metamodel. An optional configuration file
containing information provided by the domain expert can

Figure 21: Oracle function for the information preservation
in the positive testing strategy.

be loaded to increase the expressiveness of the source CTs.
The window SpecificationAnalysis (red label 2) is used to
load patterns of preconditions, postconditions, and invari-
ants (including transformation rules playing positive invari-
ants) and translate them into CTs using the OCL schemes
introduced in Section 5.2.
The last component, as shown in Fig. 24, is also a USE

plugin playing the test bench. Test bench-related tasks are
to use the Kodkod engine to solve OCL constraints for find-
ing model instances playing test models, invoke the system
under test (SUT) with the test models, and pass resulting
output models to the oracle function for evaluation. This
plugin is activated by loading the source metamodel. It
takes as input the specification files of metamodels, trans-
formation definition, source CTs, target CTs, and theModel
Validator configuration, all of which are plain text files.
The transformation definition including a set of TGG-

based rules is written in the RTL language [45] that can run
on theUSE tool. The configuration file (including value op-
tions for links, attributes, and size of elements) is required
to restrict object models. The source CTs file is used to gen-
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Figure 22: A transformation specification in the language TC4MT.

erate input models of test cases, the target CTs file is used
to validate output models. The mapping file contains a list
of patterns in the format of ”sourceCTs –> targetCTs”, in
which each side specifies a list of expected Boolean values
of CTs corresponding to passed test cases. The list of source
CTs that are combined to represent the input test specifica-
tion based on the selected test coverage criteria while corre-
sponding target CTs are combined to represent the expected
output property that defines the partial oracle function. The
test report obtained from the test bench is shown in Fig. 25.

Finally, as shown in Fig. 25, when executing the test
suite, each solution generated by SAT solver will be taken
as input for the model transformation. The tool then reports
whether the output model satisfies predefined OCL asser-
tions. The partition information of each solution is pre-
sented in the panel Source Classifying Terms, as shown in
Fig. 25. The validation result of the corresponding output
model against OCL assertions is shown in the panel Tar-
get Classifying Terms. The oracle function that is prede-
fined in the mapping file will check whether the test case
is passed. The test result will be depicted in the panel Vali-
dation result. The transformation execution script is shown
in the panel Executed transformations. The debugging of
transformation execution scenarios is performed by invok-
ing each rule application, step by step. The current state
of the transformation system after each transformation step
could be checked.

8 Experimental results
In this section, several experiments are performed to evalu-
ate the effectiveness of generated input models for detecting
transformation failures. The objective of the experiment is
to evaluate the error detection ability of the designed test
cases in both positive and negative testing strategies.

8.1 Tested setup

For the evaluation, the paper focuses on four model trans-
formations written in the RTL implementation language,
the Restricted graph Transformations Language, as pro-
posed in [45]. The purpose of the transformation examples
is as follows.

C2R. The CD2RDBM transformation [46] is implemented
for the running example which includes six rules, five
negative preconditions, three negative invariants, and
three negative postconditions;

B2D. The BibTeX2DocBook transformation [47] trans-
forms the BibTeX model into the XML-based format
for document composition DocBook. However, in this
paper, we are only interested in converting the infor-
mation about proceedings of conferences presented in
BibTeX models into corresponding information pre-
sented in DocBook models. The version of the trans-
formation BibTeX2DocBook includes six rules, four
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Figure 23: The GUI for the function to analyze transformation specifications.

negative preconditions, two negative invariants, and
three negative postconditions;

F2P. The Families2Persons transformation [48] is part of
the ATL transformation zoo and was created as part
of the “Usine Logicielle” project. This transformation
includes four rules, two negative preconditions, two
negative postconditions, and no negative invariant;

B2P. The BPMN2PetriNet transformation [49] transforms
BPMN models at the Computational Independent
Model (CIM) level to PetriNet models at the Platform
Independent Model (PIM) level. This model transfor-
mation includes twelve rules, five negative precondi-
tions, two negative postconditions, and no negative in-
variant.

It is important to note here that the specification language
TC4MT is independent of transformation implementation
platforms. The transformation implementations need to
conform to the transformation specification but are not de-
rived from the TC4MT specifications automatically. Gen-
erated test suites can be used for verification and validation
model transformation implementations using the black-box
testing approach.
Table 4 gathers the number of contracts of each transfor-

mation example, as well as the size of its input metamodel.
In our specification-based testing approach, we focus on
negative preconditions, negative postconditions as well as
negative invariants. Besides, transformation rules specify
expected corresponding mappings between source models
and target models so they can be considered as positive in-
variants of the source-target contracts.
The BPMN2PetriNet transformation is themost complex

in terms of the size of specification as well as the input
metamodel. The Families2Persons transformation is a sim-
ple transformation with few invariants, rules and classes.

8.2 Test suite generation
From the TC4MT specification, a test suite is derived based
on each selected coverage criterion. The test suites were au-
tomatically generated by using the tool presented in Sect. 7.
The numbers in side cell of Table 5 show the number of gen-
erated test models corresponding to a particular coverage
criterion. In general, the larger the size of the specification
is specified, the larger the test size is generated.

8.3 Efficacy of generated test suites
To measure the effectiveness of a test suite and help im-
prove it, the common techniquemutation testing [50] is em-
ployed. In mutation testing, faults are injected into a pro-
gram to produce erroneous versions of it, which are called
mutants. Then each mutant is tested with the test suite.
Once the test suite could detect the error, the mutant is
killed. Otherwise, the mutant remains alive. The mutant
score, which is the number of killed mutants divided by the
total number of mutants, gives a measure of the quality of
the test suite.
The mutation testing technique is performed as follows.

First, mutants of each transformation implementation are
created manually by injecting faults by using systematic
classification of mutation operators of model transforma-
tion regarded in [50].

Navigation. The model has navigated thanks to the rela-
tions defined on its metamodel and a set of elements is
obtained. Therefore, navigation mutations replace the
navigation towards a class with the navigation towards
another, remove the last step of a chain of navigation,
or add the last step of navigation in a navigation chain.

Filtering. A rule application is usually performed on a lim-
ited set of input and output model elements described
by the filter conditions. Filtering mutations introduce
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Figure 24: The GUI for the functions: test implementation, execution, and reporting.

Table 4: Test setup

Examples Specification Source Metamodel
Precond Postcond Inv+Rule Class Assoc Inheritance

CD2RDBM 5 3 9 3 4 0
BibTeX2DocBook 4 3 8 5 3 2
Families2Persons 2 2 4 2 4 0
BPMN2PetriNet 5 2 12 15 2 14

disturbances in the filters of a collection, either by
modifying the attributes used in the filter or by select-
ing only some instance types when the collection is
defined with a generic class.

Creation. Output model elements are created by the exe-
cution of transformation rules. The creation mutations
replace the creation of an object with another compat-
ible type, delete the creation of a relation between two
objects, or add a useless relation between two objects
in the transformation rules of a transformation imple-
mentation.

Figure 26 shows an example of mutants. Here, the rule is
specified in the RTL transformation language. The injected
fault is highlighted in a colored square. In particular, the
class Column is related to the class Table by two associ-
ations corresponding to the role names ownPkey and own-
Col. This mutant aims to replace c.ownPkey of the column

c with the c.ownCol so that the cardinality is modified.

Table 6 shows the mutation operators used to create
the mutants in the experiment, which altogether belong to
all possible mutation types (navigation, filtering, and cre-
ation). Each mutant was created by applying a mutation
operator to the original transformation one time. Thus, each
cell in the table corresponds to the number of mutants cre-
ated using a particular mutation operator. The last column
in the table summarizes the number of mutants created for
each transformation.

Table 7 shows the number of mutants created from each
transformation as well as the mutation score of the gener-
ated test suites using the negative testing strategy.

Table 8 shows the number of mutants created from each
transformation using the positive testing approach.
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Figure 25: Test report with some partition information.

Table 5: The number of test models in test suites for coverage criteria

Negative testing Positive testing
Examples 1NP 2NP 3NP Ranges Partitions ClassProperties Invariants
CD2RDBM 5 35 63 34 14 3 9

BibTeX2DocBook 4 22 50 24 12 5 8
Families2Persons 2 5 - 10 2 2 4
BPMN2PetriNet 5 35 63 53 30 15 12

Table 6: Number of mutants on the transformations
CD2RDBM (C2R), BibTeX2DocBook (B2D), Fami-
lies2Persons (F2P), and BPMN2PetriNet (B2P)

Navigation Filtering Creation Total
C2R 9 28 21 58
B2D 6 12 7 25
F2P 12 16 4 32
B2P 13 36 20 69

9 Threats to Validity
Although we performed the experiments with utmost care,
some underlying parameters potentially threaten the valid-
ity of the obtained results:

Table 7: Mutation scores of the generated test suites in the
negative testing strategy

Mutants 1NP 2NP 3NP
C2R 58 0.90 0.90 0.90
B2D 25 0.84 0.84 0.88
F2P 32 0.81 0.81 -
B2P 69 0.62 0.62 0.81

i) We experimented with common transformation ex-
amples that are available in related works. How-
ever, we only specify and implement these transfor-
mation examples with simplified requirements and
particular fragments of input/output metamodels in-
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Table 8: Mutation scores of the generated test suites in the positive testing strategy

Mutants allRanges allPartitions allClassProperties allInvariants
CD2RDBM 58 0.90 0.90 0.90 0.90

BibTeX2DocBook 25 0.72 0.80 0.80 0.72
Families2Persons 32 0.75 0.75 0.75 0.75
BPMN2PetriNet 69 0.65 0.70 0.70 0.65

Figure 26: An example for the mutation operator naviga-
tion.

stead of whole metamodels. For example, in the Bib-
TeX2DocBook transformation, we only work on Bib-
TeX files representing the conference proceedings.
Mutation scores of generated test suites generally are
dependent on specific factors such as the way to cre-
ate mutants, the size of test suites, and the quality of
the under-test transformation implementation. There-
fore, the obtained experimental results only point out
the error-detection efficiency of generated test suites
for typical semantic faults of transformations. Our
mutation-based evaluation method is inapplicable for
the other specific faults.

ii) We empirically evaluate transformation examples re-
alized by the RTL bidirectional transformation lan-
guage designed based on the integration of TGG and
OCL [45]. Because of the flexibility of the OCL lan-
guage, there can be different implementations for the
transformation from a specification. Therefore, the
number of created mutants for each different imple-
mentation does not coincide with each other. Note
that the RTL implementation currently is not de-
rived automatically from the TC4MT specification al-
though it also has the TGG-based semantics. Even in
the case of the automatically generated implementa-
tion, testing such an implementation would affect the
evaluation results. This makes RTL implementations

more objective assessment.

iii) In the workflow of our proposed approach, several
steps are still performed manually and interactively,
such as the step to create configuration files contain-
ing representative values of partitions, the one to cre-
ate mutant sets, and the one to select the solver con-
figuration. Therefore, the quality of the tester’s work
and their decisions should have more or less an impact
on the experimental results.

Discussion. As surveyed in Sect. 2, current black-box test-
ing approaches often employ meta-model coverage crite-
ria to ensure that the set of generated input models con-
tains at least one instance of any class or association of the
meta-model. They also refer to extreme values for the at-
tributes. However, a limitation of the approaches is that
a very large number of test models, including unrelated or
duplicated test models, are generated, and the completely
generated test model is often not related to the test output
evaluation. Several testing approaches focus on contract-
based model transformation specification analysis to gen-
erate smaller test model sets using the specification-based
coverage criteria. An advantage of these approaches is that
the test models remain intentional: They are generated for
testing a particular combination of transformation require-
ments so that they can be checked by the oracle function
more efficiently.
In this paper, a testing approach is proposed that com-

bines different knowledge sources to generate smaller,
more efficient test model suites with different test objec-
tives. This combination reduces test model duplication
while still ensuring efficient metamodel coverage and spec-
ification coverage. In our approach, the use of environment
configuration parameters provided by domain knowledge
makes generated test suites more efficient. Test models are
designed by using both negative testing and positive testing
strategies. The approach allows us to verify further qual-
ity properties of a model transformation. Some test oracle
functions also are defined for verifying quality properties
against appropriate test suites generated by different testing
strategies. To show the effectiveness of the generated test
cases in detecting common semantic errors, some experi-
ments are performed on different transformation examples
as regarded in Sect. 8.
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10 Conclusion and future work
This paper proposes a specification-driven testing approach
for test data selection. The basic idea is to leverage different
sources of knowledge that can be produced during the trans-
formation specification development and to utilize them for
automatic generation of test suites. Different sources of
knowledge as restriction domains are translated into OCL
conditions to facilitate the partitioning testing. The exper-
iments show that boolean OCL expressions could be com-
bined to synthesize test models. Based on the character-
istics of knowledge sources and selected testing strategies,
input model conditions would be linked with output model
assertions to check different quality properties.
The proposal testing framework, named TC4MT, em-

ploys SAT solver for finding test models automatically. The
TC4MT framework is installed to support automated test-
ing of RTL transformation implementation on USE envi-
ronments. Several experiments are conducted in which test
suites are automatically generated from several transforma-
tion specifications. We then measured the efficacy of the
generated tests using the mutation analysis. The quality of
the generated test set highly relies on how complete a spec-
ification is. If a specification only covers part of the trans-
formation requirements, then the generated models may not
enable the testing of the underspecified parts.
The performance and scope of test model searching re-

main a challenge for the proposed approach, we plan to con-
duct further experiments to improve performance and test
coverage.
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Image processing and computer vision have a major role in addressing many problems, where images 

and techniques that are dealt with them contribute greatly to finding solutions to many topics and in 

different directions. Classification techniques have a large and important role in this field, through 

which it is possible to recognize and classify images in a way that helps in solving a specific problem. 

Among the most prominent models that are distinguished for their ability and accuracy in 

distinguishing is the CNN model. In this research, we have introduced a system to classify the sea 

coral images because sea coral and its classes have many benefits in many aspects of our lives. The 

important thing in this work is to study four CNN architectures model (i.e., AlexNet, SqueezeNet, 

GoogLeNet/ Inception-v1, google Inception-v3) to determine the accuracy and efficiency of these 

architectures and determine the best of them with coral image data, and we are shown the details in 

the research paragraphs. The results showed 83.33% accuracy for AlexNet, 80.85% SqueezeNet, 

90.5% GoogLeNet and 93.17% for Inception-v3. 

 

Povzetek: Predstavljena je uporaba arhitektur konvolucijskih nevronskih mrež (CNN) za razvrščanje 

slik morskih koral. 

 

 

1   Introduction 
There is a growing scientific consensus that earth 

systems are under unprecedented stress. The human and 

economic development model developed during the 

recent industrial revolutions has had a significant impact 

on our planet. For 10,000 years, the Earth’s relative 

stability has allowed civilizations to flourish. Over time, 

industrialization has jeopardized this stability. The 

United Nations Sustainable Development Goals are 

another lens to see the challenges facing humanity. Six of 

the 17 goals are directly related to the environment and 

human influence: combating climate change, wisely 

using oceans and marine resources, managing forests, 

combating desertification, islands reverse land 

degradation and sustainable development. [1] 

Effective management depends on ecosystem 

monitoring, and prompt reporting is necessary to offer 

timely advice. At the same time, the procedure of 

gathering underwater data for following the communities 

which exist under the benthic is greatly aided by digital 

images. Recent years have seen a tremendous 

advancement in image recognition technology within 

artificial intelligence and its various uses in modern 

society, opening up new technologies  and avenues to 

enhance coral reef monitoring  

 

capabilities. Coral reef monitoring is expensive  because 

it requires specialized techniques.  Furthermore, due to 

the remoteness of reefs and diving requirements, long-

term data sets are often scattered or spatially constrained. 

The monitoring method has increased the usage of digital 

underwater photography over small spatial scales in 

order to keep costs down [2].In the last year, with the 

rapid developments in the identification of digital 

contents, the process of automatic image classification 

has become the most challenging task in computer vision. 

In comparison with human vision, the process of 

comprehending and automatically analyzing images is 

challenging [3], and as computer vision is a combination 

of pattern recognition and image processing, the process’ 

output is image understanding [4].  One of the models 

that have demonstrated excellent performance in 

computer vision problems, particularly image 

classification is the Convolutional neural networks 

CNNs [5]. Currently, CNN has become one of the most 

attractive methods, and it is now considered as a final 

factor in many modern, diverse and challenging 

applications of machine learning applications, for 

example: ImageNet object detection challenge, image 

classification, face recognition. A typical CNN Consist 

of one or more blocks of sampling layers, then it is 

followed by one or more fully connected layers (FCL) 

and an output layer, as in Figure (1).  

mailto:zainab.nemer@uobasrah.edu.iq
http://faculty.uobasrah.edu.iq/faculty/en/2499/esra.harfash@uobasrah.edu.iq


44   Informatica 47 (2023) 43–50 Z.N. Nemer et al. 

 

Figure 1: Convolutional Neural Network 

 

The CNN’s central parts are the convolutional layer 

(conv layer). The Images are static typically in nature. 

That is, the formation of any one part of the image is the 

same as the formation of any other part. Then, a feature 

learned in one region may match a similar pattern in 

another [6]. The CNN model has several architectures, 

and below we talk about some of them that were used 

in this work. 

The AlexNet is a deep CNN. It is used to successfully 

outperform the classical image object recognition 

procedures. Rather than a Sigmoid or Tanh, which 

represented function and were formerly the accepted 

standards for traditional CNNs, the AlexNet uses ReLu 

(Rectified Linear Unit) for the non-linear part. ReLu is 

given by: 

 f(x) = max (0, x) 

Three FCLs are placed after five convolutional layers 

with reducing filter sizes which are connected 

(sequentially). AlexNet could quickly down sample the 

intermediate representations with the use of strided 

convolutions and max-pooling layers. Vectorized 

convolutional maps are utilized as inputs to a 

sequence of two FCLs, as depicted in Figure (2) [7,8].  

 

 

 

 

 

 

 

Figure 2: AlexNet arhitecture 

 

SqueezeNet can be defined as one of the CNN 

architectures that has 50 times less parameters 

compared to AlexNet while maintaining accuracy on 

par with AlexNet. Also, this work demonstrated the 

model’s architecture and its application to the ImageNet 

dataset. The SqueezeNet model employs the following 

techniques to cut the bulk of parameters: reducing the 

number of input channels to 3x3 filters, substituting 1x1 

filters for 3x3 filters, and down-sampling the network 

later. Figure (3) shows how the fire module’s 

convolution filters are organized, with a squeeze 

convolution layer—which has just 1x1 filters—feeding 

into an expand layer—which has a combination of 3x3 

and 1x1 convolution filters [9,10]. 

 
Figure 3: Organization of convolution 

filters in the fire module. 
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The GoogLeNet is based on the Inception architecture. 

It is a system that repeats an inception module. From the 

network’s architecture in Figure 4, it is indicated 

that there are certain skip connections that, in essence, 

constitute a mini-module that is replicated across the 

network. This module was known as an “inception 

module” by Google. Pooling procedures, spatial 

convolution, and multiple channel reprojection are all 

included in each module. Larger convolutional 

operations (nxn) are split into two convolutional 

operations with n x1 and n x1 filter sizes. The parameter 

space is shrunk by two orders of magnitude as a result 

[11,12,13] 

 

 

Figure 4: An illustration of the layers of GoogLeNet. 

 

The Inception-v3 CNN architecture uses Factorized 7 

x 7 convolutions, Label Smoothing, and use the auxiliary 

classifier to transfer label information lower down the 

network, among other advances (along with using batch 

normalization for layers in the side head). After that, an 

FCL is developed on top of the Inception-V3 architecture 

as a platform for optimizing the process of classification. 

Convolution layers can learn enough on their own 

convolution kernel to create the tensor outputs during the 

model-building process. Additionally, prior to the 

classification stage, our custom model is concatenated 

with the individually acquired segmented features. Then 

it is considered the base of any model because of its 

capability to get important features that can be utilized in 

the process of image classification. Figure 5 show the 

general architecture [14,15]. 

Figure 5: complete architecture of Inception-v3 

 

The four learning transfer architectures have been trained 

in this study to test their capacity for identifying images of 

sea coral, and the accuracy results were provided. The rest 

of this work is structured as follows: Section 1 presents the 

introduction, section 2 presents the related works, section 

3 presents the working system’s description, section 4 

presents experimental results thoroughly, and section 5 

presents the discussions and conclusions. 

2 Related work 
Convolutional neural network models can be applied to 

many topics for the purpose of classification. There are 

many types of CNN models that can be used for each 

specific topic, and the following is a set of research in this 

direction. 

This study by Sumit Sharan et al. is only based on the 

challenging but significant Scleractinian (Stony) corals. 

Further research is done on a suggested method using 

structural levels like branching corals. The results of the 

verification show that the testing and training data are 

nearly identical, demonstrating the capability of the 

suggested method to accurately predict and learn [16]. 

S. M. Jaisakthi et al. efforts to automatically recognize 

and label several types of a benthic substrate using 

bounding boxes in a given image are introduced as work 

to monitor coral reefs. In order to recognize and detect 

various kinds of benthic substrates, an approach based on 

CNN is given in this research. Since this technique is 

quicker and more accurate at recognizing objects, they 

adopted a faster RCNN structure for substrate detection 

[17]. 

The classification approach for coral reef images 

was demonstrated by Zvy Dubinsky et al., and it may be 

altered to fit other dataset features (number of classes, the 

size of the dataset, class types, etc.). Also, the 

study compared several CNN architectures, such 

as ResNet-50 and VGG-16, and applied transfer learning 

to the results. There were eleven classes of coral species 

represented by 5500 images in the ResNet-50 dataset. 

Here the use of DL is to find out which coral species 

were most common in the Gulf of Eilat and then link 

those findings to other ecological factors like water depth 

or anthropogenic disturbance [18]. 

Szegedy et al. utilized seven GoogLeNet models in their 

study. The initialization (and even initial weights, due to 

oversight) and learning rate policies used for training 

such models were the same. The main differences 

between them were the sampling methods they used and 

the randomness of the input images. The ILSVRC 2014 

classification challenge involves placing an image into 

one of 1000 leaf-node categories in the ImageNet 

hierarchy. There are around 50,000 validation images, 

1.2 million training images, and 100,000 testing images 

[19]. 

The purpose of this work, led by Eduardo Tusa 

and colleagues, is to construct a supervised machine 

learning-based vision system for coral detections. A bank 

of Gabor Wavelet filters have been used for 

extracting texture feature descriptors, and learning 

classifiers from the OpenCV library have been used to 

distinguish between non-coral and coral reef. The database 
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of 621 images (created for this purpose) that depicts 

Belize’s coral reef: Choose the Decision Trees approach 

since it performs the most quickly and accurately (110 for 

training the classifiers, 511 for testing the coral detector) 

[20]. 

CNNs, a supervised deep learning technique, are used 

by Mohamed Elsayed Elawady to offer an effective 

sparse classification for coral species. Additionally, the 

researchers experiment with cutting-edge underwater 

image enhancement, color conversion, and color 

normalization algorithms while computing Phase 

Congruency (PC), Weber Local Descriptor (WLD), and 

Zero Component Analysis (ZCA) Whitening to extract 

shape and texture feature descriptors that are used as 

supplementary channels (feature- based maps) with the 

input coral image’s basic spatial color channels (spatial-

based maps).[21] 

The classification of radiography images using 11 

CNN architectures (VGG-19, GoogLeNet, SqueezeNet, 

AlexNet, Inception-v3, ResNet-18, VGG-16, ResNet-

50, DenseNet-201, ResNet-101, and Inception-ResNet-

v2) is presented by Ananda Ananda et al. With the use 

of CNNs, two classes—normal and abnormal—of wrist 

radiographs from the Stanford Musculoskeletal 

Radiographs (MURA) dataset were identified. Different 

hyper-parameters against accuracy and Cohen’s kappa 

coefficient were used to compare the architectures. [22] 

In order to establish a simpler, more effective, and 

quicker way to automate the classification of corals, the 

fundamental analysis was explored in the work of Sumit 

Sharan and colleagues with the use of approaches like 

CNN and DL. Only the challenging but significant 

Scleractinian (Stony) corals are used as a basis for this 

article. Further research is done on a suggested method 

using structural levels like branching corals. The results 

of the verification show that the testing and data are 

nearly identical, demonstrating the capability of the 

suggested method to accurately predict and learn [23]. 

In this article, Nurbaity Sabri and colleagues offer a study 

that contrasts the leaf recognition abilities of basic 

CNN and pre-trained models AlexNet and GoogLeNet. 

The use of such classification models has greatly advanced 

computer vision. This study uses MalayaKew for 

detecting leaf recognition performance. GoogLeNet 

exceeds both standard CNN and Alex Net, achieving a 

flawless accuracy rate of 100%. Because of the several 

layers in its architecture, GoogLeNet’s processing time is 

longer than that of the other models [24]. 

The accuracy of a technique developed by Hopkinson 

B.M. and colleagues to automatically classify 3D 

reconstructions of reef sections were evaluated. Locations 

on 3D reconstruction have been mapped back into the 

original images to extract various views of the location to 

produce a 3D classified map. CNNs have been utilized in 

each method examined for classifying or 

extracting characteristics from images; however, each 

method tested differed in the method for combining 

information from different views of a point into a single 

classification. Probability averaging, voting and a layer of 

a learned NN were methods for combining information. 

[25]-[27] 

3 Description of work system 

The field of artificial intelligence and computer vision 

has witnessed during these years tremendous 

developments with regard to digital image processing 

and in various disciplines, and this development had a 

major role in addressing many of the issues that images 

are mainly involved in solving, including medical, 

industrial, educational and other issues. In any direction, 

many factors control the quality of the results, including 

the size of the amount of data, the method used for 

processing, and the methods of extracting the final results 

from the analyzed images. n this research, we turned to 

treating pictures of sea coral and trying to classify them 

using the method CNN. The following is a review of the 

most important steps that were followed in this research 

to read, treat and classify the sea corals. 

There are many types of coral around the world, and there 

are some species thrive in warm shallow waters and are 

close to beaches and coasts, and some are located in the 

depths of the cold, dark sea. So, there are different types 

of corals in their characteristics, and in general, coral is 

classified as either hard or soft coral; there are many 

known types of hard and soft coral. They are easily 

distinguished because they are similar to plants, live in 

colonies, and have a distinctive appearance. 

For the experiments, we dealt with ten classes of sea 

corals:(Great Star Coral, Brain Coral, Table Coral, Pillar 

Coral, Staghorn Coral, Bubble Coral, Sea Pens, 

Toadstool Coral, Carnation Coral, Gorgonian (Sea Fans). 

Each class has 50 images. Five of these classes are hard 

coral, namely:(Great Star Coral, Brain Coral, Table 

Coral, Pillar Coral, and Staghorn Coral), and the other 

five are soft coral, namely:(Bubble Coral, Sea Pens, 

Toadstool Coral, Carnation Coral, Gorgonian). This 

dataset is compiled accurately and according to accurate 

specifications of images, and from different sites of the 

Internet. In the figure 6 samples from each class of the 

approved coral database. 

 

3.1 The CNN structure of sea coral 

In this work, we tested four different CNN networks 

are:(AlexNet, SqueezeNet, GoogLeNet, and 

inceptionv3) in order to test the efficiency of each net in 

terms of its ability to classify sea coral data. The input 

image is of size 250×250×3 and then cropped to the size 

that is appropriate for each Net model and what it 

requires. The following is a description of each network 

that is used here in this classification problem; 

AlexNet: The architecture of AlexNet consists of 25 

layers: 

• Input data size is [227,227,3] 

• There are five Convolutional layers. 

• To extract the most appropriate features, there are 

three of Max-Pooling layers. 

• Then two consecutive layers of FCLs, 

• Then softmax is used here as the activation layer in 
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the last network layer for predictions. 

• The ReLU activation function, where ReLU is the 

default activation function, 

• Also, the Stochastic gradient descent with momentum 

(SGD) solver is used. 

 

SqueezeNet:  This model is very common in image 

classification problems because it gives great accuracy 

in classification. SqueezeNet architecture consists of 68 

layers: 

• The input size here is 227x227 x3 

• a single convolutional layer of an input and output 

layer 

• Three of 3x3 max Pooling with stride 2 

• The Activation Function depends on the ReLU 

activation function, implemented between the 

squeeze and expand layers. 

• Eight fire modules 

• The softmax and the SGD optimizer are used here. 

 

GoogLeNet: GoogLeNet is one of the important 

models because it is trained faster. The architecture of 

this net consists of 144 layers: 

• Input images of size 224x224x3 

• Three of 3x3 max Pooling with stride 2 

• Nine Inception models 

• The ReLU activation function is implemented 

• SGD optimizers are used 

• Finally, fully connected and softmax 

 

Inceptionv3: In Inception-v3 Architecture, there are 

315 layers, and we indicated in this net the Conv comes 

first, then Batch Norm and ReLU are used after it. The 

following are some of the properties that apply in this 

network: 

• Input images of size 229x229x3 

• four of 3x3 max Pooling with stride 2 

• Nine Inception models 

• Two grid size reduction 

• The ReLU activation function is implemented 

• SGD optimizers are used 

• The Finally Fully connected 

• Then prediction softmax 

 

 

 

 

 

 
    Figure 6: Samples of images of coral dataset 

 

 

4 Discussion and experimental results 

The purpose of implementing several CNN 

architectures is to know and measure their efficiency in 

Classification problems, especially in sea coral images, 

and to determine the most efficient ones. We have 

trained these nets according to the specifications 

described above. The CNN architectures:(AlexNet,  

GoogLeNet, SqueezeNet inceptionv3) are trained on 

ten classes of coral images. The results obtained with 

these four CNN models are very encouraging, and the 

error accuracy of the total results of all ten classes of the 

coral is shown in Table (1) for 30 epochs. 

 

Table 1: Pretrained deep learning models. 

Network Accuracy validations (Top_1) 

AlexNet 83.33 

SqueezeNet 80.85 

GoogLeNet 90.5 

inceptionv3 93.17 
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These conventional accuracies represent the Top_1, 

which means the expected answer (the highest 

probability). All the architectures show important 

accuracies, but the inception v3 and GoogLeNet achieved 

higher average accuracy than AlexNet and SqueezeNet. 

The elapsed time of training of each net is calculated and 

distributed as in Figure (7). As we can see from the 

figure, there is a clear difference in the time that each 

network spends in the training phase with the stability of 

the epoch number. Note that inception v3 had the highest 

training time, although it was the highest accuracy. 

With every architecture that is trained, we measure the 

accuracy of each of ten categories in order to determine 

the success rate of each type of coral, and the accuracy 

was measured by relying on Top_5 accuracy (the highest 

probability answers which should match the expected 

answer). Table (2) shows the details of the accuracy of 

each class with each architecture. 

As is known, the Top_5 method always gives a higher 

predictor of accuracy, as is evident in Table (2), but from 

the point of view of careful observation, we find that the 

Great Star and Sea pens coral are almost better with 

every architecture. 

 

 

      Figure 7: The total training time of architectures. 

  

With every architecture that is trained, we measure the 

accuracy of each of ten categories in order to determine 

the success rate of each type of coral, and the accuracy 

was measured by relying on Top_5 accuracy (the 

highest probability answers that must match the 

expected answer). Table (2) shows the details of the 

accuracy of each class with each architecture. 

As is known, the Top_5 method always gives a higher 

predictor of accuracy, as is evident in Table (2), but 

from the point of view of careful observation, we find 

that the Great Star and Sea pens coral are almost better 

with every architecture. 

 

 

 

 

Table 2: Accuracy of each coral class with each network. 

Name of coral AlexNet Squeeze 

net 

GoogLeN

et 

inceptionv

3 

Great Star 

Coral(hard) 

0.9583 0.9916 0.9360 0.9498 

Brain Coral 

(hard) 

0.9000 0.9429 0.9513 0.9352 

Table Coral (hard) 0.9250 0.9958 0.9017 0.9345 

Pillar Coral (hard) 0.9333 0.8941 0.9584 0.9301 

Staghorn Coral 

(hard) 

0.8333 0.9428 0.9527 0.9445 

Bubble 

Coral(soft) 

0.8667 0.9306 0.9962 0.9299 

Sea Pens (soft) 0.9167 0.9958 0.9399 0.9358 

*Toadstool Coral 

(soft) 

0.908

3 

0.8857 0.9656 0.9257 

Carnation Coral 

(soft) 

0.875

0 

0.9875 0.9855 0.9076 

Gorgonian(soft) 0.883

3 

0.9428 0.9236 0.9327 

 

For another test, we trained the architects separately on 

each type of coral, i.e., hard and soft. This experiment 

aims to measure each architecture's efficiency in 

identifying the classes of each type. Table (3) shows the 

overall results in this case. It is noticeable here that the 

accuracy error of identifying the classes of each type 

(hard& soft) was better, but the accuracy of soft type in 

all the architectures is a certain percentage higher than 

hard type. 

 

Table 3: Accuracy of each type of coral. 

Network 
Accuracy of 

hard coral 

Accuracy of  

soft coral 

AlexNet 89.33 90 

SqueezeNet 86.83 88.33 

GoogLeNet 93.33 95 

inceptionv3 96.0 96.67 

 
5 Conclusion 
In this research, we have introduced work with 

Multiple CNN architectures (AlexNet, SqueezeNet, 

GoogLeNet, inception v3) to classify the sea coral images. 

The point of view of this work is to know and study the 

ability of each of  architectures in classification problem, 

especially with this type of image. In this work, we want to 

know the possibility of classification of sea coral images 

by adopting these classification models. We hope at the 

same time that this work will have a role in clarifying the 

efficiency and ability of each of these CNN architectures 

to make it easier to choose any of them according to the 

data being processed. 

Then, what distinguishes this work is the in-depth 

research to reach results that give a decisions in to 

directions:first determine the efficiency level of the 

various CNN archtictures ,each separately ,second 
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,classifying marine coral and obtaining the best reselts 

here ,as clarified in the previous paragraph and also in 

this part. In this system adopts ten types of sea coral, five 

of which are for the hard coral type and the other five 

for the soft coral type. Two tests were carried out. In 

the first test, training of each net (each one separately) 

on all the ten coral classes, and the final results indicate 

the high efficiency of all the architectures in classifying 

images as Coral, but GoogLeNet and Inception v3 

generally recorded better results. The error accuracy with 

GoogLeNet is (90.5%) and with Inception v3 (93.17%). 

This is because the GoogLeNet and Inception v3 have 

distinct architectures in terms of design compared with 

the rest. They are deeper networks, so their results are 

generally more accurate. 

In the second test, we trained the four nets on each type 

of coral separately, that is, hard and soft coral, and the 

results obtained from this test indicated the high 

efficiency of the four architectures in classification. The 

GoogLeNet and Inception v3 were also distinguished by 

relatively higher results than the AlexNet and 

SqueezeNet, the accuracy of the error with the hard type 

was (93.33 %) with GoogLeNet and (96%) with 

Inception v3. And with the soft type was (95%) with 

GoogLeNet and (96.67%) with Inception v3. 

Although the results presented in this paper are very 

impressive and are sufficient for what we were aiming of 

this research, some issues may hinder obtaining higher 

results in this work, including the limited number of 

images adopted. We believe that if the number of coral 

images was much greater, the results would have been 

much higher accuracy. Also, GoogLeNet and Inception 

v3 take longer time compared to the other models, 
AlexNet and SqueezeNet, because the number of layers 
is high in its architecture, especially with Inception v3 

Finally, we have tried highlighting the power of CNN 

models in recognizing the coral images by choosing 

these four different Architectures. Although all these nets 

take execution time on the CPU (especially Inception 

v3), and of course, this time increases with the number of 

cycles, they are very powerful discrimination models. 

 

References 

[1] Celine Herweijer, Dominic Waughray,” Harnessing 

Artificial Intelligence for the Earth”, PwC and 

Stanford Woods Institute for the Environment, 

January,2018.  

[2] Y. Manuel González-Rivero, Oscar Beijbom, Alberto 

Rodriguez-Ramirez and Dominic E.,” Monitoring of 

Coral Reefs Using Artificial Intelligence: A Feasible 

and Cost- Effective Approach’’, Sensing, Volume 12, 

Issue 3, p.489. , 2020, https://doi.org/10.3390/rs120 

30489. 

[3] Muthukrishnan Ramprasath, ‘Image Classification 

using Convolutional Neural 

Networks’ ,International Journal of Pure and Applied 

Mathematics,Volume 119,No. 17, pp.1307-

1319,2018. 

[4] Wiley Victor, and Thomas Lucas. “Computer vision 

and image processing: a paper review.” International 

Journal of Artificial Intelligence Research 2.1,pp. 29-

36,2018, https://doi.org/10.29099/ijair.v2i1.42. 

[5]  Wu, Jianxin. “Introduction to convolutional neural 

networks.”,National Key Lab for Novel Software 

Technology, Nanjing University, China,Vol. 5, no. 

23, p. 495,2017. 

[6] F Sultana, A Sufian, P Dutta.,2018, November. 

Advancements in image classification using 

convolutional neural network. In 2018 Fourth 

International Conference on Research in 

Computational Intelligence and Communication 

Networks (ICRCICN),,IEEE,pp. 122-129, 

https://doi.org/10.1109/ICRCICN.2018.8718718 

[7] Grm, Klemen, Vitomir Struc, Anais Artiges, 

Matthieu Caron, and Hazım K. Ekenel, “Strengths 

and weaknesses of deep learning models for face 

recognition against image degradations.”,Iet   

Biometrics vol 7, no. 1,pp. 81-89,2018, 

https://doi.org/10.1049/iet-bmt.2017.0083 

[8] Shadman Q. Salih, Hawre Kh. Abdulla,’ Modified 

AlexNet Convolution Neural Network For Covid-19 

Detection Using Chest X-ray Images’, Kurdistan 

Journal of Applied Research (KJAR),Vol. 5,No.1 ,pp. 

119-130,2020, https://doi.org/10.24017/covid.14 

[9] Forrest N. Iandola, Song Han and Matthew W. 

Moskewicz, ‘squeezenet: alexnet-level accuracy with 

50x fewer parameters and <0.5mb model size’, 

Computer Vision and Pattern Recognition (cs.CV); 

Artificial Intelligence, arXiv preprint 

arXiv:1602.07360, 2016. 

[10] Ali Ahmed,’ Pre-trained CNNs Models for Content 

based Image Retrieval’,International Journal of 

Advanced Computer Science and Applications, Vol. 

12, No. 7,pp.200-206, 

2021,https://doi.org/10.14569/ijacsa.2021.0120723 

[11]  Gomez-Ríos A., Tabik S., Luengo J., Shihavuddin 

A.S.M., Krawczyk B. and Herrera F.,’ Towards 

highly accurate coral texture images classification 

using deep convolutional neural networks and data 

augmentation’. Expert Systems with 

Applications, 118,pp.315-328,2018, 

https://doi.org/10.1016/j.eswa.2018.10.010 

[12] Nur Azida Muhammad, Amelina Ab Nasir and 

Zaidah Ibrahim,’ Evaluation of CNN, AlexNet and 

GoogLeNet for Fruit Recognition’,Indonesian 

Journal of Electrical Engineering and Computer 

Science Vol. 12, No. 2,,pp.468-

475,2018,https://doi.org/10.11591/IJEECS.V12.I2.P

P468-475 

[13] Sa Inkyu, Zongyuan Ge, Feras Dayoub, Ben 

Upcroft, Tristan Perez, and Chris McCool,   

‘Deepfruits: A fruit detection system using deep 

neural networks.’, sensors Vol16, no. 8,p. 1222, 

2016,https://doi.org/10.3390/s16081222 

[14]    Nivrito, A. K. M., Md Wahed, and Rayed Bin, 

‘Comparative analysis between Inception-v3 and 

other learning systems using facial expressions 

detection.’, PhD diss., BRAC University, 2016. 

https://doi.org/10.3390/rs120%2030489
https://doi.org/10.3390/rs120%2030489
https://doi.org/10.29099/ijair.v2i1.42
https://scholar.google.com/citations?user=mfCWURkAAAAJ&hl=en&oi=sra
https://scholar.google.com/citations?user=MZE2VskAAAAJ&hl=en&oi=sra
https://scholar.google.com/citations?user=CZc_cw0AAAAJ&hl=en&oi=sra
https://doi.org/10.1109/ICRCICN.2018.8718718
https://doi.org/10.1049/iet-bmt.2017.0083
https://doi.org/10.24017/covid.14
https://doi.org/10.14569/ijacsa.2021.0120723
https://doi.org/10.1016/j.eswa.2018.10.010
https://doi.org/10.11591/IJEECS.V12.I2.PP468-475
https://doi.org/10.11591/IJEECS.V12.I2.PP468-475
https://doi.org/10.3390/s16081222


50   Informatica 47 (2023) 43–50 Z.N. Nemer et al. 

[15] Szegedy, C., Vanhoucke, V., Ioffe, S., Shlens, J., & 

Wojna, Z.’ Rethinking the inception architecture for 

computer vision’, In Proceedings of the IEEE 

conference on computer vision and pattern 

recognition,(pp. 2818-2826), 

2016,https://doi.org/10.1109/CVPR.2016.308. 

[16] Sharan, S., Harsh, H., Kininmonth, S., & Mehta, U. 

(2021). Automated cnn based coral reef classification 

using image augmentation and deep 

learning. International Journal of Engineering 

Intelligent Systems, Vol.29, no.4, pp.253–261,2021. 

[17] Jaisakthi S.M., Mirunalini P., Aravindan C., ‘Coral 

Reef Annotation and Localization using Faster R-

CNN’. InCLEF (Working Notes),Jan, 2019. 

[18] Raphael, A., Dubinsky, Z., Netanyahu, N. S., & Iluz, 

D.,’ Deep Neural Network Analysis for 

Environmental Study of Coral Reefs in the Gulf of 

Eilat (Aqaba)’. Big Data and Cognitive 

Computing, Vol.5, no.2, pp.19., 2021, 

https://doi.org/10.3390/BDCC5020019. 

[19] Szegedy C., Liu W., Jia Y., Sermanet P., Reed S., 

Anguelov D.,... & Rabinovich, A.,2015,’ Going 

deeper with convolutions.’ In Proceedings of the 

IEEE conference on computer vision and pattern 

recognition,pp.1-9, 

https://doi.org/10.1109/CVPR.2015.7298594 

[20] Tusa Eduardo, Alan Reynolds, David M., Lane, Neil 

M.,Robertson Hyxia V., and Antonio Bosnjak, 

‘Implementation of a fast coral detector using a 

supervised machine learning and gabor wavelet 

feature descriptors.’, In 2014, IEEE Sensor Systems 

for a Changing Ocean (SSCO)., pp. 1-6, IEEE, 2014. 

https://doi.org/10.1109/SSCO.2014.7000371 

[21] Elawady M.,’ Sparse coral classification using deep 

convolutional neural networks.’, A Thesis Submitted 

for the Degree of MSc Erasmus Mundus in Vision 

and Robotics (VIBOT), Department of Computer 

Architecture and Technology University of Girona, 

2014. 

[22] Ananda A., Ngan K.H., Karabag C., Ter-Sarkisov 

A., Alonso E. and Reyes-Aldasoro C.C., 

‘Classification and visualisation of normal and 

abnormal radiographs; a comparison between eleven 

convolutional neural network 

architectures.’, Sensors, Vol. 21,no.16, p.5381, 

2021, https://doi.org/10.1101/2021.06.16.21259014 

[23] Sharan S., Harsh H., Kininmonth S., & Mehta, U.,’ 

Automated cnn based coral reef classification using 

image augmentation and deep 

learning.’, International Journal of Engineering 

Intelligent Systems, Vol. 29,no. 4,pp.253-261,2021, 

[24]    Sabri N., Aziz Z.A., Ibrahim Z., Rasydan M.A.  

and Hafiz A.,’ Comparing convolution neural 

network models for leaf recognition.’ International 

Journal of Engineering & 

Technology,7.3.15,p.141-144,2018, 

https://doi.org/10.14419/IJET.V7I3.15.17518 

[25] Hopkinson B.M., King A.C., Owen D.P., 

Johnson-Roberson M., Long M.H. and 

Bhandarkar, SM,,’ Automated classification of 

three-dimensional reconstructions of coral reefs 

using convolutional neural networks. ‘,PloS 

one, Vol.15, no.3,p.e0230671,2020, 

https://doi.org/10.1371/journal.pone.0230671 

[26]   Wala’a, N. J., & Rana J. M., (2021). A Survey on 

Segmentation Techniques for Image Processing, 

Iraqi Journal for Electrical and Electronic 

Engineering, vol. 17 , pp. 73-9, 

https://doi.org/10.37917/ijeee.17.2.10.  

[27]    Nemer, Z.N., 2022. Hand Gestures Detecting 

Using Radon And Fan Beam Projection 

Features. Informatica, 46(5). 

https://doi.org/10.31449/inf.v46i5.3744 

 

https://doi.org/10.1109/CVPR.2016.308
https://doi.org/10.3390/BDCC5020019
https://doi.org/10.1109/CVPR.2015.7298594
https://doi.org/10.1109/SSCO.2014.7000371
https://doi.org/10.1101/2021.06.16.21259014
https://doi.org/10.14419/IJET.V7I3.15.17518
https://doi.org/10.1371/journal.pone.0230671
https://doi.org/10.37917/ijeee.17.2.10
https://doi.org/10.31449/inf.v46i5.3744


https://doi.org/10.31449/inf.v47i1.4526 Informatica 47 (2023) 51–64 51 

Threat Model and Risk Management for a Smart Home IoT System 

Ahmed Redha Mahlous1* 
1Prince Sultan University, KSA, Saudi Arabia 

Email: armahlous@psu.edu.sa 
*Corresponding Author 

Keywords: STRIDE, DRED, smart homes, IoT, security risk assessment 

Received: November 21, 2022 

 

The emergence of smart homes, driven by the rapid growth and development of technology, has 

brought numerous benefits to human life, including convenience and improved wellbeing. However, 

the incorporation of IoT devices into smart homes and their connection to the Internet have created 

new security and privacy challenges that affect the confidentiality, integrity, and availability of data 

collected and exchanged by these devices. Such challenges have led to security threats that render IoT 

devices in smart homes vulnerable to various vector attacks. To provide a comprehensive picture of 

the security of smart homes, this paper applies the STRIDE [1] threat model to identify potential 

threats at different layers, namely the IoT device, communication, and application layers. 

Additionally, a risk-rating security threat model, DREAD, is used to assess the risks of these threats. 

Finally, this paper proposes a risk mitigation strategy to respond to the rated risks and improve the 

security of smart home IoT systems. The primary aim of this paper is to enhance the understanding of 

the various security threats insmart homes and provide a security baseline to enhance the security of 

smart home IoT systems. 

 

Povzetek: V članku je predstavljena uporaba modela STRIDE na IoT napravah pametnega doma za 

prepoznavanje potencialnih groženj na različnih ravneh.

1 Introduction
Smart homes or home automation is a term used for homes 

that have certain devices that sense, control, and regulate 

the attributes of the house, this might include attributes 

such as temperature, power consumption, entertainment 

systems, and might include security features such as 

camera surveillance and door smart locking.  

Smart home devices create a lot of convenience and more 

control features to homeowners that are extremely 

attractive to normal homeowners especially when they are 

at a very competitive price. Benefits include remote 

control over home features inside or outside the home 

itself, a decrease in power consumption which creates 

significant savings for the homeowner, having smart 

security monitoring which gives a sense of security and 

privacy for homeowners as well.  

The market for smart home and home automation has been 

increasing dramatically due to the convenience it brings, 

ease of use and setup, and the decrease of its prices lately 

due to the huge competition. The global market of home 

automation is reaching a size of 100 Billion dollars, with 

more than 250 million homes that use such technologies 

which represent around 12% of homes worldwide [2].  

The competitive nature of such a growing market has also 

created many flaws that together with many risks and 

technical issues that are growing as well. Issues and risks 

may include platform fragmentation [3] which is a term 

used when many devices with different incompatible 

software are connected. Lack of technical standards in 

many of these devices causes more risks that may affect 

the devices’ security and privacy promises. Moreover, the 

usage of different communication standards also creates 

many complications when it comes to the security of the 

systems. And finally, the usage of insecure operating 

systems such as old versions of android due to the low 

technical requirement and ease of development imposes 

huge risks on the security of the systems, with studies that 

show that more than 80% of android devices that are 

running are not secure [4], and may have at least one 

critical vulnerability.  

Smart home devices may have many security risks that 

include easier home intrusions which may happen if the 

home security system had weak security which allows 

hackers and thieves to break into the system and disable 

its feature, or moreover, open the door for them. Also, 

target targeted attack that targets the smart home device to 

find and collect data about the user which includes his 

name, phone number, main email account, password used 

if it was not encrypted, and maybe their credit cards detail 

as well. Moreover, a breach of privacy may happen if an 

attacker had access to previous or even live recordings of 

any internal camera/microphone which the attacker may 

use against the victim at any time he wishes as blackmails 

and more.  

Smart home devices have so many kinds of risks due to 

the amount of point of attack that exists because of their 

nature, most of them use unprotected communication 

protocols that are mainly wireless, most of them use 

unprotected software that controls them, many of them use 

very weak security policies and controls, and many of 

them are IoT devices which are connected to the internet 

which is another point of attack with many kinds of attack 

as well.  
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The motivation to write this paper is a rapid increase in 

smart home devices usage in recent years, and we wanted 

to explore the different potential threats that can be used 

against IoT systems in a smart home. The contribution of 

this study is the result of the risk assessment model which 

can be used to plan for successful strategy to mitigate risks 

and contribute to the development of a secure IoT devices 

for smart home. We believe that it is important to make 

users and designers of smart home become more aware 

about the security and privacy breach against such 

devices. 

2 Literature review 
Authors in [5] presented a review study of the different 

face detection approaches in the IoT domain and their 

application in smart home IoT systems. Authors in [6] 

surveyed the security of the smart home and the privacy 

of people living in. They analyzed the security and risks 

faced by smart home and identified a set of vulnerabilities 

that can be exploited to gain unauthorized access. The 

security problems related to the usage of smartphone in 

smart home was the study of [7]. They listed some 

problems such as power and Internet malfunction, 

Software failure, Confidential Data leakage and 

Eavesdropping attack. 

Many studies emphasized on the challenges, risk and 

difficulties that smart home’s owners and designers face 

in securing their IoT systems [8]. Authors in [9] mentioned 

the example of the DDOS attack that happened in 

November 2016 in two buildings in Finland when most of 

the automated systems controlling thermostats were 

shutdown.  

The data privacy drew the attention of authors in [10] . 

They highlighted the legal issues related to data privacy 

and storage in IoT systems in smart home. While authors 

in [11] tried to fil the gap related to the role of privacy in 

smart home and address the concerns related to what 

extend user’s concerns for information privacy influenced 

the intended smart home usage. A multi-theoretical model 

using Smart PLS 3.2.8 was tested and the derived findings 

from empirical study emphasize the importance of 

addressing privacy concerns because they can influence 

on the intended usage of smart home.  

Authors in [12] deducted that user assume that their 

privacy is protected while using IoT devices but are often 

unaware about of the potential leak of sensitive 

information. In another study [13], authors concluded that 

user’s security risk perception has an effect of their 

intention to use smart home devices, while authors in [14] 

stated that users convey responsibilities of their privacy 

protection while using IoT devices to the manufacturers. 

Authors in [15] provided an overview of users’ perception 

of security while using IoT devices. They developed a 

model and tested it with multiple linear regression. Using 

a survey, they concluded that users’ awareness about 

many threats, have an effect on IoT security importance. 

In the other hand, most of the users do not check their 

security settings and feel safe while using IoT devices. 

The rest of the paper is structured as follows: section 2 

literature review, then section 3 presents a scenario and 

requirements, section 4 reviews Security Objectives of the 

system. Section 5 presents the risk assessment approach 

and finally a conclusion is presented in section 6. 

3 Scenario and requirements 
To understand better the different assets and threats that 

night exist in a smart home system, we present the 

following scenario. The surface of the smart home is 

200m2 and it consists of two stories building and an attic 

as shown in Figure 1. 

 

 
Figure 1: Smart home 

 

The house contains the smart devices (Camera and Smart 

Door) and some of the controlling devices (tablet), outside 

of the house, other controlling devices are there such as a 

Smartphone, all connected to the internet while having an 

API communicate between the device interface and the 

user interface.  

The user of the smart home system is most of the time 

away and needs to have the safest house possible. We 

define the following requirements: 

• The user of the smart home system wants to be 

able to access and monitor the following IoT systems 

remotely when he is away: 

o Climate control 

o Smoke / fire 

o Temperature issues out of the normal range 

o Door and window locks 

o Lawn watering 

o Local alarm and emergency department 

messaging 

• The user of the smart home system needs to have 

control over the system locally and through the cloud, 

which means he should be able to access the controller 

remotely using his smart phone or locally via a web 

browser. 

• The sensors should send their collected data to 

the system and different actions should be taken upon the 

sensor’s input. For instance, if the temperature goes above 

a certain threshold, it probably means that the AC is not 

working properly, and a notification should be sent to 

someone without any delay. Also, in case of the presence 

of a smoke, the smoke detector should sound, and an alert 

should be sent to the owner as well as to the fire brigade. 
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• The system should allow the user of the smart 

home system to change the threshold values that trigger 

different actuators and events as necessary, either locally 

or through the mobile app. The triggers and behaviors, 

data analytics, and remote-control access are all available 

through a home automation cloud application service that 

the system will interface with. 

• The accounts used to access to the system should 

be protected by strong passwords. 

 

4 The security objectives of the 

system 
In the smart home we have many different IoT ranging 

from locks, cameras, and climate controllers to smoke and 

fire detector and lawn watering, each may have certain 

logs that store info about their activity or previous 

recordings. For example, cameras and microphones have 

previous recordings that are video and voice files. Climate 

controllers and door locks may have logs about previous 

activities. All stored info, recordings, and activity logs can 

be used to a hacker’s advantage by doing reconnaissance 

and data analysis to find more info about the homeowner. 

All of these kinds of data shall have clear policies 

regarding their storage and access capabilities to eliminate 

such risks. Thus, it is imperative to for any system like this 

to define the associated security needs and objectives. 

Taking into account the requirements mentioned in section 

3 above, we present in Table 1 below the categories, the 

risk of breaching them and their associated security needs. 

 

Table 1: Categories, risk and security needs. 

Category 

definition 

Risk Security needs 

Identity: 

access and 

authorization 

controls 

should be in 

place to 

document 

who is 

accessing the 

IoT system. 

 

Unauthor

ized 

access to 

the IoT 

system 

from 

stolen 

credentia

ls. 

 

Each person 

who 

accesses the 

smart home 

should have 

a separate 

Username 

and 

password.  

All access 

events 

should be 

logged in 

the cloud 

and retained 

for a period 

of time. 

The 

actuators in 

smart home 

should be 

controlled 

by the cloud 

application, 

while the 

IoT systems 

should have 

the ability 

to load their 

read data to 

the cloud. 

In terms of 

machine to 

machine 

(M2M), 

only 

allowed 

machine 

access is 

permitted. 

 

Financial: A 

financial loss 

due to the 

system 

failure should 

be 

documented 

 

 

Substanti

al cost 

may 

incur due 

to the 

malfuncti

on or 

system 

failure. 

For 

instance, 

Document 

the 

financial 

losses that 

could occur 

due to a 

failure of 

the system, 

system 

components 
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if the 

climate 

control 

fail, the 

heating 

or 

cooling 

system 

run 

unnecess

arily.  

 

 

 

 

Reputation: 

Customer’s 

reputation 

might be 

affected due 

to the system 

breach  

 

 

In the 

event of 

security 

breach, 

confident

ial 

financial 

informati

on could 

be stolen 

such as 

credit 

card 

number. 

Consequ

ently, the 

customer

’s 

reputatio

n may be 

damaged. 

 

 

Document 

any 

possible 

impact on 

the 

customer’s 

reputation if 

the IoT 

safety/secur

ity system 

is attacked 

and 

customer’s 

financial 

information 

is stolen. 

 

 

Privacy and 

Regulation: 

Identify any 

data that 

could cause 

privacy 

concerns for 

the owner of 

the smart 

home 

system. 

 

Personal 

financial, 

health, 

and other 

informati

on stored 

on 

devices 

on the 

network 

could be 

stolen 

Document 

the impact 

of any 

privacy 

concerns as 

well as 

regulation 

requirement

s for this 

system. 

Availability 

Guarantees: 

the system 

should have 

maximum up 

time  

 

If the system 

is down, 

negative 

impact to the 

life of people 

using the 

system and 

damage to the 

property itself 

will incur... 

No downtime is 

acceptable 

Safety: 

Ensure the 

safety of 

people using 

the smart 

home as well 

the safety of 

the property 

 

Significant 

loss to the 

property and 

loss of life is 

the system is 

compromised. 

Document the 

potential 

impacts to 

physical welfare 

of people and 

physical damage 

to equipment 

and facilities. 
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5 Risk assessment approach 
There are many threats that are documented by known 

organizations that list vulnerabilities of such devices. 

Some of the vulnerabilities are reoccurring such as 

improper authentication techniques. Most vulnerabilities 

are threats to the confidentiality of the saved data of the 

smart home system which violates the confidentiality 

attribute of the CIA model. This attribute specifically is 

the most important due to the huge amount of privacy 

concerns and threats generated from such vulnerabilities 

in this domain.  

Cyber attackers today, are becoming more and more 

clever in launching a cyberattacks against smart home IoT 

systems due to the existence of many kinds of 

vulnerabilities that exist in smart home devices, from 

authentication problems [16] to obtain admin account, 

insecure storage configuration which allows attackers to 

gain access [17], and some overflow bugs [18] to listening 

to open TCP ports to fetch admin passwords [19]. These 

vulnerabilities cause a potential threat to confidentiality 

which is the most important aspect of these systems and 

much more. Thus, it is imperative for smart home 

designers to be aware of the different threats that might 

target the smart homes IoT systems. 

5.1 Threat model 

In this paper we used the STRIDE framework to identify 

threats, prioritizing and mitigating them.  STRIDE is an 

acronym for each of the threat categories it deals with: 

Spoofing, Tampering, Repudiation, Information 

disclosure, Denial of Service, and Elevation of privilege. 

It was created in 1999 by Microsoft [20]. 

We created a detailed threat model for the smart home 

system. For each layer of the attack surface (IoT device 

Layer, communication layer and application layer), we 

identified the assets type used in the smart home and the 

threats corresponding for each STRIDE’s category as 

shown in Table 2, Table 3 and Table 4 respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2: Threat model at the device level. 

 

Threat type Asset type Threats 

(S)poofing – can 

an attacker 

pretend to be 

someone he is 

not, or falsify 

data? 

Sensors Access to the 

wireless network 

through password 

cracking 

Man in the middle 

attack can result in 

fake data to be 

injected using 

bogus devices 

False sensors can be 

added to the mart 

home IoT system 

 

 Actuators Spoofing the 

identity of the 

actuator, thus 

issuing false control 

action 
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Threat type Asset type Threats 

(T)ampering – 

can an attacker 

successfully 

inject falsified 

data into the 

system? 

Sensors Open ports may 

lead to the access to 

the smart sensor 

shell. 

 

Theft of sensors. 

Disconnecting 

sensors from Power  

Buffer overflow 

Sensor stolen or 

damaged. 

 

 

 

 Actuators Access code theft 

Theft of actuators. 

Disconnecting 

actuators from 

Power  

Buffer overflow 

Actuators stolen or 

damaged. 

 

 

 

(R)epudiation – 

can a user 

pretend that a 

transaction did 

not happen? 

Sensors - 

 Actuators - 

Threat type Asset type Threats 

(I)nformation 

Disclosure – can 

the device leak 

confidential data 

to unauthorized 

parties? 

Sensors Malware may create 

false firmware 

Credentials might 

be stolen if access 

to the terminal is 

achieved. 

Encryption key and 

credentials might be 

disclosed 

 

 

 Actuators see above 

(D)enial of 

Service – can 

the device be 

shut down or 

made 

unavailable 

maliciously? 

Sensors power source can be 

disconnected, 

batteries run out 

theft or damage 

 Actuators see above 

(E)scalation of 

Privilege – can 

users get access 

to privileged 

resources meant 

only for admins 

or superusers? 

Sensors theft of passwords 

or keys through 

access to firmware 

or binaries on the 

device 

 Actuators see above 
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Table 3: Threat model at the communication layer. 

 

Threat type 

Network 

or Device Threats 

Spoofing  sensor-

actuator 

network 

man-in-the-middle 

attacks 

implementation of 

weak password in 

802.1.5.4 security 

suites 

 Wi-Fi 

Network 

Interception and 

decoding of traffic 

by a False access 

point. 

 

  

 cell phone same as Wi-Fi 

using social 

engineering to trick 

users to give up 

passwords 

 tablet man-in-the-middle 

lost unsecured 

device allows 

strangers to access 

network 

 IoT 

Gateway 

weak or default 

credentials allow 

access to logs, 

locally stored sensor 

data 

Tampering  sensor-

actuator 

network 

fake device can join 

network and submit 

false data 

lack of message or 

payload 

authentication 

enables false data to 

be sent on the 

network 

 Wi-Fi 

Network 

wireless protocol 

security can be 

hacked, false user 

joins network and 

injects false data 

 cell phone - 

 tablet - 

 IoT 

Gateway 

wireless protocol 

security can be 

hacked, false user 

joins network and 

injects false data 

Repudiation  sensor-

actuator 

network 

time stamping 

tampered with, 

damages credibility 

of logging 

 Wi-Fi 

Network 

- 

Threat type 

Network 

or Device Threats 

 cell phone logs of cellular 

communication not 

available because of 

privacy laws 

 tablet - 

 IoT 

Gateway 

damage or 

destruction of any 

logs on gateway 

Denial of 

Service  

sensor-

actuator 

network 

rogue device 

broadcasts on 

network, keeps 

devices awake and 

depletes power 

wireless signal 

jamming 

replay attack ties up 

network resources or 

depletes sensor 

device battery power 

 Wi-Fi 

Network 

outdoor APs could 

be damaged or 

stolen 

 

hacker can use 

jamming attack 

which , causes 

legitimate users’ 

packets to be 

dropped 

 cell phone - 

 tablet various IP and TCP 

DoS attacks 

 IoT 

Gateway 

ICMP DoS ping 

attack from outside 

IP network 

use of vulnerable 

UDP services 

Escalation of 

Privilege  

sensor-

actuator 

network 

interception of weak 

credentials gains 

unauthorized access 

to the network 

 Wi-Fi 

Network 

cracked password 

allows user to gain 

access 

weak password on 

AP allows access to 

network information 

and control 

 cell phone weak password on 

lost or stolen 

devices allows 

thieves access to 

device and 

configured 

credentials for other 

networks 
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Threat type 

Network 

or Device Threats 

 tablet same as phone 

 IoT 

Gateway 

weak or default 

passwords 

5.2 Applications used in the application 

layer 

Before we define the threats at the application layer, it is 

essential to know what applications are needed at this 

layer. The smart home contains a number of applications 

that help the user to understand what is happening in an 

IoT system using dashboards and send information about 

the system. 

These applications are accessed through the internet via a 

web portal and usually are part of a cloud service. Control 

applications enable interaction with the system, either 

through direct control of actuators from the application 

interface, or through software which automates the 

operation of the system through code that reads sensor 

values and triggers actuators.  We find also embedded 

applications in some IoT system that can be accessed over 

the network using HTTP interfaces. Figure 2 shows the 

applications, how they can be accessed and their purpose. 

 

 
Figure 2: Applications used in smart home. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4: Threat model at the application layer. 

 

Threat type Application Threats 

Spoofing 

local Wi-Fi man in the 

middle, packet 

capture and 

decryption, false 

access point 

enables packet 

capture 

 

mobile stolen phone 

allows attacker to 

impersonate 

legitimate user 

poorly built mobile 

apps could use 

insecure 

communications 

mobile apps could 

steal data or be 

vulnerable to 

malware 

 

cloud password cracking 

at web login 

Tampering 

local hardcoded 

credentials, 

encryption keys, 

and certificates can 

be stolen from 

decompiled 

firmware, can be 

used to submit 

false data 

 

mobile unencrypted data 

may be stored by a 

mobile app, could 

be edited  

 

cloud unsecured 

messaging 

protocols (MQTT) 

could allow false 

data to be 

submitted into the 

system 

UPnP opens ports 

in firewall 

Repudiation 

local no logging or 

transaction 

tracking 

 

mobile insufficient or 

difficult to access 

logging of mobile 

app data  
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Threat type Application Threats 

 

cloud insufficient 

logging, log file 

corruption or 

destruction, 

timestamp 

tampering 

logging not 

available or not 

configured 

unreliable logging 

mechanism 

Denial of 

Service 

local unchanged default 

passwords enable 

making IoT 

devices into bots 

that work in DDoS 

attacks 

 

mobile multiple failed 

attempts to log on 

to device can result 

in lockout or 

destroy data 

 

cloud repeated brute 

force attacks 

intentionally lock 

out legitimate users 

DoS attacks 

against web portal 

or cloud service 

Escalation of 

Privilege 

local default user 

accounts and 

passwords on 

embedded device 

apps allow 

successful logins 

by unknown users 

 mobile weak or default 

passwords can 

enable 

unauthorized users 

to access a lost or 

stolen phone and 

control the system 

use on unsecured 

public Wi-Fi 

networks may 

allow hackers to 

steal credentials 

and other 

information 

Threat type Application Threats 

 cloud SQL injection can 

provide access to 

user account 

information.  

Weak or default 

user credentials at 

web portal allow 

access to the app 

across the Internet 

 

5.3 DREAD risk assessment model 

The risk assessment model we adopted in our paper is the 

DREAD [20],[21]. Like the STRIDE model, it was created 

by Microsoft and it helps rating, comparing and 

prioritizing the severity of risk presented by each threat 

that was classified using STRIDE defined earlier in this 

paper. 

DREAD is an acronym that represents the following risk 

factors: Damage, Reproducibility, Exploitability, 

Affected users and Discoverability. It averages the scores 

rated 0-10 for each of risk factor. The higher the number 

means more serious the risk is, and would be given a 

higher priority, thus it should be given attention first. 

Table 5 describes each of the DREAD factors. 

 

Table 5: DREAD factors. 

 

Factor Definition 

Damage 

 

Damage defines the level of 

damage that could be done to 

users and the organization if an 

attack were to succeed.  

Reproducibility 

 

Reproducibility is a measure of 

how easy it is to reproduce a 

particular attack. For instance, if 

an attack can be reproduced 

reliably, it would be rated higher 

than the one that is statistically 

unlikely to be exploited or one 

that cannot be reproduced 

consistently.  

Exploitability The exploitability of a threat 

describes how difficult it is to 

exploit a vulnerability. 

Affected users 

 

The affected users risk factor 

represents percentage of users 

that will be affected by a 

particular threat. The greater the 

number of users who may 

potentially be affected, the higher 

this risk factor should be rated.  

Discoverability 

 

Discoverability signifies how 

easy it is to learn about the 

vulnerability.  
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In this section, we consider risk metric for some of the 

relevant threats that have been identified previously. The 

following assumptions are made: 

• All members of the family that live in the home 

will be affected by any exploit. 

• The reproducibility and discoverability metrics 

always be rated as high (score of 3 for all types of 

vulnerabilities) 

• The Reproducibility and Discoverability are 

always rated 3. 

 

Table 6: DREAD factor-score 

 

DREAD Factor Score 

Damage 1 = low impact, 3 = high 

impact 

Reproducibility always 3 - easy 

Exploitability 1 = difficult, 3 = easy 

Affected Users 1 = few, 3 = many 

Discoverability always 3 - easy 

 

Based on the scoring described in Table 6, a grade is 

assigned to some of the previously discovered threats from 

each layer as shown in Table 7. 

 

Table 7: Threat grade. 

 

Attack Surface 

and Threat D R E A D Total 

physical device 

- firmware can 

be decompiled 

and file system 

and files 

inspected for 

credentials or 

keys 

 2 3 1 3 3 12 

physical device 

- power source 

can be 

disconnected, 

batteries run out 

 3 3 3 3 3 15 

physical device 

- data can be 

faked by bogus 

devices or 

injected by man 

in the middle 

attacks 

 1 3 1 3 3 11 

communications 

- lack of 

message or 

payload 

authentication 

enables false 

data to be sent 

on the network 1 3 1 3 3 11 

communications 

- ICMP DoS 

ping attack from 

outside IP 

network 

 2 3 2 3 3 13 

application - 

unchanged 

default 

passwords 

enables making 

IoT devices into 

bots that work 

in DDoS attacks 

 1 3 1 3 3 11 

application - 

weak or default 

passwords can 

enable 

unauthorized 

users to access a 

lost or stolen 

phone and 

control the 

system 3 3 3 3 3 15 

 

Once the scoring is defined, we put the risks in order by 

the highest to lowest DREAD metric and estimate the 

likelihood that the risk will occur. The score of the 

likelihood is given1 for unlikely and 3 for very likely as 

shown in Table 8. 

 

Table 8: Threat likelihood score. 

 

Attack Surface 

and Threat Total Likelihood 

physical device - 

power source can 

be disconnected, 

batteries run out 

 15 2 

application - 

weak or default 

passwords can 

enable 

unauthorized 

users to access a 

lost or stolen 

phone and control 

the system 15 2 
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communications - 

ICMP DoS ping 

attack from 

outside IP 

network 

 13 1 

physical device - 

firmware can be 

decompiled and 

file system and 

files inspected for 

credentials or 

keys 

 12 1 

physical device - 

data can be faked 

by bogus devices 

or injected by 

man in the middle 

attacks 

 11 1 

communications - 

lack of message 

or payload 

authentication 

enables false data 

to be sent on the 

network 11 1 

application - 

unchanged 

default passwords 

enables making 

IoT devices into 

bots that work in 

DDoS attacks 

 11 3 

 

5.4 Risk response for the rated risks 

Once we have identified, categorized, and prioritized the 

threats to smart home, we provide approaches that 

document how we want to respond to the threat. As a 

response to a security risk, we can tolerate the risk, transfer 

the risk to another party, treat the risk, or terminate the risk 

as shown in the Figure 3. The detection of threats has value 

only if there are available responses. Plans for the 

responses to various attacks should be made in advance. 

Table 9 is the result of applying one of the responses to the 

identified threats. 

 

 
 

Figure 3: Risk treatment 

 

 

Table 9: Risk response 

 

Threat Risk Response 

physical device - power source can 

be disconnected, batteries run out Treat 

application - weak or default 

passwords can enable unauthorized 

users to access a lost or stolen 

phone and control the system Treat 

communications - ICMP ping DoS 

attack from outside IP network Tolerate 

physical device - firmware can be 

decompiled and file system and 

files inspected for credentials or 

keys Tolerate 

physical device - data can be faked 

by bogus devices or injected by 

man in the middle attacks Tolerate 

communications - lack of message 

or payload authentication enables 

false data to be sent on the network Tolerate 

application - unchanged default 

passwords enables making IoT 

devices into bots that work in 

DDoS attacks Treat 

 

5.5 Risk mitigation strategies 

Finally, any risks that have been identified with a "treat" 

response need to be mitigated. Table 10 shows a sample 

of mitigation strategy for the concerned threats. 
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Table 10:  Mitigation strategy 

 

Threat 

Risk 

Response 

Mitigation 

Strategy 

physical device - 

power source can 

be disconnected, 

batteries run out 

 Treat 

because this is a 

home installation, 

everyone who lives 

in the home can be 

informed that the 

IoT devices should 

not be unplugged. 

For any devices 

that are on battery, 

establish a regular 

day to replace the 

batteries during the 

year. 

application - weak 

or default 

passwords can 

enable 

unauthorized users 

to access a lost or 

stolen phone and 

control the system Treat 

Use strong 

passwords. Inform 

anyone who has 

the controller 

phone app to use 

strong passwords 

to protect access to 

the phone to 

prevent someone 

from taking control 

of the actuators in 

the house or 

stealing other 

information if the 

phone has been 

lost. 

application - 

unchanged default 

passwords enable 

making IoT 

devices into bots 

that work in 

DDoS attacks Treat 

Change any weak 

or default 

passwords. In the 

design and 

implementation of 

this system, the 

company should 

enforce a policy 

that these 

passwords are 

changed prior to 

deployment at the 

customer site. 

 

6 Conclusion 
Smart home devices are great, they give a sense of security 

to homeowners. Yet, they need constant enhancement to 

their security measures, many types of security threats 

exist nowadays from so many types of entry ports. These 

threats can be resolved with a more standardized way of 

building these devices and giving them well-designed 

software that was designed with security in mind. With the 

current devices in the market, we can see that smart home 

devices are the weakest link in the chain of devices, so 

more focus should be put into making them more secure. 
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This paper proposes a Machine Learning or ML-based strategy to accurately identify a possible heart 

disease patient. Unlike traditional diagnostic systems which are time-consuming and have human error 

involved to take care of the patient and diagnose the patients. The proposed system identifies whether the 

patient will face these kinds of diseases in near future or not. The system is developed based on machine 

learning techniques such as Naive Bayes, XGBoost gradient classifier, support vector machine, and 

decision tree. Some external factors were also considered which may lead to heart disease in the future. 

Furthermore, an integrated web application has been developed that alert and gives a user-friendly 

interface for recognition and prediction. Thirteen diagnostic factors and five environmental factors are 

analyzed. The proposed diagnosis system attained good precision as compared to previous methods 

recommended earlier. In addition, the system can easily be implemented in the public domain to spread 

awareness regarding heart disease, and it also talks about the possibility of heart disease in near future. 

 

Povzetek: Predstavljeni sistem zazna morebitno srčno bolezen iz trinajstih diagnostičnih in petih okoljskih 

dejavnikov z uporabo algoritmov strojnega učenja.

1 Introduction
Cardiovascular diseases are popularly known as heart 

disease leading to a heart attack. In 2018 heart attacks 

killed nearly 17.9 million humans all over the world. Heart 

disease is found in 3 out of 5 patients in the critical care 

unit. The complexity of this disease lies in the fact that it 

suddenly fails the functioning of human and then SOP 

(Standard Operating Plan) is required; if not provided on 

time, patients’ life is in danger. A proper healthcare 

system takes time to detect the cause and effectively start 

the diagnosis whereas our proposed system efficiently and 

accurately tells the client whether a patient has heart 

disease or not. The heart has an essential and critical role 

in the physical body as it is in control of the flow of blood 

in different parts of the body which helps in adequate 

oxygen supply and nutritious elements to be supplied to 

the required part. Any life is dependent totally on a proper 

flow of blood, in human life heart is the pumping room of 

blood. Any disturbance in the flow or the function of the 

heart may lead to death within seconds [1]. According to 

the World Health Organization, 17,000,000 people die 

every year among the 3,000,000 who die before the age of 

60 from heart disease. In 2019, the percentage of sudden 

deaths from heart disease ranged from 4% in high-income 

countries to 42% in low-income countries [2].  

When the heart receives limited blood for a 

longer period of time it is called ischemic heart disease. 

Search conditions develop over a course of time which can 

be periodically monitored and cured with the help of 

expert supervision. There is a time when ischemic heart 

patients have a heart attack and after that, the chance of 

survival also reduces as the disease has been developing 

over a longer period of time and the heart is habituated or 

accustomed to limited blood flow. For such things, early 

predictions or alertness help in the long run.  

Diagnosis of heart disease is usually done by reading the 

patient's medical history, the medical examination report, 

and the evaluation of symptoms associated with a medical 

doctor. Although the research found in this diagnostic 

method is less accurate in diagnosing a heart disease 

patient. In addition, it is expensive, and it is a 

computerized challenge to analyze [3]. We have proposed 

a machine-based diagnostic method. In this study, the 

machine learning prediction model includes naive bayes, 

support vector machine (SVM), tree decision, and 

XGBoost gradient classifier. The standard state of these 

models has been maintained for analysis purposes. Stalog, 

Hungarian, Switzerland, Long Beach VA, and Cleveland 

datasets combinedly were used in this article. We have 

designed a web-based application that accesses the model 

for general public use.  

This article addressed the problem of predicting 

the possibility of a heart disease using machine learning 

(ML) techniques. Here standard feature extraction and 

profound algorithm classifiers appropriate features were 

mailto:rishabhpipalwa@gmail.com
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extracted and analyze with expert guidance from medical's 

experts which gave a good result in the analysis and 

accuracy of the proposed algorithm. Then it predicts the 

future possibility of heart disease by understanding the 

environmental factors and common habits which may lead 

to heart disease. Finally, all the modules are combined into 

a single Python-based framework known as a flask for 

giving the model a front-end part. This web-based 

application represents heart disease possibilities with 

simplicity so that any non-technical or layman can easily 

detect heart disease. 

The organization of the following sections is 

explained below. This article aims to provide a literature 

review on relevant heart disease factors and their 

identification techniques in section 2. Section 3 introduces 

the proposed system model. Section 4 introduces the web-

based design of the proposed model. Section 5 includes 

results and discussion where performance is analyzed and 

training and testing results are shown. 

 

2 Related work 
The researchers in this case analyze several automatic 

learning algorithm-based diagnosis strategies to find heart 

illness. The analysis provides a few machine learning-

based methods that make it easier to comprehend the 

suggested approach. Detrano et al. [4] method for 

classifying heart illness using machine learning 

approaches produced a precise end result with an accuracy 

of 77.00 percent. The dataset was utilized to extract 

features from the system’s multi-layer kit architecture. 

Another researcher, Gudadhe et al. [5], developed a 

diagnosis method for heart dis-ease labeling utilizing a 

multi-layer operational design and SVM classifier and 

achieved a precision of 80.41 percent. The categorization 

algorithm for the cardiac disease was created by 

Kahramanli et al. [6] using a neural network and fuzzy 

logic. The categorization algorithm achieved a precision 

of 87.40%. An ANN troupe-based method of heart disease 

detection was developed by Li et al. [7]. In addition to 

using a numerical measurement method, it achieved 89.01 

percent precision. A machine learning-based approach for 

identifying heart disease was developed by McKinley et 

al. [8]. The ANN-DBP system, in conjunction with the FS 

algorithm, proved worthwhile. A professional health 

diagnosis approach for heart dis-ease identification was 

advised by Palaniappan et al. [9]. The prognostic ML 

models Decision Tree (DT), Navies Bayes (NB), and 

Neural Networks were utilized to improve the system. 

Decision Tree Algorithms acquired a precision of 80.40 

percent, ANN ac-curacy-ness of 88.12 percent, and 

Navies Bayes attained a precision of 86.12 percent. 

Olaniyi et al. [10] developed a 3-layer algorithm for heart 

disease prediction based on neural network technology 

and achieved 88.89 percent accuracy. A classification 

scheme for heart disease employing restraint and stringent 

set procedures was suggested by Liu et al. [11]. The 

approach has a 92 percent accuracy rate. For the purpose 

of identifying cardiac illness, Samuel et al. [12] developed 

an integrated medical aid system based on Fuzzy AHP and 

an artificial neural network. The performance of the 

suggested approach in terms of precision achieved is 91%. 

Cross-machine learning approaches were employed in one 

of the research publications by Singh et al. [13] designed 

as a heart disease forecast tool. They also suggested a 

novel technique for comprehensive characteristic 

selection from the data for effective ML classifier training 

and testing. They were noted as having 88.07 percent 

accuracy. Sequential Backward Selection Technique for 

Features Selection, a selection and classification 

algorithm, has been proposed in [14]. The suggested 

strategy achieved excellent levels of accuracy. Geweid et 

al.’s analysis of sophisticated Support Vector Machine-

based dichotomy optimization algorithms for heart disease 

identification [15]. Prior attempts to diagnose heart 

disease had certain limitations, and the results have been 

compiled to help people better appreciate the significance 

of our suggested method. Among all the available 

techniques, many ways are utilized to spot coronary heart 

disease early on. Reduced accuracy and lengthy 

computation times in those earlier solutions are major 

problems, and it's possible that these are related to the use 

of datasets with the wrong functions. The prediction must 

be enhanced for increased detection accuracy, and it also 

needs to develop effective and accurate early detection for 

better treatment and healing. Ahammad et al. [16] 

proposed an approach for designing a healthcare social 

media platform for services for provisioning, consuming, 

enabling patients to find an alternate source of healthcare 

advice, and then it builds a collaborative health 

community for all kinds of people. Gadiparthi et al. [17] 

proposed a model for predicting ill effects. Here it predicts 

the effects of human exposure to social networks in the 

near future. Milioris et al. [18] investigated and 

implemented a technique to assess health professionals’ 

views on the adoption and value of health information 

systems and to assess their usage. Jasim et al. [19] 

implemented CNN based model for building a system to 

recognize diseases that are happened in citrus. 

Considering the significant research gap and 

difficulty in improving forecast accuracy, new methods 

are being used in our paper to precisely locate coronary 

heart disease to address these problems. 

3 Proposed system model 
The proposed system model has used a Hybrid classifier 

that refers to the system being a composite mapping of 

four algorithms (naive bayes, decision tree, support vector 

machine, and XGBoost gradient classifiers). The mapping 

referred to the design of the system in an additive form 

such that the accuracy of the system gets increased and the 

error rate reduces because too many systems to run 

against. 

3.1 Data set 

Every dataset used can be found under the Index of heart 

disease datasets from UCI Machine Learning Repository 

at the following link: 

https://archive.ics.uci.edu/ml/machine-learning-
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databases/heart-disease/. Stalog, Hungarian, Switzerland, 

Long Beach VA, and Cleveland datasets combinedly used 

in this article, featuring the following variables with their 

description. The size of the dataset is 1023. For training 

purposes, 648 data are used and for testing purposes, 412 

data have been used. In all the classifiers same testing and 

training ratio has been maintained to get the optimal result. 

The dataset consists of 13 features dataset where one is the 

output label output level has 2 possibilities one being the 

presence of heart disease second being the absence of her 

disease. Table 1 gives the description of 13 features of the 

dataset with the feature code. Table 2 shows various 

external factors and its description which may result in 

future heart disease. 

 

Table 1: Features of data set with their description. 

 
Sl. 

No. 
Feature name 

Feature 

code 
Description 

1 Age AGE 
Age in Years 

 Avg=54.38 

2 Sex SEX 

Male=1, Female=0 

Ratio=70:30 (Male 

to Female) 

3 Chest Pain CPT 

Atypical angina=1  

Typical angina=2  

Asymptomatic=3  

Non-anginal 

pain=4 

4 Resting Blood pressure RBP In Mm hg 

5 Serum Cholesterol SCH In Mg/dl 

6 
Fasting blood 

sugar>120mg/dl 
FBS 

True =1  

False =0 

7 
Resting 

electrocardiogram 
RES 

Normal=0  

ST T=1  

Hypertrophy =2 

8 Maximum heart rate MHR Numeric 

9 Exercise induced angina EIA 
Yes =1  

No=0 

10 

Old peak=ST 

depression induced by 

exercise relative to rest 

OPK In Numeric 

11 
The slope of peak 

Exercise ST Segment 
PES 

Up sloping=1  

Flat =2  

Down sloping =3 

12 
No. of major vessels 

Colored by fluoroscopy 
VCA (0-3) 

13 Thallium Scan THA 

Normal=3  

Fixed Defect=6  

Reversible 

Defect=7 

14 Label LB 

Patient has heart 

diseases=1  

Heathy Person =0 

 

Table 2: External factors with their description. 

 

Factors 
Feature 

code 
Description 

Body Mass Index BMI 
True=has higher BMI  

False=BMI normal 

Factors 
Feature 

code 
Description 

History of diseases Phist 

Yes =factor present  

No =Factor not 

present 

Family history of 

diseases 
Fhist 

Yes =factor present  

No =Factor not 

present 

Alcohol  Alchol 

Yes =factor present  

No =Factor not 

present 

 

Four suitable and efficient classifier techniques are 

described in a gist in Table 3. In Table 4, a comparison of 

these four models with the proposed model is also shown. 

 

Table 3: Classifier algorithms with their description. 
 

Classifiers Description 

Navies Bayes 

algorithm 

This is used for the classification concerned 

problem. The training data set is used by the 

algorithm to compute the value of the conditional 

probability of a vector for a given class. The 

conditional probability value is evaluated for each 

vector, and then the new vector class is evaluated 

based on its conditional probability. 

Support 

Vector 

Machine 

algorithm 

This is a supervised learning model with 

associated learning algorithms that analyze data 

for classification and regression analysis. The 

SVM algorithm is mostly used for classification 

problems because of its excellent performance in 

various applications. 

Decision Tree 

algorithm 

Shape is the just like a tree consisting of a leaf or 

addition node. A decision tree has internal 

external nodes linked to each other. The decision-

making part of the internal node takes the 

decisions and informs the child node to visit the 

next note. 

eXtreme 

Gradient 

Boosting 

algorithm 

XGBClassifier of gradient boosting algorithm 

provides a wrapper class to allow models to be 

treated like a classifier or regressor. 

 

Table 4: Classifier algorithms with their limitation, 

advantage and accuracy. 

 

Classifiers Limitation Advantage 

Accuracy 

in 

percentage 

Heart disease 

diagnosis 

using a single 

machine 

learning 

classifier 

Accuracies are 

very low and 

system errors 

can occur very 

easily 

Computation 

is less complex 

70 to 

80% 

Decision tree + 

SVM 

More 

exaggeration 

time is required 

to generate the 

result 

Accuracy is 

comparatively 

high 

82.01% 

SVM + kNN + 

k-Means 

Computationally 

complex and 

performance 

time  is very 

High 

accuracy is 

high 
87.4% 
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Classifiers Limitation Advantage 

Accuracy 

in 

percentage 

System based 

on Navies 

bayes + 

Decision tree + 

ANN 

Computationally 

complex and 

ANN 

performance is 

low 

Navies bayes 

and decision tree 

achieved high 

performance in 

terms of accuracy 

84.33% 

Random 

forest+xgboost 

+ Decision tree 

Random forest 

showed less 

accuracy in 

comparison to 

other classifiers 

Xgbosst 

showed high 

accuracy 

88.21% 

Navies Bayes 

+ Decision tree 

+ Support 

vector machine 

+ XGboost 

More execution 

time is required 

to generate 

results 

Performance 

is high and 

accurate. It 

suggests high 

performance in 

extreme situations 

98.73% 

 

Heatmap shown in Figure-1 clearly reflects about the 

variable weightage which helps in understanding the 

relevance of each variable. 

 

 
Figure 1: Heatmap of dataset reflecting weightage of 

each variable. 

3.2 The modified classifier used in the 

model 

The modified hybrid classifier is a mechanism to use 

multiple classifiers with different strategies to get desired 

output with high accuracy. 

3.2.1 Navies bayes  

This classifier uses standard arguments in a modified 

manner to get desired outcomes. Here probability (P) is 

calculated based on the likelihood of heart disease and 

class prior probability. 

P(heart disease)

=
P(Likelihood of heart disease) ∗ Class prior probability  

Predictor prior probability
 

3.2.2 Decision tree 

This classifier is an application for choosing several 

different extracted features in a modified manner to get 

desired outcomes. 

A function that calculates the degree of randomness, 

also called entropy is defined as 

𝑓(𝑠) = −𝑃+ × log(𝑃+) − 𝑃− × log(𝑃−) where 

𝑃+ is the probability of the patient having heart 

disease. 

𝑃− is the probability of the patient not having heart 

disease. 

3.2.3 Support vector machine 

This classifier partition training is set into two classes. It 

maximizes the distance between two parallel hyperplanes 

of the two classes and minimizes the sum of classification 

errors. Here f is the optimal function that minimizes total 

risk. 

Min f =
1

2
‖𝑤‖2 + 𝑐 ∑ 𝜌𝑖

𝑚
𝑖=1   where 

‖𝑤‖ is the distance between two hyperplanes. 

𝜌 is the deviation of misclassified objects. 

 Here the first term of the objective function is 

structural risk and the second term is an empirical risk. 

3.2.4 XGBoost 

This classifier uses fast learning through parallel and 

distributed computing and offers efficient memory usage. 

It uses begging and boosting. Here boosting technique 

makes use of trees with fewer splits.  

𝑓𝑚−1 + ℎ𝑚(𝑥) → 𝑓𝑚(𝑥) 

‘m’ denotes the iterations, until residuals have been 

minimized as much as possible. 

‘f’ is defined to predict the target where fm is the 

current model and fm -1 is the previous model. 

‘h’ denotes the fit to the residuals from the previous 

step. 

3.2.5 Modified hybrid classifier  

Here we have taken 4 independent classifiers based on the 

accuracy of our dataset. We have experimented and found 

high accuracy using Naive Bayes, Decision tree, SVM, 

XGBoost. After this, we propose that each new data 

will go through all the classifiers and result in 

individual results. 
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These results then will be cross-validated with each 

other to check for any ambiguity. In case of ambiguity, 

we would go with XGBoost (as it resulted in the highest 

accuracy on our dataset used). If no ambiguity arises in 

the result, we will go for result analysis. If the result is 

positive which means the patient is having heart 

disease, we display the message accordingly. If it does 

not have heart disease the possibility of future 

possibilities and display a message according to the 

external factor’s possibilities. 

Strategies used in the modified hybrid classifier are 

shown below. 

Step-1. We would first take the 13 features from the 

user interface and run them among all 4 

classifiers.  

Step-2. In case the same value is found (all of them 

predicting the same disease analysis), we would 

display the message accordingly. 

Step-3. In case of ambiguity (different value from the 

classifiers), we consider the estimated value 

given by XGBoost as it resulted in the highest 

accuracy on our dataset used and display the 

message of XGBoost on the screen. 

Step-4. In case we see that person is not having a heart 

disease we check with 5  future possibilities 

variables and display a warning message 

accordingly. 

3.3 Algorithm for the proposed model 

Step-1: It starts with the training of the dataset, in 

which 624 data are trained to each algorithm 

classifier. 

a. There are 4 algorithm classifiers in the model 

namely Decision tree, Navies Bayes, Support 

vector machine, and XGboost. 

b. A decision tree is a graphical representation for 

getting all possible solutions to a decision-

making situation on a given condition. It 

follows the supervised learning technique, 

where internal nodes represent the feature of a 

data set and branches represent the decision 

rules and each leaf node represents the possible 

outcome. 

c. Navies Bayesis a probabilistic classifier that 

predicts the possibilities given by a probability 

of an object. It applies Bayes law which is based 

on the probability of a hypothesis with prior 

knowledge. 

d. In the Support vector machine, we plot each 

data item into a point in the ‘n’ dimension space 

where ‘n’ represents a number of features 

available in the data set. Then classification is 

performed on the hyperplane that differentiates 

the two classes properly. 

e. XGboost or extreme gradient boost is an 

advanced version of gradient boosting 

classifiers. The major difference lies in the fact 

XGboost is a regularized model formalized to 

control overfitting which gives better 

performance. 

Step-2: The extracted feature is computed after 

training of data set for every algorithm 

classifier upon which each variable can be used 

for the model. 

Step-3: All the extracted features are sent to 4 different 

ML algorithms and a resultant output is 

obtained without any ambiguity. 

Step-4: If there is any ambiguity between the four 

different algorithms the system alerts its 

reserved feature of taking the most accurate 

method among all. 

Step-5: The resulting output shall be checked with 420 

data for testing purposes and the reliability of 

the model proposed 

Step-6: The resulting output is converted into a model 

which segregates the prediction of heart 

disease and future possibilities of heart 

disease. 

Step-7: When a user enters new data, it follows a 

certain pattern to label it into categories. 

Step-8: Features are extracted from the new data. Then 

it is passed to the proposed model.  

Step-9: Then a prediction is made about the possibility 

of having heart disease or not. If a person does 

not have heart disease at present, then future 

possibilities are also looked upon.  

Step-10: The user gets a message about the 

present condition and consultations for the 

future.   

Figure 2(a): Flow diagram of the proposed algorithm. 

 

 
Figure 2(b): Flow diagram of the proposed algorithm 

with new input arrival 
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Figure 2(a) explains flow diagram and 2(b) explains 

the manner of prediction done on each new input 

arrival. Each new input is taken to individual classifiers 

namely Naive Bayes, Decision tree, SVM, XGBoost. 

Then each of the classifier’s results, with individual 

output are predicted which are verified for any 

ambiguous data or any system error then it is converted 

into a model.  

In the model verification and validation, results are 

calculated and then the results are categorized into 

positive and negative. If a patient has a negative result, 

it redirects to take external factors and then make a 

prediction according to it, whereas in positive results a 

warning message is shown and consultation with a 

specialist is advised. 

4 System U/I design 
We have designed a webpage using flask for the 

implementation of the proposed model in Fig 3 (a-d) and 

its subparts. Here four figures depict the input and result 

pattern of the heart disease patient. 

 

 
Figure 3(a): Input of heart disease symptoms. 

 

 
Figure 3(b): Positive result of heart disease 

symptoms. 

 

 
Figure. 3(c): Input of Non-heart disease symptoms. 

 

 
Figure 3(c): Input of external factors of Non-heart 

disease symptoms. 
 

 
Figure 3(d): Result of negative heart disease but 

having external factors positive. 

5 Result and discussion 
Table 5 clearly shows that all 4 methods used have 

resulted very accurately in training and testing areas. The 

training and testing are done on the ratio of 60 and 40 on 

the same dataset. Some data are kept reserved for model 

evaluation and application testing at a later stage to 

evaluate a proper idea of the system errors. While testing 

at the latest stage, no error was found either at the system 

end or at the web end. The resultant accuracy was 

calculated using a table-6 with the proposed algorithm 

(Modified hybrid classifier) of the system proposed is 

98.73% which is comparatively far better in the context of 

previous research. 

 

Table 5: Training and testing results. 

Classifiers 
Training 

accuracy (%) 

Testing 

accuracy (%) 

Naive Bayes 85 78 

Decision tree 100 96 

Support vector machine 100 84 

eXtreme Gradient 

Boosting 
100 97 

Modified hybrid 

classifier(Proposed) 
100 98.73 

 

Table 6: Confusion matrix of modified hybrid classifier.  

 Positive  Negative 

Positive 760 8 

Negative 7 300 
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Figure 4: Representation of performance parameter. 

 

 
Figure 5: Output of tested results for various 

parameters. 

 

 This graph (shown in Figure 5) refers to the various 

features entered in the line graph form and the blue dot 

represents patients' results, the blue dot at 0 means heart 

diseases not found blue dot at 1 means heart diseases 

detected. (Note that this is the sample testing done on 216 

data for a better understanding of system results and to get 

an overall view). 

The graph (Fig-6) shows us various algorithms 

which are present in the industry and their accuracy 

against the proposed method. The Blue dotted lines 

suggest the industry standards line of accuracy. 

The purpose of this experiment was to analyze and 

predict the possibility of heart disease with high 

precision which benefits directly to human society. 

Results shown in the process of prediction suggest high 

accuracy and fewer system failures. The on-ground 

implementation of the project has been successfully 

deployed with accurate precision. At no point in time, 

no conclusive system error has occurred neither at the 

system end or at the web application end. 

Figure 6: Comparative analysis of algorithms.  

6 Conclusion and future scope 
Our proposed system achieved an accuracy of 98.73% 

where the model accepts 13 clinical data and 5 

environmental data, and it is trained using 

backpropagation algorithms to read it and analyze the 

presence or absence of heart disease in a patient. We also 

presented a user-friendly web application which helps a 

patient easily access his/her present condition and act 

accordingly. 

Integrated multiple disease prediction-based 

models could be designed so that a user can analyze any 

condition according to their choice. A market review 

could also be done in order to launch the prototype for 

medical and general public use. All these may help society 

to come closer in the fight against modern-day diseases 

and their detection. 
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In addition to infecting millions of people and causing hundreds of thousands of deaths, COVID-19 has 

also caused psychological and economic devastation. Studies on the vaccine, which is considered to be 

the only way to eliminate this pandemic, have been rapidly completed and more than 10 vaccines have 

begun to be applied worldwide by 2021. One of the biggest obstacles to the fight against COVID-19 is the 

hesitation against the vaccine. The fear factor, fed by incomplete and false information spreading rapidly 

through social media applications such as Twitter, is thought to be the main reason for this hesitation. In 

this study, the general sentiment against the COVID-19 vaccine is analyzed. For this, in the first week of 

January 2021, more than 8000 tweets are extracted with R statistical software and Twitter API, and 

appropriate sentiment analysis methods are applied. On the other hand, accuracy values are obtained by 

applying Logistic Regression and Naïve Bayes methods, which are effective and widely used supervised 

machine learning methods, for sentiment classification. Although the results indicate that there is a 

positive attitude about the vaccine, it is remarkable that the rate of negative sentiments is relatively high 

(30%). Trust is the dominant sentiment on the positive side, while fear is the dominant sentiment on the 

negative side. According to the results of the classification methods, accuracy values are close to 90%. 

 

Povzetek: Študija obravnava splošno razpoloženje glede cepiva za COVID-19 na Twitterju. 

 

 

1    Introduction 

COVID-19 is a disease caused by the virus called severe 

acute respiratory syndrome coronavirus 2 (SARS-CoV-

2), which is transmitted from person to person, affecting 

the respiratory tract. This disease, which emerged with 

the detection of the first case in Wuhan province of China 

in December 2019 and spread all over the world in a few 

months, was declared a pandemic by the World Health 

Organization (WHO) on March 11th, 2020 and has been 

the most important agenda item in the world until today. 

COVID-19 is transmitted by inhaling droplets emitted by 

sick individuals during a speech or sneezing/coughing. 

For this reason, it is recommended to pay attention to 

social distance, use of masks, and cleanliness as a 

method of protection from disease. Since these 

recommendations were found to be insufficient to 

contain the spread of the disease, governments have 

implemented various advanced measures such as 

restrictions and closures. 

The measures taken by many countries around the world, 

in the form of travel and gathering bans and lockdowns, 

have contributed to overcoming the periods in which the 

spread of the epidemic accelerated, called waves, and 

ensured the control of the epidemic to a certain extent, as 

seen in Figure 1. However, the restriction of economic 

activity and social life in this dimension has created great 

pressure on individuals and the economies. Especially 

individuals who are currently trying to cope with the 

shock effect of a worldwide epidemic have also faced the 

loss of social interaction. As a result, individuals have 

started to experience disorders such as stress, anxiety, 

and depression [1]. 

 
Figure 1: Daily new confirmed COVID-19 cases 

(world). 

 

On the other hand, these measures had a great impact on 

macroeconomic indicators such as unemployment and 
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budget balance. This situation caused a sudden decline in 

the Gross Domestic Product of the countries, causing 

almost all of them to experience a large decrease. As seen 

in Figure 2, the shrinkage experienced in GDP has found 

an average of 4.4%. In addition, there also have been 

dramatic increases in unemployment rates. All these 

negativities experienced in economic terms ultimately 

caused the psychological conditions of individuals to get 

even worsen [3]. 

 
Figure 2: Real GDP growth (Annual %). 

 

Simultaneously with the emergence of the disease, 

scientists in many parts of the world began working to 

develop a vaccine that would be effective against the 

virus. It is known that years, not months, are needed for 

an effective and safe vaccine to emerge after all 

procedures are completed. Despite this, a great effort has 

been made for an effective vaccine that will end the 

COVID-19 pandemic, and the development process of at 

least 3 vaccines has been completed before the end of 

2020. In some countries such as China, United Kingdom, 

and Russia, it has even been granted permission to use 

these vaccines in emergencies. As of January 2021, 10 

vaccines have been used by various countries and over 

70 million people have been vaccinated. Figure 3 shows 

the course of vaccination in 10 countries where the most 

doses are applied. 

 
Figure 3: Cumulative COVID-19 vaccines doses 

administered (highest 10 countries). 

 

Considering the psychological and economic destruction 

of this pandemic, it is expected that the beginning of the 

vaccination process, which is likely to end the epidemic, 

would have a positive effect on people. This virus has 

infected 100 million people worldwide and caused the 

death of 2 million people as of January 2021. Despite this 

phenomenon, the positive attitude towards the vaccine is 

not high as is expected. Although it varies based on 

countries, it is observed that there is a remarkable rate of 

skepticism in the society against the vaccine [5]. The 

most important factor that triggers this attitude, which is 

an important obstacle in the effective fight against a 

pandemic, is the rapid spread of misleading information 

based on conspiracy theories. Social media has become 

the primary communication tool that enables information 

to spread rapidly around the world. However, the 

accuracy of the aforementioned information cannot 

always be guaranteed, and this causes information 

corruption. This situation makes it difficult to manage 

the perception of society in such an important period. As 

a result, even the vaccine, which is the world's only hope 

to end this global crisis, was faced with a significant 

negative response. 

This study aims to reveal the public sentiment against the 

COVID-19 vaccine as of the first week of 2021 by 

examining the posts (tweets) from Twitter, which is an 

important social media tool with a large user base, while 

the ongoing vaccination activities are given. For this 

purpose, using the R statistical software, Twitter posts 

are compiled, and sentiment analysis is performed with 

the data cleaned with appropriate methods. Then, the 

efficiency of the established models is examined by 

applying Logistic Regression and Naïve Bayes 

Classification methods, which are the most frequently 

used machine learning methods. 

2    Background and literature review 

Studies on COVID-19 disease have increased 

dramatically after spread around the world and declared 

as a global pandemic by WHO. Not only the medical 

effects of COVID-19 on sick people, but also the 

psychological and behavioral effects on the whole 

society, and even the socio-economic effects on the 

countries are examined in these studies. Considering the 

scope and impact of the disease, evaluating these studies 

independently from each other will prevent one to 

understand the real dimension of each effect. For this 

reason, some of the wide-ranging researches are referred 

and their contribution to this study is examined. 

As in every large socio-economic incident, the primary 

impact of the COVID-19 outbreak has been on the 

psychology of individuals. Especially, the increasing 

number of cases and deaths and the restrictions imposed 

by the governments started to create increasing pressure 

on the individuals in the society. It is thought that 

determinants such as education, age, gender, and social 
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status have an important contribution to the extent of this 

pressure. Accordingly, certain groups are experiencing 

unemployment and cost of living pressure, while others 

must cope with concerns such as education and 

socialization. Psychological problems such as stress, 

anxiety disorder, and depression accompany this 

pressure. With the rapid spread of the disease itself, the 

spread of true and false information about it on social 

media has increased the extension of individual traumas. 

Although efforts are made to alleviate social trauma 

through various methods such as free online group 

therapies, some researchers argue that the effects of this 

trauma will extend into the post-pandemic period and 

only then will its profound effects be understood [1, 6, 7, 

8, 9, 10, 11]. 

Today, people prefer to share their feelings on social 

media. For this reason, social media applications such as 

Twitter have become a very large and important data 

source to measure the feelings of individuals and 

societies in the face of certain events. In this process, 

many studies have been conducted using tweets to 

investigate how people feel about the COVID-19 

outbreak. In these studies, which are called sentiment 

analysis, researchers have applied various machine 

learning classification methods such as Logistic 

Regression, Naïve Bayes, Vector Support Machine, and 

Recurrent Neural Network, which are widely used today. 

The results vary according to the demoFigureic structure 

and the measures taken by the governments. However, it 

is seen that the presence of high polarity in relatively 

homogeneous groups, the reaction of individuals to an 

event is generally directly related to their characteristics 

[12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22]. 

The impact of COVID-19 on the world economy has 

been devastating. In addition to the restriction of 

international transportation and trade, because of the 

lockdown implementations and the dramatic decline in 

commercial activity, the economies around the world 

rapidly entered a severe recession. As a natural 

consequence of this, unemployment rose to record levels 

and financial difficulties increased significantly. 

Although developed and rich countries have taken some 

measures to mitigate the impact of the pandemic on the 

general economy and individuals, the crisis has deepened 

in countries that are already experiencing difficulties. 

Another reason for the psychological disorders that 

coped with the COVID-19 pandemic is the mentioned 

unemployment. While most research show that 

unemployment is an important trigger of stress and 

depression, it also emphasizes that this situation causes 

an increase in suicide cases. Again, the researchers 

concluded that the groups considered as minorities are 

more vulnerable when considering the factors of race, 

gender, and age in the face of the above factors [23, 3, 

24, 25, 26, 27, 28, 29]. 

Experts point out the need for herd immunity to end this 

pandemic and therefore stop the material and moral 

losses. Accordingly, in order for the epidemic to slow 

down and disappear, at least 60% of the population must 

be immunized [30]. This can be done in two ways. First, 

this proportion of people should get sick. Second, people 

should be vaccinated at this rate. There have been 

countries that have tried the first method at the early 

stage of the pandemic. However, with the realization that 

the cost of this is too high to be incurred, the second 

method has become the only hope for the whole world. 

Especially the shock wave experienced at the beginning 

of the pandemic provided support for vaccination studies 

to a large extent. 

With the availability of at least a few different vaccines 

in the last months of 2020, conspiracy theories that 

spread rapidly on social media emerged. These 

conspiracy theories have triggered an unsafe 

environment for the vaccine. In this context, the 

hesitation against the COVID-19 vaccine is being 

studied extensively. [31] argue that the current hesitation 

against vaccination will not disappear in a short time, 

even with a devastating pandemic such as COVID-19, 

and this should be tackled at the local level. [32] found 

that 71.5% of the participants were willing to get the 

COVID-19 vaccine in their survey in June 2020, with 

13,426 people from 19 countries. [33] measured vaccine 

literacy and attitude against possible COVID-19 vaccine 

in their survey study for Italy. Again, the results of this 

study carried out in June 2020, show that there is an 80-

90% positive attitude towards the vaccine. 

Examining the size of the hesitation against vaccines in 

China in May 2020, [34] found that 95% of the 

participants trust the vaccine to be developed in the 

country and 83% want to get the COVID-19 vaccine 

when it is ready. [35] conducted a similar study for the 

USA in May 2020 and as a result, 69% positive response 

was obtained for the COVID-19 vaccine. On the other 

hand, [36] revealed in the survey they conducted for the 

UK in September 2020 that 54% of the participants had 

a positive approach to the COVID-19 vaccine. [37], who 

examined the rate of refusal of the COVID-19 vaccine 

by 5 consecutive survey studies in France between May 

and October 2020, found that this rate gradually 

increased. According to the findings of [38], who 

conducted similar research for Italy, the situation was in 

line with the results of the previous study. Researchers 

have stated that there is a decrease in the intention of 

vaccination between the two stages of the epidemic in 

Italy and that the proportion of people who intend to be 

vaccinated is not enough to end the epidemic (pp. 786-

787). 

Many similar studies have been conducted for many 

countries such as Finland, Israel, Pakistan, and 



76   Informatica 47 (2023) 73–82                                                                                                                              S. Tüzemen et al. 

Indonesia. According to the findings and the joint 

opinion of the researchers, the skeptical attitude towards 

the COVID-19 vaccine is alarming and urgent action 

should be taken against it [39, 40, 41, 5, 42, 43]. On the 

other hand, in the survey study conducted for nursing 

students, who are healthcare professionals of the future, 

it was revealed that 63% of the participating students 

intend to get the COVID-19 vaccine [44]. This rate 

clearly shows that even young people with health 

education have a skeptical attitude towards vaccination. 

When the studies are evaluated as a whole, it is seen that 

the size of the hesitation against the vaccine is at a 

worrying level. Almost all researchers agree that a 

proactive method should be followed in solving this 

problem. 

3    Data set and methodology 

In this study, public sentiment analysis about the 

COVID-19 vaccine is examined. The data set used for 

this purpose is extracted from Twitter with the keywords 

"coronavirus vaccine" on January 9th, 2021, using the R 

statistical software and the “rtweet” library. More than 

8000 tweets are converted to lowercase letters, freed 

from repetitions, punctuations, numbers, stop words, 

URLs, and non-ASCII words, and finally lemmatized in 

order to make them ready for analysis. Finally, the 

remaining 7935 tweets have been converted into a term 

document matrix. 

To analyze the general attitude towards COVID-19 

vaccines, the sentiment analysis method, which is a 

frequently used and effective method in big data 

analytics, is used. Sentiment analysis is defined as the 

classification of the main idea in a text with the 

applications of natural language processing and text 

analytics. Sentiment analysis aims to understand the 

attitude of the author by detecting the emotion 

polarization in a text and classifying it as positive, 

negative, and neutral ([45] pp. 53-54). For this, a 

dictionary-based emotion score is determined for each 

word in the text using flexible and open-source 

programming languages such as R and Python and 

related packages. Later, this score, determined on the 

basis of words, is calculated for the whole text. As a 

result, the text is classified as positive, negative, or 

neutral [45]. 

Despite the important advantage of being less complex, 

the score calculation method is not efficient enough in 

some cases. A positive sentence with negative score 

words will be evaluated as negative by this method. On 

the other hand, the machine learning approach, which 

automates processes more, is widely used in sentiment 

classification. In particular, a sentiment classification 

model is created by training the available data with 

supervised machine learning methods, and the obtained 

accuracy values are compared. This comparison is used 

to determine if the model has been set correctly, or if 

there is an overfit or underfit issue. Logistic Regression 

and Naïve Bayes, which are among these supervised 

machine learning methods, are used in this study. 

Logistic regression is a common type of generalized 

linear models and models the probability of some events 

occurring as a linear function of a set of predicted values. 

In other words, the Logistic Regression method tries to 

estimate the probability of the dependent variable having 

a certain value instead of estimating the value of the 

dependent variable. For example, instead of guessing 

whether a soccer team will beat the round it played, it 

tries to predict the probability of passing the round. The 

actual state of the dependent variable is determined by 

looking at the estimated probability. If the predicted 

probability is greater than 0.50, the estimate is closer to 

YES (i.e., to pass the round), otherwise, the failure to 

pass the round is more probable. Logistic Regression is 

used only when the dependent variable is a categorical 

binary (0 or 1, YES or NO, etc.). In this case, these two 

possibilities are calculated as 𝑃(𝑦𝑗 = 0) = 1 − 𝑝𝑗 and 

𝑃(𝑦𝑗 = 1) = 𝑝𝑗with the available data. In this case, the 

linear logistics (logit) model is established as follows 

([46] pp. 157-158). 

log (
𝑝𝑗

[1 − 𝑝𝑗]
) = 𝛼 + 𝛽1𝑋1𝑗 + 𝛽2𝑋2𝑗 + 𝛽3𝑋3𝑗 +⋯

+ 𝛽𝑛𝑋𝑛𝑗 

Naïve Bayes is a simple but effective machine learning 

classification method that uses the Bayes rule based on 

the assumption of conditional independence of variables. 

Bayes theory is a method of calculating the probability 

of event A to occur depending on event B. It is basically 

formulated as follows: 

𝑃( 𝐴 ∣ 𝐵 ) =
𝑃(𝐵 ∣ 𝐴 )𝑃(𝐴)

𝑃(𝐵)
 

where, 𝑃(𝐴) and 𝑃(𝐵) are the probability of occurrence 

of events A and B, respectively, 𝑃(𝐵 ∣ 𝐴 ) is the 

conditional probability of event B to event A, and lastly, 

𝑃(𝐴 ∣ 𝐵 ) is the conditional probability of event A to 

event B. Based on this, the Naïve Bayes classification 

equation is simply shown as: 

𝑃( 𝑦 ∣∣ 𝑥1, … , 𝑥𝑗 ) =
𝑃( 𝑥1, … , 𝑥𝑗 ∣∣ 𝑦 )𝑃(𝑦)

𝑃(𝑥1, … , 𝑥𝑗)
 

where, 𝑃( 𝑦 ∣∣ 𝑥1, … , 𝑥𝑗 ) is the posterior conditional 

probability of class (𝑦) to observation values (𝑥𝑛), 

𝑃( 𝑥1, … , 𝑥𝑗 ∣∣ 𝑦 ) is the conditional probability of 

observation values to class. Finally, while 𝑃(𝑦) is the 

prior probability of the class, 𝑃(𝑥1, … , 𝑥𝑗) is called the 

marginal probability ([47] pp. 279-280). 
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4    Findings 

In this part of the study in which the sentiment analysis 

about the COVID-19 vaccine is examined, the obtained 

findings are presented. Accordingly, the frequency 

distribution of 200 or more words in extracted and 

cleaned tweets with appropriate methods is presented in 

Figure 4. 

 

 

 

Figure 4: Word frequency of COVID-19 vaccine 

tweets. 

As seen in Figure 4, 4 words namely, free, give, scientist, 

and health are used more than 300 times. Another 

important result that is seen from the Figure is that there 

are words with positive meanings such as good, safe, and 

approve among the words used more than 200 times, and 

the absence of words with negative meanings. On the 

other hand, all the words in the tweets used in the study 

are presented in Figure 5 in the form of a word cloud. 

 

Figure 5: Word cloud of COVID-19 vaccine tweets. 

Although it has a lower frequency, there are also negative 

words such as stop, kill, opposition, and death in tweets, 

as seen in Figure 5. When evaluated as a whole, the 

distribution of sentiments in the tweets of this study is 

shown in Figure 6. 

 

Figure 6: Sentiment frequency distribution of COVID-

19 vaccine tweets. 

As seen in Figure 6, the strongest sentiment against the 

COVID-19 vaccine as of the first week of January 2021 

is positive. Accordingly, positive sentiments are about 

twice as much as negative sentiments. With a simple 

approach, it can be said that approximately 66% of the 

tweets about the COVID-19 vaccine are positive and 

approximately 33% are negative. These results coincide 

with the findings of [35], [36], and [44] examined in the 

literature section of the study. Although these rates give 

the impression that there is a positive approach to the 

vaccine at first glance, it is critically close to 60%, which 

is required for the immunity rate also known as herd 

immunity, to end the pandemic. Therefore, it is not 

wrong to comment that the rate of negative sentiments 

towards the vaccine is high. On the other hand, it is seen 

that feelings of trust and hope are dominant on the 

positive side, and fear is dominant on the negative side. 

In order to classify tweets with supervised machine 

learning methods, the tweets with positive emotion score 

are marked as 1, and the ones with negative scores are 

marked as 0. With this marking, the Logistic Regression 

model is established and applied to the train and test data 

set separated as 80%-20%. The obtained confusion 

matrix and accuracy values are presented in Table 1. 

Table 1: Confusion matrix and accuracy values for 

logistic regression. 

Train data Test data 

 Actual  Actual 

Predicti

on 

Negati

ve 

Positi

ve 

Predicti

on 

Negati

ve 

Positi

ve 

Negative 509 161 Negative 129 38 

Positive 388 4109 Positive 83 1009 

Accuracy: 0,8937 Accuracy: 0,9039 

As seen in Table 1, the Logistic Regression model has 

made the negative and positive classification of the 

sentiment of tweets with very high accuracy. In addition, 

the sensitivity value giving the true positive rate is 

calculated as 0.9637 for the train data set, while the 

specificity value giving the true negative rate is 



78   Informatica 47 (2023) 73–82                                                                                                                              S. Tüzemen et al. 

calculated as 0.6085. On the other hand, the results of the 

Naïve Bayes model created for emotion classification of 

tweets about the COVID-19 vaccine are presented in 

Table 2. 

Table 2: Confusion matrix and accuracy values for 

naïve bayes. 

Train data Test data 

 Actual  Actual 

Predicti

on 

Negati

ve 

Positi

ve 

Predicti

on 

Negati

ve 

Positi

ve 

Negative 544 254 Negative 132 65 

Positive 353 4016 Positive 80 982 

Accuracy: 0,8825 Accuracy: 0,8848 

As seen in Table 2, where the results of the Naïve Bayes 

classification model are presented, the accuracy values 

are close to the results of Logistic Regression. The 

sensitivity value for the train data set is 0.9405 and the 

specificity value is 0.6065. When the findings are 

compared with the results obtained from the Logistic 

Regression model, it is seen that the Logistic Regression 

classification model is slightly more effective. 

5    Conclusion 

The aim of this study is to measure and evaluate the 

attitude towards the COVID-19 vaccine with social 

media, which has become the most important 

communication tool today. For this purpose, the tweets 

about the vaccine are extracted and sentiment analysis 

about the vaccine is made with various classification 

methods. For this, on January 9th, 2021, more than 8000 

tweets belonging to the previous week are extracted via 

R statistical software and Twitter API, and the obtained 

data set is cleaned through appropriate libraries and 

made ready for analysis. The results of the sentiment 

analysis and machine learning classification are shared 

in the findings section of this study. 

When the results of the study are evaluated, it is seen that 

positive sentiments about the COVID-19 vaccine are 

more than negative ones. Therefore, the vaccine, which 

is seen as the best possible solution to the major problems 

caused by the pandemic, is generally accepted. On the 

other hand, the high rate of negative sentiments is 

worrisome. Similar to the study conducted by [48], this 

rate (more than 30%) is an indication that hesitation 

against vaccination should be evaluated carefully. The 

results obtained with the classification of sentiments 

reveal that the most dominant sentiment among negative 

sentiments is 'fear'. Thus, in order to ensure that the fight 

against the COVID-19 pandemic is not interrupted and 

the desired level of immunity is achieved, those in the 

public decision-making position must take strategic steps 

to combat fear and the underlying uncertainty. The most 

basic way of this is to fight against misinformation that 

spread rapidly, especially in social media, by sharing 

effective and accurate information. 

Logistic Regression and Naïve Bayes supervised 

machine learning methods are applied to classify tweets 

about the COVID-19 vaccine and their effectiveness is 

determined and compared. According to the findings, 

both methods have very high classification efficiency. 

However, positive sentiment classification is more 

successful than negative sentiment classification in both 

methods. It can be thought that the reason for this is the 

way the negative feelings are expressed (using "not 

good" instead of "bad"). In this study, which tries to take 

a snapshot of the attitude towards the vaccine in terms of 

its results, it is recommended to examine the sentiment 

locally in future studies on this subject and to investigate 

how certain practices or developments affect the attitude 

towards the vaccine instantly. 
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In this paper, we provide an approach to learning optimal Bayesian network (BN) structures from incom-
plete data based on the BIC score function using a mixture model to handle missing values. We have
compared the proposed approach with other methods. Our experiments have been conducted on different
models, some of them Belief Noisy-Or (BNO) ones. We have performed experiments using datasets with
values missing completely at random having different missingness rates and data sizes. We have analyzed
the significance of differences between the algorithm performance levels using the Wilcoxon test. The new
approach typically learns additional edges in the case of Belief Noisy-or models. We have analyzed this
issue using the Chi-square test of independence between the variables in the true models; this approach
reveals that additional edges can be explained by strong dependence in generated data. An important
property of our new method for learning BNs from incomplete data is that it can learn not only optimal
general BNs but also specific Belief Noisy-Or models which is using in many applications such as medical
application.

Povzetek: Razvita je metoda za določitev optimalne Bayesove mreže ob nepopolnih podatkih.

1 Introduction

Bayesian networks (BNs) have been used in a variety of
applications. The challenge of learning a BN can be cat-
egorized into two parts: (1) structural learning, which in-
volves identifying the topology of the BN; and (2) para-
metric learning, which involves estimating the conditional
probabilities for a given network. The challenge of learning
the structure of a BN is by far more difficult than the other
one. Most methods, such as [1] and [2], require complete
data, while in practical applications we are often confronted
with values missing from the dataset; this problem regards
both parts (1 and 2) mentioned above and affects the per-
formance of the model learning. A record with a missing
value should be omitted from the dataset.
An earlier work [3] studied the impact of learning the

parameters and the structure of a BN using hard EM and
soft EM with a comprehensive simulation study covering
incomplete data.
In this paper, we study the problem of learning the op-

timal BN structure from incomplete data, adopting a new
approach of using the product distribution mixture models
to handle missing values; the latter will be used with [2] to
estimate the missing values and learn the optimal structure.
In addition, we show in this paper that our new approach is
able to learn the structure of a Belief Noisy-OR (BNO) [4]
model from incomplete data.

2 Bayesian network

ABayesian network encodes a joint probability distribution
over a set of random variables U = {X1,X2, . . . ,Xm}. We
consider only discrete variables in this work, which is the
most common current usage of BNs. A finite set of states
of a variable Xi will be denoted by Xi. Conditional proba-
bility distributions (CPDs) are attached to each variable in
the network. Their purpose is to quantify the strength of the
relationships depicted in the BN through its structure: these
CPDs mathematically describe the behavior of that variable
under every possible value assignment of its parents. Since
to specify this behavior one needs a number of parameters
exponential in the number of parents, and since this number
is typically smaller than the number of variables in the do-
main, this approach results in exponential savings in space
and time.
Formally, a Bayesian network forU is a pair B = ⟨G,Θ⟩.

Its first component, G, is a directed acyclic graph whose
vertices correspond to the random variables U , and whose
edges represent direct dependencies between these vari-
ables. The graph G encodes independence assumptions:
each variableXi is independent of its non-descendants given
its parents in G. The second component of the pair, namely
Θ, represents the set of parameters that quantify the net-
work. It contains parameter θxi|Πxi

= f (xi|Πxi) for each
possible value xi of Xi and Πxi of ΠXi , where ΠXi denotes
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the set of parents of Xi in G. Accordingly, a Bayesian net-
work B defines a unique joint probability distribution over
U given by:

F(X1 = x1, . . . ,Xm = xm) =
m

∏
i=1

F(Xi = xi|ΠXi = Πxi)

=
m

∏
i=1

θxi|Πxi

for each ΠXi which is a parent of Xi.

2.1 Structure learning of BN
Note that a BN can be viewed from two perspectives: as an
effective coding of an independence relationship on the one
hand, and as an effective encoding of a high-dimensional
distribution of probabilities on the other hand.
One option of learning the structure is to rely on the spe-

cialists in the field through a conscious and meticulous pro-
cess of knowledge gathering. This involves training experts
in probabilistic graphical modeling, validating expert opin-
ions, and extracting and testing information. This process
all too often leads to disagreements among experts and a
lack of reliability pertaining to the model. Nonetheless, in
many fields, where data is scarce, this is one of the key ap-
proaches to model building.
Another mechanism is the automatic derivation of the

model based on a data set. It is this machine learning ap-
proach (ML) that we follow here (so that we avoid the very
rich field of human knowledge acquisition). For a data
set D = {u1,u2, . . . ,un}, where ui is an instantiation of all
variables in U , the BN structure learning translates to the
problem of learning a network structure from D. Suppose
u is complete and discrete. Consequently, finding the op-
timal Bayesian network is reduced to finding the optimal
structure. The optimal structure can be learned by three ap-
proaches coming from the area of ML.
The first is the constraint-based approach to structure

learning, which takes advantage of the first perspective and
attempts to reconstruct a Bayesian network by analyzing
data independence. These algorithms require an infinite
amount of data to learn independence with certainty; high-
order independence tests can be unreliable unless the sam-
ple size is truly huge [5]. The second is the score-based ap-
proach, which invests in the second perspective and looks
for Bayesian networks that adequately describe the avail-
able data with the best score. The core of this approach is
to assign a score value s(G) to each acyclic directed graph
G. The score function defines an overall order (up to equiv-
alences) over the structures in such a way that a structure
with a better description of the data is assigned a higher
value. The last approach is a hyper-approach, which mixes
the two previous approaches together.

2.2 Score-based
Score-based learning is a technique frequently used for de-
termining the optimal structure. In this process, each candi-

date is assigned a BN score to measure the goodness-of-fit
of a structure to the data. The goal of the learning prob-
lem is then to find the optimal scoring structure. The score
usually measures how well this BN describes the data set
D.
Definition (1): Let B = ⟨G,Θ⟩ be a Bayesian network,

and let D = {u1, . . . ,un} be a training set, where each ui as-
signs a value to all variables in U. The MDL scoring func-
tion of a network B given a training data set D, written
MDL(B|D), is given by:

MDL(G|D) = LL(G|D)− logn
2

|G|

where |G| is the number of parameters in the network. The
first term represents the loglikelihood, i.e., it measures the
model fit. The second term penalizes the model complex-
ity. The penalty term for MDL is greater than that for most
other evaluation functions, since optimal networks with the
MDL are usually sparser than optimal networks with func-
tion scoring. As its name suggests, an optimal network with
MDL minimizes the scoring function rather than maximiz-
ing it. The Bayesian information criterion (BIC) [6] is a
scoring function whose calculation is equivalent to MDL
for Bayesian networks, but it is derived on the basis of the
models’ asymptotic behavior. Where the score is decom-
posable, it can be written as a sum of the scores of each
variable and its parent set:

BIC(G|D) =
m

∑
i=1

BIC(Xi|ΠXi)

=
m

∑
i=1

{LL(Xi|ΠXi)−Penalty(Xi|ΠXi)}

The score-based algorithms’ aim is to optimize this score
and return the structure G that maximizes it. As the space
of all possible structures is at least exponential in the
number of variables m, this presents a number of prob-
lems. There are m(m − 1)/2 possible undirected edges
and 2m(m−1)/2 possible structures for every subset of these
edges. Moreover, there may be more than one orientation
of the edges for each such choice. One popular choice is
hill-climbing [7].

2.3 Structural learning with pruning
Statistical testing is a method of reducing the set of poten-
tial DAGs. Another approach to reducing this set is to use
constraints provided by experts. Besides that, we can use
structural constraints similar to in [2]. The structural con-
straints can be applied locally as long as they include only
one node and its parents.
Algorithm 1 represents an approach to learning the opti-

mal structure of a BN using the constraint rules and a de-
composable score [8]. The main function of the algorithm
is to compute a collection of candidate parent sets for each
variable. Then we optimize across this collection by se-
lecting one parent set for each variable, without creating
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directed cycles while maximizing the total score. The fol-
lowing theorem can be used to reduce the numbers of the
collections for candidate parents.

Lemma 2.1. Let Xi be a variable and Π′ be a candidate
parent set for Xi. Suppose that BIC(Xi|Π

′
) < BIC(Xi|{}).

Then Π′ can be safely ignored from the candidate parent
sets.

Proof. The proof uses the decomposability of the BIC
score. Let G

′ and G be DAGs that differ only on the parent
set of Xi where Π′ is the parent set of Xi in G

′ and Π is the
parent set ofXi inG. SupposeΠ⊂Π′ . Therefore, ifG

′ does
not contain directed cycles then G cannot contain them ei-
ther. This fact, together with BIC(Xi|Π) > BIC(Xi|Π

′ ), im-
plies thast G

′ is not BIC optimal. This statement also holds
if the candidate subset is the empty set Π = {}.

Algorithm 1 Parent sets evaluation for the BN structure
learning algorithm
Input: .

D : a data set
m: an integer representing the number of variables in
D

Output: Accepted sets of parents for each node
Phase 1: initialize the parameters

gi = (V,E) // A DAG containing a node and its can-
didate parent set

Si: BIC score of gi
Qi: priority queue of triples (Xi,ΠXi ,Si ) ordered by

Si
Phase 2: mscour(Xi,D) function to find the min(BIC)
score

Si = the BIC score of gi where only Xi is included
return Si

Phase 3: find the accepted Qi for Xi
Qi is empty
S∗ = mscour(Xi,D)
ΠXi is a parent set for Xi
add (Xi,ΠXi ,S

∗) to Qi
For each Xk,k ∈ {1, . . . ,m} do:

add Xk to ΠXi

Ski = the BIC score of the updated ΠXi

if(Ski > S∗)
add (Xi,ΠXi ,Ski) to Qk
For each X j, j ∈ {1, . . . ,m}, i ̸= j ̸= k, do:
add X j to ΠXi

Ski = the BIC score of the updated ΠXi

if(Ski > S∗)
add (Xi,ΠXi ,Ski) to Qk

else delete X j from ΠXi

end for
else delete Xk from ΠXi

end for

The gi = (V,E) in Phase 1 from Algorithm 1 is a DAG
containing the set of nodesV = {Xi,ΠXi} and the set of arcs

E = {(Xo,Xi),∀Xo ∈ ΠXi}. Algorithm 1 considers all pos-
sible parent sets that can lead to an optimal BN. Its imple-
mentation is based on [8]. After Phase 3, we find a DAG
with the highest BIC from among the variables given the
candidate parent sets of each variable. That is done using
GOBNILP [9] tool1 which is a smart algorithm using inte-
ger linear programming. We will refer to this algorithm as
A1.
Let us also note that, if a dataset is generated from a BN

having the empty graph as its structure and this dataset is
large enough then, for any parent set {ΠXi ̸= ϕ}, it holds that
BIC(Xi|{}) > BIC(Xi|ΠXi ). This implies that the variables
are independent and the penalty for larger parent sets makes
the BIC value worse for all nonempty parent sets.
One of the axioms of the pruning rules stated in the liter-

ature states that if a candidate subset has a better score than
another candidate set and the first candidate set is a sub-
set of the second candidate set, it is safe to disregard that
second candidate set due to the decomposability of score
functions. We have applied the pruning rule as formalized
in the theorem 2.1 in Algorithm 1. That algorithm will re-
duce the collection of accepted parent sets for each node by
discarding all parent sets which do not meet the criteria.

3 Incomplete datasets
One of the widespread problems in data mining and ma-
chine learning is incomplete data. Values may be missing
even from training instances. Nowadays more and more
datasets are available, but most of them are incomplete.
Therefore, machine learning must cope with this problem.
Normally, to learn the BN structure using A1 algorithm [2],
we need complete data, such that all instances ui ∈ D, i ∈
{1, . . . ,n} are complete and don’t have any missing values.
In the case of incomplete data and an instance which has
a missing value, A1 does not use this instance in the BN
structure learning.

3.1 Product distribution mixtures to handle
incomplete data

Because of incomplete data, most methods in machine
learning cannot be applied. An easy way to deal with
this problem is completing the data by simply omitting the
incomplete vectors or removing the incomplete variables.
But this approach has a weakness: we may lose a massive
part of the available information. Another alternative is to
use an estimation to replace the missing values [10] (i.e.,
put in estimates of the missing values). However, for cer-
tain reasons, the estimated values have to be typical, and the
natural variability of the data will be partially restricted. For
that, the product mixture model gives us a better way to di-
rectly apply the EM algorithm to complete the dataset [11].
We will refer to this approach as EM-Mixture.
Considering finite mixtures we assume that:
1https://www.cs.york.ac.uk/aig/sw/gobnilp/
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P(X) =
r

∑
j=1

w jF(X | j), (1)

F(X | j) =
m

∏
i=1

Fi(Xi| j),
r

∑
j=1

w j = 1 (2)

where w j > 0 is a probabilistic weight of the j-th mixture
component, Fi is the conditional distribution of the vari-
able Xi, i ∈ 1, . . . ,m, and r is the number of components.
Note that the product components do not imply that the in-
volved variables are independent. In this sense, the mixture
model (1) is not restrictive [12]. It is easy to verify that, by
increasing the number of components r, we can describe
any discrete probability distribution in the form (1). In our
experiments, it was selected based on the number of vari-
ables in a dataset.
To estimate the mixture parameters, we maximize the

log-likelihood function:

LL =
n

∑
k=1

logP(u(k))

where n is the number of records in the dataset D and u(k) is
the k-th datavector from D. We will use the EM algorithm
to maximize the log-likelihood function.
Next, we explain how the learned product mixture model

will be used to fill in the missing values. Let C =
{i1, i2, . . . , ik} be a subset of M = {1,2, . . . ,m} such that the
corresponding sub-vector

uC = (xi1 ,xi2 , . . . ,xik)

is complete. Then, under the product mixture model, we
can compute the marginal probability of uC as

PC(uC) =
r

∑
j=1

w jFC(uC| j) (3)

FC(uC| j) = ∏
i∈C

Fi(xi| j) . (4)

Let z be an index of a variable unobserved in u, i.e., z ∈
M \C. Under the product mixture model, we can compute
the conditional distribution of the missing value uz given
the complete part uC with PC(uC)> 0 as

Pz|C(uz|uC) =
Pz,C(uz,uC)

PC(uC)

=
r

∑
j=1

Wj(uC)Fz(uz| j)

whereWj(uC) are the conditional component weights:

Wj(uC) =
w jFC(uC| j)

∑r
j=1 w jFC(uC| j)

.

We thus compute the probability distribution Pz|C(uz|uC)
for each missing value of each data vector u ∈ D with a

missing value. There are several ways of using this proba-
bility distribution to fill in the missing value of Xz in u – in
this paper, we select value uz maximizing Pz|C(uz|uC) over
all values of Xz.
The last step of our presentation is the description of

adapting the EM algorithm for learning product mixture
models such that it is applicable to incomplete data. Given
a data vector u ∈ D and a variable Xi with index i ∈
{1,2, . . . ,n}, letN (u) be the subset of indices of the avail-
able variables (i.e., observed in that data) of u, andD(i)⊂D
be the subset of vectors with observed values of variable Xi:

N (u) = {v ∈ {1,2, . . . ,n} : uv observed in u}
D(i) = {u ∈ D : i ∈ N (u)}

In Algorithm 2, we present themodification of the EMal-
gorithm for the product mixture model for incomplete data.
For xv ∈ Xv, v ∈ {1,2, . . . ,n}, and j = 1, . . . ,r, we use
Fv(xv| j) to denote the conditional probability of observing
value xv of variable Xv given the component j. The ini-
tialization of the EM-Mixture algorithm (presented in Al-
gorithm 2) is performed using the partitions obtained from
agglomerative hierarchical clustering implemented in the
function hc of the R package mclust [13]. In our algorithm,
the symbol δ (x,y) denotes the standard delta function equal
to one if x = y and equal to zero otherwise.

Algorithm 2 EM-Mixture
Input: D is a data set
Output: a completed data set

Phase 1: initializing:
w j, j = 1, . . . ,r

Fv(xv| j), for xv ∈ Xv, v ∈ {1,2, . . . ,n}, and j = 1, . . . ,r

L =−∞
Phase 2:

repeat
E-Step:

q( j|u) =
w j ∏v∈N(u)

Fv(uv| j)

∑r
l=1 wl ∏v∈N(u)

Fv(uv|l)
, for u ∈ D, j = 1, . . . ,r

w j =
1
|D| ∑

u∈D
q( j|u), for j = 1, . . . ,r

M-Step: for xv ∈ Xv, v ∈ {1,2, . . . ,n}, and j = 1, . . . ,r

Fv(xv| j) =
∑u∈D(v) δ (xv,uv) ·q( j|u)

∑u∈D(v) q( j|u)

L′ = ∑
u∈D

log

[
r

∑
j=1

w j ∏
v∈N (u)

Fv(uv| j)

]
Q = L′−L

L = L′

until Q ≤ ε

The EM algorithm converges monotonically to a local
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or global maximum or a saddle point of the log-likelihood
function L in the sense that the sequence of {Lt}∞

t=0 does
not decrease. The presence of a local maximum makes the
starting point of the procedure influential; hence it is se-
lected at random. We use the value of ε = 0.005 to ter-
minate the main loop of the algorithm. The sequence of
log-likelihood values generated by E-Step and M-Step is
non-decreasing [11] (i.e., L

′
L).

We adapt the BN structure learning algorithm A1 so that
it can learn from incomplete data. We use the EM-Mixture
algorithm, i.e., Algorithm 2, to make the incomplete data
complete in Phase 3. The whole algorithm will be referred
to as A2.

3.2 Experiments
The experiments have been repeated ten times on ten differ-
ent subsets in each MCAR rate on different models, using
the generated datasets from the true models summarized in
Table 8 in A. We have compared our approach denoted as
A2 with three other methods. By A1 we denote the BIC
optimal learning from complete data created by omitting all
rows containing a missing value. In [3], the authors pro-
posed the soft and hard EM algorithms to fill in the missing
values and learn an optimal BN structure from the com-
pleted data by Tabu search [14], which we refer to as A3
and A4, respectively.
The test scenarios, which include more than 700 incom-

plete datasets, are summarized in Figure 1. The resulting
BNs of the simulations within each scenario are shown in
Tables 1, 2, and 3.
The decision tree shown in Figure 1 is intended to guide

practitioners as to which imputation algorithm appears to
perform the best, depending on the characteristics of their
problem with incomplete data. Each leaf of the decision
tree corresponds to a subset of the scenario that we studied,
grouped according to the values of the experimental fac-
tors, to recommend which algorithm has the best average
Structure Hamming Distance [15] (SHD) values between
the essential graph of the learned model and the essential
graph of the true model. The dominance of the algorithms
has been tested using the Wilcoxon test [16]. We say that
an algorithm is better than another if it has a lower average
SHD and their confidence intervals do not overlap, i.e., the
p-value of the Wilcoxon test is lower than 5%.
In the results based on the SHD, A2 has scored the best

results. For the results based on the SHD and the Wilcoxon
test, we have observed some important general trends:

– A2 appears to be a good algorithm in all scenarios.

– A2 is significantly better than other Algorithms for
Model M2 in Leaves B and G.

– A2 is significantly better than other Algorithms for the
model Child in Leaf C.

– A2 and A3 are significantly better than A1 and A4 for
Models M1 in Leaves C, D, P, and K.

Table 1: Recommended algorithm by decision tree leaf
where MCAR rate in [5 - 10 ] -Group 1.

Leaf Size Bayesian Network Recommended Algorithm
Weather A1, A2, A3, A4

A Size >5000 M1 A2, A3, A4
Weather A2, A3, A4

B Size in [3000 - 5000] M1 A2, A3, A4
M2 A2
Child A2, A3, A4
Weather A2, A3, A4

C Size in [1500 - 2500] M1 A2, A3
M2 A2, A3, A4
Child A2
Weather A2, A3, A4

D Size <1000 M1 A2, A3
M2 A2
Child A2, A3

– A1 is significantly worse than other Algorithms in all
scenarios where the data size is smaller than 5,000.

Figure 2 represents the algorithm results of all models with
all dataset sizes and all MCAR rates.

Table 2: Recommended algorithm by decision tree leaf
where MCAR rate in [15 - 25] - Group 2.

Leaf Size Bayesian Network Recommended Algorithm
Weather A1, A2, A3, A4

E Size >5000 M1 A2, A3, A4
Weather A2, A3, A4

F Size in [3000 - 5000] M1 A2, A3, A4
M2 A2, A3
Child A2, A3
Weather A2, A3, A4

G Size in [1500 - 2500] M1 A2, A3, A4
M2 A2
Child A2, A3
Weather A2, A3, A4

P Size <1000 M1 A2, A3
M2 A2
Child A2, A3

Table 3: Recommended algorithm by decision tree leaf
where MCAR rate in [35 - 50] - Group 3.

Leaf Size Bayesian Network Recommended Algorithm
Weather A1, A2, A3, A4

H Size >5000 M1 A2, A3, A4
Weather A2, A3, A4

G Size in [3000 - 5000] M1 A2, A3
Weather A2, A3, A4

K Size in [1500 - 2500] M1 A2, A3
Weather A2, A3, A4

M Size <1000 M1 A2

4 Belief Noisy-Or model
The Belief Noisy-Or (BNO) model is suitable for describ-
ing a specific class of uncertain relationships in Bayesian
networks [4] common in several practical applications of
BNs. As an example, let us mention the QMR-DT net-
work [17]. In Figure 3 we present the structure of a CPT
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Figure 1: The decision tree for different test scenarios.

F(Y |X1, . . . ,Xn)where auxiliary nodes X ′
1, . . . ,X

′
n are added

to explicitly separate the noisy relations from the logical
OR relation. For a CPT with multiple parent variables
X1, . . . ,Xn the noisy-or is defined as follows2:

F(X
′
i = 0|Xi = 0) = 1−α, F(X

′
i = 1|Xi = 0) = α

F(X
′
i = 0|Xi = 1) = pi, F(X

′
i = 1|Xi = 1) = 1− pi

where i∈{1, . . . ,n} and pi ∈ [0,1] is the parameter which
defines the probability that the positive value xi of variable
Xi is inhibited – it is referred to as the inhibition probability
and the parameter α specifies the possibility of a positive
value even if the value of the corresponding parent variable
is negative. In most experiments, we will set α = 0. The
CPT of F(Y |X ′

1, . . . ,X
′
n) represents the deterministic logical

OR function, i.e.,

F(Y = 0|X ′
1 = x′1, . . . ,X

′
n = x′n) =

 1 if x′1 = 0, . . .
x′n = 0

0 otherwise.

Consequently, the CPT of F(Y |X1, . . . ,Xn), which repre-
sents the noisy-or function, is computed as follows:

2In the case of one parent variable, we use probability values as speci-
fied in Table 4.

F(Y = 0|X1 = x1, . . . ,Xn = xn) =
n

∏
i=1

F(X
′
i = 0|Xi = xi)

=
n

∏
1
(pi)

xi(1−α)1−xi

F(Y = 1|X1 = x1, . . . ,Xn = xn) = 1−
n

∏
1
(pi)

xi(1−α)1−xi

4.1 Analysis of BNO models
In this Section, we analyze the BNO models represented in
Table 9 in A where α = 0. Tables 5, 6, and 7 show the
marginal probability distributions (MPD) of the variables
in BNO models N1, N2, and BN2O, respectively; look at
Figures 11 and 12. The Tables illustrate the decrease of
the marginal probability values for F(Ci = 0) in the case of
a node having more than one parent. See Table 7. This
decrease is due to the properties of the product of proba-
bilities in (5). On the other hand, they also illustrate the
increase of that marginal probability with a higher number
of its predecessors in previous layers; that increase depends
on the number of layers above and also on the numbers of
the edges in those layers. See Table 5 and Table 6.
Using the conditional probability distributions of the

variables given their parents, we can easily calculate joint
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Table 4: F(X
′
i |Xi) table

Xi
0 1

X
′
i 0 1−α 0.2

1 α 0.8

Table 5: N1 (Figure 11): Marginal probability distributions
C1 C2 C3 C4 C5 C6

F(Ci = 0) .5 .6 .68 .744 .795 .837
F(Ci = 1) .5 .4 .32 .256 .205 .163

Table 6: N2 (Figure 11): Marginal probability distribu-
tions

C1 C2 C3 C4 C5 C6
F(Ci = 0) .5 .6 .536 .539 .716 .707
F(Ci = 1) .5 .4 .464 .461 .284 .293

Table 7: BN2O (Figure 12): Marginal probability distribu-
tions

C1 C2 C3 C4 C5 C6 C7 C8
F(Ci = 0) .5 .5 .5 .5 .5 .129 .36 .36
F(Ci = 1) .5 .5 .5 .5 .5 .871 .64 .64

0
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A1 A2 A3 A4
Algorithms

V
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ue
s

Figure 2: The Structural Hamming Distance to the true
models from the resulting models of the structure learning
algorithms using data generated from all models, summa-
rized in Table 8 averaged over all data sizes and all MCAR
rates.

probability distributions F(U) using formula (1) and con-
ditional probability distributions (CPD) F(XA|XB), where
XA ⊆U andXB ⊆U\XA. Recall that a CPD for a particular
configuration xB of parent nodes XB can be computed as3:

F(XA|XB = xB) =
F(XA,XB = xB)

F(XB = xB)
(5)

The Kullback-Leibler Distance (KLD) of two conditional
probability distributions F(XA|XB) and G(XA|XB) defined
on the same state space is computed as the weighted aver-
age KLD of F(XA|XB = xB) and G(XA|XB = xB) over all

3Please, note that all BNs considered in this paper satisfy the condition
F(XB = xB)> 0 for all xB.

Figure 3: Noisy-or

configurations xB:

D(F(XA|XB)||G(XA|XB)) = ∑
xB

F(XB = xB)

∗∑
xA

F(XA = xA|XB = xB)

∗ log
F(XA = xA|XB = xB)

G(XA = xA|XB = xB)

= ∑
xA,xB

F(XA = xA,XB = xB)

∗ log
F(XA = xA|XB = xB)

G(XA = xA|XB = xB)

We will use KLD of conditional probability distributions
estimated from the true data to support our arguments when
we explain the results.

4.2 Experiments
We have performed experiments on different Belief noisy-
or (BNO) models with their CPTs defined in Table 4 where
α ∈ {0,0.2} and the CPT of a node which has no parent is
uniform, i.e., F(Xi = 1|{}) = 0.5,F(Xi = 0|{}) = 0.5. The
experiments have been repeated ten times on ten different
datasets generated fromBNOmodels with different MCAR
rates as specified in Table 9 in Appendix A. In all Figures,
we will denote additional edges by blue dashed lines, miss-
ing edges by red lines, and edges with different arrows by
orange lines.
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4.2.1 Model N1

The true N1 model is shown in Figure 11 in Appendix A.
We use this model as an example of a simple model with
a chain structure. This model is motivated by some appli-
cations, e.g., from telecommunications. Let us summarize
the results of this model:

– All algorithms learn the true structure when α ̸= 0 in
all data sizes and all MCAR rates.

– The algorithms A2, A3, and A4 learn structures dif-
ferent from the true model in some cases with α = 0,
MCAR rate 15% and data size of 1,000. For example,
A3 and A4 learn additional edge C2 → C4, also, A2
learnC4 →C6 instead ofC5 →C6.

– Using equation (5), we calculate F(C6|C5) and
F(C6|C4) from the true model N1. We have found
that their KLD value (computed using equation (4.1))
is very small, it is only 0.001. Also, the chi-square
test of independence, whose p-value is smaller than
0.0001, reveals that there is a strong dependence be-
tween C6 and C4 in addition to the relationship be-
tweenC6 andC5, already explicitly present in the true
model. Also, the BIC of the learned structure4 is -
2,252.93 and the BIC of the true model from the same
dataset is -2,255.64. This can be explained by the de-
terministic conditional distribution F(C6|C5 = 0) for
C5 = 0. For these reasons, we can conclude that we
can accept that A2 has learned C4 → C6 instead of
C5 →C6.

4.2.2 Model N2

The true N2 model is shown on the right hand side of Fig-
ure 11 in Appendix A. We use this model as an example of a
model more complicated than the previous model N1. This
model is motivated by some applications, e.g., by computer
networks. We summarize the results of the experiments per-
formed with this model:

– Figure 4 represents the Structure Hamming Distance
(SHD) for all testedMCAR rates andmodels withα =
0. We can observe that, as expected, the algorithm’s
performance is getting better with increasing the data
size.

– We can see that A2 on average has a smaller SHD dis-
tance to the true model than other algorithms.

– In Figure 5, we compare the models learned from the
datasets of size 5,000 with MCAR rate 10% using all
four algorithms. We can see that A2 and A3 have the
same SHDbut they differ in that A3 has amissing edge
C4 → C5 while A2 has an additional edge C3 → C6.
This additional edge can be explained by observing
that there is a chain of nodes C3 → C4 → C6 which

4We report the BIC value for one of ten datasets since the results for
the remaining nine are similar.

the state 0 is propagated through because of α = 0.
In other words, we calculate F(C3,C6|C1,C2,C4,C5)
and the product F(C3|C1,C2,C4,C5) ·F(C6|C4,C5)
from the true model 11 using equation (5). The KLD
value (computed as explained in (4.1)) of these two
distributions is very small, it is only 0.02. Also,
the chi-square test of independence of C3 and C6 re-
veals these variables are dependent (the test’s p-value
is smaller than 0.0001). The additional edge can be
also supported by a comparison of BIC values of the
learned structure with and without the additional edge
C3 → C6; they are -9,813.67 for the model with the
additional edge and -9,880.5 for the true model.

– If α > 0 then no additional edge is learned anymore,
no matter what the MCAR rate is. Algorithms A2 and
A4 we are always able to learn the true structure when
the data size exceeds 1,000. Also, A1 and A3 learn the
true structure when the data size is larger than 1,500.

4.2.3 BN2O models

Thesemodels are motivated by health-care applications, for
example by the QMR-DT network [17]. We created 60 dif-
ferent BN2O models consisting of two layers with N = 20
nodes in total. They differ in the numbers of nodes in the
first layer, namely L1 ∈ {5,8,12,15}; the numbers of nodes
in the second layer are L2 = 20−L1. The numbers of edges
between layers are generated randomly with three different
options N

2 ,
2·N

2 , and 4·N
2 ; each option repeated five times.

Using these models, we have generated multiple incom-
plete datasets where the sizes of the datasets are 3,000 and
5,000 and theMCAR are 10% and 15%. Figure 8 shows the
boxplot of additional and missing numbers of edges learned
in all instances for each algorithm where the dataset size is
3,000, and for all MCAR rates. The results show that A2
has better results on average (i.e., the distance to the true
model is smaller) than other algorithms.
Next we discuss in more detail one simpler example of

a BN2O. The structure of this model is shown in Figure 12
in Appendix A.

– Figure 6 represents the SHD of all learned models
grouped by MCAR rates with models where α = 0.

– The learned models from the dataset of size 5,000,
MCAR rate 10% and α = 0 using all algorithms are
shown in Figure 7. We can see that A2 performs bet-
ter (i.e., the SHD distance to the true model is smaller)
than other algorithms.

– Note the additional edge C7 → C8 learned by A2
for most datasets. The argument supporting this
additional edge is similar to that valid for the ad-
ditional edge in the N2 model. Again, we can
see that KLD of F(C7,C8|C2,C5) and the product
F(C7|C2,C5).F(C8|C2,C5) is very small; it is only
0.002. Also, the chi-square test of independence ofC7
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Figure 4: The Structural Hamming Distance of the result-
ing models of the structure learning algorithms to the true
model (with α = 0) using the data generated from the N2
model (the true model is presented in Figure 11) using the
average over ten experiments for different data sizes and for
the MCAR rates of 5%, 10%, and 15%, respectively.

and C8 has the p-value smaller than 0.0001 and there
is always only a very small difference between BIC
of the model with the extra edge and the true model;
for example„ BIC of the model with the extra edge is
-7,331.8 while the BIC of the true model is -7,338.5
for one of the en generated datasets.

– In the experiments with models having α > 0 no ad-
ditional edge has been learned and the true model is
learned successfully when the data size is 2,500 or
larger for all MCAR rates.

4.2.4 A large BN2O model

We have performed experiments with a model shown in
Figure 13 in Appendix A. This model consists of 25 vari-
ables; 14 in the first layer and 11 in the second layer. All
algorithms required a data size of more than 3,000 to give
a good performance. With the data size of 3,000 (and the
MCAR rate of 10%) the recorded SHD of algorithms A1,
A2, A3, and A4 still have not been very good – namely,
14.6, 10.2, 10, and 9.8, respectively. With the data size of
5000 and 7500 (and the MCAR rate of 10%) the recorded
average SHD of A1, A2, A3, and A4 are already much bet-
ter – namely, 7.2, 4.2, 4.3, and 5.1, respectively. See Fig-
ure 9 for the learned models. With the data size of 10,000
we already get the true models except for the additional
edges in the case of A2, as discussed in Section 4.2.3.
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Figure 5: Models learned by A1, A2, A3, and A4, respectively, for most of ten datasets generated from the true N2 model
(presented in Figure 11) (for α = 0) with the MCAR rate 10 and the data size of 5,000.
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Figure 6: The Structural Hamming Distance to the true models of the resulting models of the structure learning algorithms
using data generated from the BN2O model (the true model is presented in Figure 12) (with α = 0) averaged over all data
sizes for MCAR rates of 5%, 10%, and 15%, respectively.
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Figure 7: Models learned by A1, A2, A3, and A4, respectively, using data generated for most of ten datasets generated
from the true BN2O model (presented in Figure 12) (for α = 0) with the MCAR rate 10 and the data size of 5,000.
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Figure 8: Results of the structure learning algorithms using data generated from the BN2O model (with α = 0) with the
data size of 3,000 and averaged over all tested MCAR rates. The plot on LHS displays the average number of additional
edges and the plot on RHS displays the average number of missing edges.
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Figure 9: Models learned by A1, A2, A3, and A4, respectively, using the data generated from the large BN2O model
consisting of 25 variables (for α = 0) with the MCAR rate of 10% and the data size of 7,500 (true model is presented in
Figure 13).

5 Conclusion
In this paper, we provide an approach to learning the opti-
mal BN structure from incomplete data by adapting the con-
siderations of [8]. This adaptation imputes missing values
using product mixtures learned by the EM algorithm [11].
We have shown that the sequence of log-likelihood values
generated by E-Step and M-Step of the EM algorithm is
non-decreasing and the algorithm converges. Theorem 2.1
helps us reduce the collection of candidate parent sets for a
variable, which can speed-up the learning algorithm.
We have performed experiments on incomplete data gen-

erated from different types of BN models to compare the
proposed AlgorithmA2with other algorithms, namely with
A1 [8], soft and hard EM [3], referred to as A3 and A4, re-
spectively. In our comparisons, we use Structure Hamming
Distance of CPDAGs of learned DAGs to CPDAGs of the
original models.
Such comparisons have been undertaken on (a) general

Bayesian networks and (b) Belief Noisy-or [4] (BNO)mod-
els with partially deterministic and nondeterministic condi-
tional probability distributions. The experiments with mod-
els of type (b) are motivated by uncertain relationships in
Bayesian networks, which are common in practical appli-
cations of BNs. We have obtained the following results in
detailed simulation studies.

(a) General BN models:

– The A2 algorithm appears to be the best choice
from among the tested algorithms for learning
the structure of BNs from any incomplete data
whatever the data size and the missing MCAR
rate are.

– In most scenarios corresponding to different
datasizes and MCAR rates, Algorithm A2 is sig-
nificantly better than other algorithms and in no
scenario is it significantly worse than any other
algorithm according to the Wilcoxon test.

(b) BNO models:

– A2 is able to recover all true edges in the tested
models except for the N1 model (shown in Fig-

ure 11) at size 1,000 and a missing rate of 15%.
The different learned structure of themodel N1 is
acceptable because the Chi-square(X 2) test and
the Kullback-Leibler distance (KLD) between
the related conditional probabilities suggest there
is a high degree of relationship between the con-
nected variables.

– A2 has learned an additional edge in the case
of Models N2 (shown in Figure 11) and BN2O
(shown in Figure 12). The additional edge is
acceptable since the X 2 test and KLD suggest
there is a high degree of relationship between
these variables. We have seen that BIC of the
learned structure is almost equal to BIC of the
true model. For example, BIC of the model
learned using A2 (shown in Figure 7) is -7,331.8
and BIC of the true model is -7,338.5. Similar
behavior has been observed in other BNO mod-
els.

– A2 is always able to recover all edges while other
algorithms are not.

– For large BN2O models, all algorithms require
data sizes large than 3000 to have a good per-
formance; e.g., for the BN2O with 25 variables
A2 needs at least 10,000 data records to learn the
correct model (with the exception of additional
edges as discussed in Section 4.2.3).

We have empirically shown that our Algorithm A2 be-
haves better than other tested algorithms on several stud-
ied BNs and in different scenarios. Based on these exper-
iments, we can recommend this algorithm for practitioners
that use BNs or BNOs with incomplete data especially in
the medical domain where BNO could be used to study the
hidden relationship between symptoms and diseases. An
interesting topic for future research might be learning the
structure of large BN2O networks from incomplete data and
optimize the number of components in the EM-Mixture .
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A Appendix A. Simulation
Scenarios

This Appendix provides an inclusive list of all experiments
in the simulation study described in Sections 3.2 and 4.2,
organized by their main characteristics in Tables 8 and 9, re-
spectively. The number of components in each experiment
selected based on the number of variables in the datasets.
The true models mentioned in the Table 8 are shown in Fig-
ure 10. The true models mentioned in the Table 9 are shown
in Figures 11 and 12.

Table 8: Description of the key factors of all BN experi-
ments in the simulation study.

Network Missing Rate (MCAR) Replicates Sample Size
10 10 100, 500,1000,5000,10000

Weather [18] 25 10 100, 500,1000,5000,10000
50 10 100, 500,1000,5000,10000,13000
10 10 1000, 2000,3000,5000

Child [19] 15 10 1000, 2000,3000,5000
50 10 1000, 2000,3000,5000
5 10 500,1000,1500,2500,5000

M2 (Figure 10) 10 10 500,1000,1500,2500,5000
15 10 500,1000,1500,2500,5000
25 10 500,1000,1500,2500,5000
10 10 500,1500,2500,5000,10000,13000

M1 (Figure 10) 20 10 500,1500,2500,5000,10000,13000
35 10 500,1500,2500,5000,10000,13000
50 10 500,1500,2500,5000,10000,13000

Table 9: Description of the key factors of all Belief Noisy-
OR experiments in the simulation study (true models are
presented in Figures 11 and 12).

Network Missing Rate (MCAR) Replicates Sample Size
5 10 1000,1500,2500,5000

BN2O 10 10 1000,1500,2500,5000
15 10 1000,1500,2500,5000
5 10 1000,1500,2500,5000

N1 10 10 1000,1500,2500,5000
15 10 1000,1500,2500,5000
5 10 1000,1500,2500,5000

N2 10 10 1000,1500,2500,5000
15 10 1000,1500,2500,5000

large BN2O 10 10 5000, 7500
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Figure 10: M1 and M2 true models, respectively
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Figure 11: N1 and N2 true models, respectively. Their
marginal probability distributions are summarized in Ta-
bles 5 and 6
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Figure 12: BN2O true model. Its marginal probability dis-
tributions are summarized in Table 7
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Figure 13: Example of a large BN2O model with 25 vari-
ables (whose learned models are presented in Figure 9).
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Abstract: Academic data mining impacts a large number of educational institutions, significantly, playing 

a prime role in accumulating, studying, and analyzing the academic data. The accumulated academic 

data can be processed and analyzed for various purposes. It can be used for predicting the student 

academic performance and thereby broadening the retention rate of academic institutions. The prediction 

of students’ academic performance at the initial stage helps the students to identify their lacking subjects 

such that they can focus more on their deficient subjects and improvise their academic performance. 

Currently, numerous machine learning techniques are being used by the academic institutions to extract, 

analyze and predict the students’ academic performance and identify the fast and slow learners. This 

paper proposes an ensemble model, using the voting method for preclusive prediction of the student 

academic performance. The predicted results are being further utilized by the poor performers to 

concentrate more on their deficit courses. Accordingly, the instructors can focus on creating and 

implementing novel strategies or amending the existing pedagogical tools and approaches to aid the slow 

learners in improvising their performance. The proposed model has been tested on the academic data of 

an educational institution using the RapidMiner tool. The results depicts that how the number of E grades 

proportionally affects the performance of the students in academics. The proposed ensemble model 

generates the predicted results with an accuracy of 90.83%.   

Povzetek: Predstavljena je metoda strojnega učenja za napovedovanje učnega uspeha.

 

1   Introduction 
Academic Data Mining (ADM) has obtained astounding 

inquisitiveness in the recent years. The need for the 

analysis and assessment of the factors impacting the 

academic performance of students has embellished the 

demand for Academic Data Mining (ADM) or 

Educational Data Mining (EDM) [1]. Significantly, such 

factors can include student academic performance 

measured in terms of final grades obtained, course 

attendance, mid-assessment marks, etc. [2]. ADM plays 

a pivotal role in analyzing student performance based on 

the above-said factors and thereby classifying them into 

fast and slow learners. Additionally, ADM can also aid 

in providing subtle suggestions and recommendations 

for both the instructors as well as the students in 

improvising their performance. This can involve 

processes such as academic performance prediction and 

academic performance recommendations. Both the 

processes are essential for every educational institution 

as their reputation is centered upon the academic 

accomplishments of students [3]. The primary goal of 

academic performance prediction of learners is the 

identification of students at risk in their initial stage of 

career. This identification helps the instructor to analyze 

the factors affecting the performance such that corrective 

actions can be taken for the students at risk of lower 

achievement levels. Moreover, the timely analysis of 

weak performers benefits the academic institutions in 

increasing their retention rate [4].   

The academic performance of students is predicted 

using different supervised learning techniques such as 

classification and prediction. Learning Analytics (LA) 

plays a very significant in the field of education. The 

motivation for using LA by academic institutions is to 

analyze the patterns obtained from the educational data 

after prediction. So, after the academic performance 

prediction, LA in association with ADM is used to 

generate effective results that leads to the categorization 

of different types of students [5]. 

This research proposes a model that serves as an 

alarming structure for educational organizations. The 

proposed model can be used by the students to discover 

and concentrate on their disconcerting subjects while the 

faculties can focus on improving their learning strategies 

towards such students. Currently, many machine 

learning algorithms are available for envisaging student 

educational performance and ADM [6, 7]. The proposed 

model is also an ensemble machine learning-based 

model that predicts the student’s academic performance 

using an ensemble of machine learning algorithms, 

mailto:Harjinder.12962@lpu.co.in
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Decision Tree, Naïve Bayes, and K-Nearest Neighbor. 

For performance prediction, the records are collected 

from the academic institution which is then pre-

processed to eliminate anomalies so that only the data 

which is helpful for the analysis purpose is anomalies 

free. The cleaned data is then applied to the model and 

thereafter produced the predicted results. 

 

1.1   Motivation for the work 

Currently, the majority of the academic institutions 

face challenges related to the decreasing student 

academic performance and thereby rising student 

dropout ratio. This poses an alarming and stake-

compromising situation for the academic institutions. 

They consistently struggle to maintain the retention rate 

of the students. Similarly, the decline in the student 

academic performance impacts a student 

physiologically, economically and socially. Some 

students get demotivated and resultantly think of 

discontinuing their degree. This leads to the increase in 

the dropout rate for the academic institution. Such 

circumstances are challenging for the teaching fraternity 

as well since the failure or decrease in the student 

academic performance puts a question mark on overall 

conduct of the teacher. It raises concerns on the teaching 

capabilities and pedagogical approach followed by 

him/her.  

The proposed ensemble prediction model has been 

developed considering such circumstances. It helps in 

the reduction of drop-out rates and results in improving 

the retention rate of students. It provides the solution for 

the increase drop out issue faced by institutions by 

predicting the academic performance of the students 

precisely and proficiently. The proposed model has been 

trained using the historic data of students and then tested 

using the testing dataset. The predicted results classify 

the students into slow learners and fast learners. The 

proposed model serves as an alarming system for slow 

learners, the students who are at academic risk at the 

early stage of their carrier along with the courses 

affecting their performance. The early identification of 

students at academic risk helps the instructors to create 

new pedagogies, strategies and special academic 

counselling sessions for the weak students. Additionally, 

such initiatives helps the slow learners to concentrate 

more on their weak areas so that they can perform well 

in their academics and thereby improvising their 

performance. The improvement in the academic 

performance at early stage helps the slow learners to 

complete their degree on time that further improves the 

retention rate which further improves the repute of 

academic institutions. 

Overall, the proposed model is useful for academic 

stakeholders including learners, instructors/ teachers and 

educational institutions. It benefits the learners in their 

self-assessment on academic background by providing 

the reasons which are responsible for their academic 

downfall. The model assist the instructors to keep track 

of the academic growth of the students and helps them to 

provide special attention towards the slow learners. The 

predicted results of the proposed model helps the 

educational institutions to devise new strategies and 

steps for promoting and educating slow learners for their 

performance improvement thereby increasing the 

retention rate of the institutions.  

The rest of the paper has been divided into 5 

sections. Section 2 lists a tabular representation of the 

existing techniques used for predicting students’ 

academic performance. The proposed model has been 

elaborately discussed along with its structure and 

working in Section 3. Section 4 covers the empirical 

analysis of the proposed model on the collected data. The 

last fragment in the paper concludes with a brief 

description of why the ensemble approach has been 

preferred for predicting students’ academic performance. 

It also concludes with an insight into the futuristic 

extensions that can be made in the proposed model.  

2    Literature review 
The existing educational research shows that the 

intersection of academic data and machine learning 

techniques is advantageous for carrying out 

interdisciplinary work [8]. Research on educational data 

helps in the identification and selection of various factors 

revealing argumentative and empirical academic results. 

The implementation of various machine learning 

techniques on collected academic records can help in 

developing dynamic alarming systems. Such systems 

will be beneficial for both instructor/tutor as well as 

learners to work in their lacking areas [9, 10].  

Subsequently, the learners can improvise their 

academic performance based on the feedback of 

predicted results of alarming systems such that they can 

complete their respective degrees on time and with 

minimum dropouts or backlogs. Table. 1 illustrates the 

review of literature along with the techniques used and 

objectives of each model, and Figure. 1 shows the 

categorization of different prediction models based on 

machine learning.  
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Table 1: Existing academic performance prediction models. 

Prediction 

Models 

Machine Learning Technique(s) Used Core Objective 

 

[1] 

Decision Trees, Support Vector Machines, 

Naive Bayes, Bagged Trees, and Boosted 

Trees 

The early segmentation of students based upon their performance 

in the first year which helps in achievements of better results 

during the course completion. 

[3] Decision Trees To categorize the students based upon their performance. 

[4] Logistic Regression, Neural Networks, 

Random Forests. 

To identify the various challenges faced by the student in their 

first educational year based upon student registration data. 

[5] Decision Trees, Rule and Fuzzy Rule 

Induction Methods, and Neural Networks. 

To predict the marks of university students in their final exams. 

[11] Logistic/Linear Regression, Matrix 

Factorization 

To use educational data for an intelligent tutoring system. 

[12] Linear Regression, Neural Networks, 

Support Vector Machines 

To predict the student score based upon their mid-term marks. 

[13]  Neural Networks, Random Forests, and 

Decision Tree 

To predict the student academic performance of first-year  

students 

 

[14] Linear regression, neural networks, 

support vector machines, decision trees, 

naive Bayes, k-nearest neighbor 

To provide various courses based upon the existing data which 

help in improving the academic performance of a student. 

[15] Decision tree, Gradient boost algorithm, 

and Naïve Bayes 

To identify the weak students and provide special counselling for 

their betterment. 

[16] SVM and Naïve Bayes 

To predict the student’s academic performance using Naïve 

Bayes and compare the predicted results with the results 

generated by SVM. 

[17] 
K-Nearest Neighbor, Naïve Bayes, 

Decision Tree, and Logistic Regression 

The main objective of the study is to predict the student’s 

academic performance along with the factors affecting their 

performance. 

[18,19] Decision Tree 

To assess the student’s academic performance using the decision 

tree. The predicted results were used to provide a 

recommendation to weak students so that they can improve their 

performance which lowers the failure rate. 

[20] 
Naïve Bayes, Neural Network, and 

Decision Tree 

The main objective is this research is the usage of various data 

mining techniques to predict and analyse the academic 

performance of students founded from the academic data 

available by a participated forum. 

[21,22] Random Forest, Neural Networks, SVMs, 

and Regression Techniques 

EDM was used to identify the weak students, based upon their 

performance. It also helps in the identification of various factors 

responsible for affecting and deteriorating the academic 

performance of the students. 



100   Informatica 47 (2023) 97–108                                                                                                                H. Kaur et al. 

 

 

Figure 1: Categorization of existing prediction models based on the machine learning techniques used. 

 

3   Proposed ensemble model 
The primary goal of creating an ensemble model 

helps in the production of more accurate results as 

compared to the accuracy of results produced by 

individual classifier. The proposed model uses the 

ensemble of heterogeneous classifiers. The ensemble 

model proposed here accepts the output from multiple  

 

classifiers such as decision tree, Naïve Bayes, and K-NN. 

The proposed ensemble combines the output of 

heterogeneous classifies using voting approach which 

resultantly produces the final prediction results. The idea 

of ensemble approach works if and only if all the selected 

classifiers producing different class labels rather than 

agreeing on the same decision. Figure 2 depicts the flow 

of ensemble method. 

 

Figure 2: Basic ensemble approach for prediction. 

 

The proposed ensemble model performs 

classification of the students based on their academic 

performance considering their marks in the courses 

inclusive of their attendance in each course. The data for 

classification has been collected from   sources such as 

using Google form and a designed interface. Certain 

attributes generate irrelevant values such as incomplete 

data, duplicate data, naming identification problems and 

hence have no participation in the classification process. 

Thus, such irrelevant attributes were stricken out of the 

classification process else the use of these attributes 

could have increased the classification errors and  

 

complexity of the selected algorithm. Conclusively, this 

helped in making the predictions more accurate.  

The proposed ensemble model has been designed 

to predict student academic performance using an 

ensemble of machine learning algorithms. The primary 

objective of designing an ensemble model is that every 

selected classifier must be complementary to each other 

in the context of a judgment so that further accuracy can 

be achieved [23]. The model intends to compute the 

student academic performance (in terms of Cumulative 

Grade Points) and achieve an early separation of learners 

Techniques Used

Decision 
Tree

[1],[9],[13][
14],[15],[1
6],[18],[19]
,[20],[26]

Support 
Vector 

Machines

[1],[12],[14
],[17],[21]

Naive 
Bayes

[1],[14][15]
,[17][18],[2

0]

Neural 
Networks

[9],[12],[13
],[14],[22],[

27]

Random 
Forest

[13],[22],[2
7]

Bagged 
Trees and 
Boosted 

Trees

[1],[15]

Linear 
Regression

[11],[12],[14]
,[22]

K-Nearest 
Neighbour

[14],[18]

Logistic 
Regression

[18],[28],[27]
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segregating them into slow and fast learners based upon 

their educational performance. 

3.1 Working of the proposed ensemble 

model 

When it comes to predicting student academic 

performance, a single classification model might not 

produce the appropriate outcome. Moreover, the single 

classification models suffer from high variance [24, 

25].In the proposed ensemble approach, the output of 

multiple models has been combined which further 

enhances the overall accuracy of prediction results. 

There are some ensemble approaches like bagging, 

boosting, stacking, and voting with each having its pros 

and cons.  

In the proposed model, voting technique has been 

used because the prediction results have been produced 

by combining the output of multiple classifiers. The 

results generated by the voting approach are better in 

comparison with a single classifier because in voting the 

decision depends upon the majority vote [26]. The choice 

of voting approach has been made because it produces 

predicted results with low variance in comparison to the 

variance produced by single classification model [27, 

28]. 

The students are the key component of the proposed 

ensemble model as they provide their academic details 

as input. The academic details comprise their courses, 

marks/grade in each course, and attendance in individual 

courses as these academic parameters are considered as 

the crucial factors for measuring the academic 

performance of students. An interface has been designed 

to get the academic details of the students that are used 

for the model testing. The interface supports 

heterogeneous devices where the learners can provide 

their academic inputs by using either their smartphones, 

laptops, or even their desktops too. 

The students input their educational details through 

the designed student interface. Such student academic 

data is stored in an academic database and is the core 

substantial asset for the prediction process. The stored 

data formulates different student records and is pre-

processed, and then it is used to train the proposed model. 

During the pre-processing stage, the academic records 

have been integrated followed by checks to look for any 

inconsistencies, such as duplicates, missing values, etc. 

Consequently, the pre-processing stage generates the 

refined data which is further used to train the proposed 

ensemble model.  

In the proposed ensemble model, the training 

dataset is used for the generation of rules which are being 

used for the prediction as shown in Figure 3. The testing 

dataset is being applied to constructed ensemble model 

to get the predicted academic performance based upon 

the rules generated using the training dataset.  

 
Figure 3: Proposed ensemble model. 
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The predicted results of the model are beneficial for 

both the instructor as well as the learner. It enables the 

instructor in scrutinizing the student's academic results 

and derive their performance from them which can be 

further used to take certain novel strategic actions for 

improvising the performance of slow learners. 

Concomitantly, this helps the recognizing the students at 

academic risk at the stage of academics which helps in 

augmenting the student retention rate and completion of 

degree on time. Also, the predicted academic 

performance is used as feedback by the students. 

3.2 Mathematical formulation and proposed 

algorithm 

Analytically, the proposed algorithm helps to 

categorize the different types of learners into strong and 

weak learners. The differentiation identifies the weak 

learners and also the courses in which they have 

underperformed. Subsequently, this helps the weak 

learners to concentrate more on such subjects they were 

lagging and resultantly improvise their performance. 

Identification of weak performers at early stage guides 

them to perform well in their end term exams. 

Mathematically, in order to categorize the students, their 

𝐶𝐺𝑃𝐴 has been calculated by considering their grade 

points and credit for each course. For calculating 

the 𝐶𝐺𝑃𝐴, the student’s grade points have been initially 

computed from the marks obtained in each course as 

shown in Table. 2. 

The proposed model has based on certain 

assumptions which are as follows: 

• The 𝐶𝐺𝑃𝐴 of students has been calculated by 

considering the grade points of each course. In the 

proposed model for 𝐶𝐺𝑃𝐴 calculation, the grade 

point consideration is at a 10 scale. 

• The results of the proposed ensemble model used 

by 2nd-semester students further recommend the 

courses because in majority of the universities the 

selection option has been started from the second 

year onwards. 

• The number of subjects considered for the 

calculation of 𝐶𝐺𝑃𝐴 was 8.  

• The total marks of various courses inclusive of 

attendance marks. 

• For predicting the student academic performance 

the grade consideration is from A-E. 

The following table shows the description of grade 

points and grades based upon the marks: 

 

Table 2: Grade as per marks range. 

Range 

of 

Marks 

Grade 

Point 
Grade 

90 - 100 9.0 - 10.0 A+ 

80 - 89 8.0 - 8.9 A 

70 - 79 7.0 - 7.9 B+ 

60 - 69 6.0 - 6.9 B 

50 - 59 5.0 - 5.9 C 

40 - 49 4.0 - 4.9 D 

< 40 0.0-3.9 E 

 

Objective Function: Map (𝑆𝑡𝑢𝑖 , 𝐶𝑜𝑢𝑗, 𝑀𝐶𝑖𝑗
𝑦𝑖𝑒𝑙𝑑𝑠
→    𝑐𝑔𝑝𝑎)   (1) 

Where: 

𝑆𝑡𝑢: Students 

𝐶𝑜𝑢: Courses 

𝑀𝐶𝑖𝑗: Marks obtained by 𝑖𝑡ℎ student in 𝑗𝑡ℎ course. 

𝐶𝐺𝑃𝐴: Commulative Grade Point Assessment. 

𝑖: Index of Students𝑖 ∈ 𝑆 𝑤ℎ𝑒𝑟𝑒 𝑆 = {1 ≤ 𝑖 ≤ 𝑛} 

𝑆 =  𝑆𝑒𝑡 𝑜𝑓 𝑠𝑡𝑢𝑑𝑒𝑛𝑡𝑠 𝑎𝑛𝑑 𝑛 𝑖𝑠 𝑡ℎ𝑒 𝑚𝑎𝑥𝑖𝑢𝑚𝑢𝑚 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑡𝑢𝑑𝑒𝑛𝑡𝑠 

𝑗: Index of Course and  𝑗 ∈ 𝑅 𝑤ℎ𝑒𝑟𝑒 𝑅 = {1 ≤ 𝑗 ≤ 𝑚} 

𝑅 =  𝑆𝑒𝑡 𝑜𝑓 𝐶𝑜𝑢𝑟𝑠𝑒𝑠 𝑎𝑛𝑑 𝑚 𝑖𝑠 𝑡ℎ𝑒 𝑚𝑎𝑥𝑖𝑢𝑚𝑢𝑚 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑢𝑟𝑠𝑒𝑠 

𝑀𝐶𝑖, 𝑗: Marks in each course such that𝑖 ∈ 𝑆 𝑎𝑛𝑑 𝑗 ∈ 𝑅 

𝑤ℎ𝑒𝑟𝑒 𝑆 = {1 ≤ 𝑖 ≤ 𝑛} 𝑎𝑛𝑑 𝑅 = {1 ≤ 𝑗 ≤ 𝑚} 

 

For accomplishing the objective function, a map 

function has been devised. The mapping function 

predicts the performance of the students by calculating 

their CGPA based upon the academic details given by 

students. Here, the map is the function that maps the𝑖𝑡ℎ 

students in to their corresponding CGPA by considering 
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their course and marks in each course. The general 

formula for the calculation of 𝐶𝐺𝑃𝐴 is depicted in Eq. 

(2). 

CGPA =
∑(G∗CR)

∑CR
   (2)                       

 

Where: 

𝐶𝐺𝑃𝐴 −Cumulative Grade point Average 

𝐶𝑅 −Represents the credit score of a course 

𝐺 −Represents Grade points obtained by the student 

in a course. 

The proposed model is composed of a set 𝑆𝑡 =
{𝑠𝑡𝑢1, 𝑠𝑡𝑢2, 𝑠𝑡𝑢3, …… . . 𝑠𝑡𝑢𝑛} of n students such that 

𝑆𝑡𝑢 = {𝑠𝑡𝑢𝑖|1 ≤ 𝑖 ≤ 𝑛} specifies the number of 

students; a set 𝐶𝑜𝑢 = {𝑐𝑜𝑢1, 𝑐𝑜𝑢2, 𝑐𝑜𝑢3, …… . . 𝑐𝑜𝑢𝑚} 
represents the 𝑚 different subjects such that 𝐶𝑜𝑢 =
{𝑐𝑜𝑢𝑗|1 ≤ 𝑗 ≤ 𝑚}. 

Let 𝑔𝑖𝑗denotes the grade points obtained by the 

𝑖𝑡ℎstudent in𝑗𝑡ℎcourse. If 𝑐𝑔𝑝𝑎𝑖 is the CGPA of 𝑖𝑡ℎ 

student, then it can be obtained by matrix algorithm 

specified in Eq. (3): 

 

𝐶𝑔𝑝𝑎𝑖  =[

𝑐𝑔𝑝𝑎1
𝑐𝑔𝑝𝑎2
⋮

𝑐𝑔𝑝𝑎𝑛

]=
1

∑ 𝑐𝑟𝑗
𝑚
𝑗=1

[

𝑔11 𝑔12
𝑔21 𝑔22

⋯ 𝑔1𝑚
⋯ 𝑔2𝑚

⋮ ⋮
𝑔𝑛1 𝑔𝑛2

⋮
⋯ 𝑔𝑛𝑚

] [

𝑐𝑟1
𝑐𝑟2
⋮
𝑐𝑟𝑚

]    (3) 

 

Where 𝑐𝑟𝑗 denotes the credits corresponding to 𝑗𝑡ℎcourse∀ 1 ≤ 𝑗 ≤ 𝑚, and the proposed algorithm is shown as follows: 

Objective Function: Mapping of student with their CGPA by considering their program courses and marks in individual 

course which affect student’s academic performance consists of {Students, Courses, Marks in each course} 

Input: Student academic details  

Output: Student categorization into weak and strong learners; Special inputs to weak students for improving their 

performance.  

1. Perform preprocessing of collected data. 

2. Use the pre-processed data as a training dataset. 

3. Training dataset is used to train the model for the generation of rules. 

4. Testing data is used for the prediction of performance using trained model; 

 {𝑠𝑡𝑢𝑖 , 𝑐𝑜𝑢𝑗, 𝑀𝐶𝑖𝑗} has been applied to map to get 𝑐𝑔𝑝𝑎𝑖, using Eq. (1). 

5. (a) Eq. (2) specifies the general formula for the calculation of 𝐶𝐺𝑃𝐴. 

(b) 𝑐𝑔𝑝𝑎𝑖 is computed using Eq. (3) where 𝑐𝑔𝑝𝑎𝑖is the 𝐶𝐺𝑃𝐴 of individual student. 

6. The calculated𝐶𝐺𝑃𝐴 helps in the identification of weak and strong learners. 

7. The predicted results are being used by the: 

Learners (to improve their performance). 

Instructors (to provide suggestive measures to poor performers) 

 

4   Results 
The experimental results have been obtained using 

the data from the department of computer science of an 

academic institution. The dataset contains 400 records of 

current students belonging to different sections of the 

computer science department. The dataset has been  

 

 

 

divided using the split operator, where 70% of the entire 

data is being used for training the model and the rest 30% 

is used for the testing of an ensemble model. Major 

attributes considered for analyzing the performance are 

the attendance in each course, the grade obtained in each 

course, the overall CGPA of the student, number of 

pending E grades. Figure 4 shows the results generated 

by the proposed ensemble model. 



104   Informatica 47 (2023) 97–108                                                                                                                H. Kaur et al. 

 
Figure 4: Results generated by ensemble method. 

 

Performance vector shown in Tab. 3 proves the 

accuracy of the ensemble method using a vote operator 

that uses the majority vote from the base learners for 

predicting the results. The ensemble method has shown 

an accuracy of 90.83%. In the confusion matrix, 0 

represents good performers and 1 denotes bad 

performers. For fast learners, 82 instances are correctly 

identified whereas 10 are incorrectly identified. 

Similarly, for bad performers, 27 instances are correctly 

identified whereas 1 is incorrectly identified.  

 

 

Table 3: Performance vector (ensemble method). 

 
true 0 true 1 

class 

precision 

pred. 0 82 10 89.13% 

pred. 1 1 27 96.43% 

class recall 98.80% 72.97%  

 

 

 

Figure 5: Relationship between actual and predicted performance. 
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The scattered 3D plot view of the relationship between 

actual and predicted results generated by the proposed 

ensemble model is illustrated in Figure 5 where x axis 

represents the RegdNo and the value column signifies 

performance in terms of slow (1) and fast learners (0).  

 

 

 

 

Figure. 6: Actual and predicted results based on E grades. 

 

 

 

 
Figure 7: Predicted performance based upon pending E grades. 

 

 

The actual and predicted results based on E-grades has 

been depicted in Figure 6 and 7. Figure 8 illustrates the 

registration-wise predicted performance of students after 

the re-appear exam has been given. The blue colour 

circle indicates good performance that is signified by 0 

whereas the green colour represents the poor 

performance of the student which is denoted using 1. The 

results show that the more the number of re-appears a 

student is having considered under the category of a poor 

performer. Therefore, corrective actions for such 

students are required to be taken on time by the student 

as well as from the instructor. 
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Figure 8: Predicted results considering reappear exam given. 

 

5    Conclusion and future directions 
Presently, the academic educational institutions are 

facing difficulty in sustaining the low retention rate of 

students. The task of maintain the retention rate can only 

be achieved by reducing the drop-out ratio of students. 

The high student retention rate depends significantly on 

the student academic performance. It becomes highly 

important for the academic institutions to predict the 

student performance for subsequent sessions such that 

retention rate can be maintained as well student 

performance can be improved. Also, the prediction of 

student academic performance at an early phase of their 

degree helps to do self-assessment for their downfall so 

that the student can do the corrective actions to improvise 

his/her on time. The model is helpful for the instructors 

as well who can verify and revise their pedagogical 

approaches if required. 

A lot of research is being carried out to develop models 

for predicting the student academic performance using 

academic data mining strategies. Various machine 

learning techniques have been used to develop such 

predication models that act as an aid for the academic 

institutions. The paper proposes an ensemble model 

based on machine learning techniques, Decision Tree, 

Naïve Bayes, and K-NN classification algorithms 

catering to such problems. It helps in identifying the 

weak learners by predicting their performance based 

upon the historical academic data. The model has been 

implemented on a gathered dataset and achieves an 

accuracy 90.83%.   

The research work presented in this paper can be 

further extended to develop a recommender system that 

will use the performance prediction results and 

subsequently recommend course-specific elective 

courses to the students. Such recommendations tend to 

augment student skills depending on their performance. 

Additionally, a recommender system can be developed 

that offers students interest-oriented or choice-driven  

 

suggestions regarding course selection considering and 

mapping the student’s previous performance along with 

the student choice. The major research for the academic 

performance prediction of the students considers the 

direct factors (such as courses, marks in each course, 

attendance and grades etc.). The incorporation of the in-

direct factors (such as physiological, behavioral, 

economic and social etc.) that affect the student 

academic performance can be carried out further.  

Recently, several edtech companies have emerged 

during COVID 2019 era. Such companies are engaged in 

the practice of incorporating Information Technology 

(IT) and digital tools for the student learning and 

engagement. The edtech companies are now using 

predictive analytics for mining student academic 

records, enrollment, attendance, class engagement, etc. 

The edtech companies can use the prediction as well as 

recommendation models to help the students by 

suggesting the appropriate course based upon their 

predicted performance.  
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Nowadays, patients and caregivers have become very active in social media. They are sharing a lot of
information about their medication and drugs in terms of posts or comments. Therefore, sentiment analysis
plays an active role to compute those posts or comments. However, each post is associated with multilabel
such as ease of use, effectiveness, and satisfaction. To solve this kind of problem, we propose a multichannel
convolution neural network for multilabel sentiment classification using Abilify oral user comments. The
multichannel represents the multiple versions of the standard model with different strides. Specifically,
we use the pre-trained model to generate word vectors. The proposed model is evaluated with multilabel
metrics. The results indicate that the proposed multichannel convolutional network model outperforms the
traditional machine learning algorithms.

Povzetek: Razvita je konvolucijska mreža za preučevanje izmenjav mnenj o boleznih na socialnih omrežjih.

1 Introduction
Social media has become an active part of drugs and med-
ication users. They share the advantage or disadvantages
of their medication and drugs. This information may give
some insightful information about the reaction of the drug.
Therefore, sentiment analysis plays a wide role to compute
the opinions of drug users and caregivers. The sentiment
analysis can be performed at the document level, sentence
level, or aspect level [1, 2]. The document and sentence
level computes the overall opinion. But, the aspect level
computes opinion at a specific target or an entity. In this
paper, we aim to focus on aspect level sentiment. A com-
ment may be associated with a single label or multilabel
[3]. The single label problem has only one label. However,
It has two classification methods namely, binary classifica-
tion or multiclass classification [4]. The binary classifica-
tion problem belongs to a binary set such as true and false
or positive and negative. Themulticlass classification prob-
lem belongs to a set of more than two elements such as pos-
itive, neutral, and negative. In these problems, algorithms
assign only one label to comment or instance. Multilabel
classification problem belongs to a set of multiple target la-
bels where each label maybe belongs to a binary class or
multiclass.
Traditionally, the multilabel classification problems are

solved using problem transformation, adapted algorithms,
and ensemble learnings [3]. The problem transformation
problem is further solved using the binary relevance, clas-
sifier chain, and label powerset methods [5, 6]. How-
ever, these methods use the traditional bag of words (BoW)
method to represent features. These features fail to rep-
resent semantic meaning between words. Therefore, deep
learningmodels are proposed to capture the semantic mean-
ing between words in the input sequence. It is also proven
that they outperform inmany tasks such as image classifica-
tion, text classification, etc [7, 8, 9]. In this paper, we pro-
pose a multichannel convolution neural network for multi-
label sentiment classification using Abilify oral user com-
ments. Themultichannel model represents themultiple ver-
sions of the standard model with different strides. Particu-
larly, we use the GloVe pre-trained model [10] to gener-
ate word vectors. We then evaluate the proposed multilabel
metrics.
This paper is organized as follows. Section 2 briefly de-

scribes the related works. The proposed multichannel con-
volutional neural network for multilabel sentiment classifi-
cation is presented in Section 3. In Section 4, the results and
their comparison is presented. Finally, Section 5 concludes
the paper.
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2 Related works
In recent years, researchers widely studied clinical text and
user text using natural language processing (NLP). They
used both machine learning and deep learning to solve their
problems. In this paper, we present the existing works on
biomedical texts. Baumel et al. [11] investigated four mod-
els such as SVM, CNN, CBOW, and hierarchical attention-
based recurrent neural networkmodels for the extrememul-
tilabel task using the MIMIC datasets. The authors indi-
cated that the hierarchical attention-based recurrent neural
network model achieves a 55.86% F1 score. Wang et al.
[12] developed a rule-based algorithm to generate labels
that are weakly supervised. Then, the authors used the pre-
trained word embeddings to represent deep features. They
employed SVM, random forest, MLPNN, and CNN algo-
rithms. Their study indicated that the CNN model achieves
the best performance score. Singh et al. [13] developed an
attentive neural tree decoding model for tagging structured
bio-medical texts with multilabel. This method decodes an
input sequence into a tree of labels. The authors suggested
that the proposed model outperforms on SOTA (sate-of-the
art) approaches with biomedical abstracts. Citrome [14] re-
viewed the treatment of Abilify oral users with bipolar I dis-
order and schizophrenia. The author indicated that the tol-
erability of Abilify with schizophrenia appears superior to
haloperidol, risperidone, and perphenazine. Rios et al. [15]
demonstrated the biomedical text classification task using
CNN. They indicated that they achieved a 3% improvement
over the SOTA results.
Moreover, Gargiulo et al. [16] presented a deep neu-

ral network (DNN) for extreme multilabel and multiclass
text classification tasks. The authors used two models: the
first one uses a word embedding with two dense layers,
and the second uses the convolution, word embedding, and
the dense layers. Kolesov et al. [17] performed multilabel
classification on incompletely labeled biomedical texts us-
ing the SVM and RF. They used soft supervised learning
and weighted k-nearest neighbor algorithms for modifying
the training set. Their study indicated that both algorithms
perform better. Parwez et al. [18] presented the CNN
model for multilabel text classification. The authors used
the domain-specific and generic based pre-trained model to
predict class labels. In summary, the above authors used
SVM, NB, RF, and CNN to perform multilabel classifica-
tion tasks on various biomedical texts (Table 1). In this
paper, we propose multichannel convolutional neural net-
work for multilabel sentiment classification using Abilify
oral user comments.

3 The proposed method
In this section, we present a multichannel convolutional
neural network for a multilabel sentiment classification
model using Abilify oral user comments. The system archi-
tecture is shown in Fig.1. It includes data pre-processing,
word embedding, multichannel CNN, merge layer, fully

connected layer, and an output layer. Each of these pro-
cesses is explained as follows.

3.1 Abilify oral dataset
We obtained this Abilify oral dataset from the IEEE Data-
port [19, 20]. It contains 1722 user comments with their age
group, gender, treatment condition, patient type, treatment
duration, and labeled sentiment on satisfaction, effective-
ness, and ease of use.

3.2 Pre-processing
The dataset is converted from upper case to lower case, re-
moved punctuation lists and stop words, and retained the
numbers where it describes the drugs in grams. Then, each
instance is split into separate words using the tokenization
method.

3.3 Multichannel convolutional neural
network

The multichannel convolutional neural network represents
the multiple version of the standard convolutional neural
network model with different sizes of kernels. This rep-
resentation allows the instance or document to process in
different n-grams such as 4-gram, 6-gram, and 8-grams at
the same time [22]. In particular, we define the standard
convolutional neural network model with a word embed-
ding layer, one-dimensional convolutional layer, dropout
layer, max-pooling, and flatten layer. This standard ver-
sion is defined with three channels for different n-grams.
Each component of the channel is explained as follows.

3.3.1 Word embedding

In NLP, word embedding represents a feature learning tech-
nique where it maps the vocabulary of words or phrases into
a vector space. Specifically, we use the GloVe word em-
bedding [10] technique to generate word vectors in a fixed
dimension with the semantic relationship between words.

3.3.2 Convolutional layer

Convolutional neural networks perform well in image clas-
sification and computer vision-related tasks. The convolu-
tional layer is an important part of the convolutional neu-
ral network. It slides over an input sequence with a fixed
kernel size to generate feature maps [15, 16, 18, 22, 23].
In this work, we use one-dimensional convolutional layers
to move the kernel in one direction. This layer is mostly
used to perform NLP tasks. The input and output of the 1D
convolutional layer are 2D. The convoluted feature maps
output the maximum, minimum, or average values using
pooling layers.
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Authors Dataset Models Accuracy Key Findings
Baumel et al. [9] MIMIC Datasets HA-GRU 55.86% Classification of patient notes on ICD code assignment
Wang et al. [10] Mayo Clinic smoking status CNN 92.00% A rule-based algorithm to generate labels that are weakly supervised
Singh et al. [11] Articles describing randomized controlled trials NTD-s 32.70% An attentive neural tree decoding model for tagging structured bio-medical texts with multilabel
Rios et al. [13] MED-LINE Citations CNN-Vote2 64.69% Biomedical text classification
Gargiulo et al. [14] PubMed Dataset CNN-Dense 20.15% Extreme multilabel and multiclass text classification tasks
Kolesov et al. [15] AgingPortfolio Dataset SVM 30.59% Multilabel classification on incompletely labeled biomedical texts
Parwez et al. [16] Tweets dataset CNN-PubMed 94.12% Domain-specific and generic based pre-trained model to predict class labels

Table 1: Summary of the related works.

Abilify 
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Word 

Embedding

CNN 

Channel 3

CNN 
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CNN 

Channel 1

Merge 
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Dense layer

BatchNorm

layer

Sigmoid

output

Figure 1: A multichannel convolutional neural network model.

3.3.3 Dropout layer

This layer is used to regularize the neural networks in terms
of overfitting and underfitting. Specifically, it ignores some
of the outputs in the neural network during the training pro-
cess.

3.3.4 Max-pooling

The max-pooling layer is applied over each feature map
to select the maximum value based on the filter size. It is
smaller in size than the feature map. The output of this layer
contains the most important feature values of the previous
feature map [15, 16, 18, 22].

3.3.5 Flatten layer

The flatten layer converts the pooled feature map into a sin-
gle column or one-dimensional array. This result is passed
to a merged layer.

3.4 Merge layer
The merged or concatenate layer combines the output of
each channel. These combined results passed to a fully con-
nected or dense layer.

3.5 Fully connected layer
A fully connected or dense layer connects the input of the
flatten layer to all units of the next layer. It works the same
as the feed-forward neural network.

3.6 Batch normalization layer
The batch normalization layer allows all layers of a network
to learn more independently. Specifically, it standardizes
or normalizes the result of previous layers. Also, this layer
acts as a regularization parameter to avoid overfitting.

3.7 Sigmoid output layer
The sigmoid output function predicts the probability-based
output for each label as shown in equation 1. It is success-
fully applied in multilabel classification problems [24].

f(x) =
1

1 + expx
(1)

4 Results and discussion
We implemented the proposed multilabel multichannel
model on Abilify oral dataset. This dataset contains 1722
instances associated with a set of labels, namely, ease of
use, satisfaction, and effectiveness. We split the dataset
into training (1394), validation (155), and testing (173).
The data instances are preprocessed with various tasks such
as removing punctuations, stopwords, upper case to lower
case, and tokenization. Then, word vectors are generated
to the input sequences using the GloVe word embedding
model. The proposed multichannel convolutional network
model was applied to this dataset to perform the multilabel
classification task. This model represents three multiple
versions of the standard convolutional neural network with
different kernel sizes. The standard CNNmodel consists of
a word embedding layer, 1D-convolutional layer, dropout
layer, max-pooling layer, and a flattened layer. The output
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Data Accuracy score Hamming loss F1 micro score Accuracy per label
0 1 2

Validation 0.548 0.275 0.839 0.820 0.931 0.750
Testing 0.538 0.303 0.820 0.815 0.912 0.715

Table 2: Performance of the proposed multichannel CNN model.

Data Accuracy score Hamming loss F1 micro score Accuracy per label
0 1 2

BR_NB 55.2 0.379 71.5 60.5 68.9 57.0
BR_DT 59.6 0.343 73.9 61.9 79.7 55.3
BR_SVM 60.7 0.338 75.2 62.6 78.3 57.8
CC_NB 55.0 0.378 71.5 60.5 68.7 57.5
CC_DT 61.0 0.347 74.6 61.9 78.3 51.5
CC_SVM 60.5 0.346 75.0 62.6 77.5 55.7
LP_NB 54.1 0.385 69.4 566. 72.0 55.7
LP_DT 60.3 0.354 74.5 60.9 77.7 55.1
LP_SVM 62.8 0.334 76.5 63.4 79.8 56.4
Proposed 53.8 0.303 82.0 81.5 91.2 71.5

Table 3: Model comparison.

of each channel is combined through a merged layer and it
is passed to a dense layer, batch normalization layer, and the
sigmoid output layer. Specifically, we fixed the following
hyperparameters using the random approach such as input
length with 150 units, 100 embedding dimension, three ker-
nel sizes (4, 6, and 8), ReLU activation, 0.8 dropouts, pool-
ing size 2, 10 units in the fully connected layer, 20 epochs,
and Adam optimizer with a binary cross-entropy loss func-
tion. The proposedmultichannel CNNmodel for multilabel
classification is evaluated using various multilabel metrics,
namely, accuracy or exact match, hamming loss, F1-micro
average score, and accuracy per label [3, 5, 20, 21]. Table 2
shows the performance of the proposed multichannel CNN
model for multilabel classification. This result is compared
with the problem transformation approaches, namely, bi-
nary relevance, label powerset, and classifier chains with
NB, DT, and SVM [20] as shown in Table 3. The exist-
ing researchers in the Table 1 have addressed the multilabel
classification using different biomedical texts. In this work,
we used the patients and caregivers’ opinion on drugs and
medications dataset. In particular, we have compared the
results of our proposed method with various baselines as
shown in Table 3. The proposed multichannel CNN model
achieves better results in terms of Hamming loss (30.3%),
F1 micro score (82.0%), and accuracy per label (81.5%,
91.2%, 71.5%).

5 Conclusion
In this paper, we proposed a multichannel convolution neu-
ral network for multilabel sentiment classification using
Abilify oral user comments. A pre-trained model was used
to generate word vectors. Then, the proposed model was

evaluated with the multilabel classification metrics. The
results showed that the proposed multichannel CNN model
achieves the better result in terms of Hamming loss, F1 mi-
cro score, and accuracy per label than the problem transfor-
mation approaches. In future work, we study the trend of
drugs and medications in different age groups using patient
and caregiver reviews.
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3D modeling and augmented reality (AR) offer innovative perspectives for training in sports activity 

for children with autism spectrum disorders (ASD). The objective of this article is to offer a reflection 

on the design and learning methodology in the field of adapted physical activities (APA), with the aim 

of improving its credibility towards children with ASD. We present an original experience of 

development by augmented reality in team sport: an ergonomic approach to activity in a natural 

situation makes it possible to model the decision-making of children with ASD; this is used to guide 

children with ASD to follow the existing avatar in the scene in a daily environment (DE) using 

augmented reality (AR). 

 

Povzetek: Predstavljen je sistem za razvoj športnih sposobnosti avtističnih učencev.

 

 

1   Introduction 

The term "autism spectrum disorder" (ASD) corresponds 

to a disorder may be mental which attracts the intense 

attention of psychologists, neurophysiologists.  

Due to the development of new technologies the 

construction of developed versions of virtual reality 

(AR) has become possible. AR is simulated using 

modern computer techniques and an everyday 

environment (including a variety of interacting avatars), 

which is perceived by the subject through certain 

interface. The applications of AR may include 

entertainment (eg, adapted physical activity) and 

educational purposes, the scope of its application is 

currently being considerably broadened. AR is an 

interactive experience of a real environment where 

certain things residing in the real world (objects, people, 

events, etc.) are enhanced by computer-generated 

perceptual information. AR can be defined as a three-

functional system: it combines real and virtual, it 

provides real-time interaction, and it enables accurate 3D 

recording of real and virtual objects. [1] 

Direct physical activities with the teacher applied to 

children with ASD remain a classic method. However, 

the ability of such activities to replicate real-life tasks is 

obviously questionable. At this level, AR seems to be 

much more useful because it increases the capacity of 

memory, gaze, objective and exact control of the 

different behaviors of ASDs. The evaluation of the 

attentional, emotional and executive functions of a 

subject by the creation of AR has above all aroused our 

interest. The potential contribution of AR in APA to the 

assessment of children with ASD appears promising, and 

these children may benefit from this technological 

innovation. 

As it was mentioned, the condition of children with ASD 

is usually assessed by classical methods, which are now 

traditional at the same time, several 3D tasks have also 

been digitally reproduced using new technologies. 

However, "Would AR be a more appropriate modality to 

help children with ASD perform and successfully learn 

physical activities?" is an unresolved question. The 

objective of our paper is to provide an answer to this 

problem by proposing a new method of learning APA 

using AR for this population. First, the cognitive 

functioning of children with ASD will be discussed 

according to different explanatory hypotheses, then an 

evaluation of the emotional and attentional advantages 

via the educational scenes in APA will be discussed and 

their use in relation to children with ASD, on the one 

hand, as a means of intervention for this type of 

population and, on the other hand, as a means of 

evaluation in APA. Finally, the discussion will focus on 

whether AR would be a more appropriate way to assess 

and improve the behavior of children with ASD. 

The query is as follows: "How the use of AR concerning 

children with ASD can contribute to the improvement of 

the observation, the memorization of the APA realized in 

3D." To address this problem, we will focus on two 

dimensions: the memory test and the repetition of APAs 

in children with ASD. 
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2   Increased reality in adapted 

physical education processes for asd 

AR is a new technology that has added the most interest 

in the field of adapted physical education [2], as it allows 

real-time interaction and immersion between real and 

virtual space [3]. AR comprises different stages which 

increase the complexity of the effect they produce and 

require highly developed computer equipment, a marker, 

a camera and then virtual elements (avatars) are added to 

the real space [4]. This techno-pedagogical tool used in 

physical education allows a huge number of possibilities 

that promote meaningful learning for children with ASD 

through the approach of classroom contexts with which 

they will be in full immersion and interaction with 

avatars [5, 6]. 

The strength of AR's success lies in the large number of 

benefits it brings to physical education adapted to 

children with ASD [7]. From our practical tests we 

noticed that it considerably increased the motivation of 

children with ASD, because it allowed to present the 

content of the motor actions existing in the scene 

projected on the screen in an attractive way, arousing 

curiosity for the process of learning [8-9]. 

Methodological trends in physical education aim to 

increase motivation at the highest level [10]. 

Our experiments show that AR contributes to the 

promotion of the contents of the scene in an autonomous 

way and from a constructivist approach, produced by 

learning by discovery [11]. It also facilitates 

collaborative sequencing as another potential of AR is its 

adaptation to the different stages of adapted physical 

education [12]. It is a very versatile tool that can be 

adapted to the profiles of children with ASD allowing it 

to be used effectively [13]. In addition to all of these 

factors, AR contributes to sports education by improving 

digital skills and bringing virtual content into the try-out 

room, which allows ASDs to contextualize their new 

adapted physical activity learning method. and to 

facilitate the understanding of different stages [14,15]. 

The end result is a great improvement in academic 

performance in the showroom [16]. 

The physical education of ASDs is a pedagogical subject 

that greatly benefits from the versatility of AR, because 

it allows this population to increase their performance, it 

facilitates the understanding of the practical tests of its 

content [17] and accelerates the development of complex 

motor skills [18] and improves spatial orientation and 

interpersonal skills in ASD [19]. 

AR can be an excellent weapon for children with ASD if 

used to model a learning environment mixed with 

physical training that encompasses all knowledge in 

adapted physical education [20]. The great value of AR 

as a tool in the field of physical education adapted for 

ASD is becoming very evident [21]. 

 

3   Methodology 

a. Memory test 
We started by using AR to measure the memory of 

children with ASD to focus on faces and avatars. The 

work consisted of memorizing a number of color sets and 

avatars displayed virtually with a head-mounted display 

and they had to indicate whether they are identical or not 

(Fig. 01). The results showed that children with ASD are 

highly motivated to recognize objects. This review 

therefore reflects what has been concluded in the 

scientific literature: children with ASD memorize a 

smaller number of faces. 

 

Figure 1: Presentation of color game to test memory. 

 

Finally, AR has been used as part of the assessment or 

verification of ASDs due to its scientific advantages that 

produce faces or situations of adapted physical activity 

easily reflecting the real environment. The results 

mentioned above are consistent and very interesting with 

what is included in the scientific analysis regarding ASD. 

AR actions prove important eye contact, very easy social 

decision making, great respect for social conventions and 

great attention to memorizing faces. AR would then 

prove to be a valuable assessment and verification tool 

for ASDs because it offers to objectively monitor the 

behaviors associated with this diagnosis. AR technology 

aims to change the approach to assessment and 

memorization of ASD-related processes. The next phase 

of this progression will allow access to remote, AR-

based environments (cases of covid-19 during 

containment). Finally, before reaching this goal, several 

questions must be addressed and resolved [22]. 

Applications modeled and created by AR are used 

successfully to train children with ASD to overcome 

memorization difficulties (when adding an avatar located 

in the same scene) (Fig. 02). 
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Figure 2: Addition of another color to test the 

memory of the TSA. 

 

b. Repetition test for sports activities 

When we talk about augmented reality, we think of a new 

technology in its development and use. But as surprising 

as it may seem augmented reality has not been used in 

the setting of physical activity suitable for children with 

ASD, our goal is to help this population as best as 

possible. Augmented reality is a technology of the future, 

but we like to think of it as an innovation of the present. 

In this article we will go through some examples of the 

use of AR in the context of adapted physical activities 

more specifically towards children with ASD. 

The example below (Fig. 03) is the first use of 

augmented reality in the context of adapted physical 

activities for children with ASD. AR was used using a 

marker located in an exhibit hall, children could see color 

avatars appear. When you rotate the marker you can look 

at the virtual object modeled in 3D (Fig. 03). 

 

 

 

 

Figure 3: First try.

 

Overall, this step has been very well accepted by ASDs. 

We noticed an improvement in the eyes, that's why we 

considered it a very interesting step and it can be 

improved in the following steps. Anyway, after the 

success of AR technology, this system was further 

improved in order to be the most stable, the most real and 

also to allow its use by this subject, the camera at the top. 

That allows coverage of the space used is visible by 

TSAs in the showroom (Fig. 04). 
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Figure 4: Second try. 

 

These experiences have given us the ability to know 

memory capacity and even see real actions by ASDs. Our 

research laboratory Handicap and social maladjustment 

RLHSM (Research Laboratory on Disability and Social 

Unsuitability therefore released an application that 

allowed children with ASD to "memorize, follow the 

adapted physical activities and apply the existing 

phenomenon in the existing scene" through the RA. 

4   Results 

The following table (01) shows the benefits of AR in 

sports for children with autism spectrum disorder, and 

then you will see an experimental study (fig.03, 04, 05, 

06). 

 

Benefit of augmented reality 

 

 

Results 

 

 

Build a training 

environment  

-The AR solution enables the creation of a personalized training 

environment for ASD child that displays forecast information for athletes. 

Users can practice playing directly with virtual opponents created by 

computers before participating in real matches. Players using AR sports 

solution can experience this type anywhere. Additionally, players can 

interact directly within the app. It is something special in this type of 

technology that virtual reality (VR) does not have. 

 

Virtual stadium in development 

Fans can participate in home game commentary. Augmented reality in sports 

provides extremely professional graphical analysis. AR allows them to 

easily connect to stadiums in the virtual world. Sports companies incorporate 

this model with the aim of helping users visualize ball curves/trajectories 

and other important live match details. 

 

 

 

Ease of learning 

- it is important first of all to master this new learning method. This being 

in order to be able to take full advantage of all that it has to offer in the field 

of sport. 

- Once you understand how augmented reality works, you can then learn 

much more easily by having a much more precise and concrete view of the 

subject. 
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Practice 

anytime/anywhere  

AR used in sports training can help ASD child, as well as their coaches, set 

new skill goals, as the sports AR app will display information to users over 

time. Real about every shot, throw and mile traveled. The practice session 

will help the players to know better techniques to improve. Moreover, 

coaches or sports professionals can evaluate training sessions with AR to 

make the right decision for their athletes. 

 

Link building 

 

-When a fact becomes more real, links are created more simply and this is a 

very great advantage of augmented reality, including the world of ASD 

children's sports without any limits. 

 

A more real feeling 

- Augmented reality brings a much more real feeling when it is requested. 

For this, she uses all our senses to help us ASD children. 

 

Major discoveries  

 

Augmented reality sometimes gives us the ability to see what has never 

been seen before, especially the ocean floor. Because of all this, discoveries 

and new studies continue to increase every day so that we know better and 

better the world in which we live. 

 

Table 1: Benefit and results of augmented reality. 

 

AR technology has the capacity to meet all the 

requirements formulated [23]. Reality AR makes it 

possible to simulate virtual sports environments, in a 

very ecological way (Fig. 05), in particular inserted in a 

demonstrative situation (in a classroom). Augmented 

Reality (AR) offers the possibility of managing the 

control of distracting components, the complexity of 

stimuli and their alteration. Dynamically variable, in 

response to the actions of children with autism. Other 

technical specifications of the responses (precision, 

rhythm) can be collected to allow a more precise 

analysis. 

This new methodology can increase the reliability of the 

assessment by reducing the variability due to the 

differences between the sports educators, the virtual 

testing environment and the efficiency of the modeled 

avatars. Finally, it can improve its validity by allowing 

more detailed and specialized behavioral investigations 

and by increasing the ecological characteristics of what 

is measured with children with ASD [04]. 

A large number of experiments were done for the present 

investigation and a group of ASDs was also made 

available for the development of the experiment (Fig. 05 

& 06). A new innovative methodology, since the process 

of education was applied to it through the use of AR. The 

objective was to find out if there were other significant 

ones in each of the dimensions in the experimental 

group. That is to say whether the method applied in one 

group and another influenced each of the dimensions of 

the study. 

 

 

Figure 5 : Adaptation of TSA children with the scenes presented. 
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Figure 6 : Confirmation of the adaptation of children with ASD with the scenes presented.

5   Discussion  

The integration of new technologies in exhibition spaces 

is becoming an increasingly common practice, more 

precisely, in the field of physical education, more and 

more training is betting on these tools in the exercise of 

their practice. Educational, because of the benefits and 

emotional enhancement they bring to children with ASD 

[25]. As a result of this new learning method, the present 

study aimed to analyze from a practical perspective how 

the application of AR affected huge several skill 

variables in ASD. The results obtained in the analyzes 

after carrying out the experiment show how the 

experiment with AR improved all of the variables 

evaluated. We continue on a line of research that 

consolidates the idea of the increased motivation caused 

by practical trials with the use of this new technology, 

[26]. Also, making contact with this technology allowed 

ASDs to improve their perception of physical education 

and aroused their interests and knowledge. 

Finally, and on the basis of the few questions asked at the 

beginning of this paper, the results obtained provided 

motivating answers to go very far with this new learning 

method in adapted physical education. 

 

6   Conclusion 

The techniques of AR are constantly changing the 

approach to the assessment and rehabilitation of ASD-

related processes. The next phase of this progress will 

allow one to provide access via the Internet to 

environments based on virtual or augmented reality. 

However, before this vision is realized, several questions 

will have to be addressed and resolved [27]. Applications 

created by AR are used to train children with learning 

difficulties, such as children with ASD, on certain safety 

gestures. 

This paper is a review, and thus the correspondence of 

the study to the existing ethical standards does not need 

special confirmation. At the same time, some studies of 

the authors of the review have been mentioned in the 

latter; in all these studies involving human subjects, the 

existing international ethical norms have been strictly 

observed [28]. 
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Among all cancers, pancreatic cancer has a very poor prognosis. Early diagnosis, as well as 

successful treatment, are difficult to achieve. As the death rate is increasing at a rapid rate (47,050 

out of 57650 cases), it is of utmost importance for medical experts to diagnose PC at earlier stages. 

The application of Deep Learning (DL) techniques in the medical field has revolutionized so much in 

this era of technological advancement. An analysis of clinical proteomic tumor data provided by the 

Clinical Proteome Tumor Analysis Consortium Pancreatic Ductal Adenocarcinoma (CPTAC-PDA) at 

the National Cancer Institute was used to demonstrate an innovative deep learning approach in this 

study. This includes a) collection of data b) preprocessed using CLAHE and BADF techniques for 

noise removal and image enhancement, c) segmentation using UNet++ for segmenting regions of 

interest of cancer. Followed by, d) feature extraction using HHO based on CNN and e) feature 

selection using HHO based on BOVW for extracting and selecting features from the images. Finally, 

these are subject to the f) classification stage for better analysis using the VGG16 network. 

Experimental results are carried out using various state-of-art models over various measures in 

which the proposed model outperforms with better accuracy:0.96, sensitivity:0.97, specificity:0.98, 

and detection rate:0.95. 

 

Povzetek: Opisana je metoda globokega učenja za napovedovanje raka na ledvicah. 

 

1 Introduction 
 

The death rate from pancreatic cancer (PC) in the 

United States is among the highest of all cancers. 

Despite aggressive treatment approaches and 

combination modalities, the 5-year survival rate 

remains 5%. According to 2017’s SEER data [1], 

Pancreatic ductal adenocarcinoma accounted for 

47,050 deaths and new cases of 57,600 were reported. 

In 2030, PDAC is expected to overtake cancer as the 

2nd largest cause of mortality [2]. Only 15 to 20% of 

sufferers are qualified for a potentially curative 

surgery because of non-specific indications and late 

discovery [3]. Whipple surgery left pancreatectomy 

and complete pancreatectomy+ are the three surgical 

options for pancreatic cancer treatment. By analyzing 

the resection tissues, it will be possible to determine 

whether or not lymph nodes are metastasizing from 

the tumor, as well as whether there is pre-invasive 

pancreatic intraepithelial neoplasia. Further 

therapeutic management will be based on pathological  

 

results [4]. It is important to identify neoplastic cells  

from benign or inflammatory cells to have a clear 

picture of the tumor. Because of the tremendous 

heterogeneity between and within tumors in growth 

pattern, cytology, and stroma (figure 1), this can be a 
daunting task. A fibrotic and inflammatory 

microenvironment contributes to the heterogeneity 

and complex growth pattern of tumors, with the latter 

constituting most of the tumor mass [5]. On 

microscopic examination, PDAC is primarily 

glandular, with extensive desmoplastic stroma 

formation. However, other structures can also be 

observed, including (micro-)papillae, solid nests, 

cribriform, or small, single-cell tumors [6]. There are 

several molecular factors associated with the 

development of non-glandular, histologically poorly 

differentiated tumor growth patterns, such as 

mesenchymal phenotypes, proteases, and neutrophil 

infiltrates [7,8]. PDAC grows in a dispersed pattern. It 

is in these cases that the tumor cells are not usually 

grouped, but are instead found in cellular clusters 

which encroach on the surrounding tissues, nerve 
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sheaths, and vascular networks [9]. A PanIN 

(Pancreatic Intraepithelial Neoplasia) is the precursor 

lesion of PDAC (Figure 2), and it is analogous to 

ductal epithelial carcinomas in colon cancers, in 

which ductal cells proliferate to become cancer-

invasive. 

 

 
Figure 1: Pancreatic Cancer: MRI image of risk patients. 

        A healthy pancreas and chronic pancreatitis have 

glandular and ductal features grouped in an organoid-

lobular configuration, while a malignant pancreas has 

tumor glands that are dispersed throughout the stroma, 

distorted, and display solitary cells [10,11]. Chronic 

pancreatitis is characterized by fibrosis, ductal tissue 

loss, and acinar thinning, all of which were linked to 

an increased risk of invasive carcinoma [12]. PDAC 

review time for slides with histological 

microarchitecture, distributed development, varied 

microclimates, preinvasive lesions, inflammatory 

tissue, and sealed anatomical tissue is predicted to be 

1 to 2 minutes per slide [13]. The time variable is 

significant for diagnosing, even if the accuracy of 

diagnosis is high, and it will become even more 

significant as the overall number of specialist 

pathologists’ declines, and as the general demand for 

information and specialization increases, as well as 

the number of patients [14,15]. 

Techniques which enable and promote 

morphological-based tissue slide evaluation and flag 

crucial regions for further study by professional 

pathologists are thus necessary. Digital pathology has 

evolved as a means for evaluating histopathology 

slides, supporting routine diagnostics and research, as 

well as ensuring quality control. Reproducible tissue 

categories are very important in spatial tissue studies. 

Deep learning methods have previously been 

demonstrated to be effective in determining lymph 

node metastases and classifying tumor subsets [16]. 

 

1.1   Research gap 
 

By identifying the onset period, pancreatic disease 

could be reduced from being the leading cause of 

death. One of the most difficult tasks completed by 

the radiologist up to this point has been identifying the 

nodules in the stomach wall. Nodules of the pancreas 

have diverse shapes and sizes, which makes it difficult  

to identify small nodules. While segmenting the tumor 

region, difficulties such as over-segmentation and 

under-segmentation can develop. While there are 

many imaging modalities available, using the more 

reliable and convenient modality is important for early 

tumor detection. To identify and characterize the 

tumor's location, scientists have recommended some 

procedures. The contrast of MRI for soft tissues is 

better than CT, and it can differentiate fat, water, 

muscles, and other soft tissues more easily than CT. 

Additionally, MRI has a higher sensitivity (33%) for 

detecting tumors than CT (11%). The primary goal of 

this research is to suggest a better framework that will 

detect and classify pancreatic cancer from MRI 

images to support radiologists in making diagnostic 

decisions. 

 

 

1.2 Key highlights 
 

This article aims to optimize methods and propose a 

framework for detecting and classifying pancreatic 

cancer using deep learning and image processing 

techniques. The primary objectives of this article are 

as follows: 

 •To suggest a framework based on MRI images to 

detect and classify pancreatic cancer. 

 •To improve the MRI image quality using Boosted 

Anisotropic Diffusion Filter (BADF) and contrasted 

limited adaptive histogram equalization (CLAHE) 

algorithms. 

 •To use the UNet++ architecture to create a 

Computer-Aided Detection method (CAD) for the 

early identification of pancreatic cancers. The 

pancreatic region associated with a lesion is precisely 

separated from the MRI image by segmentation using 

the UNet++.  

 •To extract the best subset of texture features to 

enhance classification accuracy and to create a 

classification system based on these texture features 

using HHO-based CNNs and HHO-based Bags of 

visual terms. 

 •To distinguish different levels of malignancy in an 

MRI image by developing a classifier based on the 

VGG 16 model. 

 •To perform quantitative analysis for various tumor 

classes and the accuracy of the proposed classifier is 

assessed against the state-of-the-art work’s 

performance. 

Organization of the paper: As we already came 

across the overview of PDAC and its respective areas 

in Section 1, part 2 discusses the literature review, 

third part illustrates the overall methodology adopted. 

The fourth part presents the performance analysis, and 

the fifth section summarizes the conclusion. 
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2 Literature review 

 

Tonozoko et al. (2021) [17] developed a Computer-

Aided Diagnostics (CAD) approach that used deep 

learning assessment of EUS pictures (EUS CAD) to 

distinguish between persons with chronic pancreatitis 

and those with Pancreatic Ductal Carcinoma (PDAC).  

Liu et al. (2020) [18] used a CNN to 

determine whether patches were carcinogenic. 

According to the fraction of patches designated as 

carcinogenic by the CNN and the trained and 

validation datasets, a criterion for identifying 

pancreatic cancer was created. Researchers utilized a 

localized test group (101 pancreatic cancer patients 

and 88 controls, local test group 2) in addition to data 

from the United States (281 pancreatic cancer patients 

and 82 controls). In this study, EM algorithms and 

Gaussian Mixture models were integrated to highlight 

the most necessary properties of the CT scan, and 

threshold values were used to determine the 

percentage of tumors present in the pancreas.  

Vaiyapuri et al. (2022) [19] introduce an 

intelligent deep-learning-enabled decision-making 

medical system for pancreatic tumor classification 

(IDLDMS-PTC) using CT images. The IDLDMS-

PTC model derives an emperor penguin optimizer 

(EPO) with multilevel thresholding (EPO-MLT) 

technique for pancreatic tumor segmentation. A 

MobileNet model is applied as a feature extractor with 

optimal autoencoder (AE) for pancreatic tumor 

classification. To optimally adjust the weight and bias 

values of the AE technique, the multileader 

optimization (MLO) technique was utilized. 

Abbas et al. (2021) [20] suggest a Computer 

Aided Diagnosis (CAD) system that uses Synergic 

Inception ResNet-V2, a deep convolutional neural 

network architecture, to identify PC cases from 

publicly available CT images. This system could 

extract PC graphical functionality to include clinical 

diagnosis before the pathogenic examination, freeing 

up valuable time for disease prevention. To 

demonstrate the relatively encouraging outcomes in 

terms of accuracy in recognizing BC-infected patients, 

simulation results using MATLAB are provided in the 

study. The suggested deep learning approach achieves 

an accuracy of 99.23%.  

Li et al. (2022) [21] offer a deep-learning 

segmentation technique for pancreatic cancer based on 

a dual meta-learning framework. This can combine 

generic tumor data from idle MRIs with prominent 

tumor information from Ct scan images to improve 

the discrimination of high-level features. To provide 

rich intermediate explanations for a meta-learning 

technique that would follow, the randomized 

intermediary modality between CTs and MRIs was 

originally developed to fill in visual gaps. 

 

 

Table 1: Summary of literature review. 

 
 

 

Author Algorithm Metrics Strength Weakness 

Tonozoko 

et al. 

(2021) [17] 

AlexNet AUROC – 0.924 

Sensitivity – 90.2 

Specificity – 74.9 

Higher-resolution EUS 

images are used. Higher 

sensitivity.  

Risks and feasibility of EUS 

imaging. 

Fu et al. 

(2021) [19] 

Inception 

V3 

Accuracy - 0.953 

 

Patch-level and WSI-level 

approach improves the 

overall classification 

accuracy 

The algorithm recognizes 

cancer cells mainly from 

nuclear features. Hence prone 

to false positive results. 

Liu et al. 

(2020) [18] 

VGG-16 Sensitivity - 0·973, 

Specificity - 1·000, 

and Accuracy - 

0·986 

Achieved an accuracy 

approaching 99% and 

missed fewer tumors 

compared with that of 

radiologists. 

Uses CT scans which show 

less tumor detection sensitivity 

of 11% compared to MRI 

(33%). 

Abbas et al. 

(2021) [20] 

ResNet Accuracy - 99.23 The isolateral filter 

enhances the quality of 

poor images during 

preprocessing. 

Uses CT scans which show 

less tumor detection sensitivity 

of 11% compared to MRI 

(33%). 

Li et al. 

(2022) [21] 

GoogleNet Dice score - 64.94 Dual meta-learning 

framework for pancreatic 

cancer using MRI as well 

as CT. Outperforms state-

of-the-art methods based 

on CT imaging. 

NA 
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3 Methodology 
 

This section outlines a novel approach for classifying 

pancreatic cancers based on the Pancreatic Ductal 

Adenocarcinoma cohort of the Clinical Proteomic 

Tumor Analysis Consortium (CPTAC-PDA) dataset. 

While there are various imaging techniques available, 

MRI demonstrates improved tumor detection 

sensitivity, which aids in discovering smaller tumors 

(Grade I). The novelty of this study is the application 

of image-enhancing methods and optimization 

strategies to MRI images to increase the classification 

accuracy when compared to the state-of-the-art 

research under discussion. The overall design of the 

proposed framework is shown in Figure 3, with the 

steps outlined below.  

During the pre-processing step, CLAHE and 

BADF are used to enhance the images obtained from 

the publically available MRI image collection CPTAC-

PDA. A source image is divided into non-overlapping 

contextual components known as sub-images, tiles, or 

blocks by the CLAHE method. To balance each 

contextual area, the CLAHE approach uses histogram 

equalization. The cropped pixels are then redistributed 

throughout the grey levels after the original histogram 

is cropped. While traditional histograms, redistributing 

histograms cap pixel intensities at a maximum value. 

By including a Partial Differential Equation (PDE) 

after it generates the diffuse image, the suggested 

BADF improves on the existing anisotropic diffusion 

filter. It's a sophisticated unsupervised machine 

learning-based image enhancement tool. It's also 

feasible to smooth details with a diffusion process 

that's weak at the edges and borders of the images and 

not only smooths out the image but also preserves 

important characteristics like edges and patterns. 

Excellent results were achieved when the number of 

iterations was set to 20 based on extensive testing. 

Once images are preprocessed, Segmentation is carried 

out which is a crucial part of an image classification 

method where the MRI image is segmented to isolate 

the nodules. In this work, the UNet++ architecture is 

used for the segmentation of MRI images. Once 

segmented regions are obtained, features are extracted 

and selected by using HHO-based CNN and HHO-

based BOVW. After segmentation and feature 

extraction, the segmented tumor is identified using 

texture features. Finally, the VGG-16 model is used to 

distinguish between normal and tumor grades from the 

MRI images. The Convolution Neural Network (CNN) 

architecture VGG-16 is one of the best models for 

image classification which allows transfer learning. 

Transfer learning is the process of applying the 

knowledge gained from one problem to another related 

problem for further improvement. 

 

 

 

 

 

3.1 Data collection 

 
A dataset of CPTAC-PDA pancreatic ductal 

adenocarcinomas from the National Cancer Institute is 

included here. Proteogenomic, a large-scale method of 

studying cancer genetics, is the goal of CPTAC [22]. 

 
 

 

 

 

 

 

 

 

 

 

 
Figure 2: The overall architecture of the proposed 

framework. 

The Cancer Imaging Archives is collecting radiology 

and pathology images from CPTAC patients to provide 

researchers with access to these images so they can 

investigate cancer phenotypes and correlate them with 

proteomic, genomic, and clinical findings. 

There is a TCIA Collection for each type of cancer, 

called CTAC- cancer type, which stores the images for 

each type. Radiology pictures are compiled from 

routine imaging conducted on patients immediately 

before pathology diagnoses, as well as follow-up scans 

where available. As a result, in terms of scanner 

modalities, vendors, and acquisition processes, 

radiology picture information sets are varied. The 

CPTAC (Figure 4) qualification method includes 

collecting pathology images. The National Cancer 

Institute's Clinical Proteomic Tumor Analysis 

Consortium Pancreatic Ductal Adenocarcinoma 

(CPTAC-PDA)1 contains 45786 pancreatic images 

from CPTAC third-phase patients. A total of 45 

radiology topics and 77 pathology topics [23] are 

included. This dataset includes samples from CT, CR, 

and MRI scans. The pictures are of various sizes, but 

they were shrunk to 128 in the current work. The 

flexibility of the answer produced by the diverse 

qualities of various imaging techniques is increased by 

using numerous modalities in the training step. 
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3.2 Preprocessing 

 
Preprocessing is carried out for removing noise and 

anomalies and also thereby enhancing the images for 

better prediction. So here we use both CLAHE and 

BADF. They will be compared in Table 1 over 

measures like PSNR, SSIM, and MSE for better 

preprocessing analysis over ADF, BADF, AHE, and 

CLAHE. From this, we get to know that, the higher the 

PSNR and SSIM, the lower the MSE will give many 

accurate results.   

 

 

Figure 4. Pathology confirmed pancreatic ductal 

adenocarcinoma in an elderly female patient. On fat-

suppressed LAVA T1-(A) and T2-(B) weighted 

imaging, C) MRI Cholangio-Pancreatography 

(MRCP), D) Gadolinium-enhanced images in arterial, 

E) Portal, F) dela 

3.2.1 CLAHE 

Because the pancreas is related to other organs such as 

the duodenum and gallbladder, the input volume was 

enhanced to make the pancreas more visible. To begin, 

we modified the MRI images by adding a window 

center (60) and window width (400) to make the 

abdomen visible. By boosting the contrast of the 

pancreatic region, the basic dataset was constructed by 

contrast-limited adaptive histogram equalization 

(CLAHE) [24-27]. By using the dynamic histogram 

equalization method, each pixel is mapped to its 

grayscale neighbors. Because the number of times the 

approach is used is equivalent to the number of pixels 

in the area, it consumes a lot of processing resources. 

CLAHE accomplishes this by establishing a criterion. 

If part of the picture's grey levels surpasses the 

threshold, the surplus is dispersed equally among all 

grey levels. The image will not be over-enhanced as a 

result of this processing, and the issue of noise 

amplification will be minimized. 

 

3.2.2 BADF 

 

The Perona-Malik Diffusion Process is another name 

for the anisotropic diffusion filter, and it is named after 

the people who devised it. It focuses primarily on 

eliminating noise while maintaining fine features in the 

image. In general, the filters employ the very same 

methodology as edge detection. Using multiple blurred 

pictures generated by the diffusion process, the 

anisotropic diffusion filtering process may be 

described. The proposed BADF improves on the 

previous anisotropic diffusion filter by adding a Partial 

Differential Equation (PDE) after creating the diffused 

image. Diffusion, which is absent at the edges and 

boundary, can be utilized to smooth the surface [28]. 

After that, four conduction operators obtained from 

Equations (20) and (21) are used to attenuate the high-

frequency elements in each direction. 

 

gN=
1

1+(
𝛻𝑁𝐼𝑖,𝑗

𝑘
)2

                 (1)                                                                                                                                                              

gS=
1

1+(
𝛻𝑠𝐼𝑖,𝑗

𝑘
)2

                                 (2)                                                                          

gE=
1

1+(
𝛻𝐸𝐼𝑖,𝑗

𝑘
)2

      (3)                   

gW=
1

1+(
𝛻𝑊𝐼𝑖,𝑗

𝑘
)2

           (4)             

K is a scalar that controls the level of smoothness, but 

it must satisfy (K > 1), because a higher value of K 

results in smoother outcomes. In a standard anisotropi 

diffusion filter, K is set to 7. Equation (24) [29] is used 

to automatically calculate variable K based on local 

statistics in this investigation. 
 

Algorithm 1: CLAHE 
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k=2*| 𝑚𝑒𝑎𝑛(𝑓𝑖,𝑗)

(0.75∗𝜎(𝑓𝑖,𝑗))
|          (5) 

 
Here, the standard deviation is denoted by σ. Using 

Equation (10), we can determine the variance by 

smoothing the visuals. 

 

𝐼𝑖,𝑗 = 𝐼𝑖,𝑗 + 0.25[(𝑔𝑁 ∗ ∇𝑁𝐼𝑖,𝑗) + (𝑔𝑆 ∗ ∇𝑆𝐼𝑖,𝑗) +

(𝑔𝐸 ∗ ∇𝐸𝐼𝑖,𝑗) + (𝑔𝑊 ∗ ∇𝑊𝐼𝑖,𝑗)]    (6) 

 

where Ii, j is a smoothened image. 

 

Algorithm 2: BADF  

Step 1: Double the size of the input image. 

Step 2: Diff im is a PDE (partial differential equation) 

that needs to be initialized. 

Step 3: Set the pixel distances in the centre. 

                 dx = 1; 

                 dy = 1; 

Step 3: Identify four different 2D convolution masks 

(N,S,E,W). 

       hN = [0 1 0; 0 -1 0; 0 0 0] 

        hS = [0 0 0; 0 -1 0; 0 1 0]; 

        hE = [0 0 0; 0 -1 1; 0 0 0]; 

        hW = [0 0 0; 1 -1 0; 0 0 0]; 

Step 4: Before evaluating the diffusion function, 

identify the finite difference. 

 

Table 2. Overall analysis under PSNR, MSE and 

SSIM. 

Preprocessi

ng models 

PSN

R 

SSI

M 

MS

E 

Ima

ge 

AHE 23.5

6 

0.24 3.2

9 

 

ADF 22.8 0.33 4.7

1 

Imag

e 1 

CLAHE 43.9 0.72 8.4

4 

 

BADF 46.2 0.85 9.3

1 

 

     

AHE 23.5

9 

0.24

5 

3.3  

ADF 22.8

3 

0.33

3 

4.7

5 

 

CLAHE 43.9

5 

0.72

6 

8.4

9 

Imag

e 2 

BADF 46.2

7 

0.85

1 

9.3

6 

 

     

AHE 23.6 0.25 3.3

2 

 

ADF 22.9 0.34 4.7

9 

Imag

e 3 

CLAHE 44.1 0.73 8.5  

BADF 46.3 0.86 9.4  

     

AHE 23.6

2 

0.25

7 

3.3

7 

 

ADF 22.9

3 

0.34

5 

4.8 Imag

e 4 

CLAHE 44.1

2 

0.73

8 

8.5

3 

 

BADF 46.3

6 

0.86

2 

9.4

6 

 

     

AHE 23.6

8 

0.26 3.4  

ADF 23.2 0.35 4.8

3 

Imag

e 5 

CLAHE 44.1

8 

0.74 8.6  

BADF 46.4 0.87 9.5  

 

 

3.3 Segmentation 
 

The proposed design is depicted in Figure 5a from a 

high-level perspective. Unet++ is based on an encoder 

subnetwork, which will be followed by a decoding 

subnetwork. Therefore, skip paths (represented in 

green and blue) connecting the two subnetworks have 

been reconstructed, and deep supervision distinguishes 

UNet++ from U-Net [30,31]. This is shown in red. 

 
Figure 5: (a) An encoder and a decoder are linked via 

thick convolutional blocks in UNet++. Before fusion, 

UNet++ was primarily focused on bridging the 

semantic gap between encoders and decoders. On the 

original U-Net are black blocks with thick convolution 

blocks on skip routes in green and blue, and red deep 

supervision blocks.  (b) A thorough investigation of 

UNet++'s first skip path. (c) If UNet++ was trained 

with a lot of supervision, it can be pruned during 

inference. (Color image from the internet) [33] 

 

 

 

 

3.3.1 Redesigned skip pathways 

 

The communication between the encoder and decoder 

sub-networks has improved thanks to redesigned skip 

paths. The retrieved attributes from the encoder 

enhance gain in the decoder in U-Net; The UNet++ 

method, however, uses dense convolution blocks, 

whose number is determined by the pyramid level. 
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Convolution blocks X0, 0, and X1,3, for example, 

contain three convolution layers. Because it is 

concatenated, the result of each convolution layer is 

merged with the reduced dense block result. Through 

deep convolution, features extracted from the encoder 

are transformed into feature maps that the decoder can 

decode. The ideal is considered to have a simpler 

approach to achieving optimum control issues if the 

input encoder extracting properties and accompanying 

decoder feature maps are conceptually equivalent. 

A summary of the skip path is as follows: Let's 

call the result of node Xi, j xi, j while I is the encoder's 

down-sampling value and j is the dense block's 

convolution layer. The following is how to calculate 

the stack of extracted features denoted by xi,j: 

𝑥𝑖,𝑗 = {
𝐻(𝑥𝑖−1,𝑗)                                   𝑗 = 0

𝐻([[𝑥𝑖,𝑘]𝑘=0
𝑗−1

, 𝑢(𝑥𝑖+1,𝑗−1)]) , 𝑗 > 0
                 (7) 

A convolution with an activation function of H(.) and an 

upsampling layer of U(.). When a node at a level j > 1 is 

selected, it accepts j + 1 inputs, j inputs representing 

previous delete paths, and lastly, its output represents 

the upsampled results of the lesser skip paths. Level j = 

0 accepts only input from an encoder layer above it; 

level j = 1 accepts input from an encoder sub-network at 

a different stage, and level j > 1 accepts input from a 

lesser encoder sub-network. Because each skipping 

route employs a thick convolution block, all previously 

extracted characteristics blend and reaches the current 

node. Figure 5b illustrates how the characteristic 

mappings flow through UNet++'s top skip pathway, 

which better clarifies Eq. 1. 

 

3.3.2 Deep supervision 

 
Deep supervision is provided by UNet++ [30,31] so 

that the model can run in two modes: (1) accurate 

mode, where the categorized branches are averaged, 

and (2) fast mode, where one of the classification 

branches can be used as the categorization process 

map, depending on the amount of pruning in the model 

and the increase in the speed. In rapid mode, selecting 

a segment branch gives designs of variable complexity, 

as seen in Figure 5c.  

With UNet++ one can stack skipping paths 

with full-resolution attributes on multiple semantic 

levels, including x0, j, j1, 2, 3, and 4 while being 

deeply supervised. Each semantic phase is assigned a 

loss function based on binary cross-entropy and dice 

coefficient: 

𝐿(𝑌, �̂�) = −
1

𝑁
∑ (

1

2
. 𝑌𝑏 . 𝑙𝑜𝑔�̂�𝑏 +𝑁

𝑏=1

2.𝑌𝑏.�̂�𝑏

𝑌𝑏+�̂�𝑏
)                                                                (8) 

N is the batch size, and �̂�𝑏   and Yb is the flattened 

projected probability and ground truth of the bth 

image, respectively. The difference between UNet++ 

and U-Net is shown in Figure 5a which includes: In 

terms of jump routes, (1) Convolution layers (green) 

improve gradient flow; (2) Closely packed skip 

connections on delete routes (blue); and (3) Deep 

supervision (red) which prevents pruning and, in the 

worst-case scenario, is similar to the performance of 

using one loss layer in model 3.3. 

 

3.4 Feature extraction 

 
The HHO algorithm, a new metaheuristic stochastic 

approach proposed by Harris hawks’ behaviors, is a 

mathematical proposal. Harris hawks' behavior is 

defined by their ability to track, encircle, and approach 

potential prey (usually rabbits) and then attack them 

with excellent synchronization. Surprise pounce is a 

smart escape technique used in hunting. The HHO 

technique, like earlier meta-heuristic algorithms [34, 

35], includes exploratory and exploitative steps. 

During the exploration phase, Harris hawks will pursue 

prey randomly, according to the equation: 

 

X(t+1)=

{

𝑋𝑟𝑎𝑛𝑑(𝑡) − 𝑟1|𝑋𝑟𝑎𝑛𝑑(𝑡) − 2𝑟2𝑋(𝑡)|𝑞 ≥ 0.5

(𝑋𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑋𝑚(𝑡)) − 𝑟3(𝐿𝐵 +
𝑟4(𝑈𝐵 − 𝐿𝐵))𝑞 < 0.5

}                                                                                

 

                                                                    (9) 
 

 

The hawks are placed at X(t + 1), the rabbit (victim) at 

Xrabbit (t), r1 to r4, and q are sequentially labeled 

from 0 to 1, Xrand (t) signifies a random selection 

hawk at a random location, and Xm denotes the current 

hawk population's average location, as computed by 

Equation (29): 

 

Xm(t)=
1

𝑁
∑ 𝑋𝑖(𝑡)𝑁

𝑖=1                                    (10) 

 
Xi(t) is the place of each hawk in iteration t, and N is 

the total number of hawks. When the knowledge step 

is finished, a duration occurs between the discovery 

and exploitation periods. The rabbit's energy should be 

shaped according to Equation (30) throughout this 

moment of transition: 

 

E=2E0(1-
𝑡

𝑇
)                                                   (11)                                                      

where E represents the rabbit's escaping energy, E0 

represents its initial energy state, and T represents the 

maximum number of iterations. According to the 

victim's physical condition, the E0 number could vary 

from -1 to 1. When E0 approaches -1, the patient loses 

energy and vice versa. The Harris hawks suddenly 

approach their victim during the last stages of the 

algorithm's processing. There are four attack strategies 

available. r is a probability of escaping in this case. 

Harris's hawks use a delicate besiege strategy to slowly 

encircle the target when E ≥ 0.5 and r ≥ 0.5. The model 

for mathematical analysis is as follows: 
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𝑋𝑖
𝑡+1 = ∆𝑋𝑖

𝑡 − 𝐸|𝐽𝑋𝑝𝑟𝑒𝑦 − 𝑋𝑖
𝑡|, ∆𝑋𝑖

𝑡 = 𝑋𝑝𝑟𝑒𝑦 −

𝑋𝑖
𝑡                                                                (12) 

 

J represents the strength of the prey's bouncing during 

the escape, which takes a random value between 0 and 

2, and individuals present in the presence of prey are 

separated by a distance of Xi(t + I). The prey can't 

escape when E 0.5, r 0.5, due to insufficient escaping 

energy, and the Harris hawks' location is written as: 

 

𝑋𝑖
𝑡+1 = 𝑋𝑝𝑟𝑒𝑦 − 𝐸|∆𝑋𝑖

𝑡|                       (13) 

 

That is E ≥ 0.5, r < 0.5 when Harris hawks soft besiege 

with escalating quick dive tactics to confuse prey when 

the prey has the necessary power to effectively flee. It 

can be expressed in the following way: 

𝑋𝑖
𝑡+1 =

{
𝑌 = 𝑋𝑝𝑟𝑒𝑦𝐸|𝐽𝑋𝑝𝑟𝑒𝑦 − 𝑋𝑖

𝑡|, 𝑖𝑓 𝑓(𝑌) < 𝑓(𝑋𝑖
𝑡)

𝑍 = 𝑌 + 𝑆 × 𝐿𝑒𝑣𝑦(𝑑), 𝑖𝑓(𝑍) < 𝑓(𝑋𝑖
𝑡)

}                                 

 

                                                                (14) 

 
S is a 1 D random vector, where d is the problem 

dimension. When E < 0.5, r < 0.5, the prey has 

insufficient escape energy, according to the Lévy 

Flight function. This prey will be attacked by the 

Harris hawks in the following ways: 

 

𝑋𝑖
𝑡+1 =

{
𝑋𝑝𝑟𝑒𝑦 − 𝐸|𝐽𝑋𝑝𝑟𝑒𝑦 − 𝑋𝑚

𝑡 |, 𝑖𝑓 𝑓(𝑌) < 𝑓(𝑋𝑖
𝑡)

𝑍 = 𝑌 + 𝑆 × 𝐿𝑒𝑣𝑦(𝑑), 𝑖𝑓(𝑍) < 𝑓(𝑋𝑖
𝑡)

}                                    

 

                                                                  (15) 
 

After using HHO (Figure 6) for extraction, CNN is 

added at the end. We believe that the huge original 

picture lxh is specified as x in the convolutional layer. 

We begin by training sparse coding to extract the tiny 

size image from the giant picture. It is necessary to 

compute the f=(wxs+b) property by computing the 

activation function and the weights and variances 

between the explicit and visual layer units. We acquire 

the matching value f' = (wxs'+ b') for each small 

picture, as well as the convolution values of these fs' 

and the matrix of convolution of the properties, for 

each small image. These qualities must next be 

categorized after they have been obtained by 

convolution. 

 

3.5 Feature selection 

 
In four steps, the BoW model is explained. To begin, 

each image of the given image collection is sampled 

for patches represented by local descriptors. Second, a 

clustering algorithm generates a visual vocabulary, 

with each cluster center corresponding to a visual 

word. Third, a new image's local characteristics can be 

quantified using the visual vocabulary gathered earlier. 

Lastly, a BoW histogram is produced for image 

representation [36,37,38] by collecting the frequency 

of each bag of visuals in the frame. 

 

 
 

Figure 6: HHO-based flowchart for feature extraction. 

 

 

As explained in the image, a set of elements from each 

pixel is moved to a fresh feature space with k 

characteristics, where k is the number of k-means 

centroids. Hard-assignment coding was employed to 

encode the features in this study. The following is an 

example of a BoW image representation: Provided the 

visual words BoW in a vocabulary, 

 

𝑋(𝑊𝑖) =
1

𝑛
∑ {

1 𝑖𝑓 𝑖 = 𝑎𝑟𝑔𝑗𝑚𝑖𝑛||𝑊𝑗 − 𝑃𝑐||

0                            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,
𝑛
𝑐=1                                                                 

 

                                                                       (16) 
 

n stands for the number of patches in the image, while 

pc stands for patch c. Following that, a pictorial 

representation is constructed using the BoW paradigm 

and viewed as a "bag" of visual words. 

At the start, strength profiles are employed to collect 

the tumor's and the surrounding area's intensity 

difference. An intensity profile is a vector of picture 

intensity values calculated by analyzing the brightness 

of pixels along the cancer border. The pixels were 

taken from the center of the tumor to the border of the 
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cancerous area. As seen below, the intensity profile is 

created. Gaussian kernels smooth the spots at the 

tumor border to prevent them from being affected by 

noise, which may cause the boundary normal to shift. 

The Gaussian kernel is explained as follows in one 

dimension: 

 

𝐺1𝐷(𝑋; 𝜎) =
1

√2𝛱𝜎
𝑒

−𝑋2

2𝜎2⁄
             (17)     

                                     
To convex with the points on the cancer boundary, the 

first derivative of GiD (X,) is employed. The standard 

deviation is σ  . In a picture, L(x,y) represents the 

coordinates of the tumor boundary. Convolution 

results in the points' coordinates 

 

𝐵(𝑋1, 𝑌1) = 𝑏(𝑥, 𝑦)∗𝐺1𝐷(𝑋; 𝜎)′
         (18) 

                                                                                                                      

The border normal's angles are calculated using 

𝜃 = arctan (
𝑦′

𝑥′)                                                  (19)                                                                                                                                                

For all the locations correlated with an intensity 

profile, the angle θ is used as the coordinate. 

𝑋𝑖 = 𝑥𝑖 + 𝑙 × 𝑐𝑜𝑠𝜃𝑖 ,  
𝑌𝑖 = 𝑦𝑖 + 𝑙 × 𝑠𝑖𝑛𝜃𝑖                                             (20)                                                                                                                 
There is a distance l between normal and border sites 

along the tumor boundary. This is the distance between 

the location on the border and the normal sites along 

the tumor boundary. Therefore, the picture's 

parameters (x1,y1) may not be exact pixel dimensions. 

Pixels in the picture are located using linear 

interpolation. Two crucial steps in building a BoW 

model are patch sampling and local descriptors. To 

simplify the subsequent computation for each raw 

patch, the one-dimensional feature vector is created. 

SIFT descriptors, which are scale and rotation 

invariant, are a better alternative to raw patches. Two 

visual vocabularies are created using precompiled 

patches from cancer and cancer margin regions, 

accordingly. As a result of this process, the 

vocabularies formed grow more locally unique. 

Another way to put it is that visual representation 

based on a region-specific language is more 

meaningful than representation based on a universal  

 

vocabulary that uses all of the image's data. 

Patches collected in the margin zone together with the 

four subregions are mapped to the margin region's 

vocabulary to generate the image representation in the 

margin zone. The BoW representation for the margin 

region is constructed by integrating the BoW 

histograms for each area. If the vocabulary of the 

margin sector contains k1 words, the BoW description 

of the margin area is a vector with 5*k1 dimensions. 

As a result, the picture now has two BoW histograms: 

one for the cancer zone and one for the cancer margin. 

Finally, the recommended region-specific BoW 

characterization for the malignancy on a pancreatic 

cancer image is created by joining these two BoW 

histograms together. 

3.6 Classification 

 
CNNs are learned in a feed-forward method, with error 

back-propagation from the classification layer to the 

first convolutional layer, from the very first input layer 

to the final classification stage. The following is an 

example of a forward pass: layer l's neuron I receive 

input from layer l-1's neuron j: 

𝑙𝑛𝑖
𝑙 = ∑ 𝑊𝑖𝑗

𝑙 𝑥𝑗 + 𝑏𝑖
𝑛
𝑗=1                                     (21)                                                                                                                                  

Non-linearity ReLu functions are used to calculate the 

output: 

𝑜𝑢𝑡𝑖
𝑡 = max (0, 𝑙𝑛𝑖

𝑡)                                           (22)                                                                                                                                             
Every neuron in the convolutional and fully connected 

layers uses equations (2) and (3) to analyze the input 

and receive the output in the form of nonlinear 

activation. The pooling layer moves a K x K square 

window across the N x N feature map and calculates 

the highest or average value of each variable. As a 

result, the feature map's spatial size shrinks from N×N 

to 𝑁/𝐾× 𝑁/𝐾. 

Finally, each cancer type's classification probability is 

calculated using the Softmax function: 

𝑜𝑢𝑡𝑖
𝑡 =

𝑒𝑙𝑛𝑖
𝑡

∑ 𝑒𝑜𝑢𝑡𝑘
𝑡

𝑖

                                                  (23)                                                                                                                                            

The back-propagation algorithm is used to train a CNN 

by minimizing the following cost function regarding 

undetermined weights W: 

𝑐 = −
1

𝑚
∑ ln (𝑝(𝑦𝑖|𝑥𝑖))𝑚

𝑖                        (24)                                                                                                                  

The 𝑖𝑡ℎ sample in the training set with the label yi is 

𝑋𝑖, and the real categorization probability is ((yi|Xi). 

The mini-batch cost is used to estimate the 

development costs, and stochastic gradient descent is 

used to lower the cost function 𝐶 over 𝑁 mini-batches. 

The weights are then modified in the next iteration as 

follows, with 𝑊𝑙𝑡 denoting the weights at iteration t 

for convolutional layer 𝑙 and 𝐶 ̂ denoting the mini-batch 

cost: 

𝛾𝑡 = 𝛾[𝑡𝑁
𝑚⁄ ]

  

𝑉𝑙
𝑡+1 = 𝜇𝑉𝑙

𝑡 − 𝛾𝑡 ∝1
𝜕∁

𝜕𝑊𝑙
                                                                                                                                                                           

 𝑊𝑙
𝑡+1

=𝑊𝑙
𝑡 + 𝑉𝑙

𝑡+1
                                            (25) 

Where   is the layer l learning rate, 𝛾 is the scheduled 

rate that decreases the initial training rate   𝛼 after a 

certain number of epochs, and   𝜇 is the momentum 

that determines the effects of earlier modified weights 

in the most recent edition. 

Every iteration of training updates the weights of the 

CNN layers using equation (6). There are 16 layers and 

138 million weights that can be learned using the 

VGG16 framework. Overfitting in the training and 

development of such deep networks can be caused by 

the enormous local minima in equation (5). As a result, 

we needed to use the pre-trained VGG16 dataset to 

create the weights. For limited datasets, however, 

determining the right local minima for the cost 

function in equation (5) is particularly challenging, 

resulting in the overfitting of the network. In this case, 
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weights were pre-trained on the VGG16 model 

[39,40]. 

VGG16 was fine-tuned on the PDAC dataset after the 

weights were transferred. This design is discussed in 

Figure 7, which illustrates the VGG16's thirteen 

convolutional layers and three fully linked layers. If 

we use the layer-by-layer fine-tuning technique, 

adding one layer at a time will result in nineteen 

layers. It will be essential to use 95 VGG16 designs to 

fine-tune five-fold cross-validation. If the training 

duration for each structure is roughly thirty minutes, 

fine-tuning the VGG16 layer-by-layer will take more 

than a week. Determining the appropriate parameters 

for layer-wise fine-tuning will take a similar length of 

time. The findings were slightly improved with a 

layer-by-layer fine-tuning method. 

 

Figure 7: VGG16 network trainable parameters 

 

Based on the pooling layers, the VGG16 architecture 

can be divided into six blocks. Figure 7 illustrates this 

approach. The block-wise layout of the VGG16 is 

depicted in Figure 8. The final fully connected layer of 

VGG16 generally consists of 1000 neurons that relate 

to ImageNet classes. According to the classes in the 

PDAC dataset, the final fully connected layer of this 

model is made up of three neurons. 

                

 
Figure 8: VGG16 architecture and its respective 

blocks. 

 

4   Performance analysis 
 

The proposed model has trained over 70% of the 

dataset and 30% for testing under an epoch of 10 and a 

learning rate of 0.09. The model is implemented using 

hardware specifications like Ryzen 5/7 series CPU, 

NV GPU, 1 TB HDD, and Windows 10 OS and 

software specifications like PyTorch, an open-source 

python library for developing deep learning models, 

and Google Collaboratory, an open-source Google 

environment for building the model. Experimental 

evaluation is carried over models like Alexnet, 

Googlenet, Inception v3, VGG19, and Resnet50 over 

measures like accuracy, sensitivity, specificity, recall, 

precision, F1-score, detection rate, TPR, FPR, and 

computation time. Table 2 depicts the overall analysis 

of various models over 5 image instances under 

accuracy, sensitivity, and specificity. Figure 9 depicts 

the graphical representation of various models over the 

accuracy, sensitivity, and specificity.  

 

Table 3: Overall analysis under accuracy, sensitivity, 

specificity. 
Models  Accura

cy 

Sensitiv

ity 

Specific

ity 

Imag

es  

Alexnet 81 85 87  

Google

net 

84 89 91  

Inceptio

n v3 

88 91 93 Imag

e 1 

VGG19 87 92 95  

Resnet 
50 

76 81 84  

VGG16 96 97 98  

     

Alexnet 81.3 85.4 87.1  

Google
net 

84.6 89.1 91.4 Imag
e 2 

Inceptio

n v3 

88.2 91.4 93.3  

VGG19 87.4 92.5 95.2  

Resnet5
0 

76.2 81.4 84.4  

VGG16 96.3 97.2 98.2  

     

Alexnet 81.5 85.7 87.3  

Google
net 

84.7 89.4 91.5  

Inceptio

n v3 

88.4 91.7 93.6 Imag

e 3 

VGG19 87.6 92.7 95.4  

Resnet5

0 

76.4 81.8 84.7  

VGG16 96.5 97.5 98.5  

     

Alexnet 81.8 85.8 87.6  

Google

net 

84.8 89.6 91.7  

Inceptio
n v3 

88.6 91.8 93.8 Imag
e 4 

VGG19 87.7 92.9 95.6  

Resnet5

0 

76.7 81.9 84.8  

VGG16 96.7 97.7 98.7  

     

Alexnet 82 86 87.8  

Google

net 

85 90 92  

Inceptio

n v3 

89 92 94 Imag

e 5 

VGG19 87.9 93 95.7  

Resnet5

0 

76.8 82 84.9  

VGG16 96.9 97.8 98.8  
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Figure 9: Models vs Measures overall analysis under 

accuracy, sensitivity and specificity 

 

 

Table 2 depicts the overall analysis of various models 

under precision, recall, and F1-score. Figure 10 illustrates 

a graphical representation of various models.  

 

Table 4: Overall analysis under precision, recall, F1-

score. 
Models  Precisio

n 

Recal

l 

F1-

score 

Images  

Alexnet 83 74 83  

Googlenet 82 78 86  

Inception 

v3 

87 82 81 Image 

1 

VGG19 85 84 87  

Resnet 50 79 68 71  

VGG16 93 86 89  

     

Alexnet 83.4 74.2 83.4  

Googlenet 82.5 78.5 86.1 Image 
2 

Inception 

v3 

87.2 82.1 81.4  

VGG19 85.3 84.3 87.5  

Resnet50 79.1 68.2 71.4  

VGG16 93.3 86.3 89.2  

     

Alexnet 83.6 74.4 83.6  

Googlenet 82.7 78.7 86.4  

Inception 

v3 

87.5 82.6 81.6 Image 

3 

VGG19 85.5 84.4 87.7  

Resnet50 79.3 68.5 71.5  

VGG16 93.6 86.7 89.5  

     

Alexnet 83.7 74.7 83.7  

Googlenet 82.8 78.8 86.6  

Inception 

v3 

87.8 82.8 81.7 Image 

4 

VGG19 85.7 84.7 87.8  

Resnet50 79.7 68.7 71.7  

VGG16 93.7 86.8 89.8  

Alexnet 84 75 84  

Googlenet 83 79 87  

Inception 
v3 

87.9 83 82 Image 
5 

VGG19 86 85 88  

Resnet50 80 69 72  

VGG16 94 87 90  

 

 
 

Figure 10: Models vs Measures. Overall analysis under 

precision, recall and F1-score. 

 

Table 3 depicts the overall analysis of various models 

under detection rate, TPR and FPR. Figure 11 depicts a 

graphical representation of various models in which 

the proposed model outperforms at a greater rate. 

Figure 12 depicts a graphical representation of various 

models over computation time which will be obtained 

during the training period. Figure 13 depicts the output 

instances of segmentation.  

 

Table 5: Overall analysis under detection rate, TPR, 

FPR. 

 

Models Detection 

rate 

TPR FPR 

Alexnet 85 82 18 

Googlenet 83 81 19 

Inception 

v3 

90 87 13 

VGG19 86 83 17 

Resnet50 78 73 27 

VGG16  95 92 8 

 

 

 
 

Figure 11: Models vs Measures. Overall analysis under 

detection rate, TPR and FPR 
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Figure 12: Models vs Computation time during the 

training period. 

 

                                 (a)

 
                                 (b)

 
                                 (c)

 
                                 (d)

 
                                 (e)

 
                                  (f)

 
 

Figure 13. Segmentation output where (a,b,c) depict 

unhealthy output and (d,e,f) depicts the healthy output 

using UNET++. 

 

5   Discussion 
 

The purpose of this study is to demonstrate the 

effectiveness of MRI image analysis using the VGG-

16 model with the Harris hawk’s optimization (HHO) 

algorithm in segmentation and feature selection for 

pancreatic cancer classification from MRIs. Because 

MRI provides better contrast between fat, water, 

muscle, and other soft tissues than CT, it generally has 

a good spatial resolution compared to other modalities. 

Conventional MRI has shown a high degree of 

sensitivity and specificity for the detection of 

pancreatic tumors based on reviews of previous studies 

[41] with awareness of the presence of the tumor. The 

sensitivity of our proposed framework for the detection 

of pancreatic cancer was 96.34 on the test data set, as 

well as precision, recall, and F1 score that were 

considered as high compared to other approaches in 

the literature discussed in table 2. As a result, our 
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framework is comparable to the ability of humans to 

recognize images. In an analysis of 225 asymptomatic 

patients with a high risk of pancreatic cancer, Canto et 

al. (2017) [42] found that EUS (Endoscopic 

Ultrasound Scan) had the highest rates of tumor 

detection (42%) as compared to CT (11%), and MRI 

(33%). For tumor detection, Tonozoko et al. (2021) 

[17] used EUC imaging, which yields a higher 

sensitivity and can detect smaller tumors (Grade I). 

However, due to the risks and convenience issues 

associated with EUS, the MRI appears to be a better 

method. Hence in our model, we use MRI images for 

the detection of pancreatic cancer. The classification 

accuracy of the proposed method is 93.52 as compared 

to the image classification model of VGG-19 [18] 

which shows an accuracy of 87.52. According to Fu et 

al. (2021) [19], the inception model uses nuclear 

features that lead to false positive results that can be 

avoided by optimizing the selection of features. In our 

proposed model we utilized a VGG-16 framework 

with HHO-based CNNs and HHO-based Bags of 

visual terms for feature extraction and selection to 

improve the accuracy even with a smaller number of 

convolutional layers as compared to the VGG-19 

model [18].  

In general, unlike computers, the human brain does not 

perform at its best when fatigued, stressed, or limited 

in experience, which results in misdiagnosis or 

overlooking a lesion during an MRI. Artificial 

intelligence, on the other hand, can consistently 

provide reliable performance within a very short 

period, thereby compensating for the limitations of 

human capability and preventing human errors in 

clinical practice. As a result, our framework can be 

useful for both beginners learning MRI, as well as 

fatigued experts or carelessness caused by individuals 

who have accumulated a large number of screenings. 

Additionally, the data set for this study included a 

variety of images, including those with hazy borders 

and unclear images, which are frequently seen in 

clinical exams. These images were then enhanced 

using the Boosted Anisotropic Diffusion Filter 

(BADF) and Contrasted Limited Adaptive Histogram 

Equalization (CLAHE) algorithms to improve the 

image quality for better accuracy. Therefore, we 

believe that our system can detect diverse tumors by 

learning the images and through the utilization of 

better image-enhancing techniques and optimal feature 

selection strategies. 

 

6   Conclusion 
 

This paper brings an effective yet novel approach for 

pancreatic cancer detection at an earlier stage using 

deep learning. For this, initially, MRI data are 

collected from the popular repository CTAC-PDAC 

and with the help of CLAHE and BADF, 

preprocessing is done and then proceeded to segment 

cancer regions using UNet++. Further, for extracting 

quintessential features along with selection, the use of 

both HHO-based CNN and BOVW is done. Finally for 

effective use of transfer learning VGG16 is performed 

for detection. The proposed model outperforms better 

with 0.96% accuracy over state-of-the-art models 

under various measures. This paper will be helpful for 

another research specialist to dig deep and get to 

understand the stages and come up with better 

integrated and advanced models.  
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The coronavirus pandemic has created huge emotional distress and increased the risk of psychiatric 

problems. This happened owing to imposition of necessary stringent healthcare measures that infringed 

personal space, emotional freedom, and caused financial loss. Our physical well-being is directly 

associated with mental fitness and health. From analysis it has been found that feature like struggling in 

concentration and memory, visionary issues, and arthritis are customary symptoms in patients suffering 

from mental crises. Our proposed research work aims to find out the reasons behind mental illness and 

ways to improve mental disorders using supervised approach. The main focus is to develop a smart 

computationally intelligent model to assist healthcare practitioners in analysing and diagnosing severe 

mental illness. Our proposed model assists in analysing causes of mental disorder and aids in reducing 

total medicinal cost along with reduced mental illness rate. Additionally, a recommendation system is also 

developed for diagnosing depressive patients. 

Povzetek: Opisana je inteligentna metoda za pomoč pri mentalnih boleznih, povezanih s pandemijami. 

 

1 Introduction 
The public health emergencies imposed during Covid-19 

pandemic has caused distressed in communities at large. 

The mandating of sudden and unfamiliar public safety 

norms have caused emotional distress among people [1]. 

As the normal course of living was severely encroached 

by home confinement and social distancing, many cases 

of mental health crisis started to erupt. Moreover, people 

who suffered from recurrent ailments during the pandemic 

become even more vulnerable to psychiatric problems and 

other severe health havocs. As a result, the yearly 

medicinal cases for mental disorders started increasing 

globally, and hence it become essential to reveal the root 

causes for mental disorders, including anxiety, depression, 

and many more adverse psychosocial disorders [2]. 

Moreover, the total expenditure for treating patients also 

increased, which includes restorative cost for treatment. In 

order to understand these ballooning costs, several large-

scale epidemiological studies are being conducted to 

provide information on the health of United States 

citizens. One such study, the Behavioural Risk Factor 

Surveillance System (BRFSS), conducts surveys to collect 

uniform data on health risk behaviours, chronic diseases, 

access to healthcare information, and to employ 

preventative medical services in the United States [3]. 

This survey provides valuable information on behavioural 

patterns which, if coupled with current big data and 

machine learning techniques, may help to provide  

 

 

valuable insights into persons at risk of mental health 

crises. By targeting and understanding these populations, 

preventative health measures could be put into place to 

ultimately help lower health care costs in the United  

 

States. Adults with depression and anxiety are 

significantly more expected to smoke, to be obese, to be 

physically inactive, to binge drink, and to drink more 

heavily than those who do not display any symptoms of 

depression and anxiety. Additionally, a dose-dependent 

relation exists between severity of depression and the 

smoking intensity, obesity, and physical inactivity, in 

which individuals who are more depressed become prone 

to heavy engagements in such activities. In a study of the 

2012 Behavioural Risk Factor Surveillance System 

(BRFSS) data, found that there are significant 

relationships between depression and childhood mental 

illness, limited usual activity, and abuse [4]. In proposed 

research work J48 classification tree is used to predict 

depression with 82% accuracy, using these predictive 

attributes. Our research aims to create a solid foundation 

with the use of machine learning in helping to predict 

mental crises using multiple health attributes. 

2 Background study 
Extensive research and case studies were conducted 

in assessing the acuteness of emotional distress and 

forecasting mental health crisis. The authors in [5] have 

thoroughly discussed on the major stressors caused due to 
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quarantine and isolation measures, and different ways to 

reduce its impact. In [6], several tools and measures were 

suggested for measuring the psychological impact of the 

Covid-19 pandemic. Moreover, technicians often face 

scarcity and imbalance in healthcare data that pose a major 

challenge for training models and supervised learning. 

This has been taken forward by the author in [7] to deal 

with the development of classifiers from imbalanced 

datasets. A dataset is considered to be imbalanced, when 

the characterization classes are not roughly similar. 

Frequently certifiable informational indexes are 

predominately made out of ordinary precedents with just 

a little level of strange or intriguing models. It is 

additionally the situation that the expense of 

misclassifying an anomalous (fascinating) model as an 

ordinary precedent is regularly a lot higher than the 

expense of the invert blunder. The authors have 

demonstrated that their proposed technique can 

accomplish better classifier execution for over-examining 

the minority (strange) class and under inspecting the 

greater part (typical) class in the Receiver Operating 

Characteristic (ROC) space, than just under testing the 

larger part class. In another novel work, Synthetic 

Minority Oversampling Technique (SMOTE) Rough Set 

Theory (RST)is proposed, which is dependent on 

oversampling and under sampling for high imbalanced 

informational indexes [8]. SMOTE-RSB is a hybrid data 

pre-processing approach that manages imbalanced 

informational indexes through the development of new 

examples and samples, utilizing SMOT together with the 

use of an altering method dependent on the RST and the 

lower estimation of a subset. The proposed technique has 

been approved by a trial think about demonstrating great 

outcomes utilizing C4.5 as the learning calculation. 

Multi-mark learning has been turning into an 

inexorably dynamic region into the machine learning 

group since a wide variety of true issues are normally 

multi-named. Destroyed is an oversampling system that 

has been effectively connected for adjusting single-

marked informational indexes, however has not been 

utilized in multi-name structures up until now. In this 

regard, authors in [9] highlighted a few methodologies are 

proposed and contrasted by the author all together with 

produce manufactured examples for adjusting 

informational indexes in the preparation of multi-name 

calculations. Results demonstrate that a right 

determination of seed tests for oversampling improves the 

grouping execution of multi-mark calculations. In yet 

another novel work [10], authors inspected the general 

social insurance costs related with sorrow depression and 

also, tension among essential consideration patients. Out 

of 2110 back to back essential consideration patients in a 

wellbeing support association, 12-thing Health General 

Questionnaire were screened with 1,962 people. 615 

patients were further selected for indicative appraisal; 

Composite International diagnostic review performed on 

373 patients and 328 were re-examining 12 months after 

the fact. Electronic cost records were utilized to compute 

absolute human services costs for the half year time frame 

encompassing the gauge evaluation and a comparative 

period encompassing the subsequent appraisal. Cost 

contrasts reflected higher use of general therapeutic 

administrations instead of higher psychological wellness 

treatment costs. In research [11], authors used 

computerized record frameworks of a vast staff model 

well-being up keep association (HMO) were utilized to 

distinguish sequential essential consideration patients 

with visit findings of sorrow and a correlation test of 

essential consideration patients with no melancholy 

conclusion. Comparable cost contrasts were watched for 

every one of the subdivisions inspected (treatment using 

antidepressants, treatment without antidepressants, and 

patients analysed at routine physical clinical visits). Drug 

store records showed more noteworthy perpetual 

medicinal sickness in the analysed discouragement 

gathering, however huge cost contrasts stayed after 

alteration ($3971 versus $2644). Two overlap cost 

contrasts endured for no less than a year after 

commencement of treatment. As an end, creators found 

that finding of misery is related with a summed-up 

increment being used of wellbeing administrations that is 

just halfway clarified by co grim ailments.  

The authors of the paper [12], regulated a poll to 367 

patients with type-1 and type-2 diabetes from the primary 

care clinics of two healthcare information management 

organizations, to get information on socioeconomics, 

burdensome side effects, diabetes learning, working, and 

diabetes self-care. Based on computerized information, 

we quantified therapeutic comorbidity, social insurance 

costs, glycosylated haemoglobin (HbA1c) levels, and oral 

hypoglycaemic remedy refills. Utilizing burdensome side 

effect seriousness tertiles (less, mid-range, or highest), 

they performed relapse investigations to decide the effect 

of burdensome indications on constancy to diabetes self-

support and oral hypoglycaemic regimens, HbA1c levels, 

utilitarian debilitation, and human services costs. 

Compared with patients in the low-seriousness gloom side 

effect tertile, those in the medium and high-seriousness 

tertiles were essentially less follower to dietary 

suggestions. Further investigations testing the viability 

and cost-adequacy of upgraded models of consideration of 

diabetic patients with sorrow are required. In yet another 

contribution in the field of mental illness authors have 

provided information about imbalanced learning issues 

that hold an unlike conveyance of information tests among 

various classes and represent a test to any classifier as it 

turns out to be difficult to get familiar with the minority 

class tests [13]. This paper distinguishes that the majority 

of the current oversampling techniques may create the 

wrong engineered minority tests in certain situations and 

make learning undertakings harder. To overcome this, 

Majority Weighted Minority Oversampling Technique 

(MWMOTE) is introduced for productively handling with 

variant learning issues. MWMOTE first distinguishes the 

difficult to-learn educational minority class tests and 

relegates them loads as per their Euclidean separation 

from the closest larger part class tests. In another 

contribution, the authors have shown a novel Cluster 

Based Synthetic Oversampling (CBSO) algorithm in the 

proposed study [14]. CBSO receives its fundamental 

thought from existing manufactured oversampling 

methods and consolidates unsupervised clustering in its 
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engineered information age system. One of the core 

machine learning algorithms that gained achievement in 

health analytics is Support Vector Machine (SVM). 

Statistics of SVM makes it suitable to handle all type of 

medical datasets. In numerous settings, we additionally 

have the choice of utilizing pool-based dynamic learning. 

Dynamic Learning with help vectors is examined in the 

study [15], i.e., a computation for picking which examples 

to demand straightaway. In another work, comparative  

 

Table 1: Summarized application of machine learning techniques in mental health analysis. 

S.No. Author, Year Objective Approach Results 

1. 

O. Oyebode, F. 

Alqahtani and R. 

Orji, 2020 [24]. 

In the recent study authors 

have analyzed mental health 

apps. They have evaluated 

online available 104 mental 

health apps and perform 

sentiment analysis on reviews. 

Support Vector Machine 

(SVM), Multinomial Naïve 

Bayes (MNB), Stochastic 

Gradient Descent (SGD), 

Logistic Regression (LR), and 

Random Forest (RF). 

F1 Score and accuracy is 

compared and it is found 

that SGD achieved the best 

overall F1 score of 89.42 

then followed by SVM, and 

LR. 

2. 
Ela Gore, Sheetal 

Rathi, 2019 [25]. 

In this work, authors surveyed 

researches done for the 

applicability of machine 

learning for mental heal 

analysis. 

This paper surveyed numerous 

machine and deep learning 

models as SVM, K-Nearest 

Neighbor (KNN), Random Tree, 

Convolution Neural Network 

(CNN), Recurrent Neural 

Network (RNN) etc. 

From the survey it is 

concluded that SVM with 

their different kernels and 

CNN models utilized in many 

of the research work. They 

also give better results in 

terms of parameters like 

accuracy, etc. 

3. 

Sabourin, A. A., 

Prater, J. C., & 

Mason, N. A., 2019 

[26]. 

In today’s competitive era 

students are at high mental 

health risk. Authors compared 

the mental health status of 

pharmacy students to other 

university students. 

Computational techniques like 

SVM, Naive Bayes (NB), KNN, 

and Random Forest (RF) used. 

RF achieves precision 

approximately equal to 

83.33%, NB 71.42%, SVM 

85.71% and KNN 55.55%. 

4. 

Hou, Y., Xu, J., 

Huang, Y., & Ma, X. 

,2016 [27]. 

This one is another significant 

work done for analyzing mental 

health profile of students. It 

targets to find association 

between reading habits of 

students and depression 

induced due to reading 

Compare algorithms like SVM, 

KNN, Decision Tree DT, 

Artificial Neural Network (ANN) 

, and Bayesian Classifier. 

Most Accurate classifier is 

SVM with 82% accuracy. 

5. 

Gokten, E. S., & 

Uyulan, C. ,2021 

[28]. 

Advanced machine learning 

techniques are applied to 

predict psychiatric disorders 

Random Forest is used and 

applied on a record of 482 

children. 

Following results were 

obtained for kids with 

mental disorder: Accuracy= 

72%, F1-Score=71%, 

Precision= 72%, and Recall= 

71%. 

6. 
Xin, Y., Ren, X, 2022 

[29]. 

Purpose of this research work is 

to forecast the psychiatric 

illness amongst old age people 

from the aspects like health 

profile, relationship with family, 

social behaviour, demographic 

location, and behaviour of 

health. 

This paper used the random 

forest classifier to predict the 

depression of old age people. 

The psychiatric disorder of 

rural old age grouped was 

57.67%, and that of urban 

was 44.59%. 

7. 

Srividya, M., 

Mohanavalli, S., & 

Bhalaji, N., 2018 

[30]. 

Application of numerous 

machine learning techniques to 

identify mental health is the 

main objective of this work. 

Logistic Regression (LR), SVM, 

NB, DT, KNN, RF, and Bagging. 

Highest Accuracy achieved 

by ensemble approach 

Bagging (90%) and RF (90%) 

followed by SVM (89%) and 

KNN (89%). 

8. 

Tate, A. E., McCabe, 

R. C., Larsson, H., 

Lundström, S., 

Lichtenstein, P., & 

Kuja-Halkola, R., 

2020 [31]. 

A Machine Learning Model is 

developed and compared for 

predicting mental illness in 

adolescence. All techniques are 

explored based on statistical 

evaluation parameters. 

RF, XGBoost, Neural Network 

(NN), logistic regression (LR), 

neural network and SVM. 

Models compared using Area 

under Curve (AUC) and it is 

noticed that SVM and RF had 

highest AUC’s equals to 

0.754. 
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9. 

Reddy, U. S., Thota, 

A. V., & Dharun, A., 

2018 [32]. 

Stress patterns are analyzed in 

working professionals using 

machine learning techniques in 

order to highlight the factors 

that strongly affect the stress 

level. 

LR, KNN, DT, Boosting, Bagging, 

RF. 

From the results it has been 

concluded that embedded 

approach boosting achieves 

highest 75.13% accuracy. 

 

analysis of various computational intelligence 

mathematical statistics for various infections 

determination, for instance, heart disease, diabetes, 

dengue, and hepatitis is presented [16]. Main emphasis 

of this review work to highlight the importance of 

machine learning techniques towards decision support 

system and diagnostics. In yet another novel work, 

authors highlighted the major mental issues also 

explored treatment coverage country wise [17].  In 

another survey [18] author has cited the importance and 

significance of smart devices for assessing anxiety, 

stress, and depression. Various work has been done in 

the area of health informatics for finding and extracting 

valuable insights using machine learning techniques [19-

20]. From these researches it has been concluded that 

machine learning plays significant role in extracting and 

predicting health outcomes [21-23, 41-43].  

In our research initiative, supervised machine 

learning approach is used to build a computationally 

efficient model to serve the mental health crisis in the 

society. Our proposed model ensures biomedical 

applicability by aiding the doctors to provide reliable 

healthcare service delivery to patients with mental health 

issues. List of related work in the domain of analyzing 

mental health illness is presented in Table I. 

3 Proposed methodological 

framework  
In our research, the BRFSS dataset was considered, 

which further required downstream analysis. This 

required data scrubbing and pre-processing techniques 

for cleaning and preparing the data for experimentation. 

Various machine learning algorithms were applied on the 

cleaned data set and respective accuracies were 

predicted. Recommendation system was built on the 

basis of this model using shiny web application [33-34]. 

 

  

Figure 1: Structural Flow of Proposed Framework. 

3.1. Data collection 

 

The Behavioural Risk Factor Surveillance System 

(BRFSS) is a random annual phone-based survey which 

tracks health risk behaviours, chronic diseases, access to 

health care, and the use of preventative healthcare 

service management in the United States, available 

freely for access [4]. The most current data year (2016) 

was used for this project, which contained 450 attributes 

and 486,303 records. All questions asked in the survey 

(attributes) are available in [3]. Mental illness was 

characterized by individuals who had current anxiety and 

depression, life-time depression detection, and or a 

lifetime anxiety diagnosis and the class attribute (Mental 

Crises) were compiled based on these answers. 

3.2. Data processing & scrubbing 

 

Data scrubbing is the necessary action required to 

remove repeated, incorrect, and improperly data from the 

dataset [35-37]. We renamed data frame to prevent 

overwriting the original file, and identify the column 

names.  

The attributes of original data were written in their short 

forms which were not easy to comprehend. These 

attribute names were expanded to make more sense of 

the data. It helped to read the data easily and connect 

different habits of a patient with its mental status. Since 

there were 450 attributes, some of these attributes were 

removed which were not needed Attributes that had no 

relevant meaning or no practical significance like 

telephone number, address, number of family members, 

etc that summed up to 60 columns, were removed. 

Record identification column was removed from the data 

base as it is unnecessary for downstream analysis. Our 

dataset consists of 6, 17, 07, 536, and NA values. This 

value was quite huge and hence was interfering in the 

various machine learning algorithms. Survey contained 

answer choices in the form of none (88), do-not-know 

(7), refused (9), etc. which were replaced to NA as it did 

not contribute in prediction. To normalize the data set, 

all the NA values were then replaced by means of their 

respective columns. Several attributes were explored. 

Count of no and yes was checked in the output column 

(depressive). This was done to check the proportion of 

no to yes. The ratio came out to be 1:4. Due to the less 

count of no, model prediction was not very accurate. 

Since data was quite huge so due to computational 

limitations, data set was sub sampled to 10% of the 

original data set. We made sure ratio of noto yes does not 

change in the sub sampled data, suggesting the smaller 

data set is representative of the whole data set. Data 

Scrubbing also included removing incomplete attributes 
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(i.e. those with >25% unanswered answers) and 

transforming attributes for downstream processing. 

Data pre-processing is applied to transform raw data into 

a format that is easily understandable and upgrade the 

classifier performance [38]. Synthetic Minority Over-

sampling Technique (SMOTE) was used to combat an 

imbalanced class design and to maintain the yes to no 

ratio in the sub sampled dataset. Fig 2 shows the 

comparison of number of classes (yes and no) before and 

after SMOTE. This strategy enables us to adjust the class 

configuration, wiping out any predisposition that may 

ruin our downstream analyses. Unbalanced classification 

issues cause problems to many learning calculations and 

algorithms. These issues are portrayed by the uneven 

extent of cases that are accessible for each class of the 

issue. SMOTE is a notable calculation to tackle this 

issue. Moreover, the dominant part class precedents are 

additionally under-examined, prompting an increasingly 

adjusted dataset. 

The parameters perc.over and perc.under control the 

measure of over examining of the minority class and 

under-sampling of the majority classes, respectively. 

perc.over will typically be a number over 100. With this 

kind of qualities, for each case in the dataset having a 

place with the minority class, new instances of that class 

were made. In the event that perc.over is an incentive 

underneath 100 than a solitary case will be created for a 

haphazardly chosen extent (given by perc.over/100) of 

the cases having a place with the minority class on the 

first informational collection. The parameter perc.under 

controls the extent of instances of the dominant part class 

that will be arbitrarily chosen for the last adjusted 

informational index. This extent is determined as for the 

quantity of recently created minority class cases. The 

parameter 𝑘 controls the manner in which the new 

precedents or examples are made. These precedents will 

be produced by utilizing the data from the 𝑘-nearest 

neighbours of every case of the minority class. The 

parameter 𝑘 controls what number of these neighbours 

are utilized. This produces an arbitrary arrangement of 

minority class perceptions, utilizing bootstrapping and 

the datum point having 𝑘-closest neighbours. This 

decreased the predisposition towards the larger part 

class, while guaranteeing the new examples in the 

minority class were illustrative of the previous qualities. 

In this capacity 𝑘 was set to be 5 and perc.over to be 110. 

The figure (2) demonstrates beginning number of no, 

which were 10000; while that of yes were 40000. 

Subsequent to applying SMOTE, number of no 

expanded to 18000 and yes, diminished to 12000.To 

further clean the dataset, Pearson correlation test was 

used to determine the correlation between each feature 

and the class attribute. Attributes with less than 10% 

correlation were discarded from downstream analysis. 

 

Pearson correlation test. This is an estimate of precise 

association between two given variables of a system. 

Pearson correlation coefficient (𝑟) is an estimate of the 

strength of the connection between the two variables. It 

has a value ranging from [-1,1]. If both variables increase 

and decrease together it implies positive correlation 

while if the value of one variable decrease with the 

increase in other variable value or vice-versa it indicates 

negative correlation. 

 

 
         (a)                            (b) 

 

Figure 2: Comparison of number of classes (yes-no) 

(a) before and (b) after applying SMOTE. 

 

3.3. Data classification 

After the dataset was pre-processed and cleaned, 

machine learning algorithms were applied to examine its 

accuracy. Supervised algorithms such as 𝑘-nearest 

Neighbour, Random Forest, Decision Tree and SVM 

were applied. SVM gave an accuracy of 65% while KNN 

gave a precision of 70.16%. Random forest achieved an 

average accuracy score of 80% when n_tree was set to 

100. Best accuracy was achieved through Decision Tree 

which gave 81.19% precision. A description of 

confusion matrix is given in Table 3. The decision tree 

was assembled utilizing 10-fold cross validation. The 

picked calculation, C4.5 or J48, was built utilizing a 

multistep process is presented in Table II. To start with, 

the single variable was discovered which best parts the 

information into two groups. Second, the information 

was separated, and the procedure was rehashed 

recursively until the subgroups either achieved a greatest 

size of 5 or no further modifications were made. 

This methodology utilized a splitting criterion 

known as the gain-ratio, and was pruned utilizing a 

bottom up system known as error-based pruning. At last, 

precision and Area under the Curve (AUC) was surveyed 

to decide the reliability of the last tree and model. The 

Area under the Curve (AUC) of the Receiver Operating 

Characteristic (ROC) is a decent measure of the 

execution of a model. The AUC esteem can go from 0.5 

(the model plays out no superior to arbitrary shot) to 1 

(model suitably clarifies the reaction inside the test set). 

3.4. Building recommendation model 

 

A recommendation system was compiled to provide a 

user-interface program for use by doctors when their 

patients are in the examination room. We have developed 

this interface using shiny web application. This 

visualization helped us to give some insights on how 

habits like smoking, sleeping, remembering, etc can 

affect their mental health. All the responses of the user 

are recorded and scaled. We selected 6 questions 

according to highest gain ratio that were achieved in our 

decision tree model. These questions are illustrated as 

following. 
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• Have you visited a doctor for routine check-ups in 

last 6 months? 

• Do you have memory loss issues, Concentration 

Issues, or Trouble in finalizing decisions? 

• Do you have diabetes? 

• Medical history of disease like: arthritis, lupus, 

fibromyalgia, or gout. 

• Do you have any visionary impairment? 

• Details of health policies of patient. Whether person 

is under health cover or not? 

These questions were clustered further with other six 

questions whose correlation coefficient came out to be 

more that 10%. Response to every question was grouped 

with these questions to give an average depressive score. 

If the average depressive score is more than 50% then it 

represents that population in this cluster is more likely to 

be depressive. 
 

Table 2: Class-view & multiple attributes in mental health dataset. 

S.No. Attribute Values 
Correlation with class 

attribute 

1. General Health 

1. Excellent; 

2. Very Good; 

3.Good; 

4. Fair; 5. Poor 

-0.295607016 

2. Multiple Healthcare Professionals 

1. Only one; 

2.More than one; 

3. None 

0.103815018 

3. Cost prohibiting seeing a doctor 1. Yes; 2. No 0.165653515 

4. 
Participate in physical activities or exercise 

in past month 
1. Yes; 2. No -0.158701513 

5. Having disease Asthma 1. Yes; 2. No 0.100175029 

6. Having disease COPD 1. Yes; 2. No 0.186787737 

7. Having disease Arthritis 1. Yes; 2. No 0.237111272 

8. Time of last visit to dentist/ dental clinic 

1. within the year; 

2.within past 2 years; 

3. within past 5 years; 

4. five or more years ago 

-0.149358224 

9. Number of permanent teeth removed 1. 1-5; 2. 6 or more; All; 4. None 0.139458736 

10. Gender of Respondent 
1. Male; 

2. Female 
-0.248546199 

11. Marital status 

1. Married; 

2. Divorced; 

3. Widowed; 

4. Separated; 

5. Never Married 

-0.136709092 

12. Education level 

1. Never attended; 

2. Elementary; 

3. Some High School; 

4. High School Graduate; 

5. Some College/ Technical; 

6. College Graduate 

0.118850168 

13. Own/Rented home 

1. Own;  

2. Rented;  

3. Other Arrangement 

-0.251743782 

14. Employment status 

1. Employed; 

2. Self-Employed; 

3. Out of work for more than one year; 

4. Out of work for less than one year; 

5. Home maker; 

6. Student 

-0.38432588 

15. Blind/difficulty in seeing 1. Yes; 2. No 0.251269243 

16. Difficulty in remembering/concentrating 1. Yes; 2. No 0.442148749 

17. Difficulty walking/climbing stairs 1. Yes; 2. No 0.215583219 

18. Difficulty dressing/bathing 1. Yes; 2. No 0.124759584 

19. Difficulty doing errands alone 1. Yes; 2. No 0.245702066 

20. Smoked at least 100 cigarettes in entire life 1. Yes; 2. No 0.109147887 

21. 
Frequency of days currently smoking in 

month 

1. Every day; 

2. Some days; 

3. Not all days 

0.133169638 
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22. Have delayed getting medical care 1. Yes; 2. No 0.16235243 

23. 
Been without healthcare services in past 12 

months 

1. Yes; 2. No 
0.184359727 

24. 
Activity has been limited due to health 

problems 

1. Yes; 2. No 
0.191887956 

25. 
Having health problems that require special 

equipment 

1. Yes; 2. No 
0.1665181842 

26. 
Been diagnosed with depressive disorder 

(class attribute) 

1. Yes; 2. No 
1 

 

4 Results & discussions 
 

The correlation values between various attributes and 

’depressive’ show common symptoms that a patient might 

be dealing with in mental crises during the pandemic 

lockdown [39]. The results for symptoms, including 

difficulty in concentrating or remembering, blindness and 

arthritis is shown in figures 5-7. These symptoms are quite 

common in a person suffering from a mental crisis. 

Correlation coefficients of these attributes were 

0.442148749, 0.251269243 and 0.215583219 

respectively. Further, in figure 8, the relationship between 

depressive and health coverage is illustrated.  

Also, we have compared our results from other 

existing work in the same domain listed in Table II. It has 

been found that the discoveries of this model help the 

consequences of past examinations, emphatically 

connecting burdensome scatters and dimensions of 

periodontal ailment, and proposing a negative connection 

with tooth brushing and dental checkups to melancholy 

may exist. No other existing work finding out the 

correlation amongst attributes as we did in the proposed 

work which is quite effective in highlighting the positive 

and negative features that directly or adverse impact the 

outcome. Best accuracy was achieved through Decision 

Tree, which gave 81.19% precision. The true positives 

ratio came out to be 34.9 while true negatives ratio was 

46.2. This low FN rate is basic in a working model, as the 

cost of misclassifying a mental disease is a lot higher than 

the expense of misclassifying a non-mental disease. The 

highlights with the most elevated data gain give intriguing 

bits of knowledge into the respondents’ practices in this 

investigation.  

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 5: Relationship between depression& difficulty in 

concentration. 

 

 
Figure 6: Relationship between depression& 

blindness. 

 

 
 

Figure 7: Relationship between depression& 

arthritis. 
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Figure 8: Relationship between depression & health 

coverage. 

 

 

Table 3:  Confusion matrix for proposed mental 

health model 

 

 

 

 

 

 

For our proposed model, the AUC was 0.83 as shown in 

figure 9. As it can be seen, the flat line initially depicts 

bad precision of the model. As soon as specificity value 

reaches a certain value of around 0.6, it escalates to a 

maximum value of 0.83. This shows the model has 

reached its maximum accuracy and hence it becomes 

constant thereafter. The decision tree of observed 

parameters is highlighted in figure 10. 

   

         Figure 9: AUC of receiver operating characteristic. 

 

 

 
Figure 10: Truncated decision tree outcome. 

 

A confusion matrix summarizes the performance of the 

model [40]. The confusion matrix for Decision Tree is 

presented in Table III, and the model accuracy (calculated 

as (true observations/all observations)) was 81.07%. 

Table IV presented all the precision scores in descending 

order. From the table it is clear that Decision Tree 

outperform all other algorithm. 

 

Table 4: Comparative analysis of precision score 

 

Algorithm Precision Score 

Decision Tree 81.1935% 

Random Forest 80.1265% 

KNN 70.6312% 

SVM 65.3542% 

 

 

5 Conclusion & future research 

directions 
 

Our research initiative addresses the ever-increasing crisis 

surfacing due to mental health related ailments, especially 

in Covid-19 pandemic situation. A set of supervised 

algorithms, including K-nearest Neighbor, Random 

Forest, Decision Tree and SVM were applied. Our 

proposed framework based off this model can help 

biomedical specialists in rapidly distinguishing in danger 

patients, prompting both higher rates of precaution 

medicinal services and early intercession, at last bringing 

down social insurance costs related with treating 

discouragement and tension in the country. Future 

undertakings should concentrate on expanding generally 

speaking exactness of the model to guarantee unwavering 

quality while giving specialists course with respect to 

their emotional well-being patients. 

 𝒚𝒆𝒔 𝒏𝒐 

𝒚𝒆𝒔 34.9 3.8 

𝒏𝒐 15.1 46.2 
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