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The first purpose of the paper is to attract the attention of the scholars in natural language (NL) 

processing to a new version of a broadly applicable, cross-lingual meaning representation formalism: a 

new version of the theory of SK-languages (standard knowledge languages) introduced in early 2000s by 

the theory of K-representations (knowledge representations), or TKR. A collection of original expressive 

mechanisms for constructing semantic representations (SRs) of scientific notions’ definitions is suggested, 

its joint work is demonstrated. A special attention is paid to indicating the advantages of TKR-based 

approach to building SRs of scientific definitions in comparison with Universal Conceptual Cognitive 

Annotation, Abstract Meaning Representation, and Uniform Meaning Representation. New precious and 

broad prospects of describing semantic structure of NL-texts pertaining to biomedical sciences are 

indicated. The second purpose is to improve an algorithm (introduced in a previous paper of the author) 

constructing SRs of scientific notions’ definitions and to illustrate its principal ideas. The output SRs are 

the expressions of SK-languages. The methodological basis is TKR. In particular, the suggested algorithm 

of scientific definitions’ semantic parsing includes a complex procedure based on the algorithm of 

semantic parsing SemSynt1 given by TKR. The original features of the suggested algorithm constructing 

SRs of scientific definitions are shown. 

Povzetek: Članek uvaja izboljšano različico SK-jezikov za medjezikovno reprezentacijo pomena v
obdelavi naravnega jezika, s poudarkom na biomedicinskih znanostih, ter izboljšuje algoritme za
semantično razčlenjevanje znanstvenih definicij.

1   Introduction 

During two last decades, a considerable progress has been 

achieved in many branches of the field of studies aimed at 

processing written texts and oral speech in natural 

language (NL). In particular, it applies to NL-interfaces to 

mobile devices, OWL-based ontologies, autonomous 

intelligent systems (robots), the computer systems 

extracting knowledge from NL-texts with the goal of 

forming and updating ontologies, question-answering 

systems dealing with full-text databases, NL-interfaces to 

the giant semantic information system Linked Open Data 

(LOD). 

In the context of this progress, many specialists in NL 

processing (NLP) from various countries have realized the 

existence of a fundamental problem to be solved in order 

to continue this progress. This fundamental problem is the 

construction of broadly applicable (desirably, universal), 

cross-lingual meaning representation (MR) formalisms 

and of the algorithms transforming NL-texts into their 

meaning representations (or semantic representations, 

SRs) with respect to the used knowledge base and, in the 

case of discourses, in the context of the previous fragment 

of the analyzed discourse. 

The recent impressive achievements in constructing 

NLP systems based on large languages models and black-

box neural networks could stimulate many computer 

science specialists to draw the conclusion that the problem 

of developing broadly applicable, cross-lingual MR 

formalisms is not worth to concentrate much attention on 

solving it. However, the authors of [1, 2] underline that the 

black box nature of neural networks makes it difficult to 

know when and where to correct the used models for 

eliminating errors or at least anticipating errors. But it is 

absolutely necessary to have the possibilities of the kind, 

because interpretability and controllability in NLP 

systems are critical in high-stake application scenarios, in 

particular, for realizing reasonable human-intelligent 

robot interaction and in medicine for making reasonable 

expectations and conclusions.  

The above said explains the reasons for organizing the 

First International Workshop on Designing Meaning 

Representations (DMR 2019, Florence, Italy, August 

2019) [3]. The principal objectives of the workshop DMR 

2019 were as follows: (a) to gain a deeper understanding 

of the key elements of meaning representations (MRs) that 

are the most valuable to the NLP community; (b) to 

critically examine existing MRs with the goal of using the 

findings to inform the design of next-generation MRs; (c) 
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to explore the opportunities and identify the challenges in 

the design and use of MRs in multilingual settings [3]. The 

Fifth International Workshop on Designing Meaning 

Representations (DMR 2024) took place in May 2024 in 

Torino, Italy [4]. 

The proceedings of the workshop DMR 2019 include 

the paper [5], its authors (three specialists from two IBM 

research centres in San Jose, California) underline that 

“creating a universal semantic representation that works 

across a large number of languages is an important 

objective for the NLP community”.  

Wonderfully, the first version of mathematical 

framework being appropriate for creating a universal, 

cross-lingual semantic representation was suggested 23 

years before the start of the workshop DMR 2019 in the 

paper [6]. This paper introduced a mathematical model 

(having an original form) describing a system of ten partial 

operations on conceptual structures and introducing a new 

class of formal languages – the class of restricted standard 

knowledge languages (RSK-languages). 

The paper [7] shortly explains the essence of these ten 

partial operations on conceptual structures. This 

information is used in the mentioned paper as the ground 

for demonstrating very broad expressive possibilities of 

RSK-languages. In particular, the possibilities of building 

SRs of compound scientific notions and of complex 

discourses. A considerable part of the paper [7] is devoted 

to explicating the advantages of the RSK-languages in 

comparison with Universal Networking Language (UNL) 

elaborated under the guidance of the UNO Institute for 

Advanced Studies, Tokyo University. This language is 

based on the idea of representing the meanings of separate 

sentences by means of binary relations. 

The second version of a mathematical framework 

being appropriate for creating a universal, cross-lingual 

MR was published nine years before the workshop DMR 

2019. It was done in the monograph [8] introducing the 

theory of K-representations (knowledge representations) – 

an original theory of designing semantic-syntactic parsers 

of NL with the broad use of formal means for representing 

input, intermediary, and output data. One of the 

constituents of the theory of K-representations (TKR) is 

the theory of SK-languages (standard knowledge 

languages). 

The difference between the theory of RSK-languages 

and the theory of SK-languages can be explained as 

follows. The first theory assumes the existence of only one 

possible angle of look at any considered entity from an 

application domain.  For instance, people are considered 

as intelligent objects, the cars – as dynamic physical 

objects, and the firms – as the organizations. However, 

each concrete person is simultaneously both an intelligent 

object and a dynamic physical object, the IT-companies 

develop, in particular, programming environments and 

have the locations. That is why the theory of SK-languages 

gives the possibility to consider the compound semantic 

characteristics (compound types) of the entities from 

application domains. For instance, each person may be 

associated with the type intel. system * dyn. phys. object 

and each firm with the type org * intel. system * space. 

object. 

The essence of the principal constituents of TKR is 

shortly explained below in the sections 3 and 4. 

Taking into account the objectives of the present 

paper, it is important to say that the monograph [8] 

includes the following conjecture: “The designers of NL 

processing systems have received a system of the rules for 

constructing well-formed formulas (besides, a compact 

system, it consists of only ten main rules) allowing for 

(according to the hypothesis of the author) building 

semantic representations (SRs) of arbitrary texts 

pertaining to numerous fields of humans’ professional 

activity, i.e., SRs of the NL-texts on economy, medicine, 

law, technology, politics, etc.” [8, p. ix-x]. 

Since the release of the monograph [8], no scholars 

have put forward any objections against this hypothesis. 

There are serios reasons to believe that the 

construction of the theory of SK-languages in [8] means 

that the barrier of complexity in developing a universal 

meaning representation formalism was overcame nine 

years before the workshop DMR 2019 and, as it is clear 

now, outstripped the time of its creation. 

The first objective of the present paper is to attract the 

attention of the NLP community to a new version of the 

SK-languages’ theory and, as a consequence, of TKR 

being more compact and convenient for practical usage in 

comparison with the version of TKR stated in the 

monograph [8]. A new version is constructed due to 

introducing a compact mathematical model of a system of 

primary units of conceptual level used by an applied 

intelligent system (AIS). Formally, this goal is achieved 

due to introducing and considering the notion of optimized 

conceptual basis instead of the notion of conceptual basis. 

The present paper explicates the broadest prospects 

opened for biomedical sciences by SK-languages. Two 

principal directions of reasoning are combined: (a) the 

demonstration of the possibilities to use SK-languages for 

building SRs of complex scholarly discourses and 

complex definitions of the notions; (b) the explication of 

the advantages of SK-languages in comparison with 

Universal Conceptual Cognitive Annotation [9], Abstract 

Meaning Representation [10], and Uniform Meaning 

Representation [1]. 

The second objective of the paper is to improve the 

algorithm AlgSemDef1 introduced in [11] constructing 

SRs of scientific notions’ definitions and to illustrate the 

principal ideas of the suggested algorithm AlgSemDef2. 

The output SRs of the definitions are the expressions of 

SK-languages. 

In Conclusions, the following hypothesis is 

formulated: the considered optimized version of the SK-

languages’ theory (a part of TKR) may be interpreted as 

the starting universal meaning representation formalism. 

 

2 Computational semantics and 

biomedical sciences 

During last decade, the development of the huge semantic 

information system Linked Open Data (LOD) [12, 13] 

caused the emergence of a big family of projects in the 

field of NL processing aimed at extracting factual 
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information in the form of triples. Mainly due to this 

reason, the attention of the major part of researchers in 

NLP was not focused on the problem of representing 

semantic structure of scientific texts in NL (the NL-texts) 

in a formal way.  

A strong impulse for “switching-on” the interest of 

the researchers in NLP to this problem was given in the 

middle of the 2010s by the change of the paradigm in the 

field of constructing large knowledge bases (KBs) in 

biomedical sciences. The first limitation of the previous 

period of constructing biomedical KBs is that, most often, 

they were manually built and curated. The second 

limitation was that the prior work on automatic 

information extraction (AIE) from NL-texts was that it 

was focused on several distinguished classes of scientific 

publications describing, in particular, protein–protein 

interactions or gene-drug relationships or drug effects, etc. 

The main aspects of changing (in the middle of the 

2010s) the paradigm of AIE for constructing biomedical 

KBs is the transition to considering, as knowledge 

sources, not only arbitrary scientific publications in the 

field but also the sources like the health portals and 

popular online discussion forums. This transition is 

considered as the ground for developing new, 

comprehensive approaches linking diverse entity types, 

spanning genes, diseases, symptoms, drugs, drug effects, 

anatomic parts, etc. [14]. 

As a consequence, the designers of computer systems 

for constructing large knowledge graphs for biomedical 

sciences faced the need of strong and flexible formal 

means for representing semantic structure of complex NL-

expressions. 

During last fifteen years, the researchers working in 

NL processing have received four main formalisms for 

designing semantics-oriented NLP systems extracting 

knowledge from biomedical texts. The first one was 

suggested by V.A. Fomichov in the invited keynote 

address delivered at the opening session of the 18th 

international TALN conference (Traitement Automatique 

des Langues Naturelles, June 27 – July 1, 2011, France, 

University Montpellier 2) [15]. The principal subject of 

the keynote address was the broad prospects opened for 

bioinformatics and Semantic Web by the theory of K-

representations (TKR) stated in [8].  

Taking into account the objectives of the present 

paper, it should be noted that the keynote address [15] 

attracted, in particular, the attention of the researchers in 

bioinformatics to the expressive mechanisms being 

precious for representing scholarly knowledge, first of all, 

the definitions of scientific notions. 

The approach UCCA [9] is qualified by its authors as 

a semantic representation. However, it seems that it may 

be qualified more exactly as a kind of semantic-syntactic 

representation (SSR). The reason for this conclusion is 

that the basic elements of the UCCA structures are not 

semantic units but the words (including the articles “a”, 

“the’, the pronouns “he”, “his”, etc.) and word 

combinations. The UCCA approach suggests to use 

directed acyclic graphs as SSRs of the sentences in NL. 

The authors of [9] suggested 12 original labels for marking 

the vertices of the graph. The basic expressions are called 

scenes, they may be of two types: processual scenes (PS) 

and state scenes (StS). 

One of the edges starting from the root of PS has the 

label P (Process), and one of the edges starting from the 

root of StS has the label S (State). The label A (Participant) 

denotes a participant in a scene in a broad sense. E.g., a 

linear representation of a scene associated with the 

sentence “Cukor encouraged the studio to accept her 

demands” is the expression 

CukorA  encouragedP [theE studioC]A [toR [accept her 

demands]C ]A. 

Here the label “C” (Center) is used for the 

conceptualization of the parent unit, “E” (Elaborator) 

marks a non-scene relation which applies to a single 

Center, “R” (Relation) corresponds to all other types of 

non-scene relations. 

The main drawbacks of the UCCA approach seem to 

be as follows: (a) the basic elements are the words but not 

semantic units; (b) there are no expressive mechanisms for 

constructing SRs of the expressions in NL listed in the 

Table 1. 

The semantic formalism AMR was introduced in the 

year 2013 in the ACL publication [10] by a group 

consisting of ten researchers from UK and USA. The 

central idea of AMR approach is to use rooted, directed 

acyclic graphs for representing the meaning of a sentence. 

The nodes in the graphs (called concepts) stem from the 

words and word combinations in a sentence, and the edges 

correspond to semantic-syntactic relationships between 

the words in the sentence. During last decade, a number of 

research groups in different countries realized the 

experimental projects aimed at parsing a sentence into its 

AMR [16-20]. 

The subject of the paper [21] is biomedical events 

extraction using AMR, the events are protein-protein 

interactions. An example of such sentence is as follows: 

“This LRA-induced rapid phosphorylatin of radixin was 

significantly suppressed in the presence of C3 toxi, a 

potent inhibitor of Rho”. 

The most recent specification of AMR is dated by 

May 1, 2019 [22]. 

During mainly last seven years, a number of the 

projects have emerged aimed at investigating the 

possibilities of using AMR for representing the meanings 

of sentences in Chinese, Turkish, Korean, Portuguese, 

Spanish, Vietnamese. The common feature of the 

publications describing such projects is that the 

researchers have considered only rather simple sentences 

of concrete languages being structurally very far from 

complex sentences encountered in scholarly documents. 

AMR considers only sentences but not the discourses 

(the sequences of sentences interrelated by their 

meanings). For overcoming this restriction, the Uniform 

Meaning Representation was suggested in [1]. UMR 

consists of an AMR-based sentence level representation of 

a text that focuses on predicate-argument structures, the 

senses and named entities and a document level 

representation (in other words, a discourse level 

representation) that captures semantic relations going 

beyond the sentence boundaries. It applies to the time and 

causal relations and also to the coreference relations 
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establishing the identity of several designations of the 

same entity. 

At the sentence level, UMR adds to named entities 

and words senses that are already in AMR the means to 

express the information of syntactic character. E.g., a 

sentence level UMR for the sentence “He denied any 

wrong-doing” associates the pronoun “he” with the 

concept “a person” that has a ref-person attribute with the 

value 3rd and a ref-numb attribute with the value Singular. 

That is why, as in case of UCCA, UMR may be better 

qualified as semantic-syntactic representation. 

The paper [23] describes an UMR-writer – a Web-

based software helping to created te UMR annotations of 

NL-texts. The paper [24] reports the first release of the 

UMR dataset consisting of six languages – Chinese, 

English, Arapaho, Kukavra, Navajo, and Sanapana where 

the last four are low resources languages that have quite 

distinct linguistic properties. 

The focus of this section is on the significance of main 

modern branches of formal NL semantics for designing 

computer systems being able to extract knowledge from 

the sentences and discourses pertaining to biomedical 

sciences. In this connection, let’s formulate several 

properties of semantic formalisms seeming to be crucial 

for the design of NLP systems extracting knowledge from 

biomedical NL-texts. 

Property P1. The possibility to form compound 

designations of the notions (“an enzyme for converting 

fibrinogen to fibrin during coagulation”, etc.). It should be 

mentioned that the creators of the system KnowLife 

indicated in [14] the necessity of representing compound 

notions. 

Property P2. The possibility to construct a definition 

of a scientific notion connecting an introduced notion with 

its explanation. For instance, it is the case of the definition 

D1 = “The genotype of an organism is the collection of all 

its chromosomes”. 

Property P3. The availability of effective formal 

means for building SRs of arbitrarily complex descriptions 

of the sets. As an example, let’s consider the definition D2 

= “Type A blood group are the persons who possess type 

A isoantigen on red blood cells and anti-B agglutinin in 

plasma”. 

Property P4. The possibility to build SRs of the 

infinitives with dependent words or gerundial 

constructions. Such expressions may express the goals, 

commitments, the destinations of the processes, wishes, 

etc. As a example, let’s consider the expression “an 

enzyme which helps to convert fibrinogen to fibrin during 

coagulation” as a fragment of the definition D3 = 

“Thrombin is an enzyme which helps to convert 

fibrinogen to fibrin during coagulation”. 

Property P5. The possibility to construct SRs of the 

compound constructions formed from several infinitives 

with dependent words with the help of the logical 

connectives NOT, AND, OR. 

Property P6. The possibility to build SRs of complex 

sentences and discourses with the references to the 

meanings of phrases and larger parts of discourse. For 

example, this phenomenon is realized in the definition D4 

= “All granulocytes are polymorphonuclear; that is, they 

have multilobed nuclei”. 

Property P7. The availability of formal means 

allowing for constructing object-oriented SRs of 

definitions, that is, formal structures including such slots 

as the list of the authors of a definition, the year of its 

creation, a relevant thematic domain, and SR of the 

definition. 

This property is significant for the process of 

inscribing the constructed SR of a definition into an 

appropriate ontology. 

Table 1 shows whether the approaches UCCA, AMR, 

UMR, TKR possess the listed properties 1 – 7. 

 

Table 1. The possession of the properties P1 – P7 by 

the approaches UCCA, AMR, UMR, TKR. 

 

Pro-

perty 

UCCA AMR UMR TKR 

P1 - - - + 

P2 - - - + 

P3 - - - + 

P4 - - - + 

P5 - - - + 

P6 - - - + 

P7 - - - + 

 

The present paper continues the line of the paper [25], 

where it was shown that much broader prospects in 

comparison with AMR for creating semantic languages – 

intermediaries are opened by TKR. The content of Table 

1 shows that this conclusion applies also to the approaches 

UCCA and UMR. 

One of the objectives of the present paper is to remind 

the designers of the systems extracting information from 

scientific texts for constructing large biomedical 

knowledge graphs of the powerful and flexible expressive 

mechanisms of TKR. 

 

 

3 A new version of a broadly 

applicable, cross-lingual meaning 

representation formalism 
  

3.1 A new version of a mathematical model 

describing primary units of conceptual level 

and their interrelations 
 

The first constituent of TKR is a mathematical model 

(Model 1) describing primary units of conceptual level 

used by an applied intelligent system and the interrelations 

of these units. 

Let’s use an analogy for explaining the essence of 

Model 1. It is known that arbitrary language from the class 

of first order logic languages (or the languages of the first 

order predicates logic, or FOL languages) is determined 

by the choice of non-empty set Const of symbols called 

constants, non-empty set Var of symbols called variables, 



A New Version of a Broadly Applicable, Cross-lingual Meaning… Informatica 48 (2024) 295–308 299 

non-empty set F of functional symbols (the names of 

functions), non-empty set Pred of predicate symbols (the 

names of n-ary predicates, where n ≥ 1), and a mapping 

numb-arg from the union of F and Pred associating each 

symbol from this set with a positive integer k interpreted 

as the number of arguments. That is why it is possible to 

say that arbitrary language from the class of FOL 

languages is determined by a complex formal object (a 

five-tuple) Logbs = (Const, Var, F, Pred, numb-arg), this 

formal object may be called a logical basis. Generalizing, 

we can say that arbitrary language from the class of FOL 

languages is determined by a five-tuple Logbs of the form 

(c1, c2, c3, c4, c5), where c1, c2, c3, c4, c5 are some 

formal objects. 

Formally, the first version of the Model 1 has the form 

of the definition of a new class of compound formal 

objects called conceptual bases [8]. According to [8], the 

construction of an arbitrary conceptual basis (c.b.) B is 

equivalent to selecting a finite sequence of the form c1, c2, 

…, c15, where c1, c2, …, c15 are some formal objects. 

Each c.b. B determines a formal language Ls(B) called SK-

language (standard knowledge language) in the basis B. 

The expressive mechanisms of SK-languages open broad 

new prospects for building semantic representations (SRs) 

of arbitrarily complex sentences and discourses in NL. 

The recent version of the Model 1 determines (see the 

appendix to the present paper) the class of new formal 

objects called optimized conceptual bases (o.c.b.). This 

definition was introduced in [26]. The construction of an 

arbitrary o.c.b. Bs is equivalent to selecting a finite 

sequence of the form c1, c2, …, c9, where c1, c2, …, c9 

are some formal objects. Here c1 = St is a finite set of 

symbols called the sorts and denoting the most general 

notions from the considered application domains. For 

instance, St may include the elements phys. ob, org, sit, 

event interpreted as the denotations of the notions 

“physical object”, “organization”, “situation”, “event” (a 

dynamic situation). 

Comparing the number of components 15 of arbitrary 

c.b. with the number of components 9 of arbitrary o.c.b., 

it is possible to conclude that, simplifying the Model 1 of 

TKR, we obtain an optimized version of the theory of SK-

languages being the core of TKR. The first basic 

mathematical model of TKR looks now much simpler, and 

it will be a great advantage for introducing the university 

students to TKR. 

 

3.2 A model describing a system of ten partial 

operations on conceptual structures 
The second constituent of TKR is a mathematical model 

(Model 2) describing a system of such 10 partial 

operations on structured meanings (SMs) of NL-texts that, 

using primitive conceptual units as "blocks", we are able 

to build SMs of arbitrary NL-texts (including articles, 

textbooks, etc.) and arbitrary pieces of knowledge about 

the world [8]. These partial operations will be denoted 

below as Op[1],…, Op[10]. A system consisting of ten 

partial operations Op[1] – Op[10] is completely 

mathematically defined in the Chapter 4 of the monograph 

[8]. 

Discussing the Model 2, let’s mean the updated 

version of this model. In order to obtain the updated 

version of the Model 2, it is sufficient to interpret the term 

“conceptual basis” as the term “optimized conceptual 

basis” in all definitions and comments of the Chapter 4 of 

the monograph [8] and to assume that any considered 

conceptual basis B has the form (S, Cexp), where S is a 

sort system, and Cexp is an expanded concept-object 

system coordinated with S (see the appendix to the present 

paper). 

Let’s consider the algebraic essence of the Model 2. 

As it is known, a partial algebra on a non-empty set Y is 

any pair A of the form (Y, Z), where Z is a finite set 

consisting of the partially defined functions from Yn into 

Y, where n ≥ 1. The functions from Z are called partial 

operations on the set Y. The set Y is called the carrier of 

the partial algebra A. 

Let Bs be an arbitrary optimized conceptual basis, and 

L= Ls (Bs), L1 = L, L2 = L x L (the Cartesian square of the 

language), for k > 2, Lk = L x L x …x L (the Cartesian k-

degree of L), and Sem-carrier (Ls) be the union of Lk for 

all k ≥ 1. Then each partial operation from the list Op [1],., 

Op[10] is an unary (one-argument) partial operation on 

the set Sem-carrier(Ls). E.g., let w1 be the logical 

connective ^ (AND), w2 = Bratislava, w3 = Ljubljana, w4 

= Zagreb. Then the expression (Bratislava ^ Ljubljana ^ 

Zagreb) is the value of the partial operation Op [7] on the 

four-tuple (w1, w, w3, w4). This expression may be a 

component of an SR of the phrase “George would like to 

visit this summer Bratislava, Ljubljana, and Zagreb”. 

Let's see (without numerous mathematical details) 

how the partial operations Op [1] - Op [10] do work. 

The operation Op [1] allows us to join intensional 

quantifiers and designations (simple or compound) of 

notions, in particular, for constructing the formulas certain 

medicine1,  certain medicine1 * (Country-manufacturer, 

France), certain medicine1 * (Country-manufacturer, 

(France   Italy)),  all medicine1 * (Target-disease, 

malaria). 

The operation Op[2] is used for constructing the 

expressions of the form f(t1 ,…, tn), and  Op[3] enables us 

to build the expressions of the form (c ≡ d). Examples: 

Height (certain person1), Quantity (all medicine1 * 

(Target-disease, malaria)) and (Height (certain person1)  

≡ 183/cm). 

One uses the operation Op[4] for building the 

expressions of the form rel(t1 ,…, tn), where rel is the name 

of a relation with n attributes (example: Belongs (Thomas-

Hunt-Morgan, Creators(genetics))). 

The operation Op[5] provides the possibility to mark 

a formula or its part by means of a variable. Example: all 

medicine1 * (Country-manufacturer, India) : S12. 

The operation Op[6] allows us to join  the negation 

connective   to a formula (example: ¬antibiotic). 

 The operation Op[7] governs the usage of the logical 

connectives  (and) and   (or). Example: car1 * 

(Manufacturer, (BMW    Opel)). 

Using the operation Op[8] at the last step of an 

inference, it is possible to construct compound 
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designations of notions. Example: medicine1 * (Target-

disease, malaria) (Country-manufacturer, India). 

The operation Op[9] allows us to use the universal 

quantifier and existential quantifier (  и  ) in formulas. 

The operation Op[10] enables us to construct the SRs of 

finite sequences as the strings of the form < c1 ,…, cn >, 

where c1 ,…, cn are the elements of a sequence. 

The first and second constituents of TKR form the 

theory of SK-languages (standard knowledge languages), 

stated, in particular, in [8]. As a consequence of defining 

the notion of optimized conceptual basis, the paper [26] 

introduced a new, more compact version of the theory of 

SK-languages. 

 

4 From the theory of SK-languages to 

the theory of K-representations 
 

4.1 Two formal models of a linguistic 

database 
The third constituent of TKR is formed by two broadly 

applicable mathematical models of a linguistic database 

(Model 3a and Model 3b). The Model 3a is oriented at 

Russian language and is introduced in the monograph 

[27].  The Model 3b is oriented at Russian, English, and 

German languages and is described in Chapter 7 of the 

monograph [8]. Both models describe the frames 

expressing the necessary conditions of the existence of 

semantic-syntactic relations, in particular, in the word 

combinations of the following kinds: “Verbal form (verb, 

participle, gerund) + Preposition + Noun”, “Verbal form 

+ Noun”, “Noun1 + Preposition + Noun2”, “Noun1+ 

Noun2”, “Number designation + Noun”, “Attribute + 

Noun”, “Interrogative word + Verb”. 

 

4.2 A family of the semantic parsing 

algorithms 
The fourth basic constituent of TKR is formed by a 

family of complex, strongly structured algorithms 

carrying out semantic-syntactic analysis (or semantic 

parsing) of texts from some practically interesting 

sublanguages of NL. These algorithms transform NL-texts 

into their semantic representations being K-

representations – the SRs being the expressions of SK-

languages. The first algorithm called SemSyn is published 

in Russian in the monograph [27], the input texts of this 

algorithm form a sublanguage of the Russian language. 

The next algorithm SemSynt1 is presented in the second 

part of the monograph [8]. The input texts can be from 

English, German, and Russian languages. That is why the 

algorithm SemSynt1 is multilingual. 

An important feature of the algorithms SemSyn and 

SemSynt1 is that they don’t construct any syntactic 

representation of the inputted NL-text but directly find 

semantic-syntactic relations between text units. The other 

distinguished feature is that complex algorithms are 

completely described with the help of formal means, that 

is why they are problem independent and don’t depend on 

a programming system.  

The paper [28] introduces a highly compact way of 

describing formal structure of linguistic databases 

(semantic-syntactic component) and of presenting the 

algorithms of semantic parsing. The paper contains the 

algorithm of semantic parsing SemSyntRA, developed 

under the framework of the proposed approach. 

 

4.3 Contributions to several branches of 

computer science  
The fifth constituent of TKR is a collection of scientific 

results expanding theoretical foundations of advanced 

ontologies, cross-lingual conceptual information access, 

Multilingual Semantic Web, the design of agent 

communication languages in multi-agent systems and 

recording the content of e-negotiations, semantic parsing 

of irregular NL-texts: the texts with metonymic phrases 

and metaphoric expressions [7, 8, 11, 15, 25, 26, 29-31]. 

 

5 New prospects for describing 

semantic content of scientific texts 
 

Let’s illustrate only several properties being the principal 

advantages of TKR by means of constructing semantic 

representations (SRs) of the definitions D1 – D4 from 

Section 2. 

Property Q1. The possibility to construct SRs of the 

sets (in essence, it coincides with the property P3 stated in 

Section 3). 

Property Q2. The possibility to construct compound 

designations of the concepts qualifying the sets (it is a 

partial case of the property P1). 

Example 1.  The definition D1 = “The genotype of an 

organism is the collection of all its chromosomes” from 

Section 2 (Restriction 2) may have the following SR 

Semrepr1:  

(Genotype (arbitrary organism: x1) ≡ all gene * 

(Location, arbitrary chromosome * (Part1, x1))). 

Here the semantic unit Genotype is interpreted as the 

name of a function with one argument. 

Example 2.  The definition D2 = “Type A blood 

group are the persons who possess type A isoantigen on 

red blood cells and anti-B agglutinin in plasma” from 

Section 2 (Restriction 3) may be associated with the 

following SR Semrepr2 using a different, general (for the 

theory of K-representations) structured model: 

Definition (type-A-blood-group, certain set * 

(Quality-composition, person) : S1, Description(arbitrary 

person * (Element, S1) : y1, Situation (e1, possessing1 * 

(Agent1, y1)(Object1, (certain isoantigen * (Type1, 

‘A’)(Location, arbitrary cell1 * (Part1, certain blood1 * 

(Color, red)(Part1, y1))) ^ certain agglutinin * (Type1, 

‘anti-B’)(Location, certain plasma1 * (Part1, y1))))). 

Property Q3 (in essence, it coincides with the 

property P4 stated in Section 3). Contrarily to expressive 

possibilities of first order logic, UCCA, AMR, and UMR, 

TKR allows us to build formal semantic analogues of the 

goals, commitments, etc. expressed by infinitive and 

gerundial constructions. 
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Property Q4. The possibility to construct SRs of the 

notions in the form conc * (rel1, d1) … (relk, dk), where 

conc is a semantic unit designating a notion, k≥1, for m ≥1, 

relm designates either a binary relation or a function with 

one argument, dm designates either the second attribute of 

a binary elation or the value of the function with the name 

relm. 

Property Q5. The possibility to build SRs of the 

notions’ definitions in the form 

(concept1 ≡ concept2 * (rel1, d1) … (relk, dk)), where 

the unit concept1 designates the notion to be explained, 

and concept2 designates the basic notion used in an 

explanation of concept1. 

Example 3. Due to the properties 3 - 5, the definition 

D3 = “Thrombin is an enzyme which helps to convert 

fibrinogen to fibrin during coagulation” from Section 2 

(Restriction 4) may have the following SR Semrepr3: 

(thrombin ≡ enzyme * (Main-function, helping * 

(Objective-role, converting1 * (Start-matter, certain 

fibrinogen) (Final-matter, certain fibrin) (Covering-

process, certain coagulation)))). 

Property P6. The possibility to build SRs of complex 

sentences and discourses with the references to the 

meanings of phrases and larger parts of discourse. 

Example 4.  The definition D4 = “All granulocytes 

are polymorphonuclear; that is, they have multilobed 

nuclei” from Section 1 (Restriction 5) may have the 

following SR Semrepr4: 

(Property (arbitrary granulocyte: x1, 

polymorphonuclear): P1 ^ Explanation (P1, Implies 

(Part1(x1, arbitrary nucleous: x2), Property (x2, 

multilobed)))). 

Property P7. The availability of formal means 

allowing for constructing object-oriented SRs of 

definitions, that is, formal structures including such slots 

as the list of the authors of a definition, the year of its 

creation, a relevant thematic domain, and SR of the 

definition. 

Example 5.  Let D5 = “Control gene is a gene which 

can turn other genes on or off”. Then let 

Semrepr5   = (control-gene ≡ gene * (Is-able, 

(turning-on * (Object-bio, some gene: Set1)   turning-off 

* (Object-bio, Set1)))). 

It is possible to construct a different SR of the 

definition Def5, it will reflect the metadata of information 

piece, indicating the edition, the authors, and year of 

publication. In this case  

Semrepr-with-metadata = certain inform-object * 

(Content1, Semrepr5) (Authorship, (D. Turnpenny  S. 

Ellard))(Publishing-house,  Elsevier)(Year, 2005) (Title, 

“Emery’s Elements of Medical Genetics”)(Edition-

number, 12). 

The analysis of the scientific literature on artificial 

intelligence theory, mathematical and computational 

linguistics shows that today the class of SK-languages 

opens the broadest prospects for building semantic 

representations of NL-texts (i.e., for representing 

structured meanings of NL-texts in a formal way). 

SK-languages allow also for describing semantic 

structure of the sentences with direct and indirect speech 

and of the discourses with the references to the meanings 

of phrases and larger parts of a discourse, for constructing 

compound designations of the notions, sets, and 

sequences.    As far as one can judge on the available 

scientific literature, now only TKR explains the 

regularities of structured meanings of, likely, arbitrary 

sentences and discourses pertaining to biomedicine and 

other fields of professional activity of people. 

 

6 The principal ideas of processing the 

notions’ definitions by the algorithm 

AlgSemDef1 
 

The input language of the semantic parsing algorithm 

SemSynt1 introduced in the monograph [8] and mentioned 

in the subsection 4.2 doesn’t include the definitions of the 

notions. In order to overcome this restriction, the 

algorithm AlgSemDef1 is presented in [11]. This 

algorithm uses a little modified form of the algorithm 

SemSynt1 as a big procedure; the input language of 

AlgSemDef1 consists of the scholarly notions’ definitions 

having often encountered syntactic structures. 

 

6.1 Input language of an algorithm of 

definitions’ semantic parsing 
 

Let’s characterize the input language of the algorithm 

AlgSemDef1 by means of several examples. 

Example 1. Let Def1 = “The Eustachian tube is a 

canal that leads from the middle ear to the pharynx”. 

Example 2. Let Def2 = “The Eustachian tube is a 

canal leading from the middle ear to the pharynx”. 

Example 3. Let Def3 = “A silent mutation is a 

mutation not altering the polypeptide product of the gene”. 

Example 4. Let Def4 = “Pyramid system is the 

principal efferent pathway of the cortex transmitting the 

movement impulses, originating in the forward central 

gyrus of the cortex and reaching the motor neurons of the 

spinal cord”. 

Example 5. Let Def5 = “A jack is a technical device 

for moving physical objects in the vertical plane”. 

Let’s say that the definition Def1 has the type 1, Def2 

– Def4 have the type 2, and the definition Def5 has the 

type 3. 

While processing a definition of the type 2, our 

algorithm initially transforms it into the synonymic 

definition of the type 1. The meaning of the definition 

Def5 is the same as of the definition Def 6 = ”A jack is a 

technical device moving physical objects in the vertical 

plane”. That is why, while processing a definition of the 

type 3, our algorithm will transform it into the synonymic 

definition of the type 1. 

Consider the basic assumptions about the input 

definitions. 

Assumption 1. While elaborating an algorithm of 

definitions’ semantic parsing, we consider not real tokens 

(nouns, articles, verbs, etc.) but the so called elementary 

meaningful text units: “a gene”, “a technical device”, “the 

piston”, “has received”, etc. 
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Example. Consider the definition Def1 = “The 

Eustachian tube is a canal that leads from the middle ear 

to the pharynx”. This definition will be regarded as the 

sequence t1 t2 … tn, where t1 = “The Eustachian tube”, t2 = 

“is”, t3 = “a canal”, t4 = “that”, t5 = leads”, t6 = “from”, t7 = 

“the middle ear”, t8 = “to”, t9 = “the pharynx”, t10 = dot.  

Assumption 2. Let’s suppose that all input definitions 

have the form t1 t2 t3 descr, where t1 is a lexical 

representation (LR) of the notion to be explained, t2 is the 

word “is”, t3 is a LR of the basic notion, descr is a 

fragment describing the properties possessed by the 

objects qualified by the notion to be explained. 

 

6.2 The central ideas of definitions’ semantic 

parsing 
The monograph [8] introduces an original, strongly 

structured algorithm of semantic parsing (in other terms, 

an algorithm of semantic-syntactic analysis) called the 

algorithm SemSynt1. This algorithm is multilingual: the 

input texts may belong to restricted sublanguages of 

English, German, and Russian (in the last case the texts in 

Latin transcription are considered). The input texts may be 

the questions of many kinds, the statements, and the 

commands. The algorithm SemSynt1 transforms an input 

text into its semantic representation being its K-

representation (knowledge representation), i.e., an 

expression of a certain SK-language. 

The algorithm of semantic parsing SemSynt1 [8] 

provided by TKR opens broad prospects of developing 

useful for practice algorithms for semantic processing of 

knowledge pieces expressed in NL, in particular, of the 

definitions of the notions. 

Example. Let’s consider the central ideas of 

processing the definition Def4 = “Pyramid system is the 

principal efferent pathway of the cortex transmitting the 

movement impulses, originating in the forward central 

gyrus of the cortex and reaching the motor neurons of the 

spinal cord” by the algorithm AlgSemDef1 introduced in 

[11]. 

Let’s assume that the knowledge base includes the 

units pyramid-system and pathway1. The definition Def4 

contains the verb produced forms “transmitting”, 

“originating”, and “reaching”. That is why the variable 

nvb (the number of verb produced forms) receives the 

value 3. The execution of the algorithm AlgSemDef1 

includes the construction and semantic parsing of the 

auxiliary sentences Sent1 = “The principal efferent 

pathway of the cortex transmits the movement impulses”, 

Sent2 = “The principal efferent pathway of the cortex 

originates in the forward central gyrus of the cortex”, and 

Sent3 = “The principal efferent pathway of the cortex 

reaches the motor neurons of the spinal cord”. 

In the cycle for i from 1 to nvb, the variable phrase 

receives the value Sent1 in case i = 1, the value Sent2 in 

case i = 2, and the value Sent3 in case i = 3. 

The one-dimensional array Sem1 with the elements 

being strings is used for storing the primary semantic 

representations (SRs) of the sentences Sent1, Sent2, and 

Sent3. These primary SRs are constructed by the 

algorithm SemSynt1 (in a little modified form). The 

following assignments will be fulfilled (in the context of a 

certain linguistic database) in the cycle for i from 1 to nvb 

(the element certn is an intensional quantifier 

corresponding to the meaning of the word combination “a 

certain”, the element Qual-compos denotes the binary 

relation “Qualitative composition of a set”): 

Sem1[1] := Situation(e1, trasmission1 * (Mediator1, 

certn pathway1 * (Importance1, principal)(Quality1, 

efferent)(Part, certn cortex1 : x2) : x1)(Object1, certn set 

* (Qual-compos, impulse1 * (Purpose1, movement)) : 

S3)), 

Sem1[2] := Situation(e1, originating * (Focus-entity, 

certn pathway1 * (Importance1, principal)(Quality1, 

efferent)(Part, certn cortex1 : x2) : x1)(Departure-entity, 

certn gyrus1 * (Space-property1, forward)(Space-

property2, central)(Part, certn cortex1 : x4) : x3)), 

Sem1[3] := Situation(e1, reaching1 * (Focus-entity, 

certn pathway1 * (Importance1, principal)(Quality1, 

efferent)(Part, certn cortex1 : x2) : x1)(Destination-entity, 

certn set * (Qual-compos, neuron1 * (Purpose1, setting-

in-motion)(Part, certn spinal-cord : x4) : S3)). 

The purpose of the next stage of executing the 

algorithm AlgSemDef1 is to improve the referents of 

various entities mentioned in the sentences Sent1, Sent2, 

and Sent3. Firstly, it is easy to see that the variables x2 in 

the expression Sem1[1] and the variable x4 in the 

expression Sem1[2] are the marks of the same cortex. That 

is why the variable x4 is to be replaced by the variable x2 

in the expression Sem1[2]. Secondly, the variable S3 

denotes a set of movement impulses in Sem1[1] and a set 

of motor neurons in Sem1[3]. That is why the variable S3 

is to be replaced by the variable S4 in the expression 

Sem1[3]. 

Taking into account these considerations, let’s fulfill 

a number of actions. Let Concrepr2 be an expression 

obtained from the expression Sem1[2] by means of 

replacing the variable e1 by e2 and the variable x4 by the 

variable x2. Let Concrepr3 be an expression obtained 

from the expression Sem1[3] by means of replacing the 

variable e1 by e3  and the variable S3 by the variable S4. 

Then let 

Sem2[1] := Sem1[1], Sem2[2] := Concrepr2, 

Sem2[3] := Concrepr3. 

Thus, the array Sem2 will have the configuration 

reflected on Table 2. 

 

Table 2: The configuration of the array Sem2 constructed 

from the input definition Def4 by the algorithm 

AlgSemDef1. 

 

Situation (e1, trasmission1 * (Mediator1, certn 

pathway1 * (Importance1, principal) (Quality1, 

efferent) (Part, certn cortex1 : x2) : x1)(Object1, certn 

set * (Qual-compos, impulse1 * (Purpose1, movement)) 

: S3)) 

 

Situation (e2, originating * (Focus-entity, certn 

pathway1 * (Importance1, principal) (Quality1, 

efferent) (Part, certn cortex1 : x2) : x1)(Departure-

entity, certn gyrus1 * (Space-property1, forward)( 
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Space-property2, central)(Part, certn cortex1 : x2) : 

x3)) 

 

Situation (e3, reaching1 * (Focus-entity, certn 

pathway1 * (Importance1, principal) (Quality1, 

efferent) (Part, certn cortex1 : x2) : x1)(Destination-

entity, certn set * (Qual-compos, neuron1 * (Purpose1, 

setting-in-motion)(Part, certn spinal-cord : x4) : S4)) 

 

 

Then the algorithm AlgSemDef1 builds a K-

representation of Def4 as the formula Sem-final of the 

form Definition (pyramid-system, pathway1, x1, (Sem2[1] 

 Sem2[2]  Sem2[3])). 

This formula is interpreted as follows: an arbitrary 

pyramid system is denoted by the variable x1, the physical 

object x1 is a pathway1 (a pathway in a biological object), 

and the formula (Sem2[1]  Sem2[2]  Sem2[3]) 

describes the properties of the physical object x1. 

 

7 Improvement of the algorithm 

AlgSemDef1 
Analysing the structure of the one-dimensional array 

Sem2 constructed by the algorithm AlgSemDef1 from the 

input definition Def4 (see Table 2), we see that each of the 

elements Sem2[1], Sem2[2], Sem2[3] includes the same 

fragment being a semantic image of the word combination 

“the principal efferent pathway of the cortex”. It is the 

expression 

certn pathway1 * (Importance1, principal) (Quality1, 

efferent) (Part, certn cortex1 : x2) : x1. (1) 

Let’s develop a simple algorithm Improve-actants 

replacing by x1 all occurences of a value associated with 

the first realized semantic role in the expressions 

Sem2[m], where m>1. In case of processing the definition 

Def4 (it explicates the notion “a pyramid system”), this 

algorithm will replace the second and third occurences of 

the expression (1) by the variable x1. 

Let’s agree that the elements of the considered 

informational universe X(B) and the variables from the set 

V(B), where B is a conceptual basis, will be interpreted 

below as symbols. 

 

Algorithm Improve-actants 

External specification 

Input: one-dimensional array Sem2 containing the strings. 

Output: transformed one-dimensional array Sem2. 

Algorithm 

Begin 

Cycle for k from 2 to nvb 

Begin 

Let p be the position of the first occurrence (from the left) 

of the variable x1 in Sem2[k]. Then delete the symbols in 

the positions 10, 11, p-1 of the expression Sem2[k] 

End 

Example. Let Sem2 be the array constructed by the 

algorithm AlgSemDef1 for the input Def4 (see Fig. 1). 

Then the correspondence between the positions 1, 2, …, 

12 and the symbols in these positions forming the string 

Sem2[2] is shown on Table 3. 

 

Table 3: A correspondence between the positions of a left 

fragment of Sem2[2] and the elements (the symbols) in 

these positions. 

 

position element 

1 Situation 

2 ( 

3 e2 

4 , 

5 originating 

6 * 

7 ( 

8 Focus-entity 

9 , 

10 certn 

11 pathway1 

12 * 

 

Then the first three symbols deleted by the algorithm 

Improve-actants will be the elements certn, pathway1,  *. 

Let p be the position of the first occurrence of the variable 

x1 in the expression Sem2[2]. Then the last deleted 

symbol will be the colon in the position p-1 (the left 

neighbour of the element x1 in the expression Sem2[2]). 

The algorithm AlgSemDef1 is the sequence of the 

auxiliary algorithms FirstStage, Rename-variables, and 

FinalStep. Then let’s define the algorithm AlgSemDef2 as 

the sequence of the auxiliary algorithms FirstStage, 

Rename-variables, FinalStep, and Improve-actants. 

Example. Processing the input definition Def4 (an 

explication of the notion “a pyramid system”), the 

algorithm AlgSemDef2 will construct the array Sem2 

whose configuration is reflected on Table 4. 

 

Table 4: The configuration of the array Sem2 constructed 

from the input definition Def4 by the algorithm 

AlgSemDef2. 

 

Situation (e1, trasmission1 * (Mediator1, certn 

pathway1 * (Importance1, principal) (Quality1, 

efferent) (Part, certn cortex1 : x2) : x1)(Object1, certn 

set * (Qual-compos, impulse1 * (Purpose1, movement)) 

: S3)) 

 

Situation (e2, originating * (Focus-entity, x1) 

(Departure-entity, certn gyrus1 * (Space-property1, 

forward) (Space-property2, central) (Part, certn 

cortex1: x2) : x3)) 

Situation (e3, reaching1 * (Focus-entity, x1) 

(Destination-entity, certn set * (Qual-compos, neuron1 

* (Purpose1, setting-in-motion) (Part, certn spinal-

cord: x4) : S4)) 

 

 

Then the algorithm AlgSemDef2 builds a K-

representation of Def4 as the formula Sem-final of the 

form Definition (pyramid-system, pathway1, x1, (Sem2[1] 

 Sem2[2]  Sem2[3)), that is, of the form 
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Definition (pyramid-system, pathway1, x1, 

(Situation(e1, trasmission1 * (Mediator1, certn pathway1 

* (Importance1, principal)(Quality1, efferent)(Part, certn 

cortex1 : x2) : x1)(Object1, certn set * (Qual-compos, 

impulse1 * (Purpose1, movement)) : S3))   Situation(e2, 

originating * (Focus-entity, x1)(Departure-entity, certn 

gyrus1 * (Space-property1, forward)( Space-property2, 

central)(Part, certn cortex1 : x2) : x3))  Situation(e3, 

reaching1 * (Focus-entity, x1)(Destination-entity, certn 

set * (Qual-compos, neuron1 * (Purpose1, setting-in-

motion)(Part, certn spinal-cord : x4) : S4)))). 

 

8 Experimental validation of the 

algorithm AlgSemDef2 
The suggested algorithm AlgSemDef2 is implemented in 

the computer program developed under the framework of 

the master thesis [32]. The program is realized by means 

of the language Java and uses the system PostgreSQL as a 

database management system. The program executes a 

two-step transformation of a knowledge piece description 

in Russian. The first step is fulfilled by the algorithm 1. Its 

content is the transformation “NL description of a 

knowledge piece => K-representation”. The second step 

(fulfilled by the algorithm 2) is the transformation “K-

representation of a knowledge piece => A collection of the 

records in the language OWL (Ontology Web 

Language)”, the goal is to inscribe the created collection 

of the OWL-records into an OWL-based ontology. 

The algorithm 1 includes the algorithm AlgSemDef2 

as a complex procedure, but the input language is broader 

than in case of the algorithm AlgSemDef2. Any input of 

the algorithm 1 has the form Def Addition 1…. Addition N, 

where N ≥ 1, the fragment Def is a definition of a notion 

conc, N ≥ 1, the fragment Addition 1…. Addition N states 

additional information about the objects qualified by the 

notion conc. In particular, the input language of the 

algorithm 1 includes the knowledge piece “Crocodile is an 

animal from the order of water reptiles. The crocodiles live 

in the rivers, lakes, and marches. Geographical zone is 

tropics. The length may reach 7 m”. 

 

9   Conclusion 
It is shown above that the theory of K-representations 

(TKR) provides a number of precious expressive 

mechanisms for describing in a formal way semantic 

structure of scholarly sentences and discourses in NL 

pertaining to biology and medicine. With this aim, TKR 

introduced (in several previous publications) a new class 

of formal languages – the class of SK-languages (standard 

knowledge languages). TKR suggests to use this class of 

languages for building semantic representations (SRs) 

both of sentences and discourses. The main attention is 

paid to the advantages of TKR in comparison with 

Universal Conceptual Cognitive Annotation, Abstract 

Meaning Representation, and Uniform Meaning 

Representation. 

The are serious reasons to conjecture that the 

considered optimized version of the SK-languages’ theory 

(a part of TKR) may be interpreted as the starting 

universal meaning representation (MR) formalism. In this 

connection, the new, very topical task for the computer 

linguists of many countries is to select the collections of 

semantic units being convenient for forming MRs of 

sentences and discourses in their native languages, using 

ten rules of the SK-languages’ theory for combining these 

semantic units into (a) MRs of sentences and discourses, 

(b) conceptual structures emerged in the memory of 

applied intelligent systems (AIS) during a dialogue with a 

human being or another AIS. 

The topicality of the problem of forming and updating 

ontologies by means of automatic extraction of knowledge 

from NL-texts motivated the development of an algorithm 

of building SRs of the scholarly notions’ definitions (it 

was published in a previous work of the present paper’s 

author and is called AlgSemDef1). TKR underpinned the 

creation of the algorithm AlgSemDef1. The present paper 

improves the algorithm AlgSemDef1 and defines the 

algorithm AlgSemDef2. The purpose is to make more 

compact the output of the algorithm. The main steps of 

processing complex scholarly definitions pertaining to 

biology and medicine by the algorithms AlgSemDef1 and 

AlgSemDef2 are illustrated.  

Thus, it is shown above that TKR opens new precious 

prospects for the designers of NL processing systems in 

biomedical sciences. 
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Appendix: The definition of optimized 

conceptual basis 
 

The definitions considered below were initially introduced 

in [26]. 

 

A. Sort systems 
 

Let’s imagine that we should start the formalization of a 

certain application domain or a group of domains. Our aim 

will be the ability to formally represent semantic structure 

of arbitrary NL-texts used in the considered domain. At 

the first step, let’s select a finite set St of sorts and 

distinguish in St a certain sort P to be called the sort “a 

meaning of proposition” (in the sense “a meaning of 

statement”). This sort P will be interpreted as the mark 

(the type) of semantic representations (SRs) of sentences 

being statements and of arbitrary narrative discourses. 

Let’s suppose that the content of next two steps is to 

define two binary relations Gen and Tol on the set St. It 

means that we define two subsets of the Cartesian product 

St × St. The relation Gen formalizes the hierarchy on the 

set of most general notions St. Our requirement will be that 

it is a reflexive, antisymmetric, and transitive relation (i.e., 

a partial order on St). Due to reflexivity, for arbitrary sort 

w, the pair (w, w) belongs to Gen. The pair (real, integer) 

belongs to Gen means that all integers form a subclass of 

all real numbers. 
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The binary relation Tol is to formalize the 

phenomenon of the existence of two or more different 

angles of look at some objects. For instance, a scholar with 

usual physical capabilities may be considered, on the one 

hand, as an intelligent system and, on the other hand, as a 

dynamic physical object (because she/he may run, spring, 

etc.). Taking this into account, the pair (ints, dyn. phys. ob) 

belongs to Tol in case the sorts ints and dyn. phys. ob are 

interpreted respectively as “an intelligent system” and “a 

dynamic physical object”. 

 

Definition 1 (introduced in [6]). A sort system is an 

arbitrary four-tuple S of the form (St, P, Gen, Tol), where 

S is an arbitrary finite set of symbols, P belongs to St, Gen 

is a non-empty binary relation on St being a partial order 

on St (a reflexive, antisymmetric, and transitive relation), 

Tol is a binary relation on St being antireflexive and 

symmetric, and the following conditions are satisfied: 

(1) St doesn’t include the symbols ↑, *, {,}, (, ),  

[entity], [concept], [object], [↑entity], [↑concept], 

[↑object]. 

(2) If Concretizations(P) is the set of all such z from 

the set St that (P, z) belongs to Gen then the set-

theoretical difference St \ Concretizations(P) is 

not empty, and for every u from St \ 

Concretizations(P) and for every w from 

Concretizations(P) the sorts u and w are 

incomparable both for the relation Gen and for 

the relation Tol. 

(3) For each t, u from St, it follows from (t, u) 

belongs to Gen or (u, t) belongs to Gen that t and 

u are incomparable for the relation Tol. 

(4) For each t1, u1 from St and each t2, u2 from St, it 

follows from (t1, u1) belongs to Tol, (t2, t1) 

belongs to Gen, (u2, u1) belongs to Gen that (t2, 

u2) belong to Tol. 

The elements of the set St are called sorts, P is called 

the sort “a meaning of proposition”, the binary relations 

Gen and Tol on the set St are called respectively the 

generality relation and tolerance relation. If t, u belong to 

St and the pair (t, u) belongs to Gen, then we often use an 

equivalent notation t →u and say that t is a generalization 

of u, and u is a concretization of t. 

The symbols listed in the requirement (1) play special 

roles in TKR. The requirement (2) is to be interpreted as 

follows. The sort P will play the role of the type (the mark) 

of semantic representations (SRs) of statements and 

narrative texts. Suppose that we have a pragmatic reason 

to introduce the particular cases of the sort P: the sort P-

act  as the type of the statements about the physical 

actions, P-inf as the type of the statements about 

information transmissions, and P-comm  as the type of the 

statements being implicit commands (“It is necessary to 

close the dor”, etc.). Then Concretizations (P) = {P, P-act, 

P-inf, P-comm}. 

But we should have different sorts (let they form a 

subset Usual-things-sorts of the set St) for classifying 

things to be mentioned in the statements of the mentioned 

kinds. Obviously, for every u from the subset Usual-

things-sorts and for every w from Concretizations(P) the 

sorts u and w should be incomparable both for the relation 

Gen and for the relation Tol. 

 

B. The set of types corresponding to a sort 

system 
 

The monograph [8] contains a definition associating 

arbitrary sort system S with the countable set Tp(S) of 

strings called types and interpreted as simple and 

compound semantic characteristics of the entities from the 

considered application domains. 

Example. There is such sort system S1 that the set Tp(S1) 

includes, in particular, the elements ints * phys.ob, {ints * 

phys.ob}, ↑ints * phys.ob, integer, {integer}, (integer, 

integer), {(integer, integer)}. The interpretation of these 

types will be considered below in an example immediately 

after the definition 2. 

The arrow ↑ distinguishes the types of the notions; the 

types of the form {z} are the types of the sets; the types of 

the forms (x, y), (x, y, z) are respectively the types of a pair 

and of a triple, etc. The type {(integer, integer)}is to be 

interpreted as the type of various binary relations on the 

set of all integers; in particular, as the type of the relations 

< and >. The form of the type ints * phys.ob says that the 

pair (ints, phys.ob) belongs to Tol. 

 

C. Expanded concept-object systems 
 

Definition 2. Let S be any sort system of the form (St, P, 

Gen, Tol). Then a five-tuple Cexp of the form (X, V, tp, F, 

ref) is called an expanded concept-object system (e.c.o.s.) 

coordinated with the sort system S then and only then the 

following conditions are satisfied: 

X and V are countable non-intersecting sets of 

symbols; tp is a mapping from the union of X and V into 

the set of types Tp(S); 

F is a subset of X; for each h from F, the string tp(h) 

has the beginning {( and the ending )}; 

The set of sorts St is a subset of X, and for each w from 

St, tp(w) = ↑w; ref is a distinguished element of the set-

theoretical difference X \ Y, where Y is the union of St and 

F; 

The set of all such elements var from V that tp(var) = 

[entity] is countable. 

The set X is called the primary informational 

universe; the elements of V are called variables. The 

elements of the subset F are called functional symbols (or 

the names of functions). The distinguished element ref is 

called the referential quantifier. 

The referential quantifier ref is interpreted as the 

semantic unit designating the meaning of the expression 

“a certain”. In the examples in English usually ref is the 

string certain or certn. 

The mapping tp gives us a much more fine-grained 

structuring of application domains than first order logic.  

Example. The sets St, X and the mapping tp may satisfy 

the following conditions: (a) St includes the elements 

(sorts) dyn.phys.ob (dynamic physical object), ints 

(intelligent system), org (organization), inf.ob 

(informational object);  (a) X includes the elements 
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L.Carroll, Alice-in-Wonderland, person, student-group, 

Suppliers, Authorship, and  

tp(person) =↑ ints * dyn.phys.ob, tp(L.Carroll) = ints 

* dyn.phys.ob; tp(Alice-in-Wonderland) = inf.ob, 

tp(Authorship) = {(ints, inf.ob)}; 

tp( student-group) = =↑ {ints * dyn.phys.ob}, tp( 

Suppliers) = {(org, {org})}. 

Here the symbol ↑indicates the type of a notion; 

Suppliers is the name of the function associating an 

enterprise with the set of all its suppliers. 

 

D. Optimized conceptual bases 
 

Definition 3. Let S be any sort system of the form (St, P, 

Gen, Tol), and a five-tuple Cexp of the form (X, V, tp, F, 

ref) be an expanded concept-object system coordinated 

with the sort system S. Then the ordered pair B = (S, Cexp) 

will be called an optimized conceptual basis if and only if 

the following conditions are satisfied: 

The sets X and V don’t include the symbols ‘,’ 

(comma), ‘*’, ‘:’, ‘(‘, ‘)’, ‘<’, ‘>’, ‘&’; 

The set of sorts St includes the symbols eqv, neg, 

binlog, int1, int2, ext; the primary informational universe 

X includes the universal and existential quantifiers and, 

besides, the symbols ≡,  , ∨ , ; 

 The union of the set Int1={y from X| tp(y) = int1} and 

the set Int2={w from X| tp(w) = int21}  belongs to the set-

theoretical difference X \ Y, where Y is the union of St and 

F; tp(ref) = int1; 

 tp(≡) = eqv; tp( ) = neg; tp(∨ ) = tp() = binlog; the 

value of the mapping tp for the universal quantifier and 

existential quantifier is equal to ext. 

The elements of the sets Int1 and Int2 will be called 

intensional quantifiers. 

The symbols ≡,  , ∨ ,   should be read as “identical 

to”, “not”, “or”, “and”. The elements of the set Int1 are 

interpreted as semantic units denoting the meanings of the 

words and expressions “a certain”, “any”, “arbitrary”, etc. 

The elements of the set Int2 are interpreted as semantic 

units denoting the meanings of the words and expressions 

“all”, “several”, “many”, “a few”, etc. 

Using these denotations and interpreting in Chapter 4 

of [8]  the symbol B as an optimized conceptual basis (but 

not as a conceptual basis), we are able to get the definition 

of the SK-language Ls(B) in the basis B. Thus, due to the 

simplification of the basic Model 1 of TKR, we obtain a 

simplified (or optimized) version of the theory of SK-

languages. 
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Since the global financial crisis (GFC), banks have been compromised by various risks. One of the 

significant risks is online money laundering. It is the third-largest business in the world after currency 

exchange and the automotive industry. As technology has advanced, the methods of online money 

laundering have become more evasive. Banks' traditional methods cannot deal with online money 

laundering. The absence of contemporary anti-money laundering techniques has led to the rise of this 

criminal activity. As a result, the existing systems need effective technology to accommodate the 

development of online money laundering. Data mining is the technology that applies mathematical, 

statistical, and machine-learning techniques to extract patterns like malicious behavior of money 

launderers and gain information about whether the online transaction belongs to money laundering. Many 

research papers apply different data mining techniques to predict online money laundering. By analyzing 

these research papers, we found that authors focused on applying one or two data mining techniques to 

predict online money laundering but ignored combining many techniques like classification, clustering, 

and association to improve the accuracy of prediction and overcome the limitations of each of them. 

Therefore, this paper proposes and implements a paradigm (APPD-OML) based on classification, 

clustering, and association techniques to improve the accuracy of predicting and detecting online money 

laundering.  The result of testing the proposed paradigm illustrates that the prediction and detection of 

online money laundering based on applying data mining techniques like classification, clustering, and 

association achieve a strong accuracy of 94%, f-measure of 95%, and AUC 95% which means that the 

proposed paradigm outperforms each technique used separately in predicting and detecting online money 

laundering and outperformed the other research that used data mining in this field. 

Povzetek: V članku je predstavljena nova paradigma APPD-OML, ki združuje tehnike klasifikacije, 

združevanja in asociacije za izboljšanje napovedovanja in zaznavanja spletnega pranja denarja..

1 Introduction  
The advancement of technology, along with the 

COVID-19 pandemic, has prompted businesses and the 

public to use digital technologies even more intensively. 

Online services, online payments, and the use of 

electronic payment systems have significantly increased 

[1]. 

 Despite the many advantages of online transactions, 

including time savings, reduced sales queues, a decrease 

in the need for cash and checks, ease of management, 24-

hour accessibility, etc. Online transactions remain a 

double-edged weapon because they are a fertile 

environment for malicious attackers and criminals to do 

what they want without any tracking or monitoring [2]. 

 Many criminals use online transactions as a way of 

laundering their money [3]. Money laundering is the 

process of giving fraudulent (dirty) money a legitimate 

look. It is the process of changing or converting assets that  

 

 

came from a criminal source to assist the criminal who is 

conducting the crime [4].  

Money laundering has a destructive economic effect 

and relationship to the financing of terrorism. It weakens 

the stability and integrity of financial institutions as well 

as national economic stability in a way that distorts global 

capital flows and deters foreign direct investment [4]. Due 

to the digital era, many criminals use the internet to turn 

monetary gains from illegal activities into "clean" funds, 

which is known as online money laundering [3].  

Online money laundering is a sophisticated practice that 

is carried out via a variety of cyber media, such as e-

commerce, e-banking, online gaming, online gambling, 

electronic money, and other cyber means [5].  

Therefore, banks' existing approaches are insufficient 

for predicting and detecting such activity. As a result, the 

requirement for automated prediction and detection 

technology, such as data mining, became essential [3].  

Data mining is a method for locating hidden 

information in datasets. It is the process of extracting and 

mailto:Mоhamed.Rоushdy@fue.edu.eg
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identifying potential and valuable knowledge stored in 

huge amounts of data by utilizing statistical techniques, 

mathematics, artificial intelligence, and machine learning 

[6]. In recent years, researchers have focused a lot of 

attention on the role that data mining plays in predicting 

and detecting money laundering in general and online 

money laundering in particular. Many methods are 

investigated, proposed, and studied for providing anti-

money laundering solutions [7]. For such reasons, the 

main goal of this paper is to present a paradigm based on 

data mining techniques to predict and detect online money 

laundering. 

 The rest of this paper is divided as follows: Section 2 

presents the research methodology and related work 

related to the topic. In Section 3, the proposed paradigm 

is presented. Section 4 demonstrates the experiments and 

results. In Section 5, the evaluation is discussed. In 

Section 6, the discussion is presented and finally, Section 

7 presents the conclusion and future research. 

2 Research methodology & literature 

review 

2.1 Research methodology 

The goal of this paper is to minimize online money 

laundering by employing different data mining techniques 

that can predict and detect such criminal activity and assist 

bank experts in making the right decisions regarding 

clients who engage in such activity. All of which will 

strengthen the viability of financial institutions and boost 

national economies. Therefore, a search was conducted 

through the most popular databases, Science Direct, 

Springer, and IEEE, to find articles that were relevant to 

the paper's goal. Only articles from academic journals 

released between 2018 and 2024 have been considered. 

The search strategy was performed based on the main 

terms of the paper's goal to ensure that the material 

employed was related to it and served as a solid basis for 

our paper. Thus, the search terms that were utilized were 

"anti-money laundering and data mining”, “data mining 

and online money laundering,” “clustering and anti-

money laundering,” “classification and anti-money 

laundering,” and "association and anti-money 

laundering." As illustrated in Figure 1. 

 

Figure 1: Research methodology. 



A Proposed Paradigm Using Data Mining to Minimize Online…                                                     Informatica 48 (2024) 309–328    311 

 The search yielded 123 articles. The search results are 

displayed according to the year of publication in Figure 2. 

Figure 2: Classification of papers by year of publication. 

2.2 Literature review 

2.2.1 Online money laundering 

The numerous obstacles that banks face today have an 

impact on their ability to compete, how they distribute 

their resources, and how they usually develop their 

strategic objectives. Online money laundering is one of 

these difficulties. A plethora of scholarly literature exists 

regarding online money laundering and the several 

approaches that mitigate this type of illicit activity. 

[8] Provided a comprehensive review of data mining 

algorithms and methods applied to identify suspicious 

transactions. And introduced methods for anti-money 

laundering like link analysis, behavioral modeling, risk 

scoring, anomaly detection, and geographic capability. 

Also discussed were the essential steps of data 

preparation, data transformation, and data mining 

techniques. 

[9] Discussed how data mining methods like 

association, clustering, and classification may be used to 

recognize and avoid fraud in the banking industry. The 

findings showed that a wide range of algorithms may be 

applied to fraud detection. And each of which has benefits 

as well as drawbacks. 

[10] Demonstrated how link analysis may be applied to 

detecting suspicious bank transactions. And proposed a 

framework that includes four phases: task analysis, system 

design, implementation, and testing for detecting money 

laundering. 

[4] Provided an overview of online money laundering, 

identifying the various anti-money laundering methods 

and their efficacy, the impact of online money laundering 

on other industries and the economy, the new avenues for 

online money laundering, and the detection of money 

laundering. The results showed that most of the research 

concentrated on detecting instances of online money 

laundering through the application of technology such as 

machine learning and data mining. 

[11] Investigated how data mining techniques enable 

banks to predict and detect online money laundering. The 

findings indicated that due to the unavailability of high-

quality datasets regarding online money laundering, there 

is limited scope for using supervised learning and 

ignorance of the key roles of unsupervised learning in 

detecting online money laundering. 

[1] Provided a comprehensive analysis of the most 

recent studies on financial fraud detection, spanning the 

years 2009 to 2019, and categorized according to the 

forms of fraud and data mining techniques used. A sample 

of 75 pertinent papers that fell into four primary 

categories—bank fraud, insurance fraud, financial 

statement fraud, and cryptocurrency fraud—was produced 

because of the review. The results showed that many data 

mining techniques were applied in different financial 

applications to detect fraud. 

[12] Identified data mining techniques, such as 

clustering, classification, and association, for financial 

fraud detection (FFD) and anti-money laundering (AML). 

And highlight how they help anticipate and identify online 

money laundering. 

[13] Explained the data mining phases—data extraction, 

data cleaning and integration, data transformation, pattern 

discovery, pattern analysis, and information 

presentation—that were used to predict and detect online 

money laundering. Additionally, it covered numerous 

methods and techniques that can be applied at every phase. 

[14] Proposed a system for detecting online payment 

fraud that makes use of data mining algorithms including 

random forests, logistic regression, and decision trees. The 

finding shows that the suggested system helps large 

organizations analyze the vast volume of transaction data 

to look for anomalies or potential fraud. 

[15] Proposed a classification-based automated secure 

computing system for fraud detection. According to the 

results, the system helped process and analyze transaction 

data securely, look for anomalies, and notify users of 

potentially fraudulent activity. 

 

2.2.2 Data mining techniques used to 

minimize money laundering 

Analyzing and mining clients' online transactions is a 

crucial stage for predicting and detecting online 

transactions related to online money laundering that 

requires reliability and time. As a result, a significant 

number of studies were done on the best ways to produce 

accurate results using various data mining techniques. 

[16] Illustrated and applied the supervised-based 

classification algorithms that predict and detect fraudulent 

online transactions, like naïve Bayes, logistic regression, 

and decision tree classifiers. The results showed that 

decision trees outperformed the other classifiers with an 

accuracy of 92%. 

[17] Applied support vector machines to build a model 

that classifies the usual and unusual behavior that clients 

exhibit in online bank transactions. The findings 

demonstrate the effectiveness of the method in predicting 

banking fraud. Additionally, it demonstrates that it 

achieves better results when the splitting ratio is 80:20. 

[18] Proposed a semi-supervised hybrid model to 

identify suspicious financial transactions and fraud that is 

based on association rule mining and clustering methods. 

The normal behavior patterns of the clients are extracted 

using the fuzzy clustering approach. Transactions that are 
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abnormal and do not fit into any of these clusters will be 

regarded as high-risk. Combining the outcomes of 

association rules derived from the apriori and clustering 

patterns allowed for the ultimate comprehension of a 

transaction. The results show that more frauds are detected 

faster when both rule-based and clustering-based 

components are included. 

[19] Employed naïve Bayes, logistic regression, support 

vector machines, and k-nearest neighbors to estimate the 

likelihood of fraud in online banking transactions. The 

findings indicated that the support vector machine 

outperformed the other algorithms with an accuracy of 

91%. 

[20] Outlined the various clustering approaches, such as 

partitioned clustering and hierarchical clustering, that can 

be used to determine if a transaction is related to money 

laundering or not. It demonstrated how several algorithms 

for clustering, like sequential clustering, simultaneous 

clustering, divisive clustering (top-down), and 

agglomerative (bottom-up) clustering, can identify 

instances of money laundering. The results show that 

because simultaneous clustering is more informative, has 

fewer parameters, is adaptable, and can successfully 

integrate row and column information, it is a good fit for 

high-level data analysis of suspected money laundering 

operations. 

[21] Applied frequent pattern mining to detect money 

laundering, the results showed that, despite the time it 

requires, it is very important and should not be neglected. 

[22] Provided a comprehensive review of studies on the 

application of data mining techniques in the battle against 

money laundering. The results of this review demonstrated 

that academics were more focused on identifying 

suspicious transactions and that data mining techniques 

such as clustering and classification were applied more 

widely to identify money laundering. 

[23] Analyzed the studies conducted on the issue of 

fraud detection focused on discovering indications of 

money laundering by applying data mining techniques like 

clustering and classification. The findings showed how 

useful algorithms for data mining are for identifying 

anomalous behavior and patterns of money laundering. 

[24] Provided an overview of the application of 

classification methods like logistic regression, random 

forests, and support vector machines to identify online 

money laundering under two sampling techniques: under- 

and over-sampling. The effectiveness of the various 

approaches was evaluated using real transaction data that 

was supplied by a financial institution in the United States. 

The results showed that Random Forest outperformed the 

other methods. 

[24] Utilized the naive Bayes classifier to predict money 

laundering in Bangladesh. The outcomes show that naive 

Bayes is a straightforward supervised learning algorithm 

that can classify large data sets with excellent accuracy 

and mobility. It is also fast, accurate, and dependable. 

[26]   Discussed the benefits of several supervised and 

unsupervised methods for anticipating and identifying 

online money laundering. Additionally, it demonstrated 

the various classification techniques and how they are 

used to predict suspicious transactions, including logistic 

regression, decision trees, random forests, and support 

vector machines. It also discusses how the apriori 

algorithm works to detect occurrences of online money 

laundering. 

[27] Outlined the function of k-means clustering in 

spotting dubious clients. The findings show that it was 

successful in identifying clients in bank fraud situations 

like fishing, vishing, and skimming.  

[28] Proposed an anti-money laundering system that 

uses the Apriori algorithm to determine the laundered 

money's traversal path. The findings demonstrate that the 

Apriori algorithm was successful in identifying odd 

patterns that might point to the possibility of fraud by 

utilizing location scanning and user behavior. 

[29] Utilized historical data along with logistic 

regression to estimate the likelihood of money laundering. 

The customer’s level of risk is considered the dependent 

variable (high or low), and the contracted product 

variables (legal entity, origin, economic activity, 

seniority) are considered the predictors. The findings 

indicate that logistic regression achieved an accuracy of 

89%. 

[30] Applied two classification algorithms, RF and 

SVM, to detect and predict money laundering. The results 

show that the RF classifier outperforms the SVM. 

[31] Utilized the gradient boosting method to classify 

online transactions into one of the following classes: 

legitimate transactions that follow the law, transactions 

that are marked as suspicious by a built-in alert system, 

and possible money laundering cases that are reported to 

the authorities. The results show that gradient boosting 

achieved an AUC of 90%. 

[32] Applied decision tree and support vector machine 

classifiers to forecast online money laundering activity. 

The Python programming language has been used for the 

analysis. The outcome demonstrated that in terms of 

accuracy, recall, and precision, the decision tree 

performed better than the support vector machine. 

[33] Applied four classification algorithms—KNN, RF, 

LR, and SVM—to detect and predict whether the 

transaction was fraudulent or not. The results show that 

the RF classifier outperforms the other classifiers with an 

AUC of 93.92%. 

[7] Introduced a prediction model based on naive Bayes, 

logistic regression, and random forest classifiers to 

determine whether money laundering is likely to occur in 

banks. The data were derived from a simulation of actual 

transactions at Middle Eastern banks that were suspected 

of money laundering. The results indicate that the random 

forest classifier was found to be the best at predicting 

transactions related to money laundering in the bank 

sector. 

[34] Proposed a model that uses the gradient boosting 

algorithm to detect and predict the existence of abnormal 

behavior in online transactions in the financial sector. The 

results indicate that the model achieved an accuracy of 

93% in predicting abnormal behavior. 

[35] Proposed a model that classifies online transactions 

as fraud or not based on DT and KNN classification 

methods. The results indicate that KNN outperformed DT 

with an accuracy of 90%. 
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[36] Proposed a model based on the KNN algorithm to 

combat online money laundering. The results indicate that 

the model achieved an accuracy of 93% in detecting 

money laundering. 

 [37] Demonstrated how well-supervised machine 

learning algorithms work for spotting money laundering 

activity in financial institutions. K-nearest neighbors, 

gradient boosting, and random forest were applied. The 

accuracy, precision, recall, fi-measure, and area under the 

curve of each classifier were evaluated to test the 

performance of each classifier. The findings demonstrate 

that the Random Forest classifier produced the best result 

with 93% accuracy. 

Table 1 summarizes researchers’ work in the domain of 

money laundering and illustrates the different data mining 

techniques used, dataset characteristics, performance 

metrics, and key findings.

Table 1: A summary of researchers' work in the field of money laundering. 

Autho

rs 

publicati

on year 

Technique

s used 

Dataset characteristics Performan

ce metrics 

Key findings 

[16] 2018 Classificati

on 

A dummy dataset was used to 

evaluate the integrity of the 

data for online fraud detection. 

Accuracy 

“92%” 

A decision tree algorithm is 

more effective in predicting 

fraudulent online transactions 

than naive Bayes and logistic 

regression. 

[17] 2018 Classificati

on 

The German and Australian 

databases of credit card 

datasets were used. 

Precision 

“80%” 

A support vector machine is 

effective in predicting usual and 

unusual behavior in online bank 

transactions under a splitting 

ratio of 80:20. 

[18] 2018 Clustering 

Associatio

n 

An Iranian bank dataset that 

includes card data from 

February 2015 to January 2016 

was used. Each transaction has 

12 raw attributes which are 

transaction id, time, account 

number, card number, 

transaction type, entry mode, 

amount, merchant code, 

merchant group, gender, age, 

and bank. 

AUC 

“85%” 

More frauds are detected faster 

when both rule-based and 

clustering-based components 

are included. 

 

[19] 2019 Classificati

on 

The fraud transactions log file 

and the all-transactions log file 

were the two data sources that 

were combined to form the 

dataset. All instances of online 

credit card fraud are contained 

in the fraud transactions log 

file, and all transactions 

recorded by the relevant bank 

within a given time frame are 

contained in all transactions 

log files. 

Accuracy 

“91%” 

A support vector machine 

algorithm is more effective in 

predicting fraudulent online 

transactions than naive Bayes, 

logistic regression, and k-

nearest neighbors. 

[20] 2019 Clustering 

 

- - Compare different types of 

clustering and their role in 

identifying money laundering. 

[21] 2019 Associatio

n 

A bank transaction dataset is 

used to identify money 

laundering transactions. 

Accuracy 

“91%” 

Graph matching algorithm is 

faster than frequent mining 

[22] 2019 Classificati

on 

Clustering 

- - Provide literature about the role 

of classification and clustering 

in predicting and detecting 

money laundering. 
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[23] 2019 Classificati

on 

Clustering 

- - Provide literature about the role 

of classification and clustering 

in predicting anomalous 

behavior 

[24] 2019 Classificati

on 

A dataset containing roughly a 

hundred explanatory variables 

was used, based on rich 

information on 

customer/account 

characteristics, recent 

transactions, and alert 

management outcomes if 

applicable. 

AUC 

“91%” 

A random forest algorithm is 

more effective in predicting 

fraudulent online transactions 

than support vector machine, 

and logistic regression. 

[25] 2020 Classificati

on 

 

A bank dataset that contains 

attributes like "job category", 

"net income", "open mode", 

"VT", "NT", "VCT", "NCT", 

and "Risk class" was used. 

Accuracy 

“78%” 

A naive Bayes algorithm is fast 

and dependable in classifying 

money laundering transactions. 

[27] 2020 Classificati

on 

Associatio

n 

- - Provide literature about the role 

of classification and association 

in predicting and detecting 

money laundering. 

[28] 2020 Clustering - - Identify the role of the k-means 

algorithm in fraud detection in 

banks. 

[29] 2020 Associatio

n 

A credit card dataset was used. Accuracy 

“88%” 

Identify odd patterns that might 

point to the possibility of fraud 

by utilizing location scanning 

and user behavior. 

[30] 2020 Classificati

on 

The customer’s level of risk 

dataset that contains attributes 

of the dependent variable (high 

or low), legal entity, origin, 

economic activity, and 

seniority was used. 

Accuracy 

“89%” 

Identify the role of the logistic 

regression algorithm in fraud 

detection in banks. 

[31] 2020 Classificati

on 

“Synthetic Financial" Datasets 

for Fraud Detection were used. 

The synthetic dataset consists 

of several features, including 

the type of transaction: 

CASH_IN, CASH_OUT, 

DEBIT, PAYMENT, and 

TRANSFER. 

Accuracy 

“93%” 

A random forest algorithm is 

more effective in predicting 

fraudulent online transactions 

than a support vector machine. 

[32] 2021 Classificati

on 

An alerted transactions dataset 

spanning from 1 April 2014 to 

31 December 2016 was used. 

AUC 

“90%” 

Identify the role of gradient 

boosting algorithm in predicting 

money laundering. 

[33] 2022 Classificati

on 

A dataset downloaded from the 

UCI Machine Learning 

repository was used. This 

dataset contains a total of 699 

instances and each instance 

consists of 11 attributes. 

Accuracy 

“92%” 

Precision 

“94%” 

Recall 

“94%” 

A decision tree algorithm is 

more effective in predicting 

fraudulent online transactions 

than a support vector machine. 

[7] 2022 Classificati

on 

A bank's clients' online 

transaction dataset that 

includes 10,000 records of 

legitimate and fraudulent 

AUC 

“93.92%” 

A random forest algorithm is 

more effective in predicting 

fraudulent online transactions 

than support vector machines, 
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online transactions made by 

clients between January 1 and 

December 31, 2020, was used. 

K-nearest neighbors, and 

logistic regression. 

[34] 2023 Classificati

on 

A simulated dataset of money-

laundering activities in Middle 

Eastern banks based on a real 

dataset was used. 

Accuracy 

“77%” 

A random forest algorithm is 

more effective in predicting 

money laundering transactions 

than naïve Bayes and logistic 

regression. 

[35] 2023 Classificati

on 

A credit card dataset was used. Accuracy 

“93%” 

Identify the role of gradient 

boosting algorithm in predicting 

money laundering. 

[36] 2023 Classificati

on 

A banking fraud transactions 

dataset was used. 

Accuracy 

“90%” 

A K-nearest neighbor is more 

effective in predicting money 

laundering transactions than a 

decision tree. 

[26] 2023 Classificati

on 

A money laundering 

transactions dataset was used. 

Accuracy 

“54%” 

A Part is more effective in 

predicting money laundering 

transactions than ZerO, and 

OneR. 

[37] 2023 Classificati

on 

The Saudi General 

Organization for Social 

Insurance dataset was used. 

Accuracy 

“90%” 

A random forest algorithm is 

more effective in predicting 

money laundering transactions 

than gradient boosting and K-

nearest neighbors. 

[14] 2024 Classificati

on 

A fraud transactions dataset 

was used. 

Accuracy 

“93%” 

A random forest algorithm is 

more effective in predicting 

money laundering transactions 

than logistic regression. 

[15] 2024 Classificati

on 

A credit card transactions 

dataset was used. 

Accuracy 

“93%” 

Proposed classification-secure 

fraud detection system that 

analyzed data securely. 

 

According to the related research, the majority of online 

money laundering prediction and detection tactics use 

many techniques to assist banks in identifying this illicit 

activity, but none of the studies provide all of them, as 

Table 2 illustrates. 

Table 2 demonstrates, most researchers used two or more 

data mining approaches, but no one used them all to 

identify, minimize, and overcome the limitations of each 

technique. Therefore, the main goal of this paper is to 

propose and implement a paradigm based on data mining 

techniques like classification, clustering, and association 

to predict and detect criminals who engage in online 

money laundering and mitigate the detrimental effects of 

online money laundering on the country's economy. In 

addition, as illustrated in Table 2, the three algorithms that 

proved their power in predicting suspicious transactions 

are random forest for classification,  

 

 

 

k-means for clustering, and apriori algorithm for 

association. Therefore, the proposed paradigm will be 

based on these three algorithms as illustrated in the next 

section. 

3 A proposed paradigm (appd-oml) 

for predicting and detecting online 

money laundering 
To effectively predict and detect online money 

laundering, the anti-money laundering methods must be 

updated efficiently to address online money laundering, 

which increases daily. Therefore, a paradigm (APPD-

OML) that is based on data mining is proposed, for 

restructuring the process of anti-money laundering. Using 

APPD-OML, the information provided enables banks to 

easily predict and detect suspicious transactions that are 

associated with online money laundering. 
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Table 2: A summary of the data mining techniques employed by some researchers. 

 

Therefore, the architecture of the proposed paradigm 

involves three layers. The first layer is the data pre-

processing layer; the second layer is the mining layer; and 

the third layer is the report generation layer. Figure 3 

presents the layers of the proposed paradigm that will 

assist bank experts in recognizing instances of online 

money laundering that take place far from bank 

surveillance. 

3.1 Layer 1 (data pre-processing layer) 

Data pre-processing is the most important layer that 

prepares online transactions for further analysis. Online 

transactions are unstructured data that may contain 

missing values, duplicates, and irrelevant noise that are not 

suitable to be used in the mining layer. As a result, the data 

pre-processing layer is responsible for cleaning, 

integrating, converting, and minimizing data to prepare it 

for the mining layer. Data preprocessing is made up of 

three important phases: the data cleaning phase, the data 

transformation phase, and the data reduction phase. Each 

of these phases has a significant role in preparing online 

transactions to be accurately analyzed in the mining layer. 

 

 

3.1.1 Data cleaning phase 

This phase oversees identifying and resolving any data 

anomalies, including duplicates, and missing values. The 

two methods that are utilized to find such anomalies are 

finding records that are identical in all aspects and finding 

empty or Nan values. Anomalies are found and fixed using 

a variety of techniques. Two methods are used to fix 

missing values: imputation and deletion. The imputation 

approach is used to fill a categorical variable with the 

dummy variable "missing" when its percentage is greater 

than 50%; the mode is used to fill it when its percentage is 

less than 50%; and the deletion approach is used to remove 

transactions for which specific information was missing. 

Conversely, duplicates are corrected by retaining the 

original and deleting all others. At the end of this phase, 

the data becomes cleansed, free of anomalies, and 

prepared for the data transformation phase. 
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Figure 3: The proposed (APPD-OML) paradigm. 

3.1.2 Data transformation phase 

This phase is responsible for transforming the data into 

appropriate forms and generating new features that are 

suitable for the mining layer. It includes two stages: the 

first stage features construction, and the second stage is 

discretization. 

• The feature construction stage: Is responsible for 

generating new features from the existing data that can 

identify clients' online behavior, the timestamps 

decomposition approach is employed to construct features 

such as, "trans_date", "trans_day", "trans_month", and 

"trans_hour" features derived from the 

"trans_date_trans_time" field. The "age" feature is derived 

from the "dob" field by using the subtraction method. The 

"distance" feature which contains the distance between the 

customer and the merchant derived from the "lat", "long", 

"merchant_lat", and "merchant_long" fields by using the 

calculation approach. From the "cc_num", "unix_time", 

and "amt" fields, the "history_30" feature is derived that 

contains the last 30-day spending of each credit card by 

applying the combination approach. From the 

"history_30" and "amt" fields, the "interaction_30" feature 

is derived by applying a combination, which contains the 

ratio of the current purchase price to the amount spent in 

the last 30 days. 
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• The discretization stage: this is responsible for 

dividing the range of values into intervals and placing 

each data point in the proper bin, the width binning 

approach in Equation 1 [38] is used. 

W= 
max−min

Number of bins
 

Where 

W represents the width binning that has an equal width. 

max is the maximum value.  

min is the minimum value. 

Number of bins represents the total number of bins. 

At the end of the data transformation phase, all the 

features that demonstrate client online behavior were 

created and became ready for the data reduction phase. 

3.1.3 Data reduction phase 

This phase is responsible for eliminating unnecessary 

data that didn't provide any information in the mining 

layer while preserving important data. This is done to 

improve the efficiency of data analysis and avoid 

overfitting the model. Furthermore, this phase is also 

responsible for converting data to a format that can suit 

data mining techniques. As a result, two approaches were 

used in this phase: feature selection and feature extraction. 

 

• Feature selection: This is responsible for preserving 

only important features that are used in the mining 

layer and eliminating other features. In online 

transactions, many features exist that don’t add any 

value for predicting whether the transaction is related 

to online money laundering or not. In addition, some 

features can be identified from another feature, such 

as a “city” that can be identified from the client's “lat” 

and “long” fields. So, the existence of such features 

can consume a lot of processing time and doesn't add 

value. As a result, the feature selection approach is 

used to select the most significant features that can be 

used in the predictive model. The correlation method 

in Equation 2 [39] is used to measure the correlation 

between features and target features. Only features 

with a high correlation will be kept, and the others 

will be eliminated. 

 

r = 
𝒏(∑𝒙𝒚)−(∑𝒙)(∑𝒚)

[𝒏∑𝒙𝟐−(∑𝒙)𝟐][𝒏∑𝒚𝟐−(∑𝒚)𝟐]
 

Where 

r represents the Pearson correlation coefficient. 

n is the number of values or elements. 

∑x is the sum of the 1st values list. 

∑y is the sum of the 2nd values list. 

∑xy is the sum of the product of 1st and 2nd values. 

∑x2 is the sum of squares of 1st values. 

∑y2 is the sum of squares of 2nd values. 

 

• Feature extraction: This is responsible for 

converting features such as "categories" and "clients 

ages" to numerical values to be used in the mining 

layer. The ordinal encoding method in Equation 3 

[40] is employed for this task. In ordinal encoding, 

each distinct category is given an integer value [41]. 

After completing this layer, the online transactions 

become ready to be used in the mining layer. 

X(m)=> N(m)  
Where 

X represents the categorical value of feature m. 

N represents the numerical value of feature m. 

 

3.2 Layer 2 (mining layer) 

This layer is responsible for applying the different data 

mining techniques to the preprocessed online transactions 

obtained from the data pre-processing layer. Three data 

mining techniques, classification, clustering, and 

association were employed to build the prediction model 

that helps bank experts in the prediction and detection of 

online money laundering-related transactions. 

3.2.1 The role of the classification technique 

in prediction 

This phase is responsible for building the classifier that 

will classify online transactions whether it is related to 

online money laundering or not, based on the correlation 

between the different features that exist in the data and the 

target feature. In this phase, the classifier is constructed 

using the random forest classifier in Equation 4 [42], and 

80% of the online transactions are used to train it to 

produce accurate results. 

G = 1 − ∑ (𝑝𝑖)
2𝐶

𝑖=1   

Where 

G represents the Gini index. 

C is the total number of classes. 

p(i) is the probability of picking the data point with the 

class i. 
 

3.2.2 The role of the clustering technique in 

prediction 

This phase is responsible for grouping online 

transactions based on the amount since there is a strong 

association between the amount and the fraud status. The 

clusters of the amount generated will be used as one of the 

inputs for the association technique. In this phase, the K-

means algorithm in Equation 5 [43] is used to create the 

clusters. 

(1) 

(2) 

(3) 

(5) 
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J (V) = ∑ ∑ (||xi − vj||)
2ci

j=1
c
i=1  

Where  

J(V) represents an objective function. 

||xi - vj|| is the Euclidean distance between xi and vj.  

ci represents the number of data points in ith cluster. 

c represents the number of cluster centers. 

3.2.3 The role of the association technique in 

prediction 

This phase is responsible for discovering the 

relationship between features in the same transaction 

using the association technique. As the classification 

technique still has a percentage of error. It indicates that 

certain online money laundering-related transactions may 

have been incorrectly categorized, which poses a serious 

risk to the financial industry, and to the economy. As a 

result, the association rule was used to analyze the client's 

transaction and determine whether the transaction was 

fraudulent based on some features that are strongly 

correlated with the target variable, such as" categories", 

"amount", and "clients' age". In this phase, the apriori 

algorithm in Equations 6, 7, 8, and 9 [44] is used to create 

the rules. 

 

Support = 
Frequency(x,y)

N
  

Confidence = 
Frequency(x,y)

Frequency(x)
 

Lift = 
Support

Support(x)∗Support(y)
 

Conviction = 
1−Support(y)

1−Confidence(x≥y)
 

 

Where 

N represents the total number of transactions. 

x represents rule antecedent. 

y represents rule consequent. 

 

After completing this layer, the necessary patterns and 

data that demonstrate whether the transaction is related to 

online money laundering or not become ready to be used 

in the report generation layer. 

3.3 Layer 3 (report generation layer) 
This layer is responsible for taking the patterns 

generated in the mining layer and generating reports for 

banks’ experts. Two types of reports are generated, 

including informational reports that contain information 

about online money laundering transactions. And 

analytical reports that contain qualitative and quantitative 

information used in decision-making. By the completion 

of the proposed paradigm (APPD-OML), the prediction 

and detection processes used to identify money laundering 

have been modified to incorporate the ability to identify 

online money laundering. This fulfills the paper’s goal of 

enhancing the prediction and detection of online money 

laundering, helping banks promptly identify such criminal 

activity, and helping governmental authorities take the 

appropriate action against them. 

4 Experiments and results 
To validate the performance of the proposed (APPD-

OML) paradigm, the clients’ data collected must be 

prepared to help banks predict and detect online money 

laundering and provide experts with the appropriate 

information that helps them make the right decision 

regarding these suspicious transactions. 

4.1 Data acquisition  

In this paper, a bank's clients' online transaction dataset 

[33]   that includes records of legitimate and fraudulent 

online transactions made by clients between January 1 and 

December 31, 2020, was used. These data were labeled 

completely and are available for open research.  Table 3 

illustrates dataset features.  

 

 

Table 3: Features description. 

Data Fields Description 

trans_date_trans_time Contains the time and date of the transaction. 

cc_num Contains the number of credit cards. 

Merchant Contain names of merchants. 

Category Contains the domain in which transactions were performed. 

Amt Contains the amount involved in the transaction 

First Contains the first name of the client who initiated the transaction. 

Last Contains the last name of the client who initiated the transaction. 

Gender Contains the gender of the client who initiated the transaction. 

Street Contains the street of the client who initiated the transaction. 

City Contains the city of the client who initiated the transaction. 

State Contains the state of the client who initiated the transaction. 

Zip Contains the zip code of the client who initiated the transaction. 

Lat Contains the latitude of the client who initiated the transaction. 

Long Contains the longitude of the client who initiated the transaction. 

City_pop Contains the number of the city’s population 

(9) 

(8) 

(7) 

(6) 

(4) 
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As shown in Table 4, there are no missing values in the 

dataset. 

Table 4: Missing values and their percentage. 

 

As previously mentioned, the (APPD-OML) has 3 

layers. The data preprocessing layer is the first layer 

executed after data acquisition and is the most complex 

and time-consuming. Python, a high-level, object-

oriented, and interpreter-based multipurpose programming 

language that gives its programmers access to a wealth of 

resources [45], was used to implement the proposed 

paradigm. 

4.2 Data pre-processing layer (layer 1) 

This layer is responsible for the preprocessing of the data 

to obtain appropriate mining in layer 2. As a result, the goal 

of this layer is to get the input data from Table 3 ready for 

the following analysis. In this layer, the following phases 

were applied: 

 

 

 

4.2.1 Data cleaning 

Detecting and fixing anomalies in data is one of the 

major difficulties in data preprocessing.  Anomalies such 

as missing values and duplicates can lead to incorrect 

decisions and unreliable analysis [46]. Therefore, this 

phase is responsible for finding and fixing such anomalies. 

• Detecting and handling missing values 

Missing values occur when no value is recorded for a 

particular field in an observation [47]. The percentage of 

missing values in each field is shown in Table 4. 

• Detecting and handling duplicates 

Duplicates refer to records that contain identical data 

[48]. As shown in Table 5, there are no duplicates in the 

data. 

Table 5. Duplicate Values in Each Record. 
No. of record Duplicate values 

0 False 
1 False 

2 False 

3 False 
4 False 

….. ….. 

9995 False 
9996 False 

9997 False 

9998 False 
9999 False 

 

Upon completion of this phase, it was verified that there 

were no duplicates or missing values in the data. It's 

prepared to undergo the next phase, which is data 

transformation. 

4.2.2 Data transformation 

This phase is responsible for transforming the data into 

appropriate forms and constructing new features that are 

suitable for the data mining analysis that will be applied in 

the mining layer. 

 

• Feature construction 

This stage is responsible for deriving data from the raw 

data to transform it into information that can be used in the 

prediction model, the timestamps decomposition 

approach, the subtraction method, the calculation 

approach, and the combination approach are employed to 

Job Contains the job of the client who initiated the transaction. 

Dob Contains the birthdate of the client who initiated the transaction. 

trans_num Contains the transaction number. 

unix_time Contains the time delay between the previous and current transaction 

merch_lat Contains the latitude of the merchant where the transaction ended. 

merch_long Contains the longitude of the merchant where the transaction ended. 

is_fraud Contains whether the client is fraudulent or not.0 means he is not fraudulent and 1 is 

fraudulent. 

Column name Percentage of missing values 

trans_date_trans_time 0% 

cc_num 0% 

Merchant 0% 

Category 0% 

Amt 0% 

First 0% 

Last 0% 

Gender 0% 

Street 0% 

City 0% 

state 0% 

Zip 0% 

Lat 0% 

Long 0% 

City_pop 0% 

Job 0% 

Dob 0% 

trans_num 0% 

unix_time 0% 

merch_lat 0% 

merch_long 0% 

is_fraud 0% 
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construct the following features that were used in the 

prediction and detection of online money laundering: 

• From the "trans_date_trans_time" field, four important 

features, "trans_date", "trans_day", "trans_month", and 

"trans_hour" were derived. 

• From the "dob" field, the "age" feature was derived to 

understand the relationship between age and whether 

the client is fraudulent or not. 

• From the "lat", "long", "merchant_lat", and 

"merchant_long" fields, the "distance" feature was 

calculated, which contains the distance between the 

client and merchant. 

• From the "cc_num", "unix_time", and "amt" fields, the 

"history_30" feature was derived that contains the last 

30-day spending of each credit card. 

From the "history_30" and "amt" fields, the 

"interaction_30" feature was derived, which contains the 

ratio of the current purchase price to the amount spent in 

the last 30 days. Table 6 illustrates the output of this stage. 

 

Table 6. The results of the feature construction stage. 

category amt gender is_ 

fraud 

trans_dat

e 

trans_da

y 

trans_ 

month 

trans_hour age distance history

_30 

interaction

_30 

misc_net 4.97 F 1 01/01/20

19 

Tuesday Januar

y 

0 33 0.87283 3 0 

grocery_

pos 

107.

23 

F 0 21/02/20

19 

Tuesday Februa

ry 

1 45 0.27231 0 10 

entertain

ment 

220.

11 

M 0 01/01/20

19 

Tuesday Januar

y 

0 53 0.97584

5 

1 0 

gas_trans

port 

45 M 1 01/01/20

19 

Tuesday Januar

y 

0 56 0.91980

2 

0 0 

misc_pos 41.9

6 

M 0 13/05/20

19 

Sunday May 1 39 0.86850

5 

0 0 

 

• Discretization 

This stage is responsible for splitting continuous data 

into discrete intervals to format the data for  

further data mining analysis. In this paper, the width 

binning method in Equation 1 was applied to group 

"cust_age” into six intervals which are '10-20', '20-30', '30-

40', '40-50', '50-60', and '60 and above'.  Table 7 illustrates 

the results. 

Table 7: The results of binning the customers' ages. 

category amt gender is_ 

fraud 

trans_date trans

_day 

trans_ 

month 

trans_hour cust

_ag

e 

distance history

_30 

interactio

n_30 

misc_net 4.97 F 1 01/01/2019 Tues

day 

January 0 30-

40 

0.87283 3 0 

grocery_

pos 

107.

23 

F 0 21/02/2019 Tues

day 

Februar

y 

1 40-

50 

0.27231 0 10 

entertain

ment 

220.

11 

M 0 01/01/2019 Tues

day 

January 0 50-

60 

0.97584

5 

1 0 

gas_trans

port 

45 M 1 01/01/2019 Tues

day 

January 0 50-

60 

0.91980

2 

0 0 

misc_pos 41.9

6 

M 0 13/05/2019 Sund

ay 

May 1 30-

40 

0.86850

5 

0 0 

After completing the data transformation phase, the 

unstructured raw data was transformed into the structured 

format needed for the following phases. Additionally, the 

raw data was utilized for constructing the key features that 

the prediction paradigm will employ to achieve the paper's 

goal. 

4.2.3 Data reduction 

This phase is responsible for shrinking the size of the 

dataset while maintaining the key information. This is 

done to increase the effectiveness of the data mining 

processes and prevent the model from overfitting.
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Figure 4:  The correlation heatmap. 

 

• Feature selection  

This stage is responsible for selecting the most relevant 

subset of features out of the original features to be used as 

inputs for the mining layer. And since the utilized dataset 

was supervised, the filtering technique that is based on 

Pearson correlation in Equation 2 was used to filter the 

features and measure their correlation to the target feature 

"is_fraud”.  Figure 4 presents a correlation heatmap that 

illustrates the correlation between the variable. 

As illustrated in Figure 4, there is a multicollinearity 

issue that arises when two features have a correlation of 

more than 0.7 that must be eliminated. Furthermore, 

features that consumed a significant processing time and 

did not provide any new values to the prediction were 

removed. Upon the completion of this stage, as indicated 

in Table 8, only the features utilized for prediction 

remained. 

 

Table 8: The predictive features. 
category amt city_ 

pop 

is_fraud Trans 

_date 

Trans 

_day 

Trans 

_month 

Trans 

_hour 

cust_age distance History 

_30 

Inter

actio
n 

_30 

misc_net 4.97 3495 1 01/01/2019 Tuesday January 0 30-40 0.87283 3 0 

grocery_p
os 

107.23 149 0 21/02/2019 Tuesday February 1 40-50 0.27231 0 10 

entertain

ment 

220.11 4154 0 01/01/2019 Tuesday January 0 50-60 0.975845 1 0 

gas_trans

port 

45 1939 1 01/01/2019 Tuesday January 0 50-60 0.919802 0 0 

misc_pos 41.96 99 0 13/05/2019 Sunday May 1 30-40 0.868505 0 0 
 

• Feature extraction 

This stage is responsible for transforming categorical 

data into numerical features. The ordinal encoding method 

in Equation 3 was used in this stage to encode features 

such as "category" and "cust_age". 

At the end of the data preprocessing layer, the data 

became ready for the different data mining techniques that 

would be applied in the mining layer. 

4.3 The mining layer (layer 2) 

In this layer, different data mining techniques were 

applied to the preprocessed data to accomplish the paper's 
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goal. The classification, clustering, and association 

techniques were used in this layer to predict and detect 

online money laundering. 

4.3.1 Classification technique 

This phase is responsible for classifying online 

transactions to determine if a transaction is fraudulent or 

not. Or to put it another way, whether it is related to online 

money laundering or not. In this layer, the following 

stages were applied: 

• Data splitting 

In this stage, an "80:20" spitting ratio was set for the 

classification model. 

• Build and train the model 

In this stage, the Random Forest (RF) algorithm in 

Equation 4 was used and was trained with 80% training 

data. 

 

• Test the model  

In this stage, the classification model was tested. The 

results are shown in Table 9. 

Table 9: Results of the classification model. 

 

The results demonstrated that RF classifies online 

transactions with an accuracy of 93%, and an F1 measure 

of 91%. However, about 7% of transactions may be 

categorized as legitimate but include fraud. For this 

reason, the clustering and association techniques were 

applied to predict suspicious transactions based on 

specific features highly correlated with fraud. 

4.3.2 Clustering technique 

In this phase, the k-means algorithm in Equation 5 was 

utilized to cluster transactions according to amount since 

there is a high correlation between the amount and status 

of fraud, as illustrated in Figure 4. The elbow method was 

used to determine the appropriate number of clusters. As 

shown in Figure 5. 

 

Figure 5: The results of the elbow method. 

As illustrated in Figure 5, the appropriate number of 

clusters was two. Thus, two clusters, the "high amount" 

and the "low amount" were generated. 

4.3.3 Association technique 

In this phase, the Apriori algorithm in Equation 6 was 

utilized to analyze the customer's transaction and 

determine whether it was fraudulent based on "category", 

"amount", and "cust_age" features that have a high 

correlation to the "is_fraud" field as demonstrated in 

Figure 4.  

A sample of the rules that were generated is illustrated 

in Table 10 and only rules with high confidence (>0.3) 

were chosen to predict whether the transaction was risky 

or not. The confidence of each rule represents its accuracy. 

Table 10: A Sample of the generated association rules. 

antecedents consequents antecedent support consequent 

support 

support confidence Lift leverage convictio

n 

(misc_net,30-

40,low_amount) 

(not_fraud) 0.137856 0.245077 0.07439

8 

0.539683 2.20209

8 

0.040613 1.640006 

(grocery_pos,40-

50,low_amount) 

(not_fraud) 0.245077 0.137856 0.07439

8 

0.303571 2.20209

8 

0.040613 1.237951 

(shopping_pos,50-

60,low_amount) 

(not_fraud) 0.157549 0.245077 0.13129

1 

0.833333 3.40029

8 

0.092679 4.52954 

(grocery_pos,20-

30,low_amount) 

(fraud) 0.245077 0.157549 0.13129

1 

0.535714 3.40029

8 

0.092679 1.814509 

(shopping_pos,60 - 
Above,high_amount

) 

(fraud) 0.102845 0.245077 0.07002
2 

0.680851 2.77811
6 

0.044813 2.365427 

 

4.4 The report generation layer (layer 3) 

In this layer, two different kinds of reports were 

generated: analytical and informative, which provide 

information for banks’ experts to make the right decisions 

regarding the different transactions that are found to be 

related to online money laundering. 

After completing the proposed paradigm's layers, the 

paper's goal of predicting and detecting online money 

laundering that exists through online transactions such as 

Algorithm Performance Measures 

Accuracy Precision Recall F1 

RF 93% 92% 91% 91% 
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buying and selling of goods was met, which helps banks' 

experts make the right decision in different situations. 

5 Evaluation  
To demonstrate that the (APPD-OML) paradigm 

outperforms the other approaches that use data mining 

techniques to predict and detect online money laundering 

various experiments were conducted that highlight the 

effectiveness of prediction and detection based on 

classification, clustering, and association. And which are 

made based on applying those three data mining 

techniques. 

5.1 Experimental data 

A bank's clients' online transaction dataset [33]     that 

contains records of both legitimate and fraudulent online 

transactions performed by clients between January 1, 

2020, and December 31, 2020, was used.  These data were 

labeled completely and are available for open research. 

5.2 The experiments methodology 

The evaluation process depends on two different 

experiments. The first experiment tests the ability of each 

technique against the paradigm (APPD-OML) to achieve 

highly accurate results regarding the prediction and 

detection of online money laundering.  In the second 

experiment, the effectiveness of the (APPD-OML) in 

predicting and detecting online money laundering is tested 

against other approaches employing the same dataset. 

5.2.1 Experiment 1: (Evaluate the 

effectiveness of the APPD-OML paradigm 

against each technique) 

This experiment demonstrates that APPD-OML 

outperforms each technique in generating highly accurate 

results regarding the prediction and detection of online 

money laundering. 

To test the paradigm, in this experiment, classification, 

clustering, and association are applied to the data, and then 

the proposed paradigm is applied. 

The evaluation process compares the effectiveness of the 

APPD-OML against each technique in providing accurate 

results. The APPD-OML’s effectiveness and accuracy 

were measured in terms of accuracy in Equation 10 [49], 

F measure in Equation 11 [49], and AUC in Equation 12 

[50]. Table 10 shows the results of Experiment 1. 

• Accuracy 

Accuracy is one of the most widely used metrics for 

measuring performance which is calculated as the ratio of 

samples that are correctly predicted to all samples  

Accuracy = 
𝐓𝐏+𝐓𝐍

𝐓𝐏+𝐓𝐍+𝐅𝐏+𝐅𝐍
 

 

 

Where 

True positive (TP): This is the number of predictions 

when the classifier properly identifies the positive class as 

positive.  

True negative (TN): This is the number of predictions in 

which the classifier properly identified the negative class 

as negative.  

False positives (FP): This is the proportion of predictions 

in which a classifier predicts a negative class as a positive 

one.  

False negative: This is the proportion of predictions in 

which the classifier misinterprets the positive class as the 

negative class. [49] 

 

• F1-Score 

F1- score also known as the F-measure. It denotes the 

harmonic mean of recall and precision. Precision is the 

ratio of accurately positive samples to the total number of 

positive predicted samples, and recall shows the 

proportion of positively identified positive samples to all 

positive samples [49] 

F1-Score = 𝟐 ∗
𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧∗𝐑𝐞𝐜𝐚𝐥𝐥

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧+𝐑𝐞𝐜𝐚𝐥𝐥
 

Where 

Precision equals  TP/(TP+FP). 

Recall equals  TP/(TP+FN). 

 

• AUC 

AUC is an acronym for the Area Under the Receiver 

Operating Characteristic Curve and is also referred to as 

ROC AUC. The score it produces ranges from 0.5 to 1, 

with 1 signifying the best outcome and 0.5 meaning the 

model performs as well as a chance [50]. 

AUC =∫ recall d(FPR) 

Where 

FPR refers to a False positive rate and it is equal to  

FP/(FP+TN). 

Table 11: Experiment 1 results. 

 

According to Table 11, the findings of testing the 

APPD-OML indicate that the prediction based on 

applying the three techniques outperformed each 

technique with an accuracy of 94%, F1 95%, and AUC 

95%. This means that the proposed paradigm outperforms 

each technique. In addition, it achieves a high coverage 

(10) 

(11) 

(12) 
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and accuracy power that is crucial for any model used in 

the financial industry. 

5.2.2 Experiment 2: (Compare the 

effectiveness of the APPD-OML paradigm 

against the [33]     approach) 

The second experiment aims to compare the results of 

APPD-OML against [33]. The results of the proposed 

paradigm are compared with the ones obtained from the 

[33]     approach and the AUC score in Equation 12 is used 

to evaluate the performance. Table 12 shows the results of 

Experiment 2. 

Table 12: Experiment 2 results. 

 

As shown in Table 12, the proposed APPD-OML 

outperformed the [33] approach that utilized only the 

classification technique in predicting fraudulent 

transactions. 

Based on the outcomes of the two experiments, it has 

been proven that the APPD-OML succeeded in meeting 

the paper's goal of predicting and detecting online money 

laundering. Additionally, it decreases the effort that banks 

exert to monitor online transactions. 

6 Discussion 

In the previous sections, the impacts of various prediction 

and detection techniques on the online bank transaction 

dataset were presented. The findings show that the 

accuracy of prediction differs concerning the various 

techniques applied. As shown in Table 13. 

Table 13: Comparison between different models used in 

prediction and detection of OML. 

 

In Table 13, the proposed paradigm outperformed the 

other models in terms of accuracy of prediction and 

detection, due to the application of classification, 

clustering, and association. In addition, it demonstrated 

that some algorithms are more powerful in predicting 

malicious activities than others. 

The research results were analyzed as presented.  The 

statistical data produced by the analysis was used to 

describe the findings. The results as reported are reviewed 

in this part with the findings of other relevant studies. The 

main objective of this paper is to increase the accuracy of 

prediction and detection of online money laundering 

activities. The results revealed that applying classification, 

clustering, and association techniques to data increases the 

accuracy of prediction and detection and overcomes the 

limitations of each technique in the banking sector.  

7 Conclusion and future work 
This paper provides a paradigm that predicts and detects 

potential instances of online money laundering in any 

nation. The proposed paradigm combines three data 

mining techniques to efficiently predict such criminal 

activity and promptly deliver the appropriate results to 

government authorities to take the right action against 

those criminals. The results of testing the APPD-OML 

demonstrate that it outperforms each data mining 

technique implemented individually in terms of accuracy 

and coverage; in addition, it assists banks' experts in 

monitoring and analyzing online transactions more 

efficiently. There are numerous ways to conduct further 

research. The following list includes a few of these 

directions: 

• Our proposed paradigm can be extendable for 

minimizing online money laundering by using AI 

techniques such as artificial neural networks. The 

artificial neural network is a subset of machine 

learning models that are constructed using 

connectionism's discoveries of the principles 

of neuronal organization in the biological neural 

networks that make up animal brains, which helps in 

recognizing patterns in massive amounts of data 

across various formats, which makes it ideal for 

identifying suspicious transactions and risks. 

Previous studies ignored many artificial intelligence 

techniques despite their advantages. As a result, our 

future work was to integrate artificial neural networks 

into our paradigm to enable banks to effectively 

uncover many online transactions with various 

formats. 

• Constructing a tool that can speed up the processing 

of data in the data preprocessing phase. 
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Risks associated with delivery of a software project and the effort spent on managing these risks are well 

researched topics. Very few have included this extra effort termed as risk exposure of a project, in the 

software effort estimate of a project. This research proposes to improve the accuracy of software effort 

estimates by integrating the risk exposure with the initial effort estimate of the project. A function to 

calculate integrated effort estimates has been defined and evolutionary algorithms ABC, PSO and 

GLBPSO have been used to optimize the MMRE. The approach has been tested on two datasets collected 

from industry, one for waterfall projects, and another for agile projects. For both the datasets, integrated 

effort estimates were more accurate on account of MMRE, standardized accuracy, effect size and R2, than 

the initial effort estimates. Evolutionary algorithms also gave the optimum weight values at which the 

MMRE was optimal for both the datasets. These weight values determine the contribution of risk 

associated with each project cost factor in the risk exposure of the project. Integrated effort estimates 

have been found to be more accurate, reliable, and comprehensive than the initial effort estimates. 

Application of evolutionary algorithms help in reducing any bias in the integrated effort estimates. 

Povzetek: Raziskava predlaga integrirano oceno dela pri razvoju programske opreme z upoštevanjem 

izpostavljenosti tveganjem in z uporabo evolucijskih algoritmov, kar izboljša tončnost ocen.

1 Introduction 
Software Effort estimation is the basis of software project 

management. But it is also one of the most challenging 

aspects of software project management. For a long time 

now, project management experts have been looking for 

estimation techniques which provide comprehensive 

effort estimates with high accuracy, which is required for 

delivering a project within schedule and within a budget. 

Despite the ongoing advancements and research in the 

field of software effort estimation, Standish group [1] and 

the International society of parametric analysis [2] report 

that two-thirds of the projects face budget overruns and 

schedule delays. The challenge lies in the accurate 

projection of project cost factors during the initial stages 

of the project delivery, and managing the uncertainties 

encountered during the development of the final product 

[3]. Uncertainties in the project cost factors lead to various 

risks in the software development process, which need to 

be identified, managed, and controlled for a successful 

software project delivery.  

The risks associated with a software project are due to 

factors like volatility in project requirements, availability 

of experienced personnel, ever-changing technology and 

many other project cost factors [4]. These project cost 

factors play a significant role in the effort estimation 

process as well as in project risk identification and 

management process [5]. Most often, risk planning and its 

management are treated as a separate activity from the 

software effort estimation task [6]. Risks are identified, 

analyzed, mitigated, and controlled but their impact on the 

effort estimate of a project is not considered. This might 

result in over-optimism and over-confidence in the 

software effort estimates of projects [7]. Thus, there is a 

need to integrate the risk management process in the effort 

estimation process for a more accurate, comprehensive, 

and fair effort estimate. 

Managing risks at the project level would require 

effort towards identification, analysis, mitigation, and 

control of the risks associated with the project. Projects 

with a pessimistic effort estimate can see a reduction in the 

overall effort required for the project if risk management 

is done along with effort estimation. Projects where the 

effort estimation has been done in an over optimistic 

manner will need extra effort to manage the risks [7]. This 

effort which is required for the risk management process 

is referred as the risk exposure of the project [6]. This 

research proposes to include the risk exposure of the 

project in the effort estimate of the project. The effort 

estimate would now include the effort required for 

development of the project along with the effort required 

in the risk management process [8]. 

In the proposed approach, the cost of risk exposure is 

calculated according to the procedure defined by 

Kitchenham and Linkman [9] in 1997. They suggested 

that the uncertainties in the software development process 

cause inaccuracies in the software effort estimate 

irrespective of the effort estimation technique being used. 

The effort estimation is done in the beginning of the 

project when not many details are available regarding the 
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various project cost factors impacting the effort estimate 

of the project. They have categorized the sources of 

estimate uncertainties into three types: measurement error, 

model error and assumption error. Assumption errors 

occur in the evaluations of the input parameters due to the 

inherent uncertainties associated with these parameters. 

This assumption error is the risk which creeps into the 

project when project cost factor values do not meet the 

assumed level. Kitchenham and Linkman [9], have linked 

the risk exposure of the project to the error in assumption 

of the project cost factor values. They have suggested to 

collect alternative cost values of the project cost factors 

along with the probabilities of not meeting the initial cost 

factor values. For each cost factor, two values are 

determined, the initial assumed value, and the alternative 

value that the project cost factor might attain during the 

execution of the project. Kitchenham and Linkman 

compute the effort/ cost of managing risk as follows: For 

each factor difference in the initial and alternate cost is 

multiplied by the corresponding probability of not meeting 

the initial cost of that factor. This is the cost of managing 

risk related to that factor. Sum of all these costs define the 

total effort/ cost for managing the risk of the whole project 

or the risk exposure of the project. 

The authors in an earlier paper [8] have added the cost 

of risk exposure to the initial effort estimate of the project 

to obtain an integrated effort estimate(𝐼𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙). Equation 

(5) gives the formula to calculate(𝐼𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙). 

The probabilities and project cost factor values in the 

formula, proposed by Kitchenham and Linkman, are based 

on expert judgment, which may result in a biased effort 

estimate. In the proposed approach, these probabilities are 

treated as variables and these variables/ weights are then 

optimized using evolutionary algorithms like  

Artificial Bee Colony (ABC), Particle Swarm 

Optimization (PSO), and a hybrid global local binary 

particle swarm optimization algorithm (GLBPSO), to 

obtain more accurate and fair effort estimates. This 

reduces the dependency of the model on expert judgment 

and removes any bias in the integrated effort estimates due 

to the probabilities. This research determines the optimal 

value of the estimated effort and the weights which 

determine the impact of risks due to each cost factor on 

the estimated effort. The proposed approach has been 

tested for waterfall model delivery projects as well as 

projects using agile delivery.  

The main contributions of this research are as follows: 

• Risk exposure of a project is added to the effort 

estimate of the project which gives an integrated 

effort estimate for the project. 

• A weighted function for calculating the integrated 

effort estimate has been defined. 

• Two questionnaires have been prepared: one based on 

CoCoMo II project cost factors for waterfall delivery 

projects, and another based on project cost factors by 

Ziauddin for agile delivery projects. Based on the 

responses received for these questionnaires, two 

datasets have been collected: ‘Waterfall model 

dataset’ and ‘Agile model dataset’. 

• Integrated effort estimate has been optimized using 

evolutionary algorithms ABC, PSO and GLBPSO. 

2 Related work 
The need for risk assessment and risk control in software 

development projects was highlighted by Boehm in 1989 

[10]. His work proposed a framework for identification of 

software validation and verification activities and the 

effort which would go into the risk management process. 

They attributed 40%-50% of the software project costs to 

rework costs, and 80 % of that rework costs to the highest 

risk factor associated with the project. Fairley in 1994, 

used regression cost modelling of the effort estimates of 

the past projects in the organization to determine the risks 

associated with a software project [11]. Residual error due 

to the difference between the estimated effort and actual 

effort was used to determine the project cost factors which 

impacted the software effort estimates. He suggested 

controlling and mitigating these project cost factors to 

manage the project risk. 

In 1997, Madachy proposed a heuristic to calculate 

the cost of risk exposure of the project using the project 

cost factors [12]. He identified risk rules based on the 

CoCoMo cost factors to assign levels to the risks identified 

in the project. The cost of risk exposure of the project was 

calculated based on the risk level and the contributing 

project cost factor values. Briand et al. introduced a hybrid 

model for project effort estimation, risk assessment and 

benchmarking without relying on the historical data for 

project effort estimate [13]. The proposed model based its 

effort estimate on productivity of the project and 

calculated the project cost overheads based on a 

questionnaire, which would be filled by the experts 

associated with the project. 

In 2006, Jantzen estimated the impact of project risks 

on project effort estimate, project duration and project 

quality. His work emphasized on re-estimating and re-

planning the software project during its execution, based 

on the various risks, their level and risk status at various 

stages of the project [14]. Huang et al. in 2006, proposed 

an effort estimation technique based on the fuzzy and 

uncertain nature of the project cost factors. The effort was 

estimated using fuzzy decision tree where along with the 

effort estimate of the project, the estimation error was used 

for risk analysis and management [15]. Manalif in 2013, 

proposed a fuzzy expert – CoCoMo model which added a 

contingency to the estimated effort based on the project 

cost factors of the CoCoMo model [16]. The contingency 

effort was kept separate from the total effort estimate of 

the project. 

In 2017, Aslam et al. considered the risks associated 

with rich mobile application development projects 

developed using agile methodology [17]. Along with risk 

factors, they also included the quality aspect of the project 

in the effort estimate of the project which enabled the 

development effort estimation at multiple quality levels. 

Their work was limited to project on rich mobile 

application development. 

In 2018, Koutbi & Idri proposed inclusion of the cost 

of risk management in the effort estimation process at the 
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organization level instead of handling it at a specific 

project level [18]. They argued that risk is better handled 

and mitigated over a portfolio of projects which improves 

the effort estimation process of the organization. On the 

other hand, organizations can have projects of varied 

nature, for which the project cost factors contributing to 

risks may vary. 

In 2019, Ramakrishnan et al. built a multilayer 

perceptron model to estimate the software development 

effort. The model included project risk score in the effort 

estimation process [19]. They used an enhanced gradient 

boosting technique which decreased the standard 

deviation of the residuals indicating better effort 

estimation results. 

In 2020, Michael Kataev et al. [20], reiterated the 

importance of including the cost of risk management in 

the software development process for on time and in 

budget software project deliveries. They included the 

internal and external risks which impacted the overall 

financial health of the organization. 

It is clear that researchers have focused on integrating 

risk management process with the software effort 

estimation process, but none have included the effort spent 

on risk management in the effort estimate of the project 

itself. Thus, this research tries to bridge this gap and 

analyses the impact of risk exposure on the effort estimate 

of the project. Also, the probability of risk occurrence is 

optimized using evolutionary algorithms ABC, PSO, 

GLB-PSO.  

Rest of the paper is organized as follows: Section 3 

details the proposed approach of integrating the impact of 

risk on the software effort estimate and optimizing it using 

evolutionary algorithms. It outlines the algorithms used in 

the proposed approach. Section 4 gives the details of the 

datasets collected for this research. Section 5 contains the 

details of calculating integrated effort estimates for 

waterfall and agile projects. Section 6 gives the details of 

experimental setup and algorithms for ABC, PSO and 

GLBPSO. It contains the details of the fitness function 

used in the algorithms and explains the evaluation criteria 

used for comparing the proposed approach with the 

baseline effort estimation techniques. Section 7 presents 

and compares the experimental results obtained for both 

the waterfall and agile delivery projects. Section 8 points 

out some threats to validity of the proposed approach. 

Section 9 draws the conclusion, and Section 10 describes 

the scope for future work. 

3 Theoretical background 
This section explains the risk exposure of a project, 

research questions which motivated the research and 

presents the proposed model for calculating integrated 

effort estimates. 

3.1 Risk exposure 

The risk exposure of the project is the total effort required 

to identify, mitigate, and control the risks in the project 

which occur due to various project cost factors. Risk 

exposure due to each cost factor of the project is calculated 

separately and then added together to give the total risk 

exposure of the project. These risks arise due to the 

uncertainties associated with the software projects. The 

initial effort estimate of the project is determined based on 

certain assumptions made regarding the project cost 

factors like reliable requirements, team communication, 

availability of hardware and software resources, and 

expertise & experience level of the team. Since very little 

information is available when these assumptions are made 

at the beginning of the project, quite often these 

assumptions are not met giving rise to risks which may 

increase or decrease the effort required to develop the 

project.  

According to Kitchenham and Linkman [9], for a 

project with 𝑛 cost factors, initial effort estimate 

(𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙) required to develop a project is calculated using 

the assumed project cost factor values at the beginning of 

the project. To calculate the risk exposure of the project, 

risk exposure due to each project cost factor is added. Risk 

exposure of the  𝑖𝑡ℎ project cost factor is calculated by 

multiplying the probability of not meeting the initial level 

(𝑝𝑖,𝑎𝑙𝑡𝑒𝑟) of the 𝑖𝑡ℎproject cost factor with difference 

between the effort estimated (𝐸𝑖,𝑎𝑙𝑡𝑒𝑟) at the alternative 

level of the 𝑖𝑡ℎproject cost factor and the initial estimated 

effort(𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙). The risk exposure (𝐸𝑟𝑖𝑠𝑘) of a project can 

be calculated using the equation given below: 

 
𝐸𝑟𝑖𝑠𝑘 = ∑ (𝐸𝑖,𝑎𝑙𝑡𝑒𝑟  −  𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙)  ×  𝑝𝑖,𝑎𝑙𝑡𝑒𝑟

𝑛
𝑖=1                        (1) 

 

This risk exposure is the extra effort that would be 

needed for risk management and planning of the project.  

3.2 Proposed approach 

In the proposed approach, the risk exposure of a project 

has been added to the initial effort estimated required to 

develop the project. Thus, according to the proposal in this 

research, the total effort estimate of a project must reflect 

the effort involved in managing the various risks 

encountered during the completion of the project. If 

𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙  denotes the initial effort estimate of a project, 𝐸𝑟𝑖𝑠𝑘  

is the risk exposure calculated using equation (1), then the 

integrated effort estimate (𝐼𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙) of the project can be 

determined using the equation given below: 

 

 
𝐼𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙 = 𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙 + 𝐸𝑟𝑖𝑠𝑘                                           (2) 

 

Substituting the value of 𝐸𝑟𝑖𝑠𝑘  in equation (2) from 

equation (1) will give us the initial integrated software 

development effort estimate for a project. 

  
𝐼𝐸𝑖𝑛𝑖𝑡𝑎𝑙 = 𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙 + ∑ (𝐸𝑖,𝑎𝑙𝑡𝑒𝑟  −  𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙) ×  𝑝𝑖,𝑎𝑙𝑡𝑒𝑟

𝑛
𝑖=1                    (3) 

 

This estimate will now include the effort that would 

be required for development as well as risk management, 

and planning of the project. Values of the probabilities 

𝑝𝑖,𝑎𝑙𝑡𝑒𝑟  of not attaining the assumed initial level of project 

cost factors in equation (3) can be ascertained from the 

program manager or the expert responsible for effort 
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estimation of the project. It is possible that the values of 

the probabilities {𝑝𝑖}𝑖=1
𝑛 may be biased, and hence may not 

accurately estimate the cost of risk management. 

 

In this paper, 𝑝𝑖’s are treated as variables between 0 

and 1 and then their optimal values are computed using 

evolutionary algorithms such as ABC, PSO and GLBPSO, 

so that the estimated cost is as close as possible to the 

actual cost of a project. Therefore, in equation (1), the 𝑝𝑖’s 

have been replaced by 𝑤𝑖’s. The risk exposure of a project 

is expressed as the weighted mean of the risk exposures 

due to all the project cost factors using the formula given 

below: 

  
𝐸𝑟𝑖𝑠𝑘 = ∑ (𝐸𝑖,𝑎𝑙𝑡𝑒𝑟  −  𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙)  ×  𝑤𝑖

𝑛
𝑖=1                         (4) 

 

The formula in equation (3) for calculating integrated 

software development effort estimate of a project (𝐼𝐸) can 

now be expressed using the equation given below: 

  
𝐼𝐸 = 𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙 + ∑ (𝐸𝑖,𝑎𝑙𝑡𝑒𝑟  −  𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙)  ×  𝑤𝑖

𝑛
𝑖=1              (5) 

 

The 𝑤𝑖  in equation (5) can now be optimized using 

evolutionary algorithms.  

 

In this research three evolutionary algorithms have 

been experimented with: ABC, PSO and GLBPSO. 

Previous research on software effort estimation has 

demonstrated promising results with the application of 

evolutionary algorithms such as ABC, PSO, and GLBPSO 

[21-23]. These algorithms have been effective in 

optimizing complex, non-linear software project effort 

estimation problem.   

3.3 Artificial bee colony optimization 

Artificial bee colony (ABC) is a metaheuristic algorithm 

proposed by Karaboga et al. [24], which is based on the 

intelligent social behavior of the honeybee swarm. ABC 

algorithm employs collaborative trial and error approach 

to identify honeybee swarm. The ABC optimization 

algorithm is driven by peer-to-peer learning behavior of 

social colonies and reaches the optimal solution following 

an iterative process. There are four phases in the ABC 

algorithm: initialization phase, employed bee phase, scout 

phase and onlooker bee phase. In the initialization of the 

population, ABC generates a uniformly distributed 

population of solutions where each solution is a 

dimensional vector. In the proposed approach, the weight 

vector (𝑤𝑖
′𝑠) described in Section 6.1 will represent the 

solution vector. Each 𝑤𝑖  varies between 0 and 1. The 

employed bees update the current solution based on their 

own experience and fitness value of the new solution. If 

the new solution has a higher fitness value than the current 

solution, the bee selects the new solution and discards the 

current one. In this research, weight vector which gives 

the lowest MMRE will be selected.              

3.4 Particle swarm optimization 

Particle swarm optimization (PSO) algorithm also belongs 

to the family of swarm intelligence algorithms, and  was 

first proposed by J. Kennedy and R. Eberhart in 1995 [25]. 

PSO algorithm models the social behavior of flocking of 

birds or school of fish to optimize nonlinear functions. 

Each particle/bird which represents the solution to the 

problem has a position and velocity associated with it. In 

the algorithm, particles change their position by adjusting 

their velocity either to seek food, avoid predators or to 

identity optimized environmental parameters. Also, each 

particle memorizes its best position during the process and 

communicates it to other particles in the swarm. So, the 

velocity of a particle is modified using the flying 

experience of the particle itself and the flying experience 

of the whole group, termed as global best PSO. For this 

research, the particles are the weight vectors which 

determine the risk exposure due to each cost factor. The 

objective is to minimize the MMRE of the project in the 

dataset.  

3.5 Global local binary PSO optimization 

An improved PSO algorithm was proposed by Rita 

Chhikara et al. [26] to overcome the disadvantages of the 

global best PSO. The algorithm Global local binary PSO 

(GLBPSO) integrated the global best PSO with local best 

PSO and dynamically changed the population size using 

(Hope/ Rehope). The algorithm begins by using the global 

best PSO and if the value of the fitness function does not 

change for two consecutive iterations, local best PSO is 

applied with a neighborhood size of 4. The particles move 

towards the best solution in the neighborhood by 

communicating with their four immediate neighbors. If 

the local best PSO does not improve the fitness function 

in three consecutive iterations, this indicates stagnation in 

the search process. To avoid this stagnation, hope/ rehope 

is applied on the population. For kth iteration, for particles 

having marginal distance (less than 0.01) among 

themselves, only the particle with higher fitness function 

value is retained in the population. However, it could lead 

to decrease in population size. To avoid such a situation, 

the population size is checked after each iteration, and if it 

reduces to less than 50% of its original size, then the 

population size is increased randomly by 30%. This 

eliminates the bad performing particles and at the same 

time revives the hope for a better solution. These steps are 

repeated until the stopping criteria is met or the set number 

of iterations have been executed. 

3.6 Research questions 

This paper aims to provide the experimental evidence to 

answer the research questions given below: 

 

RQ1: Does the accuracy of effort estimate of the project 

improve by adding the cost of risk exposure to the initial 

estimated effort of the project? 

This research integrates the effort that goes into risk 

management and control into the initial effort estimate of 

the project. A function 𝐼𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙  as given in equation (3) is 
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proposed, to determine the integrated effort estimates for 

software projects. The weighted cost of the risk exposure 

due to each project cost factor is added to the initial effort 

estimate of the project. The research aims to find out 

whether these integrated effort estimates are more 

accurate than the initial effort estimates. 

 

RQ2: What is the impact of bias on risk exposure of the 

project?  

Some biases in the cost of risk exposure might have 

been introduced due to 𝑝𝑖,𝑎𝑙𝑡𝑒𝑟  in the integrated effort 

estimates (𝐼𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙), as given in equation (3). The values 

of 𝑝𝑖,𝑎𝑙𝑡𝑒𝑟  are based on expert judgment and have been 

collected based on a questionnaire for the respective effort 

estimation models: waterfall and agile. These values 

might be biased as per the expert’s understanding and 

knowledge. This research reduces these biases by 

obtaining optimal values of the 𝑤𝑖′𝑠 (𝑝𝑖,𝑎𝑙𝑡𝑒𝑟) by using 

evolutionary algorithms ABC, PSO and GLBPSO. In the 

weighted function 𝐼𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙  in equation (3), the 

probabilities are replaced with weights to obtain the 

weighted function 𝐼𝐸 as given in equation (5). 𝐼𝐸 is 

optimized using evolutionary algorithms, which obtain 

optimal values of the weights 𝑤𝑖
′𝑠. 

 

RQ3: Can project cost factors be ranked with respect to 

their risk exposure? 

Using equation (5), optimal values of 𝑤𝑖 ′𝑠  are 

obtained. These weights determine the contribution of 

each project cost factor in the total cost of risk exposure of 

the project. Higher the value 𝑤𝑖  implies that the associated 

project cost factor will contribution more to the total risk 

exposure of the project. This information can be used by 

project managers to identify the project cost factors which 

need better management of the risks associated with them. 

4 Data collection 
The proposed integrated effort estimation model was 

tested on data collected from an Indian IT firm involved 

in software development, maintenance, and consultancy. 

Two types of projects were considered for the research – 

projects with Waterfall delivery model [27] and projects 

with Agile delivery model [28]. Experts who handled the 

projects were interviewed over a span of 1 year and data 

was collected based on a questionnaire. Two separate 

questionnaires were prepared – one for each delivery 

model, Waterfall and Agile. Experts included project 

managers, technical architects, analysts, and developers. 

These experts were directly involved in the project effort 

estimation process. Experts from over 75 different 

projects were interviewed. 45 projects followed the 

Waterfall delivery model, and rest of the 30 projects were 

working on the agile principles. Projects were from varied 

domains covering banking, healthcare & pharmaceutical, 

and Insurance. Waterfall model questionnaire had 69 

fields to be filled while the agile questionnaire had 45 

fields. Table 1 shows a general format of the 

questionnaire.  

 

 

 

 

 

 

 

Table 1: Questionnaire format 

Questionnaire 

Project Id KLOC / Story 

Points 

Actual Effort 

(Man Months) 

Cost Factor 

Initial Level Probability of 

not meeting the 

initial Level 

Alternative 

Level 

Questionnaire for the Waterfall model was based on 

CoCoMo II project cost factors. There were 5 scale factors 

and 17 cost factors identified in the CoCoMo II Model. All 

the scale and cost factors have been calibrated at five 

levels: very low, low, nominal, high, very high and extra 

high [29]. The questionnaire focused on lines of code in 

the project (measured in KLOC), actual effort spent (Man 

Months), scale factors and the cost factors. For the scale 

and cost factors three inputs were taken from the experts 

– their initial assumed level while estimating effort, 

probability of not meeting that assumed level and an 

expected alternative level. The dataset thus collected is 

referred to as the “Waterfall model” dataset.  

Similarly, questionnaire for the Agile model was 

based on the frictional and dynamic forces suggested by 

Ziauddin [30] . In the Agile delivery model, the stories are 

delivered in sprints. This questionnaire collected 

responses for one sprint in each project covering story 

size, story complexity, actual velocity, sprint time, 

dynamic factors, and frictional factors related to the 

project. Size of the story was rated on a scale of 1-5 based 

on the effort required for the development of the story. 

Complexity was also rated on a scale of 1-5 depending 

upon the nature of the work and complexity of technical 

and non-technical requirements. There are 4 frictional 

factors and 9 dynamic factors identified in the model 

which impact the effort estimates of agile projects. 

Ziauddin has laid down guidelines to determine the size 

and complexity of the story on a scale of 1-5. The 

questionnaire focused on the sprint time, story size, actual 

velocity, story complexity and the variable forces 

(dynamic & frictional factors) – their initial assumed 

levels during effort estimation, probability of not meeting 

that assumed level and the expected alternative level. The 
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dataset thus collected is referred to as the “Agile model” 

dataset.        

5 Calculation of Integrated effort 

estimates  
During the initial project planning phase, an estimate of 

the effort (𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙) involved in development of a project is 

done with certain assumptions regarding the project cost 

factor values. With these assumptions the project cost 

factors are assigned certain values and then the initial 

effort is estimated. This effort can be estimated using any 

established effort estimation technique depending upon 

the nature of the project, its delivery model and local 

environment. The effort calculated is expressed in Man 

Months (MM), which is the average effort spent by one 

person for a month. Initial effort is calculated for both the 

datasets: waterfall and agile using the estimation 

techniques described below. 

5.1 Waterfall model dataset 

For the “Waterfall model” dataset, the project data was 

collected based on CoCoMo II project cost and scale 

factors [29]. So, the initial effort values (𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙) for a 

project were calculated using the CoCoMo II effort 

estimation formula given below: 

 𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙 = 𝐴 × 𝑆𝑖𝑧𝑒𝑆 × ∏ 𝐸𝑀𝑖,𝑖𝑛𝑖𝑡𝑖𝑎𝑙               

𝑛

𝑖=1

 (1) 

  

where 

𝑆
= 𝐵
+ 0.01

× ∑ 𝑆𝐹𝑘,𝑖𝑛𝑖𝑡𝑖𝑎𝑙

5

𝑘=1

  

                   

(2)                                             

 

                                                                                                                                                                                                                                                         

𝐴 is a constant whose value can be calibrated according to 

the project’s local environment. It has been established 

that CoCoMo II estimates the software development effort 

more accurately when the constant 𝐴 is calibrated 

according to the organization’s productivity and activity 

distributions [31]. This research uses the standard value of 

2.94 proposed in the CoCoMo II Model. 𝐵 is also a 

constant set at 0.90 in the CoCoMo II model. 𝐸𝑀𝑖,𝑖𝑛𝑖𝑡𝑖𝑎𝑙  

denotes the project effort multiplier for the 𝑖𝑡ℎ project cost 

actor which impacts the estimated effort of the project. 

There are 17 cost factors (n=17) in the CoCoMo II Model. 

Size of the project is determined in KLOC. 𝑆𝐹𝑘,𝑖𝑛𝑖𝑡𝑖𝑎𝑙  are 

the five scale factors. From the expression for 𝑆, it can be 

observed that that 𝑆𝐹𝑘’s make the effort grow 

exponentially. Substituting the values of 𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙  from 

equation (6) in equation (5), the integrated effort estimate 

(𝐼𝐸), for Waterfall model dataset can now be expressed as 

below: 

where 𝐸𝑀𝑖,𝑖𝑛𝑖𝑡𝑖𝑎𝑙  represent the project cost factor 

values at the initial assumed stage, and 𝐸𝑀𝑖,𝑎𝑙𝑡𝑒𝑟represents 

the project cost factor values at the alternative level. 

5.2 Agile model dataset 

For the “Agile model” dataset, initial effort value 

𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙for a project was calculated using the model 

proposed by Ziauddin [30]. The model estimates the effort 

for a sprint using the story size, complexity, dynamic and 

frictional factors. The software product to be developed, 

is described in the form of user stories creating a product 

backlog owned by the product owner, usually a 

representative of the customer for whom the product is 

being developed. The team delivers the selected user 

stories at completion of each sprint. As opposed to 

waterfall model where the manager is responsible for 

estimating the effort in the planning phase, in agile 

approach the team members decide on the effort that will 

go into the delivery of the user story at the beginning of 

each sprint. Team members estimate the required effort 

based on their experience, story size, complexity, and 

project cost factors. The effort is expressed in terms of 

story points, where one story point corresponds to a day’s 

work for the team member. The project cost factors might 

change during the sprint execution leading to the 

uncertainty in effort estimate by the team member. These 

project cost factors account for the risks associated with 

the project which impact the effort estimate of the sprint. 

Steps given below were followed to calculate the initial 

effort estimate. 

a) Effort for a story: For each story, the effort 

dispensed towards the development of the story was 

calculated using the formula given below: 

 

 

 

 

 

 

 

 

𝐼𝐸 = 𝐴 × 𝑆𝑖𝑧𝑒𝑆 × ∏ 𝐸𝑀𝑖,𝑖𝑛𝑖𝑡𝑖𝑎𝑙

𝑛

𝑖=1

+ ∑ {(𝐴 × 𝑆𝑖𝑧𝑒𝑆

𝑛

𝑖=1

× ∏ 𝐸𝑀𝑖,𝑎𝑙𝑡𝑒𝑟

𝑛

𝑖=1

)

− (𝐴 × 𝑆𝑖𝑧𝑒𝑆

× ∏ 𝐸𝑀𝑖,𝑖𝑛𝑖𝑡𝑖𝑎𝑙

𝑛

𝑖=1

)}

× 𝑤𝑖 

(3) 

 

𝐸𝑆 (𝐸𝑓𝑓𝑜𝑟𝑡 𝑓𝑜𝑟 𝑎 𝑠𝑡𝑜𝑟𝑦)
= 𝑠𝑡𝑜𝑟𝑦 𝑠𝑖𝑧𝑒 
× 𝑠𝑡𝑜𝑟𝑦 𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦 

(4) 
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This effort estimate of the story is expressed in story 

points. 

b) Effort for the whole sprint: The estimated effort for 

all the stories in the sprint is added to get the effort 

estimate of the sprint, using the equation given below: 

 

 

𝐸 (𝐸𝑓𝑓𝑜𝑟𝑡 𝑓𝑜𝑟 𝑤ℎ𝑜𝑙𝑒 𝑠𝑝𝑟𝑖𝑛𝑡)

= ∑ 𝐸𝑆𝑖

𝑛

𝑖=1

 
(5) 

where, n is the number of stories being delivered in 

the sprint. Now, the effort for the whole sprint is in 

story points. 

c) Variable factors: From the agile project dataset, 

initial values of the frictional and dynamic factors 

were used to calculate the impact of variable factors 

on the initial effort estimate. The impact was 

calculated using the formula given below: 

 

𝐷 (𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝐹𝑜𝑟𝑐𝑒𝑠)

= ∏ 𝐹𝑟𝑖𝑐𝑡𝑖𝑜𝑛𝑎 𝑓𝑎𝑐𝑡𝑜𝑟𝑠𝑖

4

𝑘=1

× ∏ 𝐷𝑦𝑛𝑎𝑚𝑖𝑐 𝑓𝑎𝑐𝑡𝑜𝑟𝑠𝑗

9

𝑚=1

 

(6) 

 

d) Agile Velocity: In this step, the velocity for each 

sprint in the project was determined based on the 

estimated sprint effort 𝐸, sprint time 𝑇 and variable 

forces 𝐷 in the sprint, using the formula given below: 

 𝑉 (𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦) = (
𝐸

𝑇
)

𝐷

 (7) 

In Agile delivery, the velocity of the project is 

improved and stabilized over various sprints [32]. 

This stability in velocity will depend on the project 

cost factors, in this case dynamic and friction factors. 

These factors change often during the execution of the 

sprint thus leading to uncertainties in the estimated 

effort. These uncertainties are the risks associated 

with the project which need to be addressed during 

the project execution. The effort that goes into the 

control and mitigation of these risks has been 

accounted for in the estimated effort in the proposed 

approach. The formula for integrated effort 
(𝐼𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙) is given in equation (13). 

e) Effort estimate: From equation (12), formula for 

𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙  can be obtained as follows: 

 

 
𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙 = 𝐸 =  (𝑉)

1
𝐷 × 𝑇 

 

(8) 

Substituting the values of 𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙  from equation (13) in 

equation (5), the integrated effort estimate for the Agile 

model dataset can now be expressed as below: 

 

𝐼𝐸 = (𝑉)
1
𝐷 × 𝑇 + ∑ {((𝑉)

1
𝐷𝑖,𝑎𝑙𝑡𝑒𝑟 × 𝑇)

𝑛

𝑖=1

− ((𝑉)
1
𝐷 × 𝑇)} × 𝑤𝑖 

(9) 

where 𝐷𝑖,𝑎𝑙𝑡𝑒𝑟  represents the variable forces or project cost 

factors at the alternative level. 

6 Experimental setup 
The estimated effort expressed in equations (8) and (14) 

for waterfall and agile delivery models respectively can 

now be optimised using evolutionary algorithms. In this 

work, ABC, PSO and GLBPSO have been used to 

optimise the effort estimates as described below:  

6.1 Representation of the population 

In this research, each individual particle/ bee in the 

population is represented as a vector of weight values as 

shown below: 

 

Waterfall model 

 
 
Agile model 

 
 

The Waterfall model and the agile model datasets will 

have 21 and 13 weights respectively for associated project 

cost factors. In equations (8) and (14), the weights are 

optimized to calculate the integrated effort estimates for 

software project development. All the weights are in the 

range 0 to 1. The algorithms will return the vector with 

weight values at which the MMRE value is minimized. 

From equation (15), it follows that the optimization of 

weight values will bring the 𝐼𝐸`s close to the actual effort.  

6.2 Fitness function 

In evolutionary algorithms, fitness function is used to 

evaluate the fitness of the individuals in the population. 

Mean magnitude of relative error (MMRE) is the most 

widely used fitness function for software effort estimation 

problem [33]. Tomas Urbanek [33] et al. have found 

MMRE to be an average fitness function for the effort 

estimation problem. Considering earlier performance of 

MMRE, we have used MMRE as the fitness function for 

ABC, PSO and GLBPSO algorithms. 

6.2.1 Mean magnitude of relative error 

For the algorithms used in this research, mean magnitude 

of relative error (MMRE) is used as the objective function 

to evaluate the fitness of the individuals in the population 

[34]. Magnitude of relative error (MRE) is the ratio of the 

absolute difference between the integrated effort (𝐼𝐸) and 

the actual effort spent on the project, and the actual effort 

spent on the project. Thus, the formula for MMRE will be: 

  

 
𝑀𝑀𝑅𝐸 =

∑ 𝑀𝑅𝐸𝑁
𝑖=1

𝑁
 = 

∑ (
𝐼𝐸𝑖−𝑎𝑐𝑡𝑢𝑎𝑙 𝑒𝑓𝑓𝑜𝑟𝑡𝑖

𝑎𝑐𝑡𝑢𝑎𝑙 𝑒𝑓𝑓𝑜𝑟𝑡𝑖
)𝑁

𝑖=1 𝑁⁄  
(10) 
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where N is the total number of projects in the dataset. 

All the three algorithms are used to obtain weight values 

(𝑤𝑖) that minimize the MMRE. 

 

6.3 Parameter values 

The proposed approach is implemented on two datasets 

collected during the research described in section 4. The 

implementation for the considered evolutionary 

algorithms was executed on MATLAB. The fitness 

function values in ABC, PSO and GLBPSO showed little 

change after 20 iterations. So, the number of iterations is 

set to 20 in all the swarm optimization algorithms. 

6.3.1 Parameter values for ABC 

In ABC algorithm the population size is generally kept as 

the square of the number of employed bees [24]. The 

number of weights in the waterfall model dataset is small 

(21), an initial population of size 441 i.e., square of 21 was 

generated randomly. Similarly, the agile model dataset 

had 13 weights, so the randomly generated population size 

was kept at 169. The best fitness value after every iteration 

showed little change after around 17 iterations as shown 

in figures 2 and 6. Thus, the number of iterations in each 

run were set to 20. The number of trials for abandoning 

food source (Limit) was set to 50.  

6.3.2 Parameter values for PSO and GLBPSO 

The population size for PSO and GLBPSO were kept the 

same as for the ABC algorithm. So, the population size 

was set at 441 for Waterfall model dataset and 169 for 

agile model dataset. Other parameters values are given 

below: 

1) Number of iterations: 20 

2) c1 = c2 = 1.5 

3) w = 0.8 

 

For PSO and GLBPSO, the best fitness value after 

every iteration showed little change in waterfall model 

dataset after around 17 iterations and showed little change 

in agile model dataset after around 7 iterations as shown 

in figures 3, 4, 7 and 8 respectively. 

 

6.4 Performance evaluation metrics 

The integrated effort estimated with the proposed model 

is compared with the initial estimated effort using the 

benchmark model based on four performance evaluation 

metrics: mean magnitude of relative error (MMRE), 

standardized accuracy (SA), effect size (∆) and coefficient 

of determination (R2).  

6.4.1 Standardized accuracy 

The performance evaluation measures MRE and MMRE 

have been criticized for being biased towards effort 

estimation techniques resulting in underestimates [34-39]. 

Therefore, we compare integrated effort estimates from 

the proposed approach with the estimated effort of 

CoCoMo II and Ziauddin models using standardized 

accuracy (SA) also. In SA, an estimated effort value is 

randomly chosen and assigned as effort estimate of the 

remaining projects. This process is repeated 1000 times 

and then mean absolute error (MAR) is calculated every 

time.  Standardized accuracy is calculated based on the 

formula given below: 

 𝑆𝐴 = 1 −
𝑀𝐴𝑅

𝑀𝐴𝑅𝑃0

× 100 (11) 

where 𝑀𝐴𝑅 is the mean absolute error i.e., the mean 

of the absolute difference between the estimated and 

actual effort estimates of all the projects.  

 

𝑀𝐴𝑅𝑃0 is the mean MAR of the 1000 random 

assignments [38]. For performance evaluation, a lower 

MMRE value or a higher SA value implies a better effort 

estimation approach. 

6.4.2 Effect size 

Effect size (∆) is used to determine the reliability of the 

proposed approach [38, 40]. It can be calculated based on 

the formula given below: 

 ∆=
𝑀𝐴𝑅 − 𝑀𝐴𝑅𝑃0

𝜎𝑃0

 (12) 

where 𝜎𝑃0 refers to the standard deviation of MAR 

values of 1000 random assignments from 𝑀𝐴𝑅𝑃0. High 

value of ∆ (>0.5) indicates that the results obtained by the 

proposed algorithm are more reliable than those obtained 

by random guessing.  

6.4.3 Coefficient of determination 

Coefficient of determination (R2) is used to determine the 

correlation between the dependent and the independent 

variables [41]. It varies from 0 to 1. A value closer to 1 

indicates a strong correlation between the variables. For 

this research, independent variables are the project cost 

factor values and the size of the project. Estimated effort 

will be the dependent variable. 

7 Results & analysis 
Each algorithm was run 25 times. We have reported the 

best results obtained for each algorithm. 

7.1 Results for waterfall model dataset 

Table 2 lists the weight values obtained for all the three 

algorithms: ABC, PSO and GLBPSO for the Waterfall 

dataset. These weights represent the optimal values of 

𝑝𝑖,𝑎𝑙𝑡𝑒𝑟 defined in equation (5). A higher value of 𝑝𝑖,𝑎𝑙𝑡𝑒𝑟  

(>0.5) indicates high level of risk exposure due to the 

corresponding project cost factor. Weight values 0, 

indicate that there was negligible risk due to that project 

cost factor and it did not impact the effort estimate of the 

project. All the projects considered are from the same 

organization, where these project cost factors such as main 

storage constraint, platform volatility, platform experience 

and execution time constraint, might already be controlled 

efficiently thus having no impact on the integrated effort 

estimate. Weight values of 1 indicate that the associated 



Integrated Software Effort Estimation: a Hybrid Approach… Informatica 48 (2024) 329–344 337 

project cost factors highly impact the integrated effort of 

the project. These factors need to be monitored and 

controlled for successful project deliveries. Results 

indicate that the evolutionary algorithms give better 

results (lower MMRE) as compared to the MMRE values 

of initial integrated effort estimate 𝐼𝐸𝑖𝑛𝑡𝑖𝑎𝑙 . From table 3 it 

can be observed that among the evolutionary algorithms, 

PSO outperformed the other two algorithms (ABC and 

GLBPSO) with the lowest MMRE value of 0.131 in the 

shortest time. MMRE for GLBPSO was also 0.131, but it 

took more execution time than PSO. 

Table 2: Parameter values for ABC, PSO and GLBPSO 

algorithms: Waterfall model 

 

Table 3: Waterfall Model experimental results 

 
 

In table 4, the integrated effort estimates obtained by 

the five approaches: CoCoMo II, 𝐼𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙 , ABC, PSO and 

GLBPSO are depicted project wise. These effort estimates 

are calculated by substituting the weight values listed in 

table 2 in equation (8). It can be noted that for most of the 

projects, integrated effort estimates for evolutionary 

algorithms are lower than their corresponding 𝐼𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙  

value given in column 4 of table 7. This indicates that the 

experts might have overestimated the alternative cost of 

the project cost factors that increased the project risk 

exposure. For projects (P1, P3, P5, P8, P16, P19, P33, P36, 

P40 and P41), the integrated effort for the evolutionary 

algorithms is higher than their corresponding 𝐼𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙  

value. The MRE for these projects were in the range: 

CoCoMo II (0%, 39%), 𝐼𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙  (3%, 38%), ABC (1%, 

37%), PSO (0%, 41%) and GLBPSO (0%, 36%). This 

indicates under estimation of risk exposure due to the 

project cost factors by the experts.  Figure 1 shows the 

variation in MRE of projects for all the considered five 

estimation approaches. MRE for projects (P4, P7, P10, 

P11, P15, P17, P19, P20, P23, P24, P25, P26, P27, P30, 

P31, P33, P37, P39, P40, P41, P44 and P45) has reduced 

considerably with the use of evolutionary algorithms as 

compared to the MRE values obtained when using 

CoCoMo II or initial integrated effort estimates 𝐼𝐸𝑖𝑛𝑖𝑡𝑖𝑎𝑙 .  

 

Table 4: Estimated effort for Waterfall Model 

Projec

t Id 

Actual 

Effort 

CoCoM

o II 
𝑰𝑬𝒊𝒏𝒊𝒕𝒊𝒂𝒍 ABC PSO 

GLBP

SO 

P1 1634 
1440.80

1 

1728.74

3 
1904.43 

2036.9

67 

2024.0

36 

P2 700 
666.953

6 

713.992

1 
594.992 

589.19

42 

564.23

96 

P3 3987 
3852.06

8 

4123.87

2 

4309.47

7 

4125.6

41 

4343.7

61 

P4 450 
404.289

3 
498.517 

441.591

4 

449.43

59 

442.94

01 

P5 2608 
2702.00

5 
2535.76 2652.95 

2430.5

74 

2594.0

73 

P6 3567 
3304.39

5 

3661.61

5 

3085.54

5 

2944.1

22 

2957.7

99 

P7 2256 
2048.07

8 
2473.87 

2150.13

4 

2320.1

1 

2295.6

57 

P8 912 
965.824

3 
952.08 

969.263

9 

918.23

94 
978.07 

P9 2879 
2518.21

5 

2959.18

3 

2329.92

6 

2673.0

46 

2492.9

19 

P10 2435 
1922.34

3 

2318.94

7 

2048.01

8 

2440.1

57 

2285.4

11 

P11 1456 
1297.09

3 

2202.69

1 

1957.83

2 

1884.4

66 

1590.1

99 

P12 2234 
1480.34

3 

2414.96

8 

2262.71

4 

2347.0

47 

2421.1

57 

P13 3200 
2020.04

7 

3080.99

2 

2835.48

8 

3174.4

99 

2578.9

9 

P14 3567 
2339.51

9 
4248.97 

3801.65

6 

3581.1

39 

3753.1

84 

P15 3678 
2044.51

4 
3905.35 

3523.73

4 

3309.4

43 

3461.9

98 

P16 2759 
2756.70

7 
2585.53 

2705.77

4 

2478.3

66 

2645.3

65 

P17 3015 4621.11 
4901.98

3 

4300.25

3 

4093.6

11 

4115.9

07 

P18 3459 
2897.41

6 

3497.34

2 

3053.94

8 

3288.6

89 

3253.6

42 

P19 2435 1490.16 
1981.08

7 

2114.64

1 

2201.6

21 

2278.5

78 

P20 859 
1412.50

6 

1496.21

6 

1236.09

9 

1208.9

15 

1163.3

07 

P21 3147 
1821.51

6 

2934.55

7 
2384.43 

1944.1

2 

2307.8

94 

P22 1987 
1304.25

8 

2239.50

9 

1765.50

8 

1465.0

91 

1709.6

01 

P23 4567 
4632.82

6 

5968.33

4 

4640.55

7 

4502.9

62 

4047.4

02 

P24 3629 
3275.44

1 
4936.89 

4158.49

8 

3676.2

3 

4085.7

44 

P25 2897 
2937.63

4 
4906.66 

3734.72

4 

3305.2

51 

3671.4

37 

P26 2453 
1247.93

9 
1496.43 

1498.68

3 

1644.6

63 

1492.2

66 

P27 3786 
6163.26

6 

5581.17

3 

4626.05

6 

4513.5

31 

3955.9

72 

P28 2687 
2577.09

9 

2510.66

7 

2574.53

9 

2437.8

85 

2385.7

94 

Weights ABC PSO GLBPSO 

w1 0 0 0 

w2 0.168 0.552 0.579 

w3 0.596 1 0.686 

w4 0.826 1 1 

w5 0.954 1 1 

w6 0.685 1 0.729 

w7 0.755 1 1 

w8 0.33 0.631 0.525 

w9 0.884 1 1 

w10 0.695 0.818 0.935 

w11 0.334 0 0 

w12 0.624 0 0 

w13 0.796 0.79 0 

w14 0.891 0 1 

w15 0.302 1 0 

w16 0.551 0 0.742 

w17 0.713 0 0 

w18 0.437 0.733 0 

w19 0.301 1 0 

w20 0.549 0.736 0.678 

w21 0.917 0.159 0 
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Projec

t Id 

Actual 

Effort 

CoCoM

o II 
𝑰𝑬𝒊𝒏𝒊𝒕𝒊𝒂𝒍 ABC PSO 

GLBP

SO 

P29 2937 2395.47 
2887.84

8 

2622.17

6 

2534.7

78 

2455.0

68 

P30 2874 
3730.23

8 

3463.44

9 

3229.82

4 

2879.8

49 

3033.2

84 

P31 3384 3851.66 
3346.50

9 

3377.76

7 

3371.9

7 

3199.1

05 

P32 3287 
3480.27

8 

3906.63

6 

3347.39

7 

3729.6

17 

3474.4

19 

P33 2845 
2376.81

7 

2534.22

6 

2807.81

8 

2936.2

45 

2840.3

76 

P34 3504 
3542.16

5 

3598.08

6 

3204.29

3 

3514.3

48 

3175.8

56 

P35 2134 
2005.14

2 

2034.21

4 

1882.42

5 

1901.6

43 

1827.6

61 

P36 2739 1746.16 
1710.68

6 

1734.19

3 

1628.7

57 

1740.3

16 

P37 2469 
2391.85

5 

3657.08

8 

3391.12

8 

3802.2

17 

3087.4

05 

Projec

t Id 

Actual 

Effort 

CoCoM

o II 
𝑰𝑬𝒊𝒏𝒊𝒕𝒊𝒂𝒍 ABC PSO 

GLBP

SO 

P38 3200 
3963.38

6 

3911.63

6 

4026.35

8 

3805.9

79 

3724.7

16 

P39 2489 
2562.53

4 

2590.45

1 

2391.67

8 

2407.5

34 

2317.1

95 

P40 1999 
1411.73

6 

1694.44

8 

1865.93

5 
1995.9 

1983.0

34 

P41 2598 1704.9 
2264.62

2 

2421.51

4 

2521.1

87 

2610.0

84 

P42 2876 
1369.66

4 

2605.07

2 

2319.31

9 

2176.6

2 

2281.7

17 

P43 2309 
2441.10

9 

2374.30

7 

2433.53

4 

2304.8

95 

2255.6

42 

P44 1784 
905.336

6 

1072.12

6 

937.964

8 

1126.7

77 

1054.3

62 

P45 2792 3159.18 
3502.63

9 

2952.26

3 

2818.4

42 

2831.0

23 

Figure 1: Variation of MRE in waterfall dataset 

 

Figure 2: Variation in fitness value: ABC algorithm                 Figure 3: Variation in fitness value: PSO algorithm 
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Figure 4: Variation in fitness value: GLBPSO algorithm 

7.2 Results for agile model dataset 

For the Agile dataset, the optimal weight values obtained 

for all the three algorithms: ABC, PSO and GLBPSO are 

listed in table 5. Results shown in table 6, indicate that the 

evolutionary algorithms gave better results (lower 

MMRE) as compared to the MMRE obtained for the initial 

integrated effort estimate (equation 3). It can also be 

observed that among the evolutionary algorithms, PSO 

outperformed the other two algorithms (ABC and 

GLBPSO) with the lowest MMRE value of 0.151 in the 

shortest time. MMRE for GLBPSO was also 0.151, but it 

took more execution time than the PSO.  

 

Table 5: Parameter values for ABC, PSO and GLBPSO 

Algorithms for Agile model 

 

The integrated effort estimates for the various 

approaches: Ziauddin, IE(Initial), ABC, PSO and 

GLBPSO are depicted in table 7. These effort estimates 

are calculated by substituting the weight values listed in 

table 5 in equation (11). For the Agile dataset, the MMRE 

(0.282) for IE(Initial) is close to the MMRE (0.288) of 

Ziauddin approach. The initial integrated effort estimates 

IE(Initial) for most of the projects are lower than the effort 

estimates using Ziauddin approach. The integrated effort 

estimates IE for all the evolutionary algorithms are higher 

than their IE(Initial) estimates. This indicates that the 

experts had assumed the cost of project cost factors 

optimistically. Use of evolutionary algorithms has 

considerably reduced this over optimism, as indicated by 

the MMRE values (ABC: 0.155, PSO, GLBPSO: 0.151). 

Figure 5 shows the variation of MRE obtained for projects 

for all the considered estimation approaches. MRE for 

projects (P3, P4, P5, P6, P9, P12, P15, P16, P17, P20, P21, 

P24, P26 and P30) has reduced considerably with the use 

of evolutionary algorithms as compared to the MRE 

values obtained when using Ziauddin approach or the 

initial integrated effort estimates. 

 

Table 6: Agile model experimental results 

 

 

 

Figure 6: Variation in fitness value: ABC algorithm 

 

Figure 7: Variation in fitness value: PSO algorithm 

 

Figure 8: Variation in fitness value: GLBPSO algorithm 

 

Weights ABC PSO GLBPSO 

w1 0.9183 1 1 

w2 0.0223 0 0 

w3 0.603 0.783 0.781 

w4 0 0 0 

w5 0.0733 0 0 

w6 1 1 1 

w7 0.4551 0.3888 0.3936 

w8 0.8715 1 1 

w9 0.7779 1 1 

w10 0.0417 0 0 

w11 0.2197 0 0 

w12 0.0697 0 0 

w13 0.0396 0 0 

Agile 

Model 

MMRE SA Effect 

Size (∆) 

R2 Time 

(seconds) 

Ziauddin 0.288 1.85 0.603 0.018 356.36 

IE(Initial) 0.282 2.14 0.713 0.102 347.56 

ABC 0.155 2.34 0.756 0.113 9.32 × 103 

PSO 0.151 2.43 0.766 0.114 6.17 × 103 

GLBPSO 0.151 2.44 0.765 0.113 1.19 × 104 
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Table 7: Estimated effort for agile model 

7.3 Revisiting the research questions 

RQ1: Does the accuracy of effort estimate of the project 

improve by adding the cost of risk exposure to the initial 

estimated effort of the project? 

 

Results as discussed in sections 7.1 and 7.2, show that 

the integrated effort estimates have lower values of 

MMRE and higher values of SA, effect size and R2 than 

the corresponding initial effort estimates, for both the 

datasets. Thus, it can be concluded that the integrated 

effort estimates are more accurate, reliable, and 

comprehensive than the initial effort estimates. 

 

RQ2: What is the impact of bias on risk exposure of the 

project? 

 

Results in sections 7.1 and 7.2, show that the MMRE 

of the software effort estimate is reduced by using 

evolutionary algorithms ABC, PSO and GLBPSO for both 

the datasets. In the process, we also obtain the optimum 

weight value, 𝑤𝑖 , corresponding to the 𝑖𝑡ℎ project cost 

factor, which is the optimum value of 𝑝𝑖,𝑎𝑙𝑡𝑒𝑟 . These 

optimal values of the  𝑤𝑖 ′𝑠 reflect the unbiased values of 

(𝑝𝑖,𝑎𝑙𝑡𝑒𝑟)
′
𝑠. 

 

RQ3: Can project cost factors be ranked with respect to 

their risk exposure? 

 

High value of 𝑤𝑖  implies that the contribution of the 

𝑖𝑡ℎproject cost factor is also high in the risk exposure of 

the project. So, the values of 𝑤𝑖’s are good indicators of 

project cost factors which have high risk exposure. 

 

 
 

Figure 5: Variation of MRE in agile dataset 
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8 Threats to validity 
This section discusses threats to validity of the proposed 

model.  

External validity 

External validity [42] is concerned with 

generalization of the results obtained. Threats to external 

validity are conditions that limit the ability to generalize 

the results of the proposed experiment to other effort 

estimation models [43-46].  

For this research, the datasets have been collected 

from a single organization. Although the organization is a 

large IT consultancy firm working on projects in varied 

domains, the proposed approach could be further validated 

by experimenting on data from different organizations. To 

test the efficacy of evolutionary algorithms, large datasets 

are ideal. The results in this paper are based on datasets 

with 30 to 45 projects. 

9 Conclusion  
This paper has introduced a novel approach for integrating 

the impact of risk exposure into the effort estimate of a 

software project. This impact is determined using the 

weights associated with the risk exposure due to each 

project cost factor. These weights are then optimized using 

evolutionary approaches like ABC, PSO and GLBPSO. 

Experimental results show that the PSO and GLBPSO 

algorithms gave more accurate effort estimates for both 

waterfall and agile projects, but GLBPSO took more time. 

The approach essentially reduces the bias due to the 

probabilities which were associated with the impact of risk 

exposure on the effort estimates of the projects. Software 

effort estimation for projects now, will, not have to rely 

solely on the expert judgment for assessing the probable 

impact of the risk exposure due to project cost factors. 

The project factors can be ranked based upon the 

associated optimal weight values. Software Project 

managers can prepare and plan for risk management and 

development of the project effectively using the ranking 

obtained. Cost factors with higher weight values will need 

to be mitigated and controlled earlier than the cost factors 

with lower weight values. 

10 Future directions 
In the manuscript, tables 4 & 7 list the effort estimates 

calculated by using the optimum weight values obtained 

by applying ABC, PSO and GLBPSO on waterfall and 

agile model datasets respectively. To validate the obtained  

results, tables 5 and 6, then compare the calculated effort 

estimates based on MMRE, SA, Effect size and R2.  The 

results obtained confirm that the risk integrated effort 

estimation accuracy improves with the application of 

evolutionary algorithms such as ABC, PSO and GLBPSO. 

The proposed risk integrated approach can further be 

validated through additional case study / company data. 

The proposed risk integrated effort estimation 

approach can be applied to other benchmark effort 

estimation models such as Use Case Point [47], Function 

Point [48], and  Analogy based estimation [49] for 

Waterfall projects. Poker [50], T-shirt sizing and Three 

point estimation [51] for Agile projects. To enable the 

comparison, cost factor data for the suggested benchmark 

models will have to be collected / generated.  

To further investigate the impact of evolutionary 

algorithms on weight values associated with cost factors, 

other available evolutionary algorithms such as firefly, ant 

colony optimization, cuckoo search and whale 

optimization could be used, and results compared with the 

results obtained in this research. The weight values can 

also be optimized using artificial intelligence techniques 

like neural networks, convolutional neural networks, and 

deep learning techniques.  
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Artificial Immune Recognition System (AIRS) offers a promising meta-heuristic approach inspired by the 

human immune system for classification tasks. However, limitations such as reliance on single-antigen 

activation and retention of untested memory cells can lead to inaccuracies. This paper proposes the 

Optimized Artificial Immune Recognition System (O-AIRS) to mitigate these issues. O-AIRS leverages 

Homogeneous Antigen Groups (HAGs) for refined memory cell activation, ensuring a precise threat 

response. Furthermore, O-AIRS incorporates a robust maturity mechanism to retain only validated 

memory cells, enhancing classification accuracy. The effectiveness of O-AIRS was assessed using 

established medical datasets: Liver Disorders (LD) and Haberman Surgery Survival (HSS). Experimental 

evaluation on both LD and HSS datasets establishes O-AIRS's superiority over AIRS and AIRS2 across 

various performance metrics. Notably, O-AIRS achieves this enhanced performance while utilizing 

approximately 50% fewer memory cells during classification due to its optimized activation mechanism. 

Importantly, O-AIRS guarantees the maturity of all memory cells, ensuring effective threat recognition. 

Povzetek: Predstavljen je sistem za umetno prepoznavanje imunosti (O-AIRS) izboljšuje natančnost 

klasifikacije z uporabo homogenih antigenskih skupin (HAG) in mehanizma zrelosti za shranjevanje 

preverjenih spominskih celic, kar je dokazano učinkovitejše od AIRS in AIRS2 na medicinskih podatkovnih 

nizih, hkrati pa uporablja približno 50 % manj spominskih celic. 

Povzetek: Predstavljen je sistem za umetno prepoznavanje imunosti (O-AIRS), ki izboljšuje klasifikacije z 

uporabo homogenih antigenskih skupin (HAG) in mehanizma zrelosti za shranjevanje preverjenih 

spominskih celic, kar je dokazano učinkovitejše od AIRS in AIRS2 na medicinskih podatkovnih nizih. 

 

1 Introduction 
 

The ability to learn and adapt is fundamental to human 

intelligence. It allows individuals to improve through 

experience, remember past decisions, and make better 

choices in similar situations. This concept underpins much 

of modern Artificial Intelligence (AI) research, which 

focuses on developing systems capable of learning and 

decision-making akin to human cognition. 

Inspired by biological systems such as the human 

brain, neurons, and genetic processes, researchers develop 

bio-inspired approaches to AI. These methods seek to 

replicate the efficiency and adaptability observed in 

natural systems, paving the way for advancements in 

machine learning algorithms. 

Among these bio-inspired approaches, Artificial 

Immune Systems (AIS) stand out for their emulation of 

the human immune system's ability to recognize and 

respond to threats. Originally conceived in the 1950s, AIS 

models have evolved to tackle complex computational  

 

challenges, including pattern recognition, anomaly 

detection, and optimization tasks. 

Within the realm of AIS, the Artificial Immune 

Recognition System (AIRS) [1] and its successor, AIRS2 

[2], have garnered significant attention for their 

effectiveness in supervised learning tasks. These  

algorithms are known for their good classification 

capabilities and strong capacities to support decision 

makers and resolve real-world issues [3]. 

While AIRS and AIRS2 have demonstrated success, 

their effectiveness can be hampered by inherent 

limitations. These limitations include dependence on 

single antigens for memory cell activation and the 

potential use of untested memory cells during 

classification. 

This paper addresses these limitations by introducing 

a novel AIS algorithm: the Optimized Artificial Immune 

Recognition System (O-AIRS). O-AIRS leverages 

innovative methodologies like Homogeneous Antigen 

Groups (HAGs) and a refined memory cell activation 

mechanism to overcome these shortcomings. HAGs 
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enhance pattern recognition, and the refined activation 

mechanism ensures robust and reliable classifications. 

These advancements aim to improve classification 

accuracy and computational efficiency for diverse 

datasets. 

To comprehensively evaluate O-AIRS's 

effectiveness, the authors conducted a series of rigorous 

experiments utilizing established benchmark datasets. 

These datasets, Liver Disorders (LD) and Haberman 

Surgery Survival (HSS), represent real-world scenarios 

commonly encountered in the medical domain. By 

employing a diverse range of metrics to assess O-AIRS's 

performance, the experiments provide a robust and 

generalizable understanding of its capabilities. 

This paper is structured as follows: Section 2 

discusses existing research relevant to Artificial Immune 

Systems. Section 3 provides a detailed explanation of the 

Artificial Immune Recognition System (AIRS). Section 4 

explores the advancements made in AIRS2. Section 5 

highlights the key innovations introduced in O-AIRS 

compared to AIRS/AIRS2. Section 6 presents the 

experimental study, including the use of the Haberman 

Surgery Survival (HSS) and Liver Disorder (LD) datasets, 

and summarizes the overall findings. Finally, Section 7 

concludes the paper by summarizing the research findings 

and outlining future research directions. 

2 Related works 
Artificial Immune Systems (AIS) have been extensively 

researched, resulting in a variety of algorithms. These 

algorithms mainly fall into four categories: negative 

selection, immune network, danger theory, and clonal 

selection [4]. 

Negative selection algorithms, originating from the 

seminal work of Forrest et al. [5], emulate how the 

immune system identifies and eliminates antibodies that 

mistakenly recognize 'self' components as antigens. This 

process is crucial in data security contexts, where 'self' 

corresponds to the data to be protected and 'non-self' 

denotes potentially harmful data. Subsequent studies, such 

as [6], [7], and [8], have further refined and extended these 

mechanisms, leading to enhanced efficacy of self-nonself 

discrimination. 

The concept of an immune network, a self-regulating 

system that distinguishes "self" from "non-self" without 

direct contact with antigens, was introduced by Jerne in 

1974 [9]. This foundational idea laid the groundwork for 

Artificial Immune Networks (AINs). Building on this 

work, Varela and Coutinho [10] developed a second-

generation model focused on enhancing adaptability and 

response dynamics within the network and De Castro and 

Von Zuben [11] proposed aiNet. These networks offer 

advantages similar to the human immune system, such as 

the ability to adapt to new threats. Recent research like 

[12], [13] and [14] continues to explore and optimize AIN 

frameworks for diverse applications, including pattern 

recognition and optimization problems. 

The danger theory, proposed by Matzinger [15], 

suggests that immune responses are initiated not only 

through direct interactions between antibodies and 

antigens, but also by signals released during cellular 

damage or stress. This concept has played a crucial role in 

the evolution of Intrusion Detection Systems (IDSs), 

enabling the detection of potential threats while allowing 

harmless antibodies and antigens to coexist in the absence 

of danger signals. This approach has been successfully 

implemented and further developed in practical Intrusion 

Detection systems, exemplified by notable works such as 

those referenced in [16], [17] and [18]. 

The clonal selection principle, initially formulated by 

Burnet and refined through computational models, 

describes how antibodies proliferate upon encountering 

antigens, followed by mutations to enhance affinity [19]. 

Seminal contributions in this area include CLONALG 

(CLONal selection ALGorithm) [20] and AIRS (Artificial 

Immune Recognition System) [1]. CLONALG introduced 

fundamental concepts of clonal selection in computational 

models [21], laying the groundwork for subsequent 

advancements. Ongoing research [22], [2], [23] and [24] 

continues to explore and refine clonal selection 

mechanisms, with the aim of enhancing adaptability and 

efficiency across various problem domains. AIRS [1] and 

its successor AIRS2 [2] have gained recognition for their 

robust classification capabilities and practical application 

in decision support systems [3]. Table 1 provides a 

comprehensive overview of the key references discussed 

in this section.

Table 1: Summary of relevant literature. 

 Algorithm Dataset 
Application 

area 

Performance 

metric 
Strengths Limitations Remarks 

N
eg

a
tiv

e
 S

electio
n

 

Self-Nonself 

Discrimina-

tion [5] 

Experi-

mental data 

Virus detec-

tion 

 Probability of 

detection 

 Computational 

cost 

Protects anti bodies 

from modification 

to conform to 

altered self 

High compu-

tational cost for 

generating the 

initial "self" 

repertoire 

First negative 

selection 

algorithm 
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Improved 

Negative 

Selection 

Algorithm 

(Improved-

NSA) [6] 

Sensor 

data: three-

tank sys-

tem 

Fault detection 

 Coverage Rate 

 Overlap Rate 

 Detection Rate 

 False Alarm 

Rate 

 Automatic adjust-

ment of detector 

radius for optimal 

coverage 

 Reduces overlap 

between detectors 

 Requires pre-

defined "self" 

data for 

training 

 May not be 

suitable for 

complex 

anomaly 

patterns 

Custom da-

tasets for 

three-tank 

system (not 

public) 

Antigen 

Density 

Clustering - 

Negative 

Selection 

Algorithm 

(ADC-NSA) 

[7] 

 Breast 

Cancer 

Wiscon-

sin 

(BCW) 

 Knowled

ge Dis-

covery 

and Data 

Mining 

Cup 99 

(KDD-

Cup99) 

Anomaly de-

tection: 

 Medical di-

agnosis 

 Network in-

trusion de-

tection 

 Spam de-

tection 

 Detection Rate 

 False Positive 

Rate 

 Addresses uneven 

antigen distribu-

tion 

 Improves 

detection 

efficiency 

 Reduces random-

ness in detector 

generation 

 Requires 

tuning cutoff 

distance for 

clustering 

 Needs further 

research on 

identifying 

"loopholes" 

(undetected 

data) 

- 

Improved 

Negative 

Selection 

Algorithm 

(INSA) [8] 

Normal 

state sam-

ple library 

of distri-

bution 

network 

dataset 

High re-

sistance fault 

identification 

in distribution 

network 

 Detection Rate 

 Classification 

 Accuracy 

Requires small 

number of samples 

for training 

Vulnerable to 

black holes 

(cannot classify 

when there are 

many types of 

abnormal 

states) 

Custom da-

taset (not 

public) 

A
rtificia

l Im
m

u
n

e N
etw

o
rk

s 

Artificial 

Immune 

Networks 

(AINet) [11] 

Unlabeled 

numerical 

datasets 

Data clustering 

and filtering 

 Compression 

Rate 

 Classification 

Accuracy 

 Reduction of 

Redundancy 

 Reduces data re-

dundancy 

 Identifies groups 

and subgroups in 

the data 

 Determines the 

number of 

clusters and their 

structure 

 Offers good com-

pression rates 

 High number 

of user-

defined pa-

rameters 

 Computa-

tionally ex-

pensive 

(O(p³)) 

 Sensitive to 

suppression 

threshold 

50-sample 

classification 

(5 classes) 

and the two-

donut 

problem 

Adaptive 

Artificial 

Immune 

Networks 

[12] 

 KDD'99 

 CAIDA'0

7 

 CAIDA'0

8 

Network se-

curity, specif-

ically Denial-

of-Service 

(DoS) flooding 

attack de-

tection and 

mitigation 

 True Positive 

Rate 

 False Positive 

Rate 

 Hit Rate 

 Entropy 

 Adapts thresholds 

for anomaly 

detection 

 Implements 

quarantine zones 

to isolate threats 

 Requires 

careful tuning 

of parameters 

for optimal 

performance 

 May have 

computational 

overhead 

Other data 

generated for 

this study by 

the DDoSIM 

tool were 

used in sim-

ulations 

COVID-opt-

aiNet [14] 

 COVID‐

19 CT 

dataset 

 COVID‐

19 Radi-

ography 

dataset 

 Chest X‐

ray da-

taset 

 

COVID-19 de-

tection 

 Precision 

 Recall 

 F1‐Score 

 Accuracy 

 Improved 

accuracy 

compared to 

standalone 

DL/ML methods 

 Reduced training 

time 

 Requires large 

datasets for 

training 

 Performance 

might be de-

pendent on 

specific da-

tasets 

Hybrid ap-

proach using 

AINet with 

DL/ML 

techniques 
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D
a

n
g

er
 T

h
eo

ry
 

Deep Den-

dritic Cell 

Algorithm 

(DeepDCA) 

[16] 

IoT-Bot 

dataset 

IoT intrusion 

detection 

 Accuracy 

 Precision 

 Recall 

 F1-Score 

 False Alarm 

Rate 

 Detects various 

IoT attacks (DoS, 

DDoS, in-

formation 

gathering, theft) 

 High accuracy 

(over 98.73%) 

 Low False 

Positive Rate 

Requires large 

datasets for 

training 

- 

Multi-Level 

Intrusion 

Detection 

System 

Based on 

Immune 

Theory [17] 

Custom 

data gen-

erated by 

cooja sim-

ulator 

Intrusion de-

tection in 

Wireless Sen-

sor Networks 

(WSNs) 

 Detection Rate 

 Packet Overhead 

 Energy 

Overhead 

Distributed and 

lightweight ap-

proach 

Detection 

probability 

varies for dif-

ferent attacks. 

- 

Danger 

Theory - 

Dendritic 

Cell Algo-

rithm (DT-

DCA) [18] 

Custom 

data gen-

erated by 

simulation 

and from 

real 

Wireless 

Sensor 

Network 

(WSN) 

Wireless Sen-

sor Networks 

(WSNs) 

 True Positive 

(TP) 

 False Negative 

(FN) 

 True Negative 

(TN) 

 False Positive 

(FP) 

 Low FP Rate 

 Low Energy Con-

sumption 

Lower TP rates 

compared to 

some other 

methods 

Simulated 

and real-

world WSN 

platform 

implemen-

tation 

C
lo

n
a

l S
electio

n
 

CLONALG 

[20] 

Custom 

character 

set 

30-city in-

stance of 

the travel-

ling sales-

man 

problem 

 

 Pattern 

recognition 

 Optimization 

 Accuracy 

(Pattern 

Recognition) 

 Fitness Function 

Value 

(Optimization) 

 Efficient for 

multimodal 

problems 

 Good con-

vergence speed 

 Sensitive to 

parameters 

 May require 

significant 

memory for 

large datasets 

- 

Improved 

Clonal Se-

lection Al-

gorithm with 

K-Nearest 

Neighbor 

(ICSAT-

KNN) [22] 

 Brain Tu-

mor da-

taset 

 Leukemia 

dataset 

 Prostate 

Tumor 

dataset 

Cancer classi-

fication 

Classification 

Accuracy 

Competitive accu-

racy (96.36% av-

erage) 

Relies on a 

small subset of 

genes (16% 

average) 

Requires pa-

rameter tuning 

(Gsize, K) for 

optimal 

performance 

- 

CLONALG-

M [23] 

Custom 

generated 

data 

Wireless Sen-

sor Networks 

(WSNs) 

 First Node Dies 

(FNA) 

 Half of the 

Nodes Alive 

(HNA) 

 Total Remaining 

Energy (TRE) 

Improved perfor-

mance of fuzzy 

clustering algo-

rithms 

 Computa-

tionally ex-

pensive 

 Only approx-

imates opti-

mal solution 

- 
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Artificial 

Immune 

Recognition 

System 

(AIRS) [1] 

 Two da-

tasets of 

points in 

10x 10 

space 

 The 

Fisher Iris 

dataset 

 Pima di-

abetes 

dataset 

 The So-

nar da-

taset 

 Iono-

sphere 

dataset 

Classification 

 Accuracy 

 Final memory 

cells number 

 Good clas-

sification 

capabilities 

 Strong capacities 

to support 

decision makers 

and resolve real-

world issues 

 Memory cells 

activation 

mechanism 

solicited by a 

single antigen 

 Retention of 

memory cells 

even if they 

have never 

been into 

contact with 

antigens 

 The first 

two datasets 

are 

randomly 

generated 

 Data space 

in the first 

dataset is 

linearly 

separable 

 In the sec-

ond dataset 

data space 

is not line-

arly sepa-

rable 

 

Artificial 

Immune 

Recognition 

System 2 

(AIRS2) [2] 

 The 

Fisher Iris 

dataset 

 Pima di-

abetes 

dataset 

 Iono-

sphere 

dataset 

 The So-

nar da-

taset 

 Signal pro-

cessing 

 Medical di-

agnosis 

 Biology 

 Accuracy 

 Final memory 

cells number 

 Good clas-

sification 

capabilities 

 Refinement of 

AIRS 

 Memory cells 

activation 

mechanism 

solicited by a 

single antigen 

 Retention of 

memory cells 

even if they 

have never 

been into 

contact with 

antigens 

- 

Constant 

Length 

Multi-ob-

jective 

Clonal Se-

lection Op-

timization 

Algorithm 

(CL-

MCSOA) 

[24] 

 Yeast 

Sporula-

tion 

 Yeast 

Cell Cy-

cle 

 Ara-

bidopsis 

Thaliana 

 Human 

Fibro-

blasts 

Serum 

 Rat CNS 

 Colon 

Tumor 

Gene expres-

sion clustering 

 Silhouette width 

index 

 Deviation 

 Connectivity 

 Dunn-index 

 Execution time 

 Multi-objective 

 Robust 

 Faster conver-

gence 

 Complex de-

sign 

 User needs to 

define final 

clustering 

All 6 datasets 

used to 

evaluate the 

algorithm are 

publicly 

available 

In summary, previous studies, such as those on AIRS 

[1] and AIRS2 [2], have extensively explored immune-

inspired algorithms. However, optimizing their 

classification capabilities and practical applications 

remains challenging. This study introduces O-AIRS, an 

Optimized AIRS algorithm, which refines the clonal 

selection metaphor to enhance classification performance. 

3 Artificial immune recognition 

system (AIRS) 
“The artificial immune systems are computational models 

inspired by the biological immune system” [25]. This 

section presents AIRS, a widely used AIS algorithm that 

describes how memory cells recognize antigens [26].  

AIRS is divided into two phases: a learning phase for 

generating memory cells and a classification phase that 

utilizes these cells. 

3.1 The learning phase 

3.1.1 Initialization step 

The first step of initialization involves normalizing the 

data such that the Euclidean distance between any two 

vectors (antigens) falls within the interval [0, 1]. 

Following normalization, the initial set of memory cells 
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(MC) and the set (P) of Artificial Recognition Balls 

(ARBs), which represent lymphocytes with attributes of 

vector, resource, and class, are randomly created from the 

training dataset.  

Subsequently, the affinity_threshold parameter is 

computed to represent the average affinity between all 

pairs of antigens using formula 1. 

𝐴𝑓𝑓𝑖𝑛𝑖𝑡𝑦_𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 =
∑ ∑ 𝑎𝑓𝑓𝑖𝑛𝑖𝑡𝑦(𝑎𝑔𝑖,𝑎𝑔𝑗)𝑛

𝑗=𝑖+1
𝑛
𝑖=1

𝑛(𝑛−1)

2

 (1) 

Where: 

• n is the number of antigens. 

• agi, agj are the ith and jth antigens. 

• affinity(X,Y) represents the Euclidean 

distance between two vectors X and Y. 

3.1.2 Learning by antigens 

After initialization is complete, each element of the 

training set (each antigen) is presented to the AIRS 

algorithm to learn from its characteristics. For each 

antigen ag, a sequence of steps is repeated: 

1. Selection of the mcmatch cell: this is the closest cell 

to the antigen ag in the shape space. mcmatch and ag belong 

to the same class (see formula 2). 

mcmatch = argmaxmcMCag.c stimulation (ag,mc) (2) 
Where: 

• 𝑠𝑡𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 (𝑥, 𝑦) =

{
1 − 𝑎𝑓𝑓𝑖𝑛𝑖𝑡𝑦(𝑥, 𝑦) 𝑖𝑓 𝑥. 𝑐  𝑦. 𝑐

𝐴𝑓𝑓𝑖𝑛𝑖𝑡𝑦 (𝑥, 𝑦) 𝑒𝑙𝑠𝑒
 

• MCc represent MC set cells of the class c. 

• ag.c is the class of ag. 

The number of clones generated from mcmatch depends 

on its affinity with the antigen (ag) (see formula 3) 

nb_clones = hyper_clonal_rate*clonal_rate*stim (3) 

Where: 

• nb_clones is the number of clones produced. 

• hyper_clonal_rate is the maximum cloning 

rate. 

• clonal_rate is the average cloning rate. 

• stim = stimulation(mcmatch,ag). 

2. Mutation of ARBs: each ARB generated by 

mcmatch goes through a mutation function detailed in [27]. 

If the result is positive (mutation performed) the ARB is 

added to the set (P). 

3. Calculation of resources for ARBs: resources are 

calculated for each element of (𝑃), the cells closest to ag 

will experience higher stress and consequently receive 

more resources. 

4. Clonage and mutation of ARBs: ARBs in this 

step are selected based on their affinity with the antigen 

ag. 

5. Stimulation_threshold verification: the algorithm 

verifies that while the average stimulation of each group 

of ARBs of the same class is lower than a given value of 

"stimulation_threshold," it resumes from step (3). 

6. Choice of the candidate cell: the candidate cell is 

selected from the set (P) based on its closest similarity to 

the antigen ag. This candidate cell is added to the set of 

memory cells (MC) only if its stimulation value with ag is 

higher than the stimulation value of mcmatch. 

The above steps are repeated for each antigen until the 

entire training set has been exhausted. 

3.2 The classification phase 

After the learning phase, the memory cells are ready to be 

used in the classification phase, which employs the K-

Nearest Neighbors (KNN) algorithm. Each memory cell is 

presented to the data vector for stimulation. The 

classification system determines the vector's class based 

on the classes of its k-nearest memory cells. 

4 AIRS2 
AIRS2 is a refinements of AIRS developed in [2]. The 

changes made are: 

• The initialization of the set of ARBs (P) is no 

longer necessary. 

• Mutations now only concern data vectors and 

not classes. 

• For the clonal selection and the criterion for 

stopping learning, only ARBs of the same class 

as ag are considered. 

5 O-AIRS: an improvement of 

AIRS/AIRS2 
In this section, we present O-AIRS, an innovative 

approach designed to refine Artificial Immune Systems 

(AIS) by addressing inherent limitations observed in 

traditional algorithms such as AIRS and AIRS2. Central 

to its improvements are two key concepts: Homogeneous 

Antigen Groups (HAGs) and a refined memory cell 

maturation mechanism. 

AIRS algorithms faced two major hurdles: firstly, 

learning from individual antigens could lead to overfitting, 

where the system becomes overly influenced by random 

fluctuations in single data points. This skewed the 

development of memory cells, ultimately impacting 

classification accuracy. Secondly, not all memory cells 

were thoroughly evaluated during iterations. This results 

in a population of immature cells that couldn't handle 

diverse antigens, hindering classification performance. 

5.1 Homogeneous antigen group 

O-AIRS tackles the first issue by introducing HAGs. 

These represent groups of similar antigens belonging to 

the same class and residing close together within the data 

feature space. Unlike AIRS that dealt with single antigen 

one-at-a-time which may present noisy data [28], O-AIRS 

utilizes the collective information within HAGs during 

learning cycles. 

This strategic shift reduces the impact of noise from 

isolated data points. By focusing on the average affinity 

between an antibody and an entire HAG, O-AIRS aims to 

make more robust and reliable classification decisions. 

Formula 4 presents the average affinity between an 

antibody and a HAG. 

𝑎𝑓𝑓𝑖𝑛𝑖𝑡𝑦(𝑎𝑐, 𝐺𝐴𝐻) =
∑ 𝑎𝑓𝑓𝑖𝑛𝑖𝑡𝑦(𝑎𝑐,𝑎𝑔𝑖)𝑛

𝑖=1

𝑛
 (4) 

Where: 
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• agi is the ith antigen in the group. 

• n is the number of antigens in the group. 

• ac is the antibody. 

A parameter called GS (Group Scalar) controls the 

size and number of HAGs formed in O-AIRS. By 

adjusting GS, the system optimizes space allocation 

within the data space, ensuring cohesive HAGs with high 

internal similarity. This optimization aims to enhance 

classification accuracy by guaranteeing each HAG 

effectively represents a distinct antigenic subset. 

Below, we propose a pseudo-code implementation 

(Algorithm1) for handling HAGs in O-AIRS. 

 

Algorithm 1: Homogeneous Antigen Group Handling.

5.1.1 Initialization 

Before constructing HAGs, O-AIRS lays the foundation 

by initializing two key parameters: 

• Affinity Threshold: this parameter defines the 

minimum affinity required between antigens for 

them to be grouped together into a HAG. 

• Group Scalar (GS): GS acts as a pivotal factor 

influencing the formation of HAGs. A higher 

GS value typically results in fewer, larger 

HAGs, whereas a lower GS value tends to 

produce more, smaller HAGs. 

Additionally, the function all_antigen_group (0) is 

employed to initially assign all antigens in the dataset to 

an ungrouped state, represented by the value 0. 

5.1.2 Identifying neighbors 

Next, O-AIRS examines each antigen and identifies its 

closest "neighbor" within the entire dataset using a 

function called best_affinity.  This neighbor is the antigen 

with the highest affinity, essentially the most similar one. 

5.1.3 Building communities 

The algorithm then evaluates the affinity between the 

antigen and its nearest neighbor using Euclidean distance. 

This measure constitutes a critical parameter for artificial 

immune system algorithms [29]. 

Here is where the affinity_threshold and GS come into 

play: 

High affinity (lower distance): if the affinity 

(Euclidean Distance) between the antigen and its neighbor 

is lower than the threshold defined by affinity_threshold * 

GS, they are considered "close enough" and grouped 

together into the same HAG. This indicates a high degree 

of similarity. 

Low affinity (higher distance): if the affinity value 

exceeds the threshold, it suggests a lack of sufficient 

similarity. In this case, the current antigen becomes the 

founding member of a new HAG. This indicates a lower 

degree of similarity.  

This process continues for all antigens in the dataset.   

1: initialize_param (affinity_threshold, GS); 

2: all_antigen_group (0); 

3: AGSet  all_antigen (); 

4: group  1;  

5: foreach (antigen_ag ∈ AGSet) do 

6:  if (antigen_ag.group = 0) then 

7:   nearest_ag  best_affinity (ag, AGSet); 

8:   if (affinity (ag, nearest_ag) < affinity_threshold * GS) then 

9:    ag.group  group;        

10:    group  group + 1;   

11:    go_to_next_ag (); 

12:   end if 

13:   if (nearest_ag.group=0 ) then 

14:    ag.group  group;  

15:    nearest_ag.group  group;  

16:    group  group + 1;   

17:   else 

18:    ag.group  nearest_ag.group; 

19:   endif 

20:  endif 

21: done 
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5.2 Ensuring memory cell maturity 

O-AIRS goes beyond HAGs for classification. It 

implements a memory cell maturity mechanism to address 

the issue of incomplete testing in AIRS/AIRS2. The 

process involves two stages. 

5.2.1 Initial selection with K-Nearest 

Neighbors (KNN) 

O-AIRS utilizes the KNN algorithm to refine the data into 

a memory cell set (MC). This identifies memory cells with 

the closest affinity to incoming antigens, paving the way 

for accurate classification. 

5.2.2 Interaction and maturation testing with 

HAGs 

O-AIRS tracks memory cell interaction with HAGs. After 

antigen interaction, memory cells that haven't engaged 

with any HAG are categorized: 

• Mature cells: these cells demonstrate sufficient 

HAG interaction and remain in the MC for 

future classification tasks. 

• Learning set: memory cells lacking adequate 

HAG interaction are placed in a dedicated set for 

further training with updated antigenic data. 

This iterative learning process refines the 

classification capabilities of these immature 

cells. 

The process of maturity test is presented in the 

flowchart in Figure 1. 

 

 

Figure 1: O-AIRS memory cell maturity Flowchart.

By leveraging HAGs and a refined memory cell 

maturity mechanism, O-AIRS aims to: 

• Reduce memory footprint: by selectively 

retaining mature memory cells, O-AIRS 

optimizes memory usage, enhancing overall 

system efficiency. 

• Enhance classification accuracy: through 

iterative interaction with HAGs and 

comprehensive memory cell testing, O-AIRS 

aims to achieve superior classification accuracy, 

even in noisy or complex datasets. 

• Ensure comprehensive cell maturity: O-AIRS 

ensures all memory cells undergo rigorous 

testing and maturation, enhancing the system's 

resilience and adaptability in complex data 

environments. 

6 Experimental study 
This section presents an experimental comparison to 

evaluate O-AIRS, the improved version of AIRS and 

AIRS2. We implemented all three algorithms and tested 

their performance on two commonly used classification 

datasets: Haberman Surgery Survival (HSS) and Liver 

Disorders (LD). 

Untested_MC ∈ MC 

 

End 

HAGs_set exausted 

Untested_MC_Set  ½(Untested_MC) 

Antigens_set  Untested_MC_Set 

Create_new_HAGs 

New learning process 

Yes 
No 
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6.1 Haberman surgery survival (HSS) 

HSS is one of the hardest datasets for classification [30]. 

It contains case studies conducted between 1958 and 1970 

at the University of Chicago Billings Hospital 

investigating the survival of patients who had undergone 

surgery for breast cancer. Characteristics of HSS dataset 

are depicted in Table 2. 

Table 2: Characteristics of HSS dataset. 

Number of 

attributes 

Number 

of records 

Number 

of positive 

records 

Number of 

negative 

records 

3 306 225 81 

 

HSS dataset attributes are: 

• Age of the patient during surgery 

• Year of the surgery 

• Number of axillary lymph nodes detected 

HSS dataset class labels are: 

• 1: Patient survived for 5 years or more 

• 2: Patient died before 5 years 

6.2 Liver disorder's (LD) 

The Liver Disorders (LD) dataset contains 345 records of 

patients diagnosed with either confirmed liver disorders or 

no disorders. The characteristics of the LD dataset are 

presented in Table 3. 

Table 3: Characteristics of LD dataset. 

Number of 

attributes 

Number 

of records 

Number 

of positive 

records 

Number of 

negative 

records 

6 345 145 200 

 

LD dataset attributes are: 

• Mean Corpuscular Volume (MCV) 

• Alkaline Phosphatase (ALP) 

• Alanine Aminotransferase (ALT) 

• Aspartate Aminotransferase (AST) 

• Gamma-Glutamyl Transferase (GGT) 

• Number of Alcoholic Drinks per Day 

 

LD dataset class labels are: 

• 1: Liver disorders 

• 2: No liver disorders 

6.3 Learning parameters 

The initial learning phase involves creating memory cells 

(MC) and antigen recognition bodies (ARBs). The number 

of cells in these initial sets is determined randomly. 

Subsequent learning steps utilize specific parameters 

defined in Table 4. These parameters influence the 

algorithm's behavior during the learning process.

Table 4: Learning parameters. 

Parameter Meaning 
Domain of 

values 

Chosen 

value 

Hyper_clonal_rate 
Maximum cloning 

rate 
N 30 

Clonal_rate 
Average cloning 

rate 
N 20 

Mutate_rate 
Mutation 

probability 
[0,1] 0.1 

Group_Scalar (GS) 

Scale of distance 

between antigens in 

a HAG (O-AIRS 

parameter) 

[0,1] 0.9 

6.4 Results and discussion 

Next, we evaluate O-AIRS against established algorithms 

on benchmark datasets (Liver Disorders and Haberman 

Surgery Survival) to assess its effectiveness in 

classification. 

6.4.1 Experimental results with LD dataset 

To compare the performance of AIRS, AIRS2, and O-

AIRS, we used the LD dataset as input with unified 

common parameters. We assess the performance of the 

three algorithms using various metrics such as Accuracy, 

Precision, Recall, and F1-Score. These evaluation metrics 

are derived from confusion matrices, as shown in Tables 

5, 6, and 7. The performance comparison of algorithms on 

the LD dataset is summarized in Table 8.

Table 5: Confusion matrix – AIRS/LD. 

  Predicted 

  Liver disorders No liver disorders 

True Liver disorders 47 (TP) 6 (FN) 
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No liver disorders 27 (FP) 7 (TN) 

Table 6: Confusion matrix – AIRS2/LD. 

  Predicted 

  Liver disorders No liver disorders 

True 
Liver disorders 50 (TP) 3 (FN) 

No liver disorders 25 (FP) 9 (TN) 

 

Table 7: Confusion matrix – O-AIRS/LD. 

  Predicted 

  Liver disorders No liver disorders 

True 
Liver disorders 50 (TP) 3 (FN) 

No liver disorders 20 (FP) 14 (TN) 

Table 8: Performance comparison of AIRS, AIRS2, and O-AIRS on the LD Dataset. 

Algorithm Accuracy Precision Recall F1-Score 

Number of 

memory cells 

used for 

classification 

Percentage of 

tested memory 

cells 

AIRS 62,07% 63.51% 88.67% 74.01% 100 68% 

AIRS2 67,82% 66.66% 94.33% 78.12% 100 70% 

O-AIRS 73,56% 71.42% 94.33% 81.30% 50 100% 

The experimental evaluation on the Liver Disorders 

(LD) dataset revealed compelling insights into the 

performance of AIRS, AIRS2, and O-AIRS in 

classification tasks. 8 summarizes the key metrics 

obtained from the experiments, focusing on Accuracy, 

Precision, Recall, F1-Score, the number of memory cells 

used for classification, and the percentage of tested 

memory cells. 

Accuracy and classification performance: O-AIRS 

demonstrated a significant improvement in Accuracy 

compared to AIRS and AIRS2, achieving 73.56% 

Accuracy. In contrast, AIRS and AIRS2 achieved 62.07% 

and 67.82% Accuracy, respectively. This enhancement 

underscores O-AIRS's capability to more effectively 

classify instances within the LD dataset, highlighting its 

refined learning and activation mechanisms. 

Precision, Recall, and F1-Score: Precision measures 

the proportion of correctly identified positive instances 

among all instances predicted as positive. O-AIRS 

exhibited a Precision of 71.42%, while AIRS and AIRS2 

showed 63.51% and 66.66%, respectively. This indicates 

O-AIRS's ability to minimize False Positives more 

effectively. Similarly, O-AIRS achieved a Recall of 

94.33%, outperforming AIRS (88.67%) and comparable 

to AIRS2 (94.33%). The F1-Score, which balances 

Precision and Recall, was highest for O-AIRS at 81.30%, 

compared to 74.01% for AIRS and 78.12% for AIRS2. 

These results demonstrate that O-AIRS not only enhances 

Precision but also maintains a high Recall rate, 

contributing to its superior F1-Score. 

Memory cells utilization: a critical observation lies 

in the number of memory cells utilized for classification. 

O-AIRS effectively reduced the number of memory cells 

to 50, half that used by AIRS and AIRS2 (100 memory 

cells each). This reduction optimizes computational 

resources and enhances the efficiency of the classification 

process in O-AIRS, reflecting its streamlined and selective 

memory cell activation mechanism. 

Tested memory cells: importantly, O-AIRS ensures 

that all memory cells retained for classification have been 

rigorously tested by antigens, achieving 100% activation 

fidelity. In contrast, AIRS and AIRS2 activated a lower 

percentage of memory cells (68% and 70%, respectively), 

potentially leading to less reliable classifications due to 

the presence of untested cells. 

6.4.2 Experimental results with HSS dataset 

To validate the findings from the LD dataset, the same 

evaluation process was conducted on the Haberman 

Surgery Survival (HSS) dataset. The algorithms (AIRS, 

AIRS2, and O-AIRS) were again evaluated using 

performance metrics like Accuracy, Precision, Recall, and 

F1-Score.  Similar to the LD dataset analysis, these 

metrics are derived from confusion matrices (presented in 

Tables 9, 10, and 11). Table 12 presents a comprehensive 

comparison of the algorithms' performance metrics on the 

HSS dataset

Table 9: Confusion matrix – AIRS/HSS. 

  Predicted 
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Patient died before 

5 years. 

Patient survived for 

5 years or more 

True 

Patient died before 5 

years. 
60 (TP) 3 (FN) 

Patient survived for 

5 years or more 
10 (FP) 4 (TN) 

 

 

Table 10: Confusion matrix – AIRS2/HSS. 

  Predicted 

  
Patient died before 

5 years. 

Patient survived for 

5 years or more 

True 

Patient died before 5 

years. 
62 (TP) 1 (FN) 

Patient survived for 

5 years or more 
10 (FP) 4 (TN) 

Table 11: Confusion matrix – O-AIRS/HSS. 

  Predicted 

  
Patient died before 

5 years. 

Patient survived for 

5 years or more 

True 

Patient died before 5 

years. 
63 (TP) 1 (FN) 

Patient survived for 

5 years or more 
9 (FP) 4 (TN) 

Table 12: Performance comparison of AIRS, AIRS2, and O-AIRS on the HSS Dataset. 

Algorithm Accuracy Precision Recall F1-Score 

Number of 

memory cells 

used for 

classification 

Percentage of 

tested memory 

cells 

AIRS 77,92% 85.71% 95.23% 90.22% 100 58% 

AIRS2 85,71% 86.11% 98.41% 91.85% 115 54,78% 

O-AIRS 87,01% 87.50% 98.43% 92.64% 41 100% 

Turning to the HSS dataset, Table 12 outlines the 

comparative performance of AIRS, AIRS2, and O-AIRS 

in terms of accuracy, precision, recall, F1-Score, the 

number of memory cells used for classification, and the 

percentage of tested memory cells. 

Accuracy and classification performance: O-AIRS 

demonstrated robust classification Accuracy at 87.01%, 

surpassing both AIRS (77.92%) and AIRS2 (85.71%). 

This improvement underscores O-AIRS's efficacy in 

accurately predicting patient survival based on surgical 

outcomes in the HSS dataset. 

Precision, Recall, and F1-Score: analyzing 

Precision, O-AIRS achieved 87.50%, outperforming 

AIRS (85.71%) and AIRS2 (86.11%). This higher 

Precision indicates O-AIRS's superior ability to identify 

true positive cases among all predicted positives. 

Moreover, O-AIRS maintained a commendable Recall of 

98.43%, higher than AIRS (95.23%) and comparable to 

AIRS2 (98.41%). The F1-Score for O-AIRS stood at 

92.64%, highlighting its balanced performance in 

Precision and Recall, essential for accurate classification 

in medical datasets. 

Memory cells utilization: similar to its performance 

on the LD dataset, O-AIRS significantly reduced the 

number of memory cells utilized for classification in the 

HSS dataset to 41, compared to 100 for AIRS and 115 for 

AIRS2. This reduction not only optimizes computational 

efficiency but also enhances the interpretability and 

reliability of classification results in O-AIRS. 

Tested memory cells: all memory cells retained for 

classification in O-AIRS were rigorously tested by 

antigens, ensuring 100% activation fidelity. In contrast, a 

substantial percentage of memory cells remained untested 

in AIRS (58%) and AIRS2 (54.78%), potentially leading 

to less reliable classifications and inconsistent 

performance. 

6.4.3 Discussion and comparison 

The experimental evaluation on both LD and HSS datasets 

establishes O-AIRS's superiority over AIRS and AIRS2. 

This is achieved through two key innovations: 

Homogeneous Antigen Groups (HAGs) and optimized 

memory cell utilization. 
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HAGs enhance pattern recognition by organizing 

antigens into groups based on similarity. This strategic 

grouping minimizes redundancy and improves 

classification accuracy by concentrating memory cell 

activations on pertinent antigenic features. Consequently, 

O-AIRS achieves superior performance while 

simultaneously reducing computational complexity. 

Moreover, O-AIRS introduces a rigorous testing 

protocol for memory cells, ensuring that each retained cell 

undergoes thorough validation by antigens. This 

meticulous testing process contrasts sharply with 

traditional methods where many memory cells remain 

untested, potentially compromising the reliability of 

classifications. By attaining 100% activation fidelity 

through tested memory cells, O-AIRS enhances the 

robustness of its classifications and elevates overall 

detection rates in diverse datasets. 

O-AIRS transcends its role as a mere enhancement 

over AIRS and AIRS2, positioning itself as a formidable 

and versatile competitor in the expansive field of 

classification. By leveraging its innovative mechanisms, 

O-AIRS effectively competes with other AINs. 

Traditional Artificial Immune Networks (AINs), such as 

AINet [11] and Adaptive Artificial Immune Networks 

(AAIN) [12], excel in tasks such as data clustering and 

classification but face challenges like computational 

intensity and sensitivity to parameter settings. Similarly, 

conventional Negative Selection Algorithms (NSAs) like 

Self-Nonself Discrimination [5], INSA [6], and ADC-

NSA [7] demonstrate proficiency in specific tasks but 

encounter issues such as high computational costs and the 

need for precise parameter tuning. Algorithms grounded 

in Danger Theory, such as DeepDCA [16] and Multi-

Level Intrusion Detection System [17], prioritize specific 

domains and achieve high accuracy rates but are often 

limited by dataset size and varying detection probabilities. 

Clonal Selection Algorithms (CSAs), represented by 

CLONALG [20] and CLONALG-M [23], excel in pattern 

recognition and optimization tasks but can be sensitive to 

parameter settings and computational overhead. 

O-AIRS leverages Homogeneous Antigen Groups 

(HAGs) alongside a refined maturity mechanism to 

significantly boost data classification efficiency. By 

organizing antigens into coherent groups based on 

similarity, HAGs streamline the identification of complex 

data structures without the need for extensive parameter 

adjustments. This strategic approach not only enhances 

computational efficiency but also improves result 

accuracy by mitigating challenges such as uneven antigen 

distributions and the randomness inherent in detector 

generation. Consequently, O-AIRS emerges as a robust 

solution for applications in immune-inspired algorithms. 

Moreover, O-AIRS dynamically adapts to evolving data 

environments, thereby enhancing adaptability and 

robustness. The refined maturity mechanism, coupled 

with the effective implementation of HAGs, ensures 

optimal solutions are achieved efficiently. This capability 

is particularly advantageous in scenarios requiring rapid 

decision-making and resource efficiency, underscoring O-

AIRS's versatility and practical utility across various 

domains. 

7 Conclusion 
In conclusion, while current Artificial Immune Systems 

(AIS) algorithms such as AIRS and AIRS2 offer a 

distinctive approach to machine learning, their limitations 

compromise their efficacy. These include reliance on 

single antigen activation and the retention of untested 

memory cells, resulting in inaccurate classifications. 

This paper introduces the Optimized Artificial 

Immune Recognition System (O-AIRS), a novel solution 

aimed at addressing these shortcomings. O-AIRS 

integrates advanced functionalities such as Homogeneous 

Antigen Groups (HAGs) and a refined memory cell 

activation mechanism to enhance its classification 

capabilities. By leveraging HAGs, which delineate 

specific subsets within a class, O-AIRS optimizes memory 

cell activation tailored to precise threat recognition. 

Moreover, O-AIRS selectively engages validated memory 

cells during classification, mitigating concerns about 

untested recruits and facilitating more precise 

classifications. 

O-AIRS's effectiveness was rigorously evaluated 

using established benchmark datasets. Comparative 

analyses against its predecessors, AIRS and AIRS2, across 

multiple metrics including accuracy, precision, and recall 

consistently demonstrated O-AIRS's superior 

classification performance. Additionally, O-AIRS 

exhibited robust adaptability to diverse datasets while 

maintaining computational efficiency, affirming its utility 

in complex real-world applications. 

This efficiency is further underscored by O-AIRS's 

optimized activation mechanism, ensuring activation of 

only pertinent memory cells during classification and 

reducing the required number of cells by approximately 

50% compared to original algorithms. Critically, all 

memory cells retained in O-AIRS are validated, enhancing 

their contribution to accurate classification outcomes. 

Looking ahead, O-AIRS presents promising avenues 

for future research. One compelling direction involves 

exploring O-AIRS's dynamic adaptation of HAGs during 

classification, enhancing its ability to detect evolving 

threats in real-time. Such adaptive strategies hold 

particular promise in dynamic domains like cybersecurity 

and financial anomaly detection. 

Furthermore, expanding O-AIRS's applicability 

beyond current datasets would provide insights into its 

generalizability and suitability for broader deployment. 

Exploring diverse distance metrics for antigen 

comparisons within HAGs could also yield additional 

performance enhancements. Additionally, investigating 

alternative memory cell types or hybrid approaches within 

O-AIRS offers potential for further augmenting its 

efficacy in handling intricate classification tasks. 
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Driver Drowsiness is considered one of the significant causes of road accidents and fatal injuries. Due 

to this, creating systems that can monitor drivers and detect early drowsiness has become an important 

field of research and a challenging task in recent years. Several research attempts were proposed to 

solve this problem based on several approaches and techniques. The Electroencephalogram (EEG) is 

one of the most efficient and reliable method, among the physiological signals-based monitoring 

approaches. In this area, many Machine Learning (ML) techniques have been used to detect EEG-based 

driver drowsiness. However, due to the limitations of ML techniques, many researchers have shifted 

their focus to the use of deep learning (DL) techniques, which have demonstrated superior performance 

in many fields including the physiological signals classification tasks. This paper reviews and discusses 

numerous new research papers that have proposed and implemented driver drowsiness detection 

systems based on EEG and deep learning techniques. In addition, we have outlined the limitations and 

difficulties of the existing works and highlighted and proposed some propositions that will help future 

field researchers enhance and generalize the results. Based on our thorough analysis, we have 

determined that the latest advancements in detecting driver drowsiness have employed the convolutional 

neural network (CNN) technique, which has demonstrated effective performance in classifying signals.  

Furthermore, the primary issue encountered in all works is developing a more precise and accurate 

method. Nevertheless, we seek a precise system capable of swiftly identifying a state of drowsiness while 

using minimal spatial memory and processing resources. 

Povzetek: Narejen je pregled objav za zaznavanje zaspanosti voznikov na osnovi EEG signalov z 

uporabo metod globokega učenja. CNN se izkaže za učinkovito metodo pri klasifikaciji signalov.

1 Introduction 

A significant number of individuals face extended 

periods of work during the night, including security 

officers, truckers, and medical personnel. Consequently, 

operating a motor vehicle while experiencing fatigue is 

widespread. It is likely something that the majority of 

drivers have done. It is crucial to develop a method for 

alerting drivers when their fatigue reaches a critical level, 

hindering their ability to drive safely. 

Drowsiness, known as fatigue, is a psychophysiological 

transition state between alertness and sleep. When a 

driver is in this state, his/her concentration and 

performance decrease, while his/her reaction time 

increases [1]. This state affects the results of some tasks 

requiring concentration, such as driving [2]. Driver 

drowsiness is the third cause of traffic accidents, and is 

responsible for 25% of road accidents, following high 

speed and alcoholism [3]. Studies have demonstrated that 

24-hour sleep deprivation induces the same degree of 

impairment as an individual with a blood alcohol 

concentration of 0.10%, which exceeds the legal limit. 

Based the National Highway Traffic Safety 

Administration (NHTSA), drowsy driving has caused 

100000 crashes, more than 1500 deaths, and $12.5 billion 

in monetary losses [4]. Nevertheless, the National 

Highway Traffic Safety Administration (NHTSA) 

acknowledges the difficulty in accurately quantifying the 

exact figures of accidents, injuries, or fatalities caused by 

drowsy driving. It recognizes that the reported statistics 

are lower than the actual occurrences. According to a 

study by the Foundation for Traffic Safety of the 

American Automobile Association, over 320,000 drowsy 

driving accidents occur annually, including 6400 crashes 

resulting in fatalities [56]. The statistics indicate that 
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driver drowsiness is a real problem; therefore, it is 

necessary to develop a system that can detect it quickly 

and accurately in its early stages and alarm the driver to 

prevent road accidents and reduce the fatality rate. In this 

regard, several researchers have proposed numerous 

approaches to detect drowsy drivers. These approaches 

can be categorized into three main categories: vehicle-

based, information obtained by monitoring the vehicle's 

movement and behavior; behavior-based, information 

obtained through the analysis of the driver's facial 

expressions and movements; and physiological signals-

based obtained by attaching specialized sensors to the 

driver's body as summarized in Figure 1 [5]. 

Physiological methods are the most used because they 

have proven to be effective, accurate, and reliable [5, 6]. 

Physiological signals such as Electrocardiogram (ECG), 

Electrooculogram (EOG), Photoplethysmogram (PPG), 

Electromyogram (EMG), and Electroencephalogram 

(EEG) were utilized to identify drowsy drivers because, 

they can detect the body signals changes and compare 

this change to the normal state [1]. 

The Electroencephalogram (EEG), a record of the 

electrical activities of different brain regions [1], is the 

most widely used of the Physiological signals. It is 

known as the gold standard for drowsiness detection due 

to its low cost, usability, and dependability [6]. EEG 

signals are measured and captured by placing a device 

containing a pattern of electrodes on the scalp based on 

the international 10-20 system of EEG electrode 

placement. These signals are subdivided into several 

bands based on frequency.  There are five well know 

bands: the delta band (0.5-3 Hz), the theta band (4-7 Hz), 

the alpha band (8- 13 Hz), the beta band (14-30 Hz), and 

gamma-band (greater than 30 Hz) [8]. 

To detect drowsiness state successfully, many 

researchers have proposed and implemented robust 

detection systems using two well-known mechanisms, 

Machine Learning (ML) and Deep Learning (DL). 

Machine Learning is a subfield of artificial intelligence. 

It has been used in several classification tasks [9]. Hu & 

Min. [10] have proposed a gradient boosting decision 

Tree (GBDT) to determine whether a driver is drowsy or 

not. They claim the accuracy reached 94%. In [11], Mu 

et al. used the SVM algorithm to classify a driver as tired 

or awake based on the forehead FP1 and FP2 electrodes. 

The accuracy of this approach is 85%. the following five 

ML techniques: the K-nearest neighbor (KNN), support 

vector machine (SVM), extreme learning machine 

(ELM), hierarchical extreme learning machine (H-ELM), 

and the modified hierarchical extreme learning machine 

algorithm with particle swarm optimization (PSO-H-

ELM) have been proposed in [12] to identify the 

drowsiness state using EEG signals. The achieved 

accuracy of these algorithms is 79.31%, 79.31%, 

74.08%, 81.67%, and 83.12%, respectively. 

Nevertheless, ML techniques have limitations, such the 

need for massive data and hand-crafted feature extraction 

as intermediary steps [3] (see Figure 2). 

Deep learning is a subfield of machine learning that has 

been utilized in different fields, including speech 

recognition, computer vision, and natural language 

processing [13].  DL techniques have demonstrated their 

effectiveness in EEG task classification, especially 

convolutional neural network (CNN), because it does not 

require hand-crafted feature extraction. They can 

automatically detect and learn features through 

convolutional layers [14, 5]. 

This review aims to present and explain the pipeline of 

an EEG-Based driver drowsiness detection system using 

deep learning techniques. Then, analyze and discuss 

several new research papers that used deep learning 

techniques to detect and classify whether a driver is in a 

drowsy or awake state using EEG signals, especially 

those published over the past three years, by listing the 

extracted features, methods, classifiers, and the used 

datasets, and classification metrics such as accuracy, 

sensitivity, and precision. Finally, highlight the 

limitations and challenges of the reviewed papers and 

propose future improvements. The paper is organized as 

follows: The second section outlines the search strategy 

followed in this work. The third section describes the 

backgrounds and the related works cited in this literature 

review. The results are discussed in the fourth section. 

The fifth section presents the challenges and limitations 

of the discussed works furthermore some propositions 

that can be as future works. Finally, a conclusion is 

provided in the sixth section. 

 

 
Figure 1: Drivers’ fatigue detection methods [7] 
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Figure 2: EEG based drowsiness detection and warning scheme [1] 

 

2 Search strategy 
The keywords used for collecting the papers are 

"Driver Drowsiness", "Driver fatigue" "EEG", 

"Electroencephalogram", "Deep Learning", "Detection", 

and the query used in Google scholar was "deep learning 

for EEG-based driver drowsiness detection system" and 

"deep learning for EEG-based driver fatigue detection 

system". Furthermore, the papers were selected based on 

three criteria the paper must be: written in English, either 

a journal article or conference article (reviews papers 

were excluded), and new (last three years).  

Many researchers have employed deep learning 

techniques to detect driver drowsiness based on EEG 

signals. For example, Google Scholar results using this 

query "deep learning for EEG-based driver drowsiness 

detection system" have shown that from 2019 to 2022 

(03/04/2023), about 5240 works were published in this 

context (see Figure. 3). 

3 Deep learning for EEG-Based driver 

drowsiness 

Figure 4 illustrates a general architecture of an EEG-

based drowsiness detection system using deep learning 

techniques. The process starts by collecting EEG signals 

using one of the existing wearable devices placed on the 

scalp to acquire raw data; the obtained signals are then 

preprocessed to remove artifacts, normalize and prepare 

them for feeding into a DL model that classifies whether 

the individual is drowsy. 

3.1 Data acquisition 

The first step of an EEG-Based driver drowsiness system 

is acquiring and collecting Real-time EEG signals. 

However, because of safety concerns collecting real-time 

EEG is not feasible, leading many researchers to use 

driving simulators under several experimental protocols 

see Figure. 5. 

After preparing the simulated environment, a wearable 

device, a set of electrodes placed on the scalp based on 

the international 10-20 system, must be used to acquire 

the EEG data. However, a wearable device with 

numerous electrodes is expensive and may be 

uncomfortable for the driver. Due to these limitations, 

some researchers have focused on identifying the most 

effective and informative regions that can provide more 

information about drivers’ states using fewer electrodes 

[52].  

3.2 EEG- based drowsiness datasets 

A dataset is a collection of information on a specific 

subject that can be used by machine learning and deep 

learning methods for many purposes, such as 

classification and prediction. For example, there are 

various available online datasets on EEG-based 

drowsiness context. 

3.2.1 Sleep -EDF dataset 

The Sleep-EDF dataset [36] is obtained from the 

Physionet database [37], which contains 197 whole-night 

Polysomnographic (PSG) sleep recordings with EEG, 

EOG, chin EMG, and event markers. They were sampled 

at 100 Hz and 1 Hz.  

3.2.2 The Original EEG data for driver fatigue 

detection 

This dataset is generated by a 40-channel Neuroscan 

amplifier. It contains twelve healthy subjects and twelve 

drowsy subjects. The signals are obtained from a 32-

channel electrode cap (30 effective channels and two 

reference channels), and digitized at 1000 Hz [38, 42]. 
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Figure 3: Number of studies using deep learning for EEG-driver drowsiness detection during 2018 -2023 

 

 

 

 
 

Figure 4: General architecture of a DL based EEG drowsiness detection system 

 

 

 

 
 

Figure 5: The road scene of the driving simulator [5] 
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3.2.3 Multi-channel EEG recordings during 

a sustained-attention driving task 

This dataset consists of twenty-seven subjects that 

participate in a 90-minute driving task from the  

National Chiao Tung University. The signals were 

acquired using a 32 Ag/AgCl electrodes EEG wired 

cap (two reference electrodes) and digitized at 500 Hz. 

The Institutional Review Broad of Taipei Veterans 

General Hospital, Taiwan, had approved the 

experimental protocol [39]. 

 

3.2.4 MIT/BIH Polysomnographic EEG 

database 

The database is collected from 16 male subjects using 

the C3-O1, C4-A1, and O2-A1 EEG channels. The 

database contains 18 records, each with four files. The 

physiological signals were digitized at a sampling rate 

of 250 Hz [37, 40]. 

 

3.2.5 SEED-VIG dataset 

The SEED-VIG dataset is designed to investigate the 

vigilance estimation problem. It was collected from 23 

participants and lasted approximately 2 hours. The 

Dataset is acquired using 18 electrode channels 

according to the international standard 10-20 system 

and down-sampled to 200 Hz. The records were 

labeled using the SMI eye-tracking glasses with the 

PERCLOS indicator [41]. 

 

Table 1: Publicly available EEG dataset for driver fatigue 

Dataset Subjects Electrodes 
Sampling 

frequency 

Sleep-EDF [36, 37] / Fpz-Cz / Pz-Oz. 100 Hz 

The original EEG data [38, 42] 12 32 1000 Hz 

Multi-channel EEG recordings [39] 27 32 500 Hz 

MIT/BIH Polysomnographic EEG [37, 40] 16 
C3-O1, C4-A1, and O2-

A1channels 
250 Hz 

SEED-VIG [41] 23 18 200 Hz 

 

3.3 Preprocessing 

EEG signal preprocessing is an essential step that can 

be defined as a set of signal processing steps that 

transform raw EEG data into a more suitable form that 

can be easily analyzed and handled [22]. The 

preprocessing involves three steps (see Figure 6): 1) 

removing the noise and artifacts to get closer to real 

neural signals, 2) normalization to scale the values of all 

EEG signals, and 3) signal preparation or EEG analysis.  

 

 

For noise removal, many methods can be used. The most 

popular ones are finite impulse response (FIR) and 

infinite impulse response (IIR) filters. There exist various 

techniques, such as the min-max scaling, robust scaling, 

standard scaling and the z-score technique that can be 

used during the normalization step. Finally, different time 

domain, frequency, and time-frequency methods are 

employed to prepare the signals to be fed to a DL model, 

such as Fourier transform techniques, Component 

Analysis, and Wavelet Transform [23]. 

 
Figure 6: The EEG preprocessing pipeline  
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3.4 Review of deep learning techniques 

Deep learning (DL) is one of the main techniques of 

machine learning. Deep Learning techniques are 

algorithms capable of emulating the human brain's 

actions using artificial neural networks. These artificial 

neural networks are constructed of tens or hundreds of 

neuron layers. Each layer receives and interprets 

information from the previous layer [24]. No human 

intervention is required for DL; however, a large amount 

of data is needed to map the given input to specific labels 

[25]. DL allows feeding deep neural networks DNNs with 

the raw data with limited or no preprocessing. In addition, 

in DL, the feature extraction, selection, and classification 

are constructed as a single pipeline [26]. 

DL techniques can be categorized into three main groups: 

deep networks for supervised learning, deep networks for 

unsupervised learning, and deep networks for hybrid 

learning. In the first category, "supervised learning", 

there are three main techniques Multi-Layer Perceptron 

(MLP), Convolutional Neural Networks (CNN), and 

Recurrent Neural Networks (RNN). In the second 

category, "unsupervised learning" we find the Generative 

Adversarial Network (GAN) and Auto Encoder (AE) and 

Its Variants [27]. 

 

3.4.1 Convolutional neural networks (CNN) 
The Convolutional Neural Network (CNN) is one of 

the most popular supervised deep learning architectures 

that learn directly from the input without the need for 

handcraft feature extraction [27]. The basic CNN is like 

the multi-layer perceptron (MLP). It consists of many 

convolution layers that are followed by sub-sampling 

(pooling) layers that precede the last fully connected FC 

layers [25]. Initially, CNN was designed for image 

classification (two-dimensional input); but nowadays, it is 

also used to classify one-dimensional (1D) data such as 

biological signals (ECG, EMG, EEG...). 

 

A. 2D Convolutional Neural Networks (2D-CNNs) 

CNN is a deep learning model that is considered the 

most used, especially to deal with 2D shapes like images; 

therefore it is often called 2D-CNN.  It is used in other 

fields such as natural language processing and visual 

recognition [27]. CNN has many different variants, such 

as VGG, AlexNet, GoogleNet, and ResNet. Each one of 

these variants has a specific architecture. They have been 

employed in many fields [27]. Apostolopoulos and Tzani 

[30] have proposed VGG19 and the MobileNet v2 to 

detect Covid 19 from X-ray images. In [31], M. Hussain 

et al. have used the Inception-v3 on both the Caltech Face 

dataset and the CIFAR-10 dataset. 

The 2D-CNN has also been used to classify signals such 

as EEG signals for the diagnosis of neuronal disorders 

such as epilepsy and driver fatigue by transforming them 

into a two-dimensional spectrum (2D spectrogram) using 

various methods (continuous wavelet transform (CWT) 

[28] and Short-time Fourier transform (ST) [7]. Figure 7 

presents the architecture of a 2D-CNN used to classify 

EEG signals into two classes “Normal” or “Seizure”. 

 

B. 1D Convolutional Neural Networks (1D-CNNs) 

Recently, a 1D-CNN is proposed to deal with 1D signal 

and data repositories. It demonstrated excellent 

performance in many fields, including biomedical data 

classification [29] and EEG classification [5]. 1D-CNN is 

a modified version of 2D CNNs that use 1D convolution 

operation (scalar multiplications and additions). One of 

its significant advantages is that in terms of 

computational complexity, it is lower than the 2D-CNN 

[29]. 

Figure 8 presents the architecture of 1D-CNN that can be 

used for EEG signals classification and seizures 

detection.  

3.4.2 Recurrent neural networks (RNN)   
Another type of DL technique, RNN, is employed 

mostly to deal with time-series or sequential data such as 

signals, text, and videos. It is used often in natural 

language processing and speech recognition. RNN feeds 

the output of the previous step as an input to the current 

step; that is known as a circulation behavior. It requires 

integral memory cells that preserve the previous outputs, 

whereas the integrated memory cell has three gates titled 

input, output, and forget gates. The main challenge of the 

standard recurrent neural networks is learning long data 

sequences because of the vanishing issues gradients. The 

Long short-term memory (LSTM) and Gated recurrent 

units (GRUs) are RNN models used to minimize those 

issues, and that perform well in many domains and real-

world applications [26, 27]. 
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Figure 7: A typical 2D-CNN for EEG classification [23] 

 

 
Figure 8: A typical 1D-CNN that can be used for EEG classification [23] 

 

A. Long short-term memory (LSTM) 

The Long Short-Term Memory (LSTM) is an enhanced 

version of the Recurrent Neural Network (RNN) that 

addresses the gradient vanishing problem and long-term 

temporal dependencies. The LSTM layer is distinguished  

 

 

by memory blocks, which are hidden units [32]. Each 

memory block consists of recurrently connected memory 

cells, with each cell containing weights and three gates, 

"the input, forget, and output gates," which are the 

distinguishing feature of LSTM models (see Figure. 9) 

[33, 34].  
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Figure 9: A typical LSTM that can be used for EEG classification 

 

B. Gated recurrent units (GRUs) 

A Gated Recurrent Unit (GRU) is another popular 

variant of the recurrent network. It is considered a 

simpler version of LSTM. GRU includes gating units that 

modulate the flow of information inside the unit without 

any separate memory cells. However, instead of three 

gates, the GRU has only two: the reset gate and the 

update gate [35]. 

3.5 EEG-Based driver drowsiness systems 

In this Section we review and analyze some recent 

EEG-Based drowsiness detection schemes. Tables 2 and 

4 summarized the reviewed works. 

Houshmand et al. [5] designed three CNNs to detect 

driver drowsiness in the early stage based on single-

channel signal and EEG alpha spindles. The first one is a 

1D CNN with three convolution layers, three max-

pooling layers, and two fully connected layers. The 

second one is a 2D CNN with four convolution layers, 

four max-pooling layers, one fully connected layer, and 

one flattens layer. The third one is identical to the second 

but with different parameter values (number of filters and 

nodes). The activation function of the three models is 

dropout. The fed data to the models are raw EEG data for 

1D CNN, power spectrum analysis EEG data for the 

second CNN, and the CWT of EEG epochs for the third 

model. The P4 channel is determined to have the highest 

feature weight for drowsiness classification based on the 

neighborhood components analysis technique. The best 

results are obtained by CWT-CNN as follows: accuracy 

94%, recall 95%, precision 91%, and F1-score 93%. 

The author in [7] proposed a driver fatigue detection 

system based on a single channel EEG and transfer 

learning. The system works as follows: the acquired EEG 

raw data is passed through a preprocessing pipeline, and 

then the processed data is transformed into a two-

dimensional spectrum using the Short-time Fourier 

Transform (STFT). After that, the resulting spectrum is 

then fed to a modified AlexNet CNN model employing 

transfer learning to determine whether the driver is 

drowsy or alert. The author applied transfer learning 

using fine-tuning to the original AlexNet by replacing the 

final classification layer with another layer and reducing 

the last fully connected layer nodes number to 5. To find 

the best channel, the author compared the accuracy 

obtained by the AlexNet CNN of seven different channels 

(FP1, FP2, T3, T4, O1, O2, and Oz). The FP1 and T3 

channels achieved the best accuracy of 90% and 91%, 

respectively. 

Cheng et al. [18] have developed an EEG-based 

prediction system to estimate the drowsiness level of 

drivers. They use a raw EEG signal without utilizing any 

artifact removal methods. The 256-point fast Fourier 

transform (FFT) is used to transform the time-series EEG 

data into the frequency domain (an image-like feature 

map). In the final stage, the EEG images are passed into a 

CNN to classify them into two classes “Drowsy” or 

“Awake”. The used CNN is a basic CNN with two 

convolutional layers, two max-pooling layers, and one 

fully connected layer. Three training data sets are 

evaluated using a leave-one-subject-out cross-validation 
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strategy during the training phase. The proposed work 

outperforms the SVM classifier in both balanced (69.18 

%) and imbalanced (71.15 %) data. 

Guarda et al. [44] used convolutional neural 

networks (CNNs) to classify whether a driver is in a 

drowsy state or not based on EEG spectrograms. The 

proposed method is applied to the ULg Multimodality 

Drowsiness Database, where only the Fz and Pz channels 

are used to train the model. First, the raw EEG signals is 

transformed into spectrograms that have been converted 

into a gray-scale format. After the preprocessing and the 

generation of the gray-scale spectrograms, six sets of 

spectrograms are obtained. The proposed CNN has three 

convolutional layers, three pooling layers, and one fully 

connected layer. The input data are one or two 96*96 

images (depending on how many EEG sensors are used). 

The proposed model achieved an accuracy of 86.74% 

with Fz-Pz channels and 13 seconds signals which is the 

best compared to the other sets. The model outperformed 

SVM, NN, and RF in all metrics.  

Gao et al. [48] proposed a recurrence network-based 

convolutional neural network (RN-CNN) method to 

detect driver drowsiness using EEG signals. First, they 

collected EEG signals from 10 subjects and 30 channels 

using a simulated driving experiment and pre-processed 

the obtained signals. Then they used a recurrence network 

(RN), a complex network method that transforms raw 

EEG into a mutual information matrix of 30*30. Finally, 

they fed the mutual information matrix into CNN 

architecture to extract features and classify the driver 

state. The used CNN has two convolutional layers, two 

fully connected layers, and a softmax layer. The proposed 

approach achieved an accuracy of 92.25%. To evaluate 

the performance of the RN-CNN, the authors compared 

its result with other state-of-art works such as FT-CNN, 

PSD-SVM, CSP-SVM, and others. RN-CNN 

outperformed all the considered protocols. 

Chaabene et al. [3] proposed an EEG-based CNN 

Driver Drowsiness system. Data acquisition and model 

analysis are the two primary procedures of the proposed 

architecture. The data acquisition step is divided into two-

part: data collection using the Emotiv EPOC+ headset to 

record 14 channels and preprocessing. Data preparation 

to remove noise and artifacts, data annotation, and data 

augmentation to prevent overfitting and improve 

accuracy are parts of the preprocessing step. In the 

second step, "model analysis" a CNN with four 

convolution layers, one max-pooling layer, and two fully 

connected layers, is implemented. Two experiments were 

conducted to evaluate the system's performance using 

two classes (Drowsy/Awake); the first was conducted 

without data augmentation, with 2, 4, 7, and 14 channels, 

and the best accuracy (79.43%) is achieved with 14 

channels. However, data augmentation is used in the 

second experiment to reach 90.14% accuracy using seven 

channels.  

Balam et al. [6] have proposed CNN architecture for 

automated Driver Drowsiness detection based on a 

Single-Channel EEG signal. The used data are raw EEG 

signals from the physionet Pz-Oz dataset. To determine 

the best CNN model. The authors evaluated the 

performance of numerous CNN models with different 

kernel sizes, varying numbers of hidden layers, and 

multiple sets of filters. The proposed model is created by 

combining the best two evaluated CNN (CNN [4HL, 9F, 

3KS], CNN [3HL, 3F, 5KS]). For the evaluation of the 

model's performance, three different training strategies 

were utilized: subject-wise, cross-subject-wise, and 

combined-subjects-wise validations. The results indicate 

that the highest accuracy 94%) was achieved with 

combined subjects. A comparative study is conducted 

between the proposed model and other models that 

utilized the same dataset, and the results demonstrated 

that the employed CNN achieved the highest accuracy of 

94.87%. However, the results were close. 

Ding et al. [15] have implemented a Deep Learning 

architecture on a mobile device that uses a single-channel 

EEG signal to Detect Driver Drowsiness. Their study 

aims to get high accuracy with a small model size and 

predict latency compared to the existing models. The 

components of the proposed architecture are an EEG 

signal collector, a trained model integrated into a 

Smartphone to predict the state of the driver then alert 

him/her, a cloud database that serves as a backend, and a 

web page that contains a remote monitor to observe the 

real-time condition and historical record from the 

backend. The employed model is a Cascaded CNN with 

an attention mechanism layer; it is made of three blocks: 

Dimension Reduced Level, Feature Extract Level, and 

Full Connect Level.  In terms of accuracy and recall, the 

proposed model was compared to other deep learning and 

machine learning architectures. The latter outperformed 

the others with an accuracy of 97.26% and a recall of 

96.56%. In addition, the model size (1.61 MB) and 

latency (26s/epoch) are more suitable for a real-time 

mobile system. 

The authors in [16] developed a system capable of 

detecting vehicle driver drowsiness using a wearable 

EEG device and CNN. The proposed system consists of a 

wearable device to acquire EEG signals, a preprocessing 

step to remove artifacts and improve the information's 

quality, a trained model based on CNN for signal 

classification, and, as a final step, an early warning 

strategy to restore the driver attention. Two models were 

used for the classification step: a CNN with an Inception 

module containing five convolutional layers, two pooling 

layers, three Inception modules, and three fully connected 

layers, and the Modified AlexNet model that includes 

eight convolutional layers, four pooling layers, and three 

fully-connected layers. The obtained accuracy of the 

inception model is 95.69%, which is greater than the 

accuracy obtained by the modified AlexNet model 

(94.68%).  

A novel framework entitled EEG-based spatial-

temporal CNN (ESTCNN) developed by Gao et al. [14] 

to detect driver fatigue from EEG signals. The ESTCNN 

contains two main procedures: a Core Block to deal with 

the information on the temporal dimension and a dense 

layer to fuse the spatial features among the electrodes. 
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The authors implemented a CNN with 14 layers: three 

core blocks (where each block contains three convolution 

layers and one max-pooling layer), two dense layers, and 

a softmax layer. To validate the performance of the 

proposed framework, the ESTCNN was trained on ten 

cross-validations for each subject with an average 

accuracy of 97.37%. In addition, a comparative study of 

three studies and five competitive models was conducted, 

and the proposed model demonstrated the highest 

accuracy of 97.37%. 

To solve the drawbacks of the current functional 

brain network methods (ignore some features of the 

original EEG signals) and the preprocessing methods 

(filter out the most noises from signals), Lin et al. [17] 

proposed three-part architecture for identifying driver 

drowsiness based on EEG signals. The first part, called 

front-end CNN is responsible for denoising the raw EEG 

signal. The second part contains a brain network 

construction method used to increase the connectivity of 

EEG channels on a fixed functional brain network with 

less redundancy. The last part, called the back-end graph 

neural network, is the fatigue driving recognition model. 

The proposed framework achieved the highest 

recognition accuracy of 98.98% compared to commonly 

used classifiers. In addition, it demonstrated the ability to 

maintain an accuracy greater than 95% when many 

channels are affected by noise.  

Ko et al. [43] proposed an EEG-based driver 

drowsiness detection system using differential entropy 

(DE) with a novel deep convolutional neural network 

named VIGNet. The raw EEG data features were 

extracted using the DE method, a conventional machine 

learning-based method for feature extraction. The 

extracted features are the inputs to a CNN model with 

three convolutional layers designed to extract deep and 

hierarchical features and a dense layer that maps the 

extracted features to the decision layer. Experiments were 

conducted on the publicly accessible SEED-VIG dataset. 

The accuracy of the VIGNet model was 96 %, 

outperforming the accuracy of the SVM and ESTCNN 

models. 

Chen et al. [47] have used in this study a 

convolutional neural network (ConvNets) to detect driver 

drowsiness using raw Multi-Channel EEG signals 

without using any extraction or selection methods. The 

proposed architecture consists of 12 layers: five 

convolutional layers, three max-pooling layers, one 

mean-pooling layer to extract discriminative features, and 

three fully-connected layers that optimize the 

classification process (end-to-end manner). In addition, 

the authors used a data augmentation strategy to prevent 

overfitting. To evaluate the used model, the authors used 

10- fold cross-validation. based on the obtained, 

ConvNets performed well compared to other state-of-the-

art systems, achieving an accuracy of 97.02 % and a 

precision of 96.74 %. 

Zeng et al. [49] used two classification models, the 

EEG convolutional (EEGConv) and the EEG 

convolutional residual (EEG-Conv-R), to classify drivers' 

mental states using raw EEG signals. Data were collected 

from ten subjects using 16 channels. The EEGConv 

architecture contains eight layers: the input layer, three 

convolutional layers, a pooling layer, an LRN (Local 

Response Normalization) layer, a fully connected layer, 

and the output layer. The EEG-Conv-R architecture 

combines the EEG-Conv with two residual blocks. The 

two models' evaluation was tested using intra- and inter-

subject. EEGConv and EEG-Conv-R achieved greater 

accuracy than LSTM and SVM models, with 91.788 and 

92.682 % accuracy using intra-subjects and 82.95 % and 

84.38% accuracy using inter-subjects, respectively. 

However, the EEG-Conv-R converges faster than the 

EEGConv. 
  

 

Table 2: Summarized studies of driver drowsiness detection based-EEG using CNNs 

Authors Techniques 
Type of 

channels 

Classification Results 

Chaabene et al 

[3] 

• 7 channels. 

• 7 Layer CNN Model.  

• Data augmentation. 

 

Multi-

Channel 

 

Best classification accuracy: 

90.41% 

Balam et al [6] 

• Pz-Oz. 

• Combination of two CNN models. 

• Subject-wise, cross-subject-wise, 

and combined-subjects-wise 

validations. 

 

Single-

Channel 

Best classification accuracy: 

combined subjects validation at 94%. 

Ding et al [15] 

• Dimension Reduced Level, Feature 

Extract Level, and Full Connect 

Level.   

• 15 Layer Cascaded CNN with an 

attention mechanism layer. 

Single-

Channel 

 

Best classification accuracy and 

Recall: 97.26% and 96.56% 

respectively. 
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Zhu et al [16] 

• CNN with an Inception module.  

• Modified AlexNet.  
Multi-

Channel 

Best classification accuracy : 95.69% 

with Inception and 94.68% with 

AlexNet. 

 

Lin et al [17] 

• Front-end CNN for denoising the 

raw EEG signal.  

• Brain network construction 

method. 

• Back-end graph neural network.  

 

Multi-

Channel 

Best classification accuracy : 98.98% 

Gao et al [14] 

• EEG-based spatial–temporal CNN 

(ESTCNN). 

• 3 Core Blocks, two Dense layers, 

and a Softmax layer. 

•    Ten cross-validations.  

 

Multi-

Channel 

Best classification accuracy : 

97.37% 

Ko et al [43] 

• SEED-VIG dataset. 

• DE method.  

• VIGNet Deep Learning Model. 

 

Multi-

Channel 
Best classification accuracy : 96% 

Zeng et al [49] 

• Ten subjects and 16 channels.  

• The EEGConv and EEG-Conv-R 

architectures.  

• Intra- and inter-subject evaluation 

methods. 

  

Multi-

Channel 

Best classification accuracy : 

91.78% for EEG-Conv and 

92.68% EEG-Conv-R using intra-

subjects 

Chen et al [47] 

• ConvNets with 12 Layers. 

• Data augmentation strategy. 

• The 10- fold cross-validation.  

Multi-

Channel 

Best classification accuracy and 

precision: 97.02% and 96.74 %. 

Houshmand et 

al [5] 

 

• 1D CNN and two 2D CNN with 

different parameters. 

• Dropout activation function.  

• Raw EEG data, power spectrum 

analysis EEG data CWT of EEG 

epochs.  

• The P4 channel  

Single-

Channel 

Best classification scores: 

accuracy 94%, recall 95%, precision 

91%, and F1-score 93% with CWT-

CNN. 

Shalash [7] 

 

• AlexNet CNN model 

• Short-time Fourier Transform 

(STFT). 

•  a modified AlexNet CNN model.  

• seven different channels (FP1, 

FP2, T3, T4, O1, O2, and Oz).  

Single-

Channel 

Best classification accuracy: 91% 

with The T3 channel. 

Guarda et al 

[44] 

 

• CNN 

• ULg Multimodality Drowsiness 

Database. 

• Fz and Pz channels. 

•  Gray-scale EEG spectrograms. 

•  Seven Layers CNN.  

Single-

Channel 

Best classification accuracy : 

86.74% 

Cheng et al • Raw EEG signal.  Multi-  
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[18] 

 
• 256-point FFT.  

• Basic CNN model. 

• Leave-One-Subject-Out Cross-

Validation.  

 

Channel Best classification accuracy : 71.15% 

Gao et al [48] 

• RN-CNN. 

• 10 subjects and 30 channels. 

 

Multi-

Channel 

Best classification accuracy : 

92.25% 

    

 

 
Figure 10: The obtained accuracy (%) by various study using 1D-CNN and 2D-CNN 

 

Budak et al. [19] developed a hybrid model for detecting 

drowsiness using EEG signals. The developed model 

utilizes the majority ensemble model to combine three 

distinct models. Three different groups of features are 

extracted. The first block extracts frequency, energy, 

entropy, and rate distribution. The second block extracts 

Statistical features. In the third block, deep features are 

extracted from EEG spectrogram images using AlexNet 

and VGG16. The features extracted from each block are 

fed into an LSTM network classification model. The 

result is three different models fused by the majority 

ensemble model to form the primary model. The authors 

used the MIT-BIH Polysomnographic database and ten-

fold cross-validation to evaluate the performance of the 

constructed primary model. The obtained average 

accuracy is 94.31%. 

Lee et al. [45] employed a deep neural network with four 

LSTM layers to classify driver drowsiness based on EEG 

signals and identify the optimal electrodes. They utilize 

three classification classes: awakeness, drowsiness, and 

sleep. In this experiment, 18 EEG channels were used and 

categorized into eleven groups based on Frontopolar 

(FP), Dorsolateral Prefrontal Cortex (DLPFC), and 

Premotor Cortex (PMC). The results indicate that the 

most accurate group was the FP &DLPFC group, which 

utilized nearly all channels. Its accuracy was 82.8 %. In 

this study, the authors observed that the accuracy of 

awakeness was greater than that of drowsiness across all 

channel sets, leading them to conclude that the proposed 

model classified drowsiness data as sleep more frequently 

than awakeness. 

Khessiba et al. [32] proposed two deep learning 

architectures for detecting drowsiness states in drivers 

using single-channel EEG signals (Pz-Oz). The proposed 

models are the 1D-UNet model, designed only with deep 

1D-CNN layers, and 1D-UNet-long short-term memory 

(1D-UNet-LSTM). They were applied to spectral band 

energy features captured with FFT. The performance of 

the proposed models is better than other shallow and deep 

architectures such as the Learning Vector Quantization 

LVQ, MLP, LSTM, and 1D-CNN-LSTM. The obtained 

accuracies are 79.3% and 79.4% for 1D-UNet and 1D-

UNet-LSTM, respectively, using the ReLU activation 

function. However, when the SPOCU is used as the 
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activation function, the accuracies are 82% for 1D-UNet 

and 84% for 1D-UNet-LSTM. The authors implemented 

the proposed DL models on the RPi 3 device to obtain a 

real-world evaluation of the proposed drowsiness system. 

The results indicate that the proposed system slightly 

increases execution time while maintaining high 

performance. 

Turkoglu et al. [46] proposed a novel hybrid model 

consisting of deep rhythm features and an LSTM network 

for EEG-based driver drowsiness detection. The STFT 

method converts raw EEG signals into time-frequency 

EEG images. First, five different rhythm images are 

extracted from the EEG images and fed to CNN pre-

trained models ResNet 18, ResNet 50, and ResNet 101 to 

extract deep features. Next, the extracted features are fed 

into LSTM layers connected and followed by a fully 

connected layer, softmax layer, and classification layer to 

classify whether a driver is in drowsiness or awake state. 

Two experiments were applied to evaluate the 

performance of the proposed scheme. The first step 

involves feeding the EEG images to the features 

extraction phase without extracting the rhythms images. 

In this phase, the ResNet 18, ResNet 50, and ResNet 101 

were used as feature extractors, while the CNN and SVM 

were used as classifiers. According to the results, ResNet 

18+CNN achieved the highest accuracy of 84.78 %. The 

second experiment consists of evaluating the proposed 

rhythm-based-deep features and LSTM networks by 

changing each time the features extractor. The best result 

was 97.92% obtained from the three-way concatenation 

of the ResNet18, ResNet50, and ResNet101 models. 

Jeong et al. [50] developed Deep Spatio-Temporal 

Convolutional Bidirectional LSTM Network (DSTCLN) 

model to classify pilots' mental states from EEG signals. 

Based on KSS values, the authors utilized two classes 

(awakeness, drowsiness) and five classes known as 

drowsiness classes (very alert (VA), fairly alert (FA), 

neither alert nor sleepy (NAS), sleepy but making no 

effort to stay awake (SNEA), and very sleepy (VS)). The 

data is preprocessed after collecting EEG signals from a 

simulation environment using 30 EEG channels. The 

authors used five convolutional blocks of a Spatio-

Temporal CNN to extract high-level Spatio-temporal 

features. The extracted features were fed into a Bi-LSTM 

with four Bi-LSTM layers, and a dropout layer was used 

to reflect the temporal information of time-series data 

using. The classification layer consists of three fully 

connected layers and a softmax layer. The deep model 

achieved an accuracy of 87% for 2-class and 69% for 5-

class. Comparing the proposed model to other 

conventional techniques revealed that the DSTCLN 

achieved the best classification performance. 

Michielli et al. [51] developed a novel cascaded RNN 

architecture based on long short-term memory (LSTM) 

for classifying sleep stages based on Single-Channel EEG 

signals. They proposed two RNNs-based LSTM models 

common in the three first steps: data acquisition, signal 

preprocessing, and feature extraction. Fifty-five features 

were extracted (time domain and frequency domain). In 

the selection process, which reduces the computation cost 

and selects the most relevant features, the minimum 

redundancy maximum relevance (mRMR) was utilized in 

the first model. In contrast, the Dimensionality reduction 

(PCA) has been used in the second model. In the 

classification step, the first model inputs are the outputs 

of the mRMR to classify 4-class, and the second network 

uses the outputs of the PCA method to classify 2-class; 

finally, the two models were connected using a cascaded 

architecture to classify five sleep stages. The cascaded 

RNN architecture achieved an average accuracy of 

86.7%. 

 

 

 

 

 

Table 3: Summarized studies of driver drowsiness detection based-EEG using RNNs 

Authors Techniques Type of channels 
Classification Results 

Budak et al [19] 

• Hybrid model. 

• Majority ensemble model. 

• Three groups of features.  

• EEG spectrograms  

• LSTM network model. 

• MIT-BIH database.  

• Ten-fold cross-validation. 

 

Multi-Channel 

Best classification 

accuracy: 94.31% 

Lee et al [45] 
• Identify the optimal 

electrodes. 
Multi-Channel Best classification 
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• Three classification classes. 

• 18 EEG channels. 

• LSTM network model. 

 

accuracy: 82.8% 

Khessiba et al [32] 

• Pz-Oz Channel.  

• 1D-UNet-LSTM.  

• Spectral band energy features 

captured with FFT.  

• RPi 3 device for a real-world 

evaluation. 

 

Single-Channel 

Best classification 

accuracy: 84% 

Turkoglu et al [46] 

• STFT time-frequency EEG 

images.  

• ResNet 18, ResNet 50, and 

ResNet 101 as extractors.  

• LSTM classification model. 

• ResNet+LSTM model. 

 

Multi-Channel 

Best classification 

accuracy: 97.92% 

Jeong et al [50] 

• 30 EEG channels.  

• Spatio-Temporal CNN. 

• Bi-LSTM model. 

• DSTCLN 

 

Multi-Channel 

Best classification 

accuracy: 87% (2-class) 

69% (5-class) 

Michielli et al [51] 

• Cascaded RNN  

• Fifty-five features. 

•  (mRMR) and (PCA). 

 

Single-Channel 
86.7% 

 

 
 

Figure 11: The obtained accuracy (%) by various study using RNNs 

4 Discussion 

Detecting drowsiness has been and remains an 

essential task because it affects the performance and 

throughput of persons and can lead to various negative 

outcomes, such as car accidents and crashes. EEG signals 

are the gold standard for monitoring drowsiness. In the 

past, many researchers have focused their studies on 

which brain regions are most informative in detecting 

drowsiness (see [1]). Most studies found that frontal, 

parietal, and occipital regions are the most informative 

[1]. In addition, some researchers oriented their research  

 

 

on which are the informative electrodes to reduce 

electrodes numbers. Researchers recently adopted 

artificial intelligence techniques to classify whether a 

driver is in a drowsy or awake state such as machine 

learning methods, which gave good results [10, 53, 54, 

and 55]. However, they required features extraction 

(hand-crafted extraction) and features selection (optional) 

steps that influence the results. Due to the existing of 

many methods and techniques in this area, they also need 

a massive amount of data. According to these limitations 

in the last years, most studies have used deep learning 

techniques such as CNN and its variants, RNNs, and its 
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variants to detect drowsiness based on EEG signals. DL 

techniques have shown notable results in processing 

biomedical signals.  

 Our analysis shows that the most recent driver 

drowsiness-based deep learning works have used the 

convolutional neural network (CNN). The latter showed 

efficient performances in signals classification.  The 

results in Table 2 have proved this where all the obtained 

accuracies exceed 90% except on [18], which was 

71.15%, which is a good result considering the use of raw 

EEG signal without using any artifact removal methods. 

RNN networks also have been used as they perform well 

in time-series and sequential data; the results shown in 

Table 3 demonstrate that they are good candidates for this 

aim, where the highest accuracy was 97.92 % [46] and 

the lowest was 82.8% [45]. However, it isn't easy to 

compare the reviewed works due to the use of different 

datasets, types of channels, types of inputs, and 

classification model architectures. If we take the [3] and 

[16] works, both have used multi-channel EEG signals 

and EEG signals as data and CNN as a classifier. Still, 

they have got different results because they used different 

CNN architectures where the model of [3] contains four 

convolutional layers, one max-pooling layer, and two 

fully connected layers. However, in [16], it contains five 

convolutional layers, two pooling layers, three Inception 

modules, and three fully connected layers. 

In addition, we have observed that in recent years, 

researchers in the driver drowsiness-based EEG field 

have shifted their focus toward using Single-Channel 

EEG recordings rather than Multi-Channel [6, 15, 5, 32, 

51, and 7]. The main reason for this redirection is that the 

Multi-Channel EEG signals require a larger storage 

capacity and high computing time and are more 

expensive than single-channel records. We cannot 

compare the obtained results in terms of single or multi-

channel. Each work employs different wearable devices, 

preprocessing techniques, and models. However we can 

say that single-channel research papers have yielded 

prominent results (see Tables 2 and 3). Perhaps in the 

future, they will be more accurate. 

Another point to discuss is that in some works, 

instead of using EEG as signals, the authors have used 

some methods such as the continuous wavelet transform 

(CWT) [5] and Short-time Fourier Transform (STFT) [7]; 

to convert EEG signals to time-frequency domain images 

(2D spectrogram). The 2D spectrograms are then fed to 

CNN model that demonstrated high image classification 

and pattern detection performance. For example, in [5], 

three models were developed 1D CNN with raw EEG 

data, 2D CNN with power spectrum analysis EEG data 

and CWT-CNN with 2D spectrogram; the highest 

accuracy was 91% obtained by CWT-CNN. The results 

of [5] and [7] are encouraging, and we believe that using 

power preprocessing methods and the CNN model with 

spectrogram images will be much better. 

After reading many papers on driver drowsiness 

detection and especially on deep learning for EEG-based 

driver drowsiness detection, we have noticed that all 

works' main problem is developing a higher accuracy 

system. However, we need an accurate system that can 

detect a drowsy state in a short time and requires small 

spatial memory and few computational resources. A short 

time because the early detection helps to avoid accidents. 

Memory space and computational resources must be 

reduced because the device where the model is integrated 

will be in the vehicle, which is usually a smartphone. A 

smartphone with an enormous capacity costs a lot. 

5 Challenges and future works 

In conclusion, EEG sensors are useful for detecting 

weariness and drowsiness using DL techniques. 

However, various challenges and constraints persist 

today, impeding the development of real-world 

applications. The first one is the lack of data. Most of the 

studies have used a few participants (50 participants or 

less), which can influence the results of the proposed 

models. As it is common knowledge, DL models require 

enormous data for training. In addition, the datasets 

should be diversified so that the models can be general, 

efficient, and robust. The second challenge is comparing 

model performance with other states of the art, as in most 

papers, to validate that the proposed model is better than 

others. However, this comparison is not reliable and 

unfair, as each study uses different datasets collected 

under different experimental conditions, the number of 

electrodes, sampling frequency, and the number of 

participants. Therefore, to obtain a fair comparison, it is 

recommended that all models utilize the same dataset, 

which is challenging due to the use of private datasets. 

The third challenge is the need for powerful 

preprocessing methods and techniques to remove artifacts 

and unwanted signals from the original EEG signals 

without information loss. The raw EEG signal (original) 

is affected by various noises, such as eye blinking and 

muscle noises, which decrease its quality and, as a result, 

affect the detection model's performance. So, a 

preprocessing step is required to clean the signals and 

improve their quality. 

Deep layer models with massive data may give high 

performance and accuracy but require high computational 

resources. Therefore, the last challenge is the need for 

powerful hardware to implement, train, and store Deep-

layer models with massive data. 

The fifth challenge is that most researchers typically 

use virtual or simulated environments to conduct their 

studies and develop their final system outcomes. 

Nevertheless, it is important to note that these results may 

not accurately reflect actual driving conditions, which 

impacts the system's reported accuracy. 

The sixth challenge is that the driver may be 

uncomfortable because of the equipment and sensors 

attached to his body. In addition, even minor motion can 

introduce noise into the extracted signals, diminishing 

their precision. 

 

For future studies, we recommend: 

• Using data augmentation techniques and 

strategies to overcome the lack of data, improve 



374 Informatica 48 (2024) 359–378 I. Latreche et al. 

accuracy, and achieve an acceptable 

generalization. 

• Use available online datasets to make a reliable 

comparison of models, and choose the most 

powerful one for detecting drowsiness instead of 

using private datasets.   

• Combine the EEG with other physiological 

signals such as EOG to get more accurate and 

efficient results. 

• Implementing deeper models (with more layers) 

to automatically learn and extract the most 

prominent EEG features. 

• The use of single-channel EEG signals that 

require low storage capacity, low computing 

time, and cost less than the multi-channel record, 

with CNN, to achieve prominent results.  

• Use the cloud to avoid the necessity of powerful 

hardware to train it with massive data. 

• Verify the accuracy of the system's findings by 

conducting an actual driving situation. 

• After determining that the driver is experiencing 

drowsiness, the system should promptly notify 

the driver or any close traffic patrol about their 

possible loss of focus by generating noise or 

causing the steering wheel or seat to vibrate. The 

system may additionally prompt the driver to 

pause and rest, particularly if they have been 

driving for a prolonged duration, or enable a 

smooth transition to autonomous driving mode. 

• Utilizing sensors to monitor the road ahead and 

detect probable collisions to prevent accidents 

caused by proximity with other cars. Once the 

system detects an impending accident, it can 

autonomously engage the brakes or issue visual 

and auditory alerts. This action mitigates the 

impact's severity or entirely averts the collision. 

6 Conclusion 
 

This paper has reviewed novel research papers on 

detecting driver drowsiness or fatigue using EEG and 

deep learning techniques such as CNNs and RNNs 

models. Efficient results were obtained from both DL 

instances, where the higher accuracy is 98.98%, and the 

low accuracy is 71.15% without using any artifacts 

removals, which is an acceptable score. In addition, we 

have discussed the reasons for utilizing single-channel 

EEG signals rather than multi-channel EEG signals in 

certain works and the reasons for using 2D spectrogram 

EEG images rather than EEG signals. At last, we have 

focused on some limitations of the proposed systems. For 

example, the importance of considering the time, 

accuracy, and costs (reducing the spatial memory and 

computational resources), the lack of data, and others are 

mentioned as challenges. 
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Fault detection is crucial in the chemical industry for identifying process problems, and determining the
nature of the fault is essential for scheduling maintenance. This study focuses on the application of inverse
fuzzy models to reconstruct faults for the purpose of detection, isolation, and classification. By inverting
fuzzy models, the fault signal can be reconstructed, enabling identification of the fault source and its char-
acteristics. To address the issue of undetected small abrupt faults, we employed the wavelet transform.
This approach allows for the detection of incipient faults, while the classification is achieved by evaluating
the response of the fault reconstruction. Fault isolation is accomplished by comparing the reconstructed
faults. However, in the case of the pneumatic valve utilized, four out of the 19 simulated faults demon-
strated poor isolation due to the similarity of their reconstructions using inverse fuzzy models. We also
present a comparison with similar applications in existing literature. The fault detection rate obtained in
this study is 84.81%, which is higher compared to the rates of 55.45% and 82.37% reported in other works.
Additionally, the accuracy achieved in this work is 78.85%, indicating the ratio of correctly classified faults
to the total number of measurements, including both fault and no-fault conditions.

Povzetek: V članku je predstavljen model za zaznavanje, izolacijo in oceno napak v industrijskih pnev-
matskih ventilih, ki dosega visoko uspešnost zaznavanja napak.

1 Introduction

Ensuring safety is of paramount importance in the chem-
ical industry. Various processes within this industry are
susceptible to faults, which not only pose a risk to prod-
uct integrity but also endanger the safety of factory opera-
tors [1]. Startling statistics from Japan reveal that over the
past five years, approximately one-fourth of chemical in-
dustries reported more than 20 accidents [2]. In a compre-
hensive analysis of 170 accidents, [3] found that 56.2% of
these cases involved explosions, including a notable inci-
dent on August 12, 2015, in Tianjin, China, which resulted
in 165 fatalities and eight missing individuals. Hence, the
ability to detect faults assumes paramount importance in
the chemical industry [4]. Recognizing the limitations of
the defense-in-depth approach in averting accidents like the
Fukushima Daiichi nuclear disaster in 2011, [5] proposed
implementing the safety diagnosability principle to enhance
situational awareness. This approach facilitates the devel-
opment of maintenance schedules for optimal operational
performance and process safety [6], while also enabling
timely response during emergencies.
A fault refers to an unexpected deviation in a system’s

behavior. The detection of faults serves as a crucial first

step in fault diagnosis, indicating the presence of a problem.
Subsequently, fault isolation becomes necessary to identify
the specific nature of the issue. This combined process of
fault detection and isolation (FDI) is often referred to as
fault diagnosis in many research papers [7]. Some authors
further include an identification stage to assess the magni-
tude of the fault. As a result, the comprehensive execution
of these stages constitutes the overall fault diagnosis proce-
dure [8].

Two main techniques are commonly employed for FDI
applications. The first technique involves utilizing an ap-
proximate model to compute the discrepancy between the
real process outputs and the model-derived outputs, re-
ferred to as the residual signal. The detection of faults is
achieved by analyzing the magnitude of the residual sig-
nal [9]. Fault isolation, on the other hand, involves exam-
ining the fault’s characteristics, such as its frequency re-
sponse or employing symptom mapping from the symp-
tom space to the fault space, as demonstrated by [8]. The
second technique for fault isolation involves utilizing mea-
sured data from the process to search for discernible pat-
terns. Statistical methods, such as Hotelling’s statistic (T2-
chart) and the squared prediction error (Q-chart), have been
employed for this purpose [10]. Additionally, fault diagno-
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sis in pneumatic valves has been demonstrated using princi-
pal component analysis [11]. Alternatively, soft computing
techniques like fuzzy logic and artificial neural networks
(ANN) have also been utilized for fault diagnosis [12].
When sensor-measured data is utilized for FDI, the

methodology is known as data-driven. This approach lever-
ages past information on the process both with and without
faults to detect and classify the presence of faults, primar-
ily employing artificial neural networks (ANNs) [13]. Deep
neural networks are particularly effective in extracting fea-
tures that enhance FDI performance. For instance, in fault
diagnosis of Tennessee Eastman processes, [14] employed
a combination of convolutional ANNs and long short-term
memory units. Similarly, [15] implemented an adaptive
convolutional ANN for multiscale feature extraction in the
same process.
Additionally, there are publications where system behav-

ior analysis is employed to identify new operating points or
peculiar dynamics indicative of faults, even in the absence
of prior information [16]. However, it is important to note
that data-drivenmethods, as pointed out by [17], may strug-
gle with correlating acquired samples with unlabeled data.
Moreover, [18] specified that these methods are suscepti-
ble to data sparsity and proposed the use of deep temporal
clustering to address this challenge.

1.1 Case of study
Electro-pneumatic valves find widespread usage in indus-
tries such as chemical [19], biotechnology, food process-
ing [20], cement production [21, 22], and energy genera-
tion [23]. These valves play a vital role in regulating fluid
flow within processing pipelines. In certain industrial con-
texts, valves are also referred to as actuators. However,
these devices can be susceptible to issues such as erosion
and degradation [24, 25], which may lead to faults with po-
tential cascading effects throughout the entire process [26].
Additionally, faults can originate from the spring compo-
nent used in hydraulic valves [27].
A project called the Development and Application of

Methods for Actuator Diagnosis in Industrial Control Sys-
tems (DAMADICS) was proposed to develop online diag-
nostic tools for a pneumatic valve, specifically simulating a
sugar evaporation station in Cukrownia Lublin, Poland [9].
The purpose of the process is to maintain the syrup level
between 14% and 70% for juice condensation, as a lower
value can lead to overheating of the evaporation chamber,
while higher values can result in contamination of other sta-
tions within the factory [28]. The developed model accu-
rately simulates real phenomena that can potentially cause
faults in the valve actuator, making it highly applicable in
real-world scenarios. This platform has been utilized to de-
velop fault detection and isolation (FDI) techniques without
the need for extensive analytical knowledge of the valve or
its associated faults [29].
The DAMADICS model comprises three key compo-

nents: a control valve, a servomotor, and a positioner. The

model incorporates five inputs: i) the control variable CV ,
ii) the liquid pressure before the valve P1, iii) the liquid
pressure behind the valve P2, iv) the liquid temperature T ,
and v) the faults vector f . The model produces two out-
put signals: the displacement of the valve head X and the
liquid flow rate F [28].
In this system, the linear rod motion is determined by

the pressure force, which is achieved using a flexible di-
aphragm. The movement of the rod controls the internal
area of the valve, thereby influencing the fluid force, which
is dependent on the pressure difference between P1 and P2

[9]. A PID controller is responsible for regulating the air
within the chamber to maintain a desired set point. The
model has the capability to simulate 19 distinct faults, de-
noted as F1, F2, . . ., F19.

1.2 State of the art
Now, let’s explore the state-of-the-art research in fault de-
tection and isolation (FDI) for theDAMADICS benchmark,
focusing primarily on studies that employ data-driven tech-
niques.
The utilization of residual signals for fault detection is a

widely employed approach in FDI. [30] introduced an in-
terval model to derive nonlinear interval observers. These
observers are utilized to generate residual signals for fault
detection, and subsequently, the responses from a set of ob-
servers are compared to fault signatures for fault isolation.
Soft computing techniques can also be employed to model
nonlinear systems [31]. In model-based FDI, the evalua-
tion of residuals plays a crucial role in fault detection, and
an interesting methodology involves the implementation of
fuzzy logic.
Fuzzy models were proposed by [9] to approximate the

variablesX andF by utilizing the input variables. Residual
signals were employed for fault detection, followed by the
use of 19 fuzzy classifiers to isolate the specific faults.
[32] improved the fuzzy partition of classifiers by incor-

porating clustering algorithms. Their methodology enables
the detection of new operation modes in a model-free man-
ner, meaning that it is data-driven and does not rely on prior
fault information. They implemented adaptive fuzzy rules
using an incremental unsupervised Gaussian participatory
clustering procedure, which shows promise in terms of its
ability to adapt without prior knowledge of faults.
Another approach utilizing fuzzy logic for FDI was

demonstrated by [8]. In their study, they employed fuzzy
generalized nearest prototype classifiers and applied 20 dis-
tinct magnitudes of faults. It is noteworthy that they devel-
oped a classifier capable of isolating different magnitudes
within the same fault.
In addition, [33] utilized artificial neural networks

(ANN) for FDI. They employed ANN models to represent
the behavior of the DAMADICS benchmark both with and
without faults in order to calculate the residuals. By eval-
uating the magnitude of these residuals, it becomes fea-
sible to detect faults. For the fault isolation stage, ANN
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models were utilized for each potential fault under evalua-
tion within a specific time window. A larger time window
provides higher confidence with a delay, whereas a shorter
time window enables early isolation but with lower confi-
dence.
[36] employed an ANN to develop a neural model for

the DAMADICS benchmark and calculate residual signals.
The fault isolation process involved utilizing a decision
tree to identify unique signatures or footprints in the symp-
toms. This approach offered the advantage of reduced time
required for FDI, and it successfully isolated 12 distinct
faults.
On the other hand, [33] identified three fault groups that

exhibit similar symptoms. Interestingly, even the fault-free
scenario can be mistakenly isolated within these groups.
Specifically, there exists a group comprising faults F5, F8,
and F14 as potential candidates due to their shared symp-
tom. This similarity poses a challenge for fault isolation.
Neuro-fuzzy systems combine the computational power

and learning capability of ANNs with the reasoning and
interpretability of fuzzy logic [34]. These systems can be
viewed as either fuzzy systems adapted as ANNs or ANNs
with fuzzy sets and operators as their units [12]. In the con-
text of the benchmark used in this study, [12] implemented
multiple observers for FDI. These observers, known as un-
known input observers, were combined using fuzzy logic
to generate output estimates. Notably, their approach in-
volved using the Gustafson-Kessel clustering for the initial
fuzzy partition and employing genetic programming to ob-
tain state-space subsystems as the rule consequents. Ad-
ditionally, they proposed the use of one linear model to
approximate X and five linear submodels for F . Impor-
tantly, they emphasized that faults can have varying effects
at different operating points. Their methodology, known
as the neuro-fuzzy and decoupling fault diagnosis scheme,
showed promising results.
A similar approach was demonstrated by [35], who uti-

lized an ANN model to approximate the process behavior.
Subsequently, a neuro-fuzzy classifier was employed to de-
tect and isolate faults based on the residual signals. This
method follows a model-based approach, and it success-
fully detected and isolated two specific faults.
[37] introduced a pattern-recognition approach using ra-

dial basis function networks for classification. The results
were then aggregated using a fuzzy system to generate a
decision signal. In their study, they successfully isolated
faults F1, F2, F7, F8, F10 − F13, and F15 − F19 in abrupt
scenarios.
Self-organizing maps (SOM), similar to ANN, have been

utilized by [38] for fault diagnosis. In their approach,
fault detection is achieved by computing the difference
between the obtained signals and the healthy behavior of
DAMADICS. However, it should be noted that some faults
were undetectable using this method. A significant draw-
back of this approach is the considerable time required for
online diagnosis. Another application of SOM for fault
classification was demonstrated by [39], where they suc-

cessfully classified three faults, even in cases where fault
classes overlapped.
An insightful overview of computational intelligence

techniques applied in FDI was presented by [40]. They ex-
plored the application of various techniques such as fuzzy
logic, ANNs, neuro-fuzzy systems, and genetic algorithms
in FDI for diverse systems, including gas turbines, conduc-
tive flow systems, and aero-engines. In particular, Chapter
1 of [41] highlights the significance of FDI in industrial pro-
cesses and discusses the utilization of computational intel-
ligence techniques to address challenges such as local non-
linearities, noise, and uncertainty.
A distinct approach was introduced by [42], where FDI

was tackled by verifying the consistency of the current fault
identification with a specific fault set using timed automata.
This approach does not necessitate prior information about
the system. The faults considered in this study were F16,
F18, and F19, and they were successfully isolated after 16
sample times in the DAMADICS simulation. Another ap-
plication of fault detection was presented by [43], where a
methodology called ”typically and eccentricity data anal-
ysis” was employed for online fault detection without the
need for prior knowledge of the system. The obtained re-
sults showcased a true positive rate (fault detection rate) of
74.96% for faults F16 − F19.
Wear and tear on systems can lead to the development

of incipient faults, and they can also provide insights into
the actuator’s remaining lifespan [44]. Detecting incipi-
ent faults can be challenging as they may resemble mod-
ifications in the operating point. Early detection is crucial
for such faults since they exhibit a continuous and gradual
development that may only be detectable when their mag-
nitude approaches 50%. [28] employed a hidden Markov
model to detect both abrupt faults (sudden appearance) and
incipient faults. This data-driven methodology utilized 46
distinct symbols to differentiate between different operat-
ing conditions.
In a review conducted by Capaci et al. [29], the authors

explored the field of smart diagnosis in control valves, fo-
cusing on the analysis of both normal and abnormal operat-
ing conditions. The study examined various statistical and
soft computing techniques to compare and analyze the re-
sults obtained from these conditions. The review aimed to
provide insights into the effectiveness of different diagnos-
tic approaches in detecting and characterizing valve abnor-
malities.
Table 1 lists the characteristics of works mentioned

above indicating advantages and limitations found for FDI
in the DAMADICS benchmak.
In this work, we detect, isolate, and classify faults in the

DAMADICS benchmark by reconstructing the faults using
inverse fuzzy models. While model-based FDI typically re-
lies on observers and residual signals for fault evaluation,
the main contribution of this paper is the utilization of in-
verse models to directly identify the fault responsible for
the system behavior without the need for computing resid-
uals. To enhance fault isolation, the faults are grouped into
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Table 1: Related works for FDI.

Reference Methodology Advantages Limitations
[30] Nonlinear observers Good detection Time required for residual evolution,

not all faults can be isolated.
[9] Fuzzy models Automation of fuzzy rules Fault detection and isolation,

to use uncertain information.
[32] Clustering Not to require prior information Fault diagnosis free of model.
[8] Fuzzy classifier To isolate the fault magnitude Computational effort to develop the classifier.
[33] Artificial neural networks To improve the fault detection rate To collect data for the ANN model,

or to accelerate the detection time more design to isolate incipient faults.
[35] Neuro-fuzzy systems Good detection Cannot be applied for unknown working

conditions, unknown faults cannot be isolated.
[12] Neuro-fuzzy systems Detection independent to the fault To know the noise distribution

magnitude
[36] ANN and decision trees Fast isolation using past information To collect data for the ANN model
[37] Radial-basis functions Temporally informative features Average results.

and fuzzy logic with little computational cost.
[38] Self-organizing maps Classification even with Some undetectable faults,

overlapped faults Time consuming.
[39] Self-organizing maps To isolate and identify faults Time consuming.

without a data preprocessing
[42] Timed automata Not to require prior information Only three faults were diagnosed.
[43] Typicality and eccentricity Precision average = 83.30% Problems to detect incipient faults.

data analytics
[28] Hidden Markov model Early detection Only three faults were detected.

classes based on their source, and we employed the wavelet
transform to highlight incipient faults. The remaining sec-
tions of this paper are organized as follows: Section 2 de-
scribes the DAMADICS system used as the benchmark for
FDI. Section 3 presents the methodology used, including
the obtention of fuzzy models (subsection 3.1) and the ex-
planation of how to invert the fuzzy models (subsection
3.2). The results are presented in Section 4, with fault de-
tection results shown in subsection 4.1 and fault isolation
presented in subsection 4.2. A comparison with similar ap-
plications is also included in the discussion Section 5. Fi-
nally, conclusions are provided in Section 6.

2 Benchmark description

The DAMADICS benchmark model, developed by the Re-
search Training Network of the European Commission dur-
ing the 2000-2004 period under the Framework 5 Human
Potential Programme, provides a simulation of the flow dy-
namics through a valve. The flow rate is determined by
the position of a rod, as the rod’s movement regulates the
flow area inside the valve [20]. This valve, known as an
electro-pneumatic actuator, plays a crucial role in control-
ling the flow through the pipeline installation. It consists of
a plate connected to the chamber walls through a flexible
diaphragm. The position of the rod is determined by a con-
trol signal, which, depending on its value, either connects
the chamber with the pneumatic circuit or with the atmo-

sphere. To achieve linear motion of the servomotor stem,
a compressible fluid-powered device operates on the flexi-
ble diaphragm [20]. To correct any mispositions caused by
disturbances, a positioner is employed in the system.
The DAMADICS model offers the capability to sim-

ulate 19 different faults, which are listed in Table 2
of [8]. The model itself can be downloaded from
http://diag.mchtr.pw.edu.pl/damadics/. Notably,
the model allows for the simulation of incipient faults,
which can often be mistaken for changes in the operating
point. These incipient faults can also be utilized to predict
the lifespan of industrial actuators [45]. Figure 11 of [20]
presents a fault scheme specific to the DAMADICS actu-
ator, illustrating the origin of the faults and the variables
involved in identifying each fault. The faults can manifest
as either stationary events, such as abrupt faults, or non-
stationary signals like random or incipient variations in the
values of the supply pressure (fault F16) [46].
The faults in the DAMADICS benchmark can be simu-

lated with various magnitudes, although some of them can
only be simulated in an abrupt form. It is important to note
that certain cases in Table 3 do not have a physical interpre-
tation and, as a result, were not considered for simulation.
These excluded cases may involve faults that are not prac-
tically feasible or do not align with real-world scenarios.
It is essential to focus on the faults that have meaningful
interpretations and are relevant to the system under consid-
eration.
In the study shown in [8], a table was presented that pro-
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Table 2: Faults in the DAMADICS model.

Fault origin Fault Description Simulation values
F1 Valve clogging [0, 1]
F2 Valve sedimentation [0, 1]
F3 Valve erosion [0, 1]

Control valve F4 Brushing friction [-1, 1]
F5 External leakage [0, 1]
F6 Internal leakage [0, 1]
F7 Critical flow [0, 1]
F8 Twisted servomotor’s rod [0, 1]

Servomotor F9 Terminals tightness [0, 1]
F10 Servomotor’s diaphragm perforation [0, 1]
F11 Servomotor’s spring fault [0, 1]
F12 Electro-pneumatic transducer fault [-1, 1]

Positioner F13 Rod displacement sensor fault [-1, 1]
F14 Pressure sensor fault [-1, 1]
F15 Positioner spring fault [0, 1]
F16 Positioner supply pressure fault [0, 1]

External faults F17 Unexpected pressure change in valve [-1, 1]
F18 Fully or partly opened bypass valves [0, 1]
F19 Flow rate sensor fault [-1, 1]

vides information about the magnitudes of faults that can be
simulated in the DAMADICS model. The magnitudes are
categorized as small for values ranging from 5% to 35%,
medium for values between 35% and 70%, and big for val-
ues between 70% and 100% in the case of abrupt faults.
Incipient faults, on the other hand, gradually increase their
magnitude over time. Detecting incipient faults at an early
stage can be challenging, especially when themeasured sig-
nals are noisy [47].

Table 3: Faults without physical interpretation.

Fault Small Medium Big Incipient
F1 ⊠
F3 ⊠ ⊠
F4 ⊠ ⊠ ⊠
F8 ⊠
F11 ⊠ ⊠

The DAMADICS actuator is depicted in Figure 1, where
the three main components are distinguished by different
colors. The diagram showcases the input and output vari-
ables associated with the system. The yellow-highlighted
component represents the spring-and-diaphragm pneumatic
servomotor, which facilitates the interaction between the
control signal and the final movement. To better understand
the nomenclature used in Figure 1, please refer to Table 4.
The DAMADICS model was implemented using

Simulink®, a popular simulation software. To ensure
accurate simulation results, certain considerations were
taken into account. The ordinary differential equations
(ODEs) describing the system dynamics were solved using
the fourth-order Runge-Kutta method (ode4) with a fixed
step size of 0.0025 seconds. This choice of solver and step

TT PT PT

ZT

FT

E/P ZC

PSP

X

F

P1 P2

T

CV

Valve

Servomotor

Positioner

Figure 1: Scheme of DAMADICS actuator.

size helps ensure numerical stability and accuracy in the
simulation.
In addition, it is important to note that the output of the

simulated process is subject to noise, which reflects the re-
alistic conditions of industrial systems. All inputs and out-
puts in the model have band-limited white noise superim-
posed with a 50 Hz sine wave. The sine bias is set to 2.5%
of disturbed signal nominal range and its amplitude is 2.5%
of signal nominal range [20]. The presence of noise in the
output signals adds a level of complexity to the fault detec-
tion and isolation process, as it introduces uncertainty and
can affect the accuracy of the results.
Moreover, some specific faults in the DAMADICS

model are characterized by a parameter tfd, which repre-
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Table 4: Faults in the DAMADICS model.

Nomenclature Description
E/P Electro-pneumatic transducer
FT Flow rate transmitter
PSP Positioner supply pressure unit
PT Pressure transmitter
TT Temperature transmitter
ZC Internal position controller
ZT Stem position transmitter

sents the fault development time. This parameter is partic-
ularly relevant for simulating incipient faults, which grad-
ually increase in magnitude over time. By incorporating
the fault development time parameter, the model can accu-
rately capture the behavior of such incipient faults and their
impact on the system dynamics.
Lastly, it is worth mentioning that the sampling time for

collecting data from the simulated system is set to 1 sec-
ond. This choice of sampling time aligns with the sampling
rate typically used in the supervisory control and data acqui-
sition (SCADA) systems deployed in real-world industrial
environments, such as the sugar factory in Lublin.
These considerations ensure that the DAMADICSmodel

accurately represents the behavior of the physical system
and provides a realistic foundation for conducting fault de-
tection and isolation experiments.

3 Methodology used for fault
detection and isolation

In the field of fault detection and isolation (FDI), [48] em-
ployed an inverse fuzzy model for fault reconstruction.
Given the Tennessee Eastman process, which offers numer-
ous state variables for measurement [14, 49], the method-
ology adopted least angle regression for variable selection
[50]. The faults were encoded in terms of amplitude and
effectively isolated. However, it should be noted that in
certain cases, the FDI process required a minimum of 1000
sample times. Additionally, other FDI techniques have
been explored, such as partial least squares [51], elastic net
[52], and least absolute shrinkage and selection operator al-
gorithm [53].

3.1 Fuzzy modeling
In order to establish a fuzzy model, it is essential to define
the discourse universe of the variables, which determines
the fuzzy partition [54]. The ranges of the variables were
presented by [9] in its Table 1, and the specific values uti-
lized in this study are summarized in Table 5.
The inversion of the fuzzy model requires a monotonic

model [31]. In a study by [55], a fuzzy model of a green-
house was developed using two membership functions to
ensure a monotonic model. The control is achieved by in-

Table 5: Ranges and units of the variables.

Variable Range
CV 0–100%
P1 0–4000 KPa
P2 0–4000 KPa
T 0–200◦C
X 0–100%
F 0–40 m3/h

verting the fuzzy model. In this context, two membership
functions are constructed for the fuzzy partition of vari-
ablesCV , P1, P2, and f , while variable T remains constant
throughout the simulation. As a result, the fuzzy model
aims to approximate variables X and F .
The fuzzy rules can be denoted as [56]:

If: CV (k) is Ã and P1(k) is B̃ and P2(k)

is C̃ and f(k) is D̃ and X(k) is Ẽ . . .

and F (k) is F̃ , (1)
then: Xapr(k + 1) = θ,

where k is the sample, Ã is a fuzzy set, and the rule conse-
quent is θ.
The fuzzy value obtained for each variable using a fuzzy

set is denoted for example as µÃ1
(CV (k)).

The rule evaluation is:

λ1(k) = µÃ1
(CV (k))µB̃1

(P1(k))µC̃1
(P2(k))

µD̃1
(f(k))µẼ1

(X(k))µF̃1
(F (k)), (2)

λ2(k) = µÃ1
(CV (k))µB̃1

(P1(k))µC̃1
(P2(k))

µD̃1
(f(k))µẼ1

(X(k))µF̃2
(F (k)),

and so on until to compute λ64(k).
The fuzzy partition for each variable is created by em-

ploying two membership functions. These functions uti-
lize two limits to achieve a membership value of one. A
line connects the maximum value to the zero value, which
is positioned below the other limit. This construction en-
sures that the sum of membership values is always equals
to one, thereby guaranteeing the monotonic nature of the
fuzzy model [55].
There are a total of 64 fuzzy rules, because each one of

the six variables is partitioned into two fuzzy sets. The
membership values are arranged in a specific order to in-
vert the fuzzy model. For this reason, the membership val-
ues assigned to the rules using µD̃1

(f(k)) and µD̃2
(f(k))

for the fuzzy partition of the fault f(k) are placed in the
last two columns of β. This arrangement results in a matrix
β ∈ Rn×64, which is utilized for the inversion of the fuzzy
model. Here, n represents the number of samples used for
constructing the fuzzy model.
A normalization factor, denoted as Γi,j , can be computed

when the summation of membership values does not equal
one. It is calculated as Γi,j = βi,j/

∑2
j=1 β(i, j). The
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least squares method is employed to compute the rule con-
sequents θ using the normalized values in Γ. It is worth not-
ing that the temperature variable T was not included in the
fuzzy model as it does not appear to be sensitive to faults.
Some fault types can be simulated in each case, and only

the ones with a physical interpretation were used for mod-
eling. Finally, θ is computed by using:

θF = (ΓTΓ)ΓTF+, (3)

where F+ represents the measure taken with an advance
of one sample, i.e. the model must obtain the system be-
havior for the next sample. Thus, the fuzzy model obtains
Ffuzzy = ΓθF . A fuzzy model can be obtained in the same
way to approachX(k+1). In that case, the consequents of
the rules are in θX
Since the fuzzy model estimates two output variables,

two sets of consequents are obtained: θF for approximating
the flow rate F , and θX for the displacement of the valve
head.
In some cases, the model obtained using θF closely ap-

proximates the actual variable F . In order to reconstruct a
fault, it is necessary for the fault signal to cause a change
in the output variables F or X . Moreover, if this change
is proportional to the magnitude of the fault, the fault sig-
nal can be reconstructed. For instance, in Fig. 2, the fuzzy
model obtained to approximate F when fault F1 occurs at
different magnitudes over time is shown. The correspond-
ing fault signal is also depicted, illustrating a noticeable
modification in the flow rate behavior. Similarly, in Fig.
3, the same situation is demonstrated. In this case, the fault
F17 is simulated, including the incipient case. It can be ob-
served that the change in F exhibits similar behavior for
different fault magnitudes.
As mentioned above, a sampling time of one second is

used, and the process inputs are normalized sinusoidal sig-
nals. This choice allows for modifications in the operating
conditions and the inclusion of nonstationary signals. By
using signals with different frequencies and amplitudes, the
model can capture various dynamics and better represent
real-world scenarios.
The inputs are defined as:

CV (k) = 0.5 + 0.25 sin(0.01k), (4)
P1(k) = 3500, 000 + 175, 000 sin(0.1k), (5)
P2(k) = 2600, 000 + 26, 000 sin(k/π). (6)

The temperature is assumed constant T = 43◦C [57].
All the variables are noisy, and the pressure measures are
the disturbed values obtained from the model.

3.2 Fuzzy model inversion
To invert the fuzzy model, the process variables are eval-
uated independently of the fault signal f(k). This results
in obtaining 32 rules for the inversion process. The conse-
quents, represented by θF in this case, are organized into
two columns. The values in one column correspond to the

Figure 2: Comparison between flow rate F and its fuzzy
approximation under fault F1.

Figure 3: Comparison between flow rate F and its fuzzy
approximation under fault F17.

consequents obtained using the first limit D̃1 for f , while
the values in the other column correspond to the conse-
quents obtained using the second limit D̃2, as shown in
Equation (1). These two columns are combined to form
the matrix Θ ∈ R32×2, which contains the consequent pa-
rameters for the inversion process.
The first step in the fault reconstruction process is to cal-

culate the first center of the fuzzy partition. This is done by
multiplying the 32 membership values µ(k)with the values
in the first column of Θ using the Hadamard product. Sim-
ilarly, the second limit F̃ ∗

2 is obtained by multiplying the
membership values with the values in the second column
of Θ, following a similar procedure as Equation (1) shows.
To obtain the membership values for the original sig-

nal F (k) using the new fuzzy sets, the signal is evaluated
by the new fuzzy sets. These new membership values are
then multiplied with the limits used to fuzzify f , which are
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[D̃1 D̃2]T . This process yields two values, which are used
to approximate the reconstructed fault signal fapr.
Similarly, if we want to invert the fuzzy model used to

approach X , the new limits [Ẽ∗
1 Ẽ∗

2 ] to fuzzify X are ob-
tained, and the fault reconstruction is:

fapr(k) = [µẼ∗
1
(X(k)) µẼ∗

2
(X(k))] [D̃1 D̃2]

T . (7)

The fuzzy model inversion can be briefly explained fol-
lowing the next steps:

1. The consequents θ of the 64 fuzzy rules are ordered
to form Θ that has as first column the 32 membership
values corresponding for the case when the rules eval-
uated use the first fuzzy set for the partition of fault
f(k), i.e. D̃1. The second column correspond to the
32 rules that contains the membership values when
fuzzy set D̃2 was used.

2. The current variables values are evaluated by their
respective fuzzy sets, i.e. we obtain µÃ1

(Cv(k)),
µÃ2

(Cv(k)), µB̃1
(P1(k)), . . ., µF̃2

(F (k)).

3. Now all this membership valued are use to evaluate a
fuzzy rule, the product was used in this step, i.e.

R1(k) = µÃ1
(Cv(k))µB̃1

(P1(k))µC̃1
(P2(k))

· · ·µF̃1
(F (k))

R2(k) = µÃ1
(Cv(k))µB̃1

(P1(k))µC̃1
(P2(k))

· · ·µF̃2
(F (k))

until,

R32(k) = µÃ2
(Cv(k))µB̃2

(P1(k))µC̃2
(P2(k))

· · ·µF̃2
(F (k))

4. The new centers Ẽ∗
1 and Ẽ∗

2 if the fuzzy model for X
is inverted, or F̃ ∗

1 and F̃ ∗
2 , are computed multiplying

the evaluation rules of step 3 and the matrix Θ.

5. The model inversion use the fuzzy model of X or F ,
to obtain the fault f . Then, the signal used, e.g. F is
evaluated by the new fuzzy sets with centers F̃ ∗

1 and
F̃ ∗
2 .

6. Finally, the fault approach is obtained by multiplying
these last membership values and the centers used ini-
tially for the fuzzy partition of fault signal D̃1 and D̃2.

To illustrate this procedure Fig. 4 shows how to obtain
the new centers used to obtain the fault than generates the
current signals behavior.
The fault reconstruction, as depicted in Fig. 5, appears to

be noisy andmay not immediately reveal the presence of the
fault signal. However, we applied a filtering technique to
the reconstructed signal, and the fault signal becomes more
discernible. In this case, a second-order low-pass filter with

Figure 4: Fuzzy model inversion.

two poles at −0.01 is proposed. This filter has a lower fre-
quency of 0.01 and provides an attenuation of −40dB per
decade.
To implement the filter in a discrete system, a zero-order

hold discretization method is utilized [58]. The resulting
filter in the Z transform domain is given by the following
equation:

ffilt(z)

fapr(z)
=

4.967e− 8z + 4.934e− 5

z2 − 1.98z + 0.9802
.

due to filtering, a delay is obtained. However, the fault
takes some samples to be detected, also when a fault dis-
appears (an intermittent fault), the systems takes some sec-
onds to recover its normal performance.

Figure 5: Fapr by inverting the fuzzy model of F .

The filtered fault reconstructions obtained by inverting
the fuzzy models for fault F6 and fault F17 are illustrated in
Fig. 6 and Fig. 7, respectively. In Fig. 6, specific thresh-
olds are depicted, which can be utilized for the detection
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and classification of fault F6.

Figure 6: F6 reconstruction by inverting both fuzzymodels.

Figure 7: F17 reconstruction by inverting both fuzzy mod-
els.

In the majority of cases, the fuzzy model for the flow rate
F yields the most accurate and reliable fault reconstruction.
However, when attempting to reconstruct faults F8 and F15

specifically, the model for the displacementX provides su-
perior results. It is worth noting that if a fault does not man-
ifest itself clearly in the process outputs, it becomes chal-
lenging to accurately reconstruct such faults.
Due to the presence of noise in the signals, a threshold-

based approach can be employed to detect faults. This in-
volves using the average value of the fault-free signal ffilt,
along with twice the standard deviation within that specific
period, as a reference threshold. It is important to note that
the system being analyzed is nonlinear, meaning that the
response to a fault may not be directly proportional to the
fault magnitude. Consequently, the reconstructed fault val-
ues may exhibit different magnitudes compared to the ac-
tual faults.
For fault classification purposes, different thresholds can

be utilized. In the case of incipient faults, their behavior
typically intensifies over time. As such, an alternative ap-
proach involves assessing whether the current fault recon-

struction demonstrates continuous changes with the same
sign. However, due to the presence of noise, the signal ffilt
tends to fluctuate. Therefore, it is necessary to analyze at
least four samples to ensure that the signal consistently ex-
hibits either an increasing or decreasing trend.
Fault isolation is achieved by comparing the responses

of different fuzzy models to the current signals obtained.
Since each fuzzy model was built for a specific case, the
model that yields the highest response (membership value)
is used for fault isolation.

Figure 8: F1 evaluated by different fuzzy models.

Figure 8 illustrates the fault reconstruction using the
fuzzy models for faults F1, F2, . . . , F7, which are asso-
ciated with faults in the control valve. It is evident that
these faults can be detected. However, for fault isolation,
it is necessary to evaluate the response of the inverse fuzzy
models. Four fuzzy systems are employed for fault isola-
tion. The first fuzzy system evaluates faults F1, F2, . . . , F7

related to the control valve, while the second fuzzy system
considers faults F8, F9, . . . , F11 in the servomotor. The
third fuzzy system incorporates F12, F13, . . . , F15 to de-
scribe faults in the positioner. Lastly, the fourth fuzzy sys-
tem utilizes F16, F17, . . . , F19 for external faults (refer to
Table 2).
The FDI proposal involves constructing a fuzzy model to

approximate the output signals of the DAMADICS model.
By inverting these fuzzy models, the fault signal can be
reconstructed using the currently measured signals. Once
fault detection is performed, the reconstructed signals are
categorized into four sets, corresponding to each fault
source: control valve, servomotor, positioner, and external
faults. These grouped signals are then inputted into a fuzzy
system for fault isolation. The schematic diagram illustrat-
ing this technique is presented in Figure 9.
It is worth mentioning that the use of an unknown input

observer for fault reconstruction withH∞ performance has
been explored in [59]. Additionally, [60] proposed an in-
triguing approach that involves inverting certain filters to
detect faults in a nonlinear system. This approach shares
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Figure 9: Fault detection and isolation scheme.

similarities with the current application, as a fuzzy system
can be considered as a type of nonlinear filter.
Similarly, Varkonyi [61] used a genetic algorithm for it-

erative fuzzy model inversion. His approach involves inter-
changing one of the inputs with the output in order to invert
the fuzzy model. The genetic algorithm was employed to
optimize the model inversion process.
By adopting this approach, the fuzzy model can be effec-

tively inverted, enabling the estimation or reconstruction of
the input variable based on the observed output. This itera-
tive process using a genetic algorithm allows for the refine-
ment and improvement of the model inversion, leading to
more accurate results.
In contrast, [62] employed the system’s model to design

sliding mode observers. They utilized individual state es-
timators based on least squares to enable rapid fault recon-
struction for FDI applications. This approach differs from
the fuzzy model-based technique described earlier.

3.3 Wavelet transform to highlight faults
Wavelets are a powerful tool in signal processing that can
effectively detect abrupt changes in signals caused by faults
in a system. Unlike stationary events, faults are nonsta-
tionary, making wavelets particularly well-suited for fault
detection. Wavelet functions are derived from translating
(mother wavelet) and scaling (father wavelet) functions to
create an orthonormal basis [63]. This allows wavelets
to capture both time and frequency information simultane-
ously, making them ideal for analyzing signals with tran-
sient behavior.
The wavelet transform can be utilized to emphasize the

existence of a fault within a signal [48]. In the case of
discrete wavelet transform, a sufficient number of sam-
ples is required for signal decomposition. For instance, if
an eighth decomposition level is desired, a minimum of

28 = 256 samples is needed to obtain a meaningful indi-
cation of a fault. However, for online fault diagnosis, it
is advisable to employ the continuous wavelet transform,
where only the selection of themother wavelet and the scale
is necessary [64]. This approach allows for real-time fault
detection and characterization without the need for a pre-
defined number of samples or decomposition levels.
The scalogram of the signalX when fault F1 is depicted

in Fig. 10. In order to determine the appropriate scale, the
row where all fault occurrences are clearly visible is cho-
sen. Subsequently, the continuous wavelet transform is em-
ployed as a filtering technique to localize transients. The
wavelet transform plot is shown in Fig. 11. This analysis
provides a visual representation of the signal characteristics
and highlights the presence of fault-related features.

Figure 10: Scalogram to select frequency.

The wavelet transform is particularly effective for detect-
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Figure 11: Wavelet transform to localize transients.

ing nonstationary fault signals [65]. It can identify changes
in the measurement data that indicate the presence or ab-
sence of an event [66]. Therefore, the wavelet transform
enables the detection of faults as they occur and as they
cease. However, selecting an appropriate scale for fault de-
tection can pose a challenge. It is crucial to consider that
the fault may not manifest until at least 200 samples after
the simulation or system operation begins, while detection
of the fault can occur as early as 50 samples into the process
due to the chosen scale of the wavelet.
To streamline the computation of the wavelet transform,

a line-based approach is employed instead of shifting the
wavelet along the signal being analyzed. This approach in-
volves maintaining a vector that contains the wavelet eval-
uations, and performing convolutions with the incoming
samples. By examining the amplitude of the wavelet trans-
form at the designated scale for each fault, fault classifica-
tion can be achieved, as demonstrated in Fig. 11. However,
fault isolation requires the utilization of the inverse fuzzy
model.
The specific wavelet employed for detecting fault lev-

els that are imperceptible to the fuzzy model is the analytic
Morlet wavelet. This wavelet is commonly used for edge
detection in image processing [67]. The equation represent-
ing the wavelet function is as follows:

Ψ(t) = e−αt2e2πfcti, (8)

where the center frequency is fc and the width of the Gaus-
sian function is α.
Using (8), the wavelet transform is:

WΨf(a, b) =
1√
a

∫ ∞

−∞
f(t)Ψ∗

(
t− b

a

)
dt, (9)

where b is the time shift and a is the scale selected regard-
ing the scalogram. Due to the signal being sampled each
second, the scale used to obtain Fig. 11 was 63, and then
the wavelet function 8 is scaled, shifted, and discretized,

then the convolution with the signal X was made to detect
transients.
To classify faults such as F8, F9, F11, F14, and in some

cases F1, F12, and F16, the wavelet transform is employed
to filter the output signals and identify the fault severity.
However, it should be noted that wavelets are primarily use-
ful for fault detection [68]. An interesting approach was
proposed in [63], where the Daubechies wavelet was uti-
lized to detect faults in the DAMADICS actuator, with a
requirement for fault detection within 15 seconds.

4 Results
The simulation incorporates various magnitudes for the
fault signals. Magnitudes of 25%, 50%, and 75% were uti-
lized to represent small, medium, and large abrupt faults,
respectively. In the case of incipient faults, the magnitude
increases gradually from zero to 100% over a duration of
1200 seconds. To classify a fault as incipient, a minimum
of four samples is required to assess if the fault exhibits a
continuous change over time.
Considering the aforementioned information, it is im-

portant to note that the results obtained for fault detection
and classification may not be fully representative in certain
cases. Furthermore, the detection and isolation of faults of-
ten require a specific fault magnitude to be present.
The simulations were conducted by evaluating the down-

loaded model in MATLAB® R2017b on a laptop equipped
with an Intel® CoreTM i5-4200U processor running at 2.3
GHz, and with 4 GB of RAM.

4.1 Fault detection
Fault detection refers to the ability to recognize the occur-
rence of a fault. In this study, an inverse fuzzy model was
developed for each individual fault, resulting in a total of
19 fuzzy models. Among these models, the one that pro-
vides the best approximation to the behavior of the variable
X is selected as the optimal choice. To streamline compu-
tational efforts, only one model is utilized for the detection
of each specific fault.
Fault detection is accomplished by applying a threshold

to the fault reconstruction signal. Due to the presence of
nonlinearities, the filtered fault signal (ffilt) deviates from
zero even in the absence of any simulated fault. Conse-
quently, the threshold is computed by determining the av-
erage value of ffilt when the fault signal is equal to zero,
and then adding double the standard deviation for this con-
dition.
The fault detection rate (FDR) serves as an evaluation

metric to assess the effectiveness of the proposed tech-
nique. FDR represents the percentage of correctly identi-
fied faulty values when ffilt exceeds a specified thresh-
old (also known as true positives). It is worth noting that
many studies employ datasets containing both faulty and
fault-free signals. However, when the fault is no longer



390 Informatica 48 (2024) 379–398 M.F. Ávila-Díaz et al.

present, it may take several samples for the system to re-
turn to its normal behavior. This circumstance can lead to
an increased number of false alarms. In this work, such
cases are also considered and taken into account during the
evaluation process.
The evaluation of fault detection performance involves

the use of various metrics. These metrics utilize the fol-
lowing terms: true positive (tp), which denotes the correct
detection of a sample fault; true negative (tn), which rep-
resents the accurate identification of a fault-free signal as
normal system behavior; false positive (fp), which refers to
the erroneous detection of normal operation data as faulty
(false alarm); and false negative (fn), which indicates the
misclassification of fault measures as normal system opera-
tion. Several characteristics are employed to assess the per-
formance of fault detection and isolation (FDI), including
the following metrics [69]:

Precision =
tp

tp+ fp
, (10)

Memory =
tp

tp+ fn
, (11)

Specificity =
tn

tn+ fp
, (12)

Accuracy =
tp+ tn

tp+ fp+ tn+ fn
. (13)

Table 6 presents the metrics used to evaluate the fault
detection performance of the inverted fuzzy models. When
the value in the first column is less than 0.5, it indicates that
there are more false alarms than actual fault detections. A
memory value below 0.5 implies that the algorithm fails to
detect a significant portion of the faulty data. A specificity
value lower than 0.5 suggests that the false alarms outnum-
ber the instances of normal behavior without faults. The ac-
curacy parameter is particularly significant as it determines
whether real faults were successfully detected, with the al-
gorithm assuming normal operation in the absence of faults.

4.2 Fault isolation
Fault isolation refers to the ability to differentiate between
different faults occurring in a process. During the simula-
tion, we observed that certain faults need to reach a certain
magnitude to be detected, as their effects may be impercep-
tible in the measured signals from the DAMADICS model.
The fault reconstruction process aids in estimating the mag-
nitude of the fault responsible for the current behavior in
the system. Consequently, fault isolation and classification
are achieved simultaneously. However, in a different appli-
cation discussed by [8], a fuzzy classifier was required to
classify different fault magnitudes for the same fault type.
In this study, a total of 19 fuzzy models were employed.

For fault detection, isolation, and classification, a fuzzy
model was specifically developed to approximate the be-
havior of X when simulating faults F8 and F15 due to
the superior results obtained, characterized by fewer false

alarms and a higher detection rate. For the remaining faults,
we use the fuzzy models focused on approximating the be-
havior of F .
For fault isolation, it was necessary to establish certain

threshold values for fault magnitudes: F1 > 31%, F7 >
41.5%, F12 > 42%, and F16 > 60%. If these conditions
weremet, fault isolationwas found to be 98% accurate in all
cases. Additionally, the fault detection characteristics pre-
sented in Table 6 exhibited higher values. Simulations were
conducted for fault types that have a physical interpretation.
Table 7 displays the obtained fault classifications, where
fault isolation was determined by comparing the values of
ffilt, with the larger value indicating the fault present in the
system.
The symbol ⊠ indicates that the fault was not simulated

due to its physical background [57],× denotes that the fault
type could not be classified, and✓ signifies a correct classi-
fication. Faults that could not be classified were attributed
to ffilt exhibiting similar magnitudes regardless of the fault
magnitude. Fortunately, the faults were accurately isolated
when the fault magnitudes for F1, F7, F12, and F16 were as
previously mentioned.
If the fault magnitude does not reach a certain threshold

for detection, it is not considered in the analysis. The fault
detection characteristics presented in Table 6 can be sum-
marized as follows in Table 8.

Figure 12: Inverse fuzzy model for F1 evaluated with dif-
ferent faults.

Similarly to what is shown in Fig. 8 for the simulation
and fault reconstruction using different inverse fuzzy mod-
els, the fault isolation results are presented in Fig. 12.
To evaluate the performance of fault isolation, a confu-

sion matrix is utilized, as commonly done in fault diagnosis
studies [70]. The confusion matrix reflects the accuracy of
fault isolation, with higher values along the diagonal indi-
cating successful isolation. In Fig. 13, it can be observed
that faultsF8,F9,F13,F14, andF17 pose greater challenges
for isolation, despite exhibiting a good detection rate.
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Table 6: Fault detection in the DAMADICS model.

Fault origin Fault Precision Memory Specificity Accuracy
F1 0.9521 0.6541 0.9344 0.7496
F2 0.8824 0.9724 0.8524 0.9163
F3 0.8596 0.8610 0.9078 0.8901

Control valve F4 0.5367 0.6908 0.8950 0.8644
F5 0.9258 0.8176 0.9249 0.8669
F6 0.9067 0.9759 0.8835 0.9331
F7 0.9265 0.6856 0.9359 0.8005
F8 0.7224 0.1786 0.9094 0.4778

Servomotor F9 0.9086 0.1304 0.9859 0.5215
F10 0.8116 0.8389 0.7741 0.8089
F11 0.9159 0.5841 0.9482 0.7693
F12 0.9038 0.5994 0.9260 0.7507

Positioner F13 0.9003 0.9818 0.8738 0.9318
F14 0.2342 0.0312 0.8866 0.4121
F15 0.8471 0.9778 0.7952 0.8932
F16 0.7372 0.4718 0.8049 0.6260

External faults F17 0.8695 0.9964 0.8265 0.9177
F18 0.9065 0.9659 0.8832 0.9282
F19 0.8830 0.9908 0.8477 0.9246

Figure 13: Confusion matrix.

5 Discussion
The obtained fault detection rates are consistent with those
reported in the literature. However, the use of inverse fuzzy
models contributes significantly to fault isolation, which is
not extensively addressed in existing papers focusing on
the DAMADICS model. These models provide a means
to classify faults based on their magnitude and behavior,
enabling comprehensive fault diagnosis. One limitation is
the reliance on the model that yields the highest response to
ensure accurate fault isolation.

5.1 Comparison of detection rates

The fault detection rate obtained in this study is 84.81%,
which significantly outperforms the rates reported in other

works, such as 55.45% and 82.37%. This improvement can
be attributed to the use of inverse fuzzy models combined
with wavelet transform, which enhances the detection of
small and abrupt faults that are often missed by conven-
tional methods. Our method demonstrates higher sensitiv-
ity and reliability in identifying faults, thereby reducing the
risk of undetected issues in chemical processes. A compar-
ison of the obtained results for fault detection is presented
in Table 9, alongside the results from [37] and [43]. The
best results are highlighted in bold.

5.2 Analysis of computational efficiency

Our approach also shows advantages in terms of computa-
tional efficiency. The inversion of fuzzy models is compu-
tationally less intensive compared to other advanced tech-
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Table 7: Fault classification in the DAMADICS model.

Fault Fault Small Medium Big Incipient
origin

F1 × ✓ ✓ ⊞
F2 ✓ ✓ ✓ ✓
F3 ⊞ ⊞ ⊞ ✓

Control F4 ⊞ ⊞ ⊞ ✓
valve F5 ✓ ✓ ✓ ✓

F6 ✓ ✓ ✓ ✓
F7 × ✓ ✓ ✓
F8 × × × ⊞

Servomotor F9 × × × ×
F10 ✓ ✓ ✓ ✓
F11 ⊞ ⊞ × ×
F12 × ✓ ✓ ✓

Positioner F13 ✓ ✓ ✓ ✓
F14 × × × ×
F15 ✓ ✓ ✓ ✓
F16 × × ✓ ✓

External F17 ✓ ✓ ✓ ✓
faults F18 ✓ ✓ ✓ ✓

F19 ✓ ✓ ✓ ✓

Table 8: Fault detection for detectable levels in the
DAMADICS model.

Fault Precision Memory Specificity Accuracy
F1 0.9521 0.9810 0.9606 0.9696
F7 0.9249 0.9797 0.9571 0.9650
F12 0.8705 0.8242 0.9341 0.8957
F16 0.8580 0.8532 0.9658 0.9439

niques like artificial neural networks or support vector ma-
chines. This efficiency is critical in real-time applications
where prompt detection and isolation of faults are necessary
to prevent process disruptions. The simplicity and lower
computational requirements of our method make it suitable
for integration into existing industrial systems without re-
quiring significant hardware upgrades. A disadvantage is
to require data to obtain the fuzzy models off-line before to
use this proposal.

5.3 Robustness against noisy data and
incipient faults

One of the key strengths of our approach is its robustness
against noisy data and the detection of incipient faults. By
employing wavelet transform, our method effectively fil-
ters out noise and enhances the signal corresponding to
faults highlighting abnormal events. This robustness is cru-
cial in real-world industrial environments where data is of-
ten contaminated with noise. Additionally, the capability
to detect incipient faults allows for early intervention, pre-
venting minor issues from escalating into major problems.
Our method’s superior fault isolation accuracy, at 78.85%,

further underscores its effectiveness in distinguishing be-
tween different fault types, even in challenging conditions.
For this reason a low-pass filter was needed to reconstruct
the fault signals. However, the filter adds time to detect and
isolate faults.

5.4 Improvement over state of the art
techniques

Compared to state-of-the-art (SOTA) techniques, our
method offers several improvements. While SOTA tech-
niques like deep learning models provide high accuracy,
they often require extensive computational resources and
large datasets for training. In contrast, our inverse fuzzy
model approach achieves competitive accuracy with lower
computational demands and without the need for extensive
data preprocessing. This balance of accuracy and efficiency
makes our method a practical choice for fault detection in
the chemical industry.
Among the faults considered, fault F9 exhibits the low-

est detection rate. To enhance the detection of this par-
ticular fault, alternative preprocessing methods can be ex-
plored instead of relying solely on the wavelet transform,
as indicated by the results presented in Table 9. Notably, a
detection rate exceeding 0.9 was achieved in the study by
[43]. Grouping the fuzzymodels based on the possible fault
sources allows for a targeted comparison of models for fault
isolation.
An intriguing avenue for future research involves devel-

oping fault-tolerant control strategies for the valve actua-
tor under consideration, leveraging the insights gained from
the fault diagnosis results.



Inverse Fuzzy Fault Models for Fault Isolation and Severity Estimation… Informatica 48 (2024) 379–398 393

Table 9: Fault detection rates comparison.

Fault This proposal [37] [43]
F1 0.7480 0.031 0.9201
F2 0.9545 0.988 0.8333
F3 0.9592 Not reported 0.3663
F4 0.4451 Not reported Not reported
F5 0.8275 Not reported 0.7228
F6 0.9761 Not reported 0.7327
F7 0.9265 0.988 1.000
F8 0.6952 0.121 0.9333
F9 0.5319 Not reported 0.9130
F10 0.8392 0.434 0.9167
F11 0.6308 0.409 0.8974
F12 0.6768 0.111 0.9302
F13 0.9823 0.880 0.0090
F14 0.4142 Not reported 0.8076
F15 0.9784 0.373 0.6863
F16 0.6221 0.094 0.8352
F17 0.9968 0.998 0.8393
F18 0.9818 0.834 0.9365
F19 0.9916 0.947 0.9716

In conclusion, our study demonstrates that the combina-
tion of inverse fuzzy models and wavelet transform pro-
vides a robust, efficient, and accurate method for fault de-
tection, isolation, and classification. This approach not only
enhances detection rates and computational efficiency but
also offers superior robustness against noisy data and in-
cipient faults, making it a valuable tool for maintaining the
reliability and safety of chemical processes.

6 Conclusions
In this study, we demonstrate how inverse fuzzymodels can
be applied to fault reconstruction, facilitating the detection
and isolation of faults. We utilized the DAMADICS bench-
mark, specifically focusing on the electro-pneumatic valve,
as our case study for proposing and implementing fault di-
agnosis techniques. The effectiveness of the fuzzy models
in fault detection was evident through the establishment of
appropriate thresholds. However, due to the inherent noise
present in the output signals, the inverse fuzzy models do
not yield a zero output in the absence of faults. To address
this issue, a filtering process was employed for fault recon-
struction, albeit with the introduction of some delay.
Among the faults considered,F8 andF14 posed the great-

est challenges in terms of detection. False alarms were ob-
served with the inverse fuzzy models when simulating F15

and F16. However, for other fault types, the fault detection
results were comparable to those reported in similar studies.
Notably, improved results were achieved for faults F3−F6,
F13, F18, and F19 compared to the literature. Neverthe-
less, in terms of fault isolation, the inverse fuzzy models
exhibited similar behavior across different fault types, of-
ten leading to misinterpretation of certain faults such as F8,

F13, F14, and F17 as other fault types.
When simulating faults F1 or F7, detection was possible,

but classification proved challenging, particularly for small
abrupt faults. Additionally, in the case of incipient faults,
limitations arose due to the physical constraints, resulting
in the simulation of only certain fault types. In these cases,
a specific fault magnitude had to be applied for effective
fault detection. Specifically, fault magnitudes greater than
31% for F1, 41% for F7, 42% for F12, and 60% for F15

were required. Notably, faults F8, F9, and F14 could not be
classified as small, medium, large, or incipient.
The use of wavelet transform proved beneficial in de-

tecting small faults for F1 and F7. However, it did not con-
tribute significantly to fault isolation. One limitation of the
proposed methodology is the requirement of measured data
during fault conditions to build fuzzy models for fault re-
construction. As future work, the integration of ANNs is
planned to facilitate fault prognosis by identifying fault sig-
natures. Additionally, the application of inverse fuzzy fault
models holds promise for the development of fault-tolerant
control strategies.
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This study evaluated the performance and efficiency of manifold dual contouring algorithms using k-d trees
and octrees, therefore, addressing a critical gap in comparative analysis of these data structures. Despite
the popularity of k-d trees and octrees in isosurface extraction, their performance has not been empirically
compared. This research specifically focuses on visualization quality, performance metrics, and efficiency
across various simplification error thresholds. A comprehensive comparative analysis was conducted to
identify the conditions under which each data structure is most suitable. Both algorithms employed the
manifold vertex clustering scheme for dual contouring of isosurfaces. The methodology involved evaluat-
ing visual output, build time, extraction time, and efficiency based on triangle counts during the simplifi-
cation process. Computational experiments demonstrated that the octree-based algorithm is superior for
rendering large models, producing an average of 20% more visual detail due to a higher triangle count.
In contrast, the k-d tree-based algorithm showed a 40% reduction in build time and a 35% reduction in
extraction time, making it more efficient for processing large implicit models by reducing geometric com-
plexity. These findings provide metrics to assist researchers and practitioners in selecting the most suitable
adaptive data structure for achieving optimal simplification results in manifold dual contouring algorithm
implementations.

Povzetek: Narejena je primerjava algoritmov za 3D obrobe, ki uporabljajo k-d drevesa in okt-drevesa.
Zadnji omogoča več podrobnosti, k-d drevo pa hitrejšo obdelavo in gradnjo.

1 Introduction

An isosurface is a group of contour lines (isolines) in three
dimensions where each of these isolines is made of con-
nected points of a fixed scalar value (an isovalue) [1]. The
purpose of isosurface extraction is to visualize these con-
tour lines in three dimensions (3D) [1]. Applications of 3D
visualization include virtual reality [2], [3], augmented real-
ity [4], and computer-aided architectural design [5]. When
visualising a 3D dataset, an isosurface extracting algorithm
must handle the processing of the geometry of that particu-
lar dataset [6]. Isosurface extraction algorithms are implicit
surface representation techniques [7].
The underlying surface geometry of an object must be

represented as accurately as possible [8]. One of the first
algorithms for the representation of high resolution isosur-
faces, the marching cubes (MC) algorithm by Lorensen and
Cline [9], had demonstrated inconsistencies in the way it
generated the final visual depictions of extracted isosur-
faces. Numerous attempts have been made up to date to
overcome the weaknesses of this foundational algorithm.
Schaefer andWarren [10] proposed amethod for contouring
an implicit function using a grid topologically dual to struc-

tured grids such as octrees named dual marching cubes. By
aligning the vertices of the dual grid with the features of
the implicit function, Schaefer and Warren were able to re-
produce thin features of the extracted surface without ex-
cessive subdivision required by the MC or dual contour-
ing (DC) methods. Lee et al. [11] revised the triangulated
cubes of the MC algorithm in order to regularize the con-
nectivity of the isosurface mesh and, therefore, to maximize
the valence of six vertices. Jin et al. [12] pointed out that
the weaknesses of the MC algorithm came from the use of
surface configurations of cubes, including wrong surface
production and hole generation. In response to that, Jin
et al. proposed an improvement of the MC method by re-
assigning a value of zero to vertices inside the surface and
a value of one to vertices on the surface, and then redefin-
ing 15 typical configurations considered in the marching
cubes method [12]. Strand and Stelldinger [13] modified
the MC algorithm by applying it to the face-centered cu-
bic grid meaning that the local configurations considered
when extracting the local surface patches were not cubic.
Xu et al. [14] advanced the traditional MC algorithm by (1)
replacing the cube edge linear interpolation with the mid-
point selection, (2) using the index of the intersection point
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to avoid repeated calculation and (3) contracting edge to re-
duce the number of triangular patches. Vignoles et al. [15]
proposed a simplified MC algorithm in which the surface
consisted of triangles composed from vertices of the regu-
lar 3D grid on which the processed data was defined. Du
et al. [16] made suggestions on enhancement of the origi-
nal MC algorithm focusing mainly on improving efficiency
and topological accuracy of the original algorithm. Greß
and Klein [17] used the k-d trees for the representation of
implicit objects. The k-d tree grid was built on the assump-
tion that an appropriate grid partitioning criterion for subdi-
viding splitting planes was determined. Construction of the
grid took a top-down routine as follows. For every subdivi-
sion step, the active grid edges had to be detected, and their
related intersection information was computed. To achieve
two-manifold and topologically correct representations, the
subdivision scheme maintained a list of faces in the cell.
This allowed faces contained in the list to be clipped against
the splitting plane throughout each subdivision step. These
faces were transmitted to the corresponding sub-cells after
being clipped. After generating each vertex during the clip-
ping process, a record was made of the axes corresponding
to the planes clipped against them. However, like other pre-
vious studies, Greß and Klein [17] did not compare the per-
formance of the k-d tree-based algorithm with octree-based
algorithms. This paper, therefore, discusses the use of the
k-d tree as the adaptive data structure alternative to the oc-
tree for the representation of isosurfaces extracted from im-
plicit models. Although the octree data structures have al-
ready been proposed and implemented for achieving topo-
logical improvements in several reviewed studies, the focus
of this paper is on evaluating the algorithms’ performance
in accelerating isosurface extraction under various topol-
ogy simplification thresholds. The evaluation of both al-
gorithms allowed to determine which data structure would
be most adaptive depending on the values of simplification
error thresholds. The rest of the paper is organized as fol-
lows. Section 2 discusses the fundamental concepts and
mathematical equations necessary for the understanding of
the material presented in this paper. It also provides the
detailed analysis of similar studies. Section 3 discusses the
proposed approach. Section 4 outlines the methodology for
implementation and evaluation of the algorithms. The re-
sults are presented in Section 5. In Section 6, the results are
discussed and compared with similar reviewed studies. Fi-
nally, the conclusions, limitations and future work are con-
sidered in Section 7.

2 Literature review

This section lays a foundation for a better understanding of
the material presented in this paper by discussing the fun-
damental concepts and mathematical equations, as well as
providing an overview of existing similar studies.

2.1 Background to the study

This subsection defines the fundamental concepts, such
as adaptive data structures and quadratic error functions
(QEFs), and discusses their role in isosurface simplification
strategies.

2.1.1 Adaptive data structures

The adaptive data structures discussed throughout the paper
include k-d trees and octrees. These structures simplify iso-
surface extraction on uniform grids, allowing the simplified
grid to adapt to the increasing size of the implicit models be-
ing processed. The adaptive nature of these data structures
ensures that they can efficiently handle large datasets, mak-
ing them suitable for applications requiring dynamic and
scalable isosurface extraction.
A k-d tree is a hierarchical multi-dimensional data struc-

ture used for subdividing volume datasets and accelerating
isosurface extraction [17]. It subdivides the volume one
dimension at a time, resulting in binary partitions at each
stage. This method allows the k-d tree to be applied in any
orientation based on the chosen plane, without a predefined
traversal sequence, making it particularly useful for adap-
tive processing and efficient representation of complex vol-
umetric data. The k-d tree is a binary tree where every node
is a k-dimensional point [18]. The k-d tree performs a bi-
nary partition in one dimension at a time. Figure 1 illus-
trates a typical k-d tree volume subdivision.

Level 1

   2 

3

Figure 1: K-d tree volume subdivision

An octree is a hierarchical data structure primarily used
to represent a decomposed three-dimensional volume, with
each node corresponding to a specific sub-volume [19].
Each subdivision produces eight octants, being divided as
long as the root node represents the whole volume (Fig-
ure 2). An octree simultaneously subdivides a volume in
three dimensions, unlike the k-d tree which performs a bi-
nary partition in one dimension at a time. This data struc-
ture is typically employed in isosurface extraction appli-
cations to partition uniform and rectilinear grids into sub-
regions, with each leaf node representing a single grid cube.
The adaptive nature of the octree allows it to handle large
datasets efficiently, as demonstrated by Ju et al.[20].
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Level 1    2 3

Figure 2: Octree volume subdivision - Levels 1 to 3

2.1.2 Isosurface simplification strategies for adaptive
data structures

Simplifying isosurfaces for topologically correct surface
representations of volumetric or implicit datasets can be ef-
fectively and efficiently achieved using adaptive data struc-
tures (i.e., k-d trees and octrees). However, the approaches
can vary between different implementations.
The three approaches considered in this subsection in-

clude (1) error-constrained k-d tree grid simplification, (2)
octree-based simplification using QEFs, and (3) octree-
based simplification through manifold vertex clustering.
The error-constrained k-d tree grid simplification (i.e.,

the simplification of the k-d tree via error metrics) is ini-
tiated by successively removing minimal partitioning faces
from the grid. The simplification process is terminated if
the computed error exceeds a user-defined threshold. The
intersection points and normals for the k-d tree’s working
grid edges are represented by a set of planes, determining
the primitive shape representing the isosurface of the ren-
dered object [10].
The octree simplification using QEFs is a geometry sim-

plification scheme introduced as part of the standard dual
contouring algorithm. TheQEF for each corresponding leaf
is computed as given by Equation (1) (Ju et al. [20]):

E[x] =
∑
i

(ni · (x− pi))
2, (1)

where ni and pi refer to the resulting intersections (in-
cluding unit normals) between the contour and edges of the
cube. The QEFs are computed at the interior nodes of the
octree by combining these QEFs with their corresponding
leaves. Nodes whose QEFs have a residual smaller than a
given threshold are collapsed into leaves, thereby simplify-
ing the octree.
The octree-based simplification through manifold vertex

clustering involves constructing a vertex tree for vertices at
the finest level of the octree and determining the QEF for
each clustered vertex. To simplify the octree, only vertices
topologically related to the surface are clustered together.
Each clustered vertex must satisfy an additional topology
criterion to ensure it represents a simplified contour that is
two-manifold, referred to as the manifold criterion [21]:

X(Sv) = V (Sv)− E(Sv) + F (Sv), (2)

whereX(Sv) is the Euler characteristic, V (Sv) is the to-
tal number of vertices, E(Sv) is the total number of edges,
and F (Sv) is the total number of faces.

2.1.3 Metrics used in topology simplification schemes

Dual contouring based simplification of isosurfaces in-
volves the representation and minimization of a relevant
QEF to achieve accurate results. Equation (1) in 2.1.2 is
constructed through a collection of intersection points pi
and their normals ni. The function E[x] can be considered
as the inner product (Ax−b)T (Ax−b), whereA is a matrix
whose rows are the normals ni, and b is a vector resulting
from ni · pi. The QEF can be expanded as shown in Equa-
tion (3):

E[x] = xTATAx− 2xTAT b+ bT b, (3)

where the matrix ATA is a symmetric 3 × 3 matrix, AT b
represents a three-length column vector, and bT b is a scalar.
Consequently, only the matrices AT b, ATA, and bT b

need to be stored in 10 floats for optimization, rather than
storing the matrices A and b. The minimization value x̂
required for E[x] can be obtained by solving the normal
equation (4):

ATAx̂ = AT b. (4)

Another application of QEFs in dual contouring algo-
rithms is for computing error metrics. However, it differs
from the method used for k-d tree error-constrained simpli-
fication of isosurfaces. Although both approaches calculate
simplification errors through matrix manipulation of inter-
section points and Euclidean distances, the computation of
the simplification error E in the k-d tree method is based
on the position of a set of points relative to the simplified
object, rather than on a minimization value [22]. The er-
ror between the simplified and original representation can
be computed by taking the least Euclidean lengths dS(v)
between the set of points v ∈ Pon on the surface represen-
tation of the simplified isosurface, and the lengths dI(Pin)
and dO(Pout) from points pin ∈ Pin and pout ∈ Pout on the
exit of the inner and outer of the simplified object. These er-
ror metrics can then be categorized as in-metric, on-metric,
and out-metric. The on-metric error Eon is defined from
the distances dS(v) and measures the distance between the
original and simplified isosurface representations. The in-
metric Ein and out-metric Eout errors are established from
the relevant distances dI(Pin) and dO(Pout), facilitating the
computation of the error through topological modifications.
Thesemetrics can be defined for user-specified error thresh-
olds ϵon, ϵin, and ϵout as

Eon ≤ ϵon, Ein ≤ ϵin, and Eout ≤ ϵout. (5)

Intersection points and normals for the k-d tree’s work-
ing grid edges can be represented by a set of planes S, de-
termining the primitive shape representing the isosurface.
To compute the distance of a point relative to the isosur-
face, the corresponding planes closest to the polygon must
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be identified at each completion of the isosurface extrac-
tion.
Suppose a plane s ∈ S consists of a set of points Ps

nearest and sampled from the associated polygon Pon. The
on-metric is defined as

Eon = max
s∈S

1

|Ps|
∑
v∈Ps

dS(v)
2, (6)

where dS(v) represents the distance of a point v from
the plane s. Let I denote the exit of the inside of an entity
according to the k-d tree grid representation, with O as the
exit of the object’s exterior. The in-metric and out-metric
can be expressed as follows:

Ein = max
pin∈Pin

dI(pin), (7)

Eout = max
pout∈Pout

dO(pout). (8)

Given that the length dI from pin to the exit of the inside
of the object I correlates with the distance to the edge of the
surface S when pin and zero otherwise, the equations can be
rewritten as follows:

Ein = max
pin∈IPin

dS(pin), (9)

Eout = max
pout∈OPout

dS(pout). (10)

In a manner similar to the minimization and represen-
tation of QEF, the exact evaluation of finding the value of
the on-metric depends on finding the summation of squared
distances E(n, d) among points v1, . . . , vk ∈ Pon and the
plane s ∈ S as defined by a normal n along with a scalar
d. This can be performed with an equation similar to the
general QEF equation (1):

E(n, d) =
1

k

k∑
i=1

(nT vi + d)2. (11)

By considering the following coefficients,

A =

k∑
i=1

viv
T
i , b =

k∑
i=1

vi, c = k, (12)

where A represents a symmetric 3 × 3 matrix, b is a 3-
vector, and c is a scalar, Equation (11) can be further ex-
pressed as:

E(n, d) =
1

k
(nTAn− 2dnT b+ d2c). (13)

Given P = (A, b, c), which is referred to as the dual
quadric, and assuming the plane passes through the mean
of points vi, then the quantity is d = −nT b

c . The corre-
sponding normal n is associated with the eigenvector of the
covariance matrix Z made of points vi, which corresponds
with the least eigenvalue. According to the dual quadric, Z
can be computed as follows:

Z =
1

k − 1

(
A− bbT

c

)
. (14)

2.2 Related work
Isosurface extraction refers to a broad range of techniques
that can be used in the visualization of three-dimensional
scalar data [23]. The literature review provides an anal-
ysis of two of the most common techniques, namely the
marching cubes and dual contouring algorithms, and their
combination, the dual marching cubes algorithm. The re-
view also discusses the various motivations behind further
development of each technique.

2.2.1 The marching cubes algorithm and its
modifications

The foundational marching cubes (MC) algorithm of iso-
surface extraction for scientific visualization of high reso-
lution 3D volumetric data was developed by Lorensen and
Cline in 1987 [9]. The MC algorithm took as input a uni-
form grid whose vertices were samples of the function f(x,
y, z) and extracted a surface as the zero-contour. For each
cube in the grid, the MC algorithm examined the values at
the eight corners of the cube and determined the intersec-
tion of the surface with the edges of the cube. A look-up
table indexed by the sign configuration at the eight corners
that yielded the topology of the surface in side of that cube
was provided. Processing each cube in the grid resulted in
the complete surface. There have been numerous modifi-
cations of this reference algorithm aiming at its further im-
provement and/or simplification. An extensive survey of
the marching cubes algorithms looking at the evolution of
the standard MC algorithm from 1987 to 2006 can be found
in [24].
Rajon and Bolch [25] considered the original MC algo-

rithm and several of its modifications available at the time
of their research, as well as the issues identified in each re-
viewed MC-based alrorithm. Their specific interest was to
generate isosurfaces delineating tissue interfaces from the
gray-level medical (trabecular bone) images. Rajon and
Bolch indicated that the rectangular shape of image vox-
els generated voxel effects that altered the outcome of iso-
surface generation. To minimize voxel effects, Rajon and
Bolch proposed an adaptation of theMC algorithm inwhich
a trilinear interpolation of the gray levels was used to gen-
erate a hyperboloid surface. According to Rajon and Bolch,
the adapted technique was capable of solving the ambigu-
ity problem of the original MC algorithm. It also allowed to
reduce the data size inherent to the triangulated surface and
provided a simplified algorithm to accurately measure dis-
tances within the image. The trilinear interpolation method
removed voxel effects and produced chord-length distribu-
tions across image regions.
Maple [26] suggested an application of the original

MC algorithm and its two-dimensional variation (march-
ing squares algorithm) for geometric design and space plan-
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ning. The proposed addition to the MC algorithm allowed
to approximate the area or volume of the object. This
method could also be used in estimation of the area encap-
sulated between two points on the surface and a line or the
volume encapsulated between three points on the surface
and a plane.
Research by Andújar et al. [27] focused on improving

the efficiency of the MC algorithm. The proposed solution
was to select one valid topology that would minimize a de-
sired topological or combinatorial measures (i.e., the total
triangle count, the number of connected shells, or the total
genus). Since the measures to be minimized in this research
were not a�ected by the placement of the vertices of the
isosurface mesh, Andújar et al. suggested to position each
vertex (i.e., an angular point) of the isosurface at the mid-
points of the lattice edges joining inside and outside sam-
ples. Moving vertices to more appropriate locations along
their lattice edges and, therefore, preserving the topological
and combinatorial properties of the isosurface led to a more
efficient algorithm.
Lee et al. [11] proposed the modified marching cubes

(MMC) algorithm by reconsidering the triangulated cubes
of the original MC algorithm. The MMC algorithm al-
lowed for regularization of the connectivity of the isosur-
face mesh. Consequently, a maximum valence of six ver-
tices was achieved in the modified algorithm. The MMC
algorithm demonstrated an improvement of the mesh topol-
ogy and a significant reduction in the connectivity coding
cost. The algorithm utilized an approach whereby a sim-
ple remark was based on how the isosurface intersected its
associated height voxel cube.
Almost all methods based on MC utilize a look-up ta-

ble to triangulate the isosurface. Renbo et al. [28] pre-
sented a variation of the MC algorithm that did not use a
conventional look-up table. Instead, it relied on an auto-
mated triangulation strategy based on critical points lying
on the isosurface in the interior of the cube. These critical
points were classified as face shoulder points, body shoul-
der points, and inflection points. According to Renbo et al.,
for any case of cube configuration, the improved algorithm
was capable of generating a topologically accurate approx-
imation to the isosurface of the trilinear interpolant within
the cube. The accuracy of the reconstruction process, as
compared to the original MC algorithm, was improved us-
ing some extra points located on the characteristic positions
of isosurface.
Jin et al. [12] identified disadvantages in the original

MC algorithm that came from the use of surface configu-
rations of cubes leading to the wrong surface production
and hole generation. In response to these weaknesses, the
authors proposed an improvement of the MCmethod by re-
assigning zero to vertices in the surface and one to vertices
on the surface, and then redefining 15 typical configura-
tions considered in the marching cubes method. They re-
assigned zero to vertices in the surface and one to vertices
on the surface, and then improved the marching cubes algo-
rithm by redefining the configurations for the fifteen cases

of configurations considered in the original marching cubes
method. To evaluate the performance of the proposed im-
proved marching cubes method, Jin et al. reconstructed the
surface for MRI volume data using the proposed method
along with the original MC method to demonstrate im-
provement.
Strand and Stelldinger [13] presented three adaptations

of the original MC algorithm for preserving the topology of
the marching cube producing different local configurations
on a face-centered cubic (FCC) grid. The first adaptation
presented a combination of the three partitioning schemes
employed in earlier MC algorithms (i.e., a Delaunay mesh
partitioning [29]). Another adaptation involved tetrahedra
mesh partitioning of the FCC grid and possible local config-
urations resulting in a least simplified instance of topology
preserved MC. The third adaptation used rhombic dodeca-
hedra partitioning and demonstrated the best simplification
results out of three implementations.
Cui and Liu [30] created the simplified marching cubes

(SpMC) algorithm as a modification of the standard MC al-
gorithm. They suggested a change in the position of the iso-
surface extracted vertex at an interpolation point on a cube
edge which corresponded to the cube vertex. The modified
algorithm required fewer triangulation cases and, in most
cases, fewer extracted triangles than the original MC algo-
rithm. The SpMC algorithm did not need interpolation cal-
culations of vertex positions and normal vectors required in
the original MC algorithm.
Research by Etiene et al. [31] did not aim at improv-

ing the original MC algorithm or any of its variations. In-
stead, they presented a tool for selection of the most appro-
priate algorithm among MC variations. Etiene et al. pre-
sented techniques for assessment of the behavior of iso-
surface extraction codes and verification of various visu-
alization algorithms. These techniques were used to dis-
tinguish whether anomalies in isosurface features could be
attributed to the underlying physical process or to artifacts
from the extraction process. Etiene et al. argued the neces-
sity of ”verifiable visualization” - subjecting visualization
algorithms (includingMC-based ones) to the same verifica-
tion process as in any other academic discipline. The focus
of the verification was on topological properties of isosur-
face extraction algorithms. Etiene et al. derived formulas
for the expected order of accuracy (or convergence rate) of
several isosurface features, and compared them to experi-
mentally observed results in the selected codes. According
to Etiene et al., results of the verification of various algo-
rithms (i.e., the MC algorithm and its variants) could assist
with the selection of the appropriate isosurface extraction
technique and visualization algorithm.
Xu et al. [14] suggested three enhancements of the orig-

inal MC algorithm. The first enhancement was to replace
the cube edge linear interpolation with a midpoint selection
scheme. The triangular patches generated in this way led to
a smoother isosurface in local area thus contributing to the
mesh simplification. The second improvement was the use
of a three-dimensional array to store the coordinates of the



404 Informatica 48 (2024) 399–418 T. Ramaijane et al.

points of intersection between the cube edge and the iso-
surface. This helped to avoid repeated calculation of these
points. The third enhancement was to employ the edge con-
traction method to reduce the number of triangular patches.
When two vertices satisfied the stated constraint conditions,
the two vertices would merge into one, and the edge con-
sisting of the two vertices would contract into a point. If
the conditions were not met, the triangle would be kept.
Vignoles et al. [15] suggested a triangulation method

leading to the development of the simplified marching
cubes (SMC) algorithm. The SMC algorithm relied on a
mesh built with vertices linked together into triangles of a
cuberille grid. Triangles were composed of vertices of the
cuberille grid on which the processed data is defined. In
the cuberille model, an object is typically represented as a
collection of cube shaped voxels [32]. Meshes were man-
ifold, i.e., topologically consistent and without holes. The
accuracy of the obtained meshes was reported to be lower
than in the original MC algorithm, but higher than in the
cuberille approximation. The algorithm produced a config-
uration with a reduced number of triangles as a result of a
reduction in the number of vertex points.
Themodification by Du et al. [16] focusedmainly on im-

proving efficiency and topological accuracy of the original
algorithm. To address the issue of efficiency, they altered
the way in which an isosurface intersected the hexahedral
voxels. The isosurface usually only intersects some vox-
els. The standard MC algorithm checked and computed all
hexahedron voxels in the three dimensional data area. This
operation required significant time and resulted in the low
efficiency. In the proposed solution, if the hexahedron vox-
els intersect with the isosurface, the isosurface would be in
the continuity along the six surfaces of the hexahedron. If
a cube intersects with the isosurface, there are intersection
lines on some surfaces of the six surfaces on the cube. The
surfaces of the adjacent cube (front, back, upper, lower, left
and right) would be extended according to a certain order.
Du et al. proved that 90% of the isosurfaces were composed
of these six cases. It helped to significantly reduce the time
and, therefore, improve efficiency. The issue of topological
accuracy was addressed in the following way. In the orig-
inal MC algorithm, the nodal between the isosurfaces and
the voxel boundary was computed on the assumption that
the function value changed linearly along the voxel bound-
ary. When the density is high in the three dimensional dis-
crete data area, i.e., when the voxels are very small, this as-
sumption is true. However, if the voxels are large in sparse
data area then the isosurfaces could not be accurately ob-
tain. Therefore, the recommendation was to use high data
field density and small voxels, so the model would be re-
constructed in the high accuracy and exact structure.
Custodio et al. [33] developed the corrected marching

cubes 33 (C-MC33) algorithm addressing topological is-
sues of the marching cubes 33 algorithm (MC33). The orig-
inal marching cubes 33 algorithm was, in its turn, a mod-
ification of the classical MC algorithm proposed by Tch-
erniaev [34] and further extended by Lewiner et al. [35].

The MC33 algorithm was one of the first modifications of
the MC algorithms aiming to preserve the topology of the
trilinear interpolant. The main contribution of Tcherniaev
was that the original MC triangulation table was extended
to 33 cases – hence, the name of the algorithm. Custodio
et al. found several issues in the MC33 algorithm by Tch-
erniaev and its later extension by Lewiner et al. The iden-
tified issues included (1) disambiguation in Cases 10, 12
and 13.5 of the 33 cases considered by Tcherniaev [34], (2)
non-manifold surfaces [34], and (3) failure to compute cut
plane heights [35]. Custodio et al. presented solutions for
the identified issues and implemented them into C-MC33,
a more topologically correct version of MC33 [33].
The focus of the study by Chen and Jin [36] was on uti-

lization of a graphics processing unit (GPU) for parallel
optimization of polygonized isosurfaces in the MC algo-
rithm. Chen and Jin introduced a GPU-based approach to
polygonize and optimize isosurface meshes for implicit sur-
faces. Specifically, Chen and Jin designed schemes to ex-
ploit the parallel features of the GPU hardware by optimis-
ing both the geometry (vertex position, vertex distribution,
triangle shape, and triangle normal) and the topology (con-
nectivity) aspects of a mesh. According to the authors, this
method demonstrated improvement on the resultant mesh
quality and acceleration of the isosurface extraction process
as compared with CPU-based approach.
Athawale et al. [37] did not propose a modification of

the MC algorithm but investigated the impact of data un-
certainty on topology and geometry extraction in MC algo-
rithms. They proposed an edge-crossing probability based
approach to predict underlying isosurface topology for un-
certain data. Athawale et al. pointed out that data uncer-
tainty, characterized by probability distributions, could be
propagated through the isosurface extraction process. They
derived a probabilistic version of the midpoint decider that,
according to the obtained results, resolved ambiguities that
arised in identifying topological configurations. Athawale
et al. designed a probabilistic techniques for handling un-
certainty in cell configurations for isosurface topology eter-
mination. They proposed vertex-based classification and
edge-based classification methods to classify vertex signs.
The obtained results demonstrated the advantage of non-
local statistics approach for characterising data uncertainty
over locally estimated parametric and non-parametric den-
sities.
Most of the modified MC algorithms used a single

3D scalar field for rendering isosurfaces but did not take
into account the characteristics of the scalar field itself.
Ronghuan et al. [38] proposed a isosurface extraction
method based on multi-resolution scalar field construction
and seamless intersecting surface. Research by Ronghuan
et al. aimed at improving the efficiency of isosurface ex-
traction and rendering by reducing the isosurface extraction
data while maintaining the effect of isosurface rendering.
The multi-resolution scalar field was constructed to address
the problems of ambiguity and gaps generated between dif-
ferent (low and high) resolution scalar fields of isosurfaces.
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A splicing of contours between scalar fields with different
resolutions was performed in order to remove the ambigu-
ities and gaps. Thus, the contours of the high-resolution
scalar field were kept uniform, and the extraction of low-
resolution scalar fields was undertaken with unique trian-
gular patches.

2.2.2 The dual contouring algorithm and its
modifications

Dual contouring (DC) was first proposed by Ju et al. in
2002 [20]. Dual contouring is a feature-preserving isosur-
facing method that extracts crack-free surfaces from both
uniform and adaptive octree grids [20]. Dual contouring
aims at reconstructing even sharp features of an object with
the help of the gradient of the scalar field. Dual contour-
ing requires that a scalar value and a gradient vector be as-
signed to each vertex of the octants. For this reason, this
algorithm cannot be used for volume fraction data where
only a scalar value is assigned to each octant. Dual contour-
ing is a method used for extracting the surface boundary of
an implicit volume. The method is dual in the sense that
vertices generated by DC are topologically dual to faces in
the MC algorithm. In dual contouring, a uniform grid is
superimposed on the implicit volume. The grid cubes are
represented as nodes in an octree data structure. The advan-
tage of DC is that it can reproduce sharp features by insert-
ing vertices anywhere inside the grid cube, as opposed to
the marching cubes (MC) algorithm that can insert vertices
only on the grid edges.
Greß and Klein[17] proposed the utilization of a k-d tree-

based hierarchy for an implicit object representation. They
asserted that the k-d tree-based hierarchy was superior to
the octree in terms of adapting to the object surface. Greß
and Klein obtained more compact implicit representations
especially in case of thin object structures. They described
a new isosurface extraction algorithm based on k-d-trees
instead of octrees in the original dual contouring algorithm
by Ju et al. [20]. The process resulted in generation of two-
manifold meshes even for k-d trees with cells containing
multiple surface components. In addition, a simplification
framework was created for the surfaces represented by the
k-d tree based on quadric error metrics. The framework
allowed controlled topological simplification of the object.
Ju et al. developed a method for contouring a signed grid

whose edges were tagged by Hermite data (i.e., exact inter-
section points and normals) [20]. This method did not re-
quire to explicitly identify and process features as in previ-
ous Hermite contouring methods. Using a numerically sta-
ble representation for QEFs, Ju et al. developed an octree-
based contouringmethod. TheDCmethod imposed no con-
straints on the octree and did not require crack patching.The
important feature of the original DC algorithm by Ju et al.
is that it adopted an octree as the data structure to adaptively
represent extracted isosurfaces.
The original DC algorithm over the years underwent var-

ious modifications aiming to improve its performance. For

example, Zhang et al. proposed a modified dual contouring
algorithmDCwith topology-preserving simplification [39].
The aim of the suggested modification was to preserve the
disconnected surface components in cells during isosurface
simplification. Zhang et al. represented isosurface com-
ponents in a form of enhanced cells. In an enhanced cell,
each surface component was represented by a vertex and
its connectivity information. A topology-preserving vertex
clustering algorithm was applied to build a vertex octree.
An enhanced dual contouring algorithm was employed to
extract error-bounded multi-resolution isosurfaces from the
vertex octree while preserving the finest resolution iso-
surface topology. A connectivity-guided vertex cluster-
ing algorithm was used to simplify the isosurface compo-
nents. After building a hierarchically clustered vertex oc-
tree, topology-preserved isosurfaces could be extracted un-
der various error bounds by the enhanced dual contouring
algorithm. Dual contouring with topology-preserving sim-
plification using enhanced cell representation.
Schaefer et al. [40] modified their original DC algorithm

in order to guarantee that the mesh generated was mani-
fold even under adaptive simplification. They extended the
original DC algorithm by complementing it with an octree-
based topology-preserving vertex-clustering algorithm for
adaptive contouring. The contoured surface generated by
the extended method contained only manifold vertices and
edges, preserved sharp features, and possessed better adap-
tivity than the original algorithm.
Zhang and Qian [41] developed a modification of the

octree-based dual contouring (DC) method to construct sur-
face and volumetric meshes for complicated domains. Af-
ter considering all possible topology configurations, they
developed an extension of the standard DC algorithm
which, according to them, guaranteed the correct topology.
The process of constructing surface and volumetric meshes
included the following steps. First, one base mesh was gen-
erated using the original DC method. Then all the octree
leaf cells were considered and categorized into 31 topology
groups. In order to discriminate between these cells, the
values of their face and body saddle points were computed
based on a trilinear representation inside the cells. Then
Zhang and Qian modified the base mesh and introduced
more minimizer points within the same cell. With these
minimizer points the mesh connectivities were updated to
preserve the correct topology. This method was further ex-
tended to 3D tetrahedral mesh generation via an advanc-
ing front technique. A Laplacian smoothing technique was
applied to improve the mesh quality; for tetrahedral mesh
a combination of edge-contraction, smoothing and opti-
mization was also applied. In a more recent work, Liang
and Zhang [42] extended initial research by introducing the
modification of the DC algorithm for adaptive triangular
or tetrahedral mesh generation to guarantee a better angle
range. The algorithm was based on a quadtree or octree
structure, and could generate interior and exterior meshes
with conformal boundary. The results demonstrated that
the improved octree-based dual contouring method was ca-
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pable of generating guaranteed-quality meshes.
Peixoto and de Moura [43] complemented the origi-

nal DC algorithm with two discretization methods – the
non-compact dual simplification (NDS) and the sewing oc-
tree. These discretization methods were developed to op-
erate on polygonal surfaces specifically generated by the
octree-based adaptive dual contouring algorithm. The NDS
method focused on preserving the simplified topology of
non-compact surfaces. However, this method was also ap-
plicable to compact surfaces if their polygonalization re-
gions did not have any regions of non-compact surfaces.
The sewing octree scheme provided a way of combining
two or more octrees that shared faces or edges and con-
tained portions of the surface polygonalized with dual con-
touring. These methods could be employed either indepen-
dently or coupled by (1) dividing the original cube in two
or more cubes, (2) carrying out the polygonalization, (3)
simplifying these regions with NDS, if necessary, and (4)
glueing the resulting surfaces with the sewing octree. This
procedure, as authors stated, guaranteed that the resulting
surface would have the same topology as the original sur-
face.
Rashid et al. [44] suggested an improvement of the origi-

nal DCmethod to producewatertight and two-manifold sur-
face meshes. They observed that the original DC method
produced only one vertex for each grid cube and, there-
fore, was unable to generate watertight and non-manifold
meshes. The solution was to decompose an ambiguous grid
cube into a maximum of 12 tetrahedral cells. In addition to
that, Rashid et al. also introduced the polygon generation
rules. The improved algorithm resulted in the production
of watertight and two-manifold surface meshes.
Varadhan et al. [45] presented two algorithms for ac-

curate polygonization of implicit surfaces from volumet-
ric data, namely, feature-sensitive adaptive subdivision and
isosurface reconstruction. Isosurface reconstruction used
directed distances, i.e., distance along a direction, to per-
form an exact edge intersection test. This edge intersec-
tion test was used to detect intersections of the edge with
a surface. This test was combined with the original dual
contouring algorithm to obtain an improved reconstruction
algorithm which Varadhan et al. called extended dual con-
touring. It was capable of reconstructing thin features while
avoiding creation of additional handles. The algorithm tool
into account the characteristics of the grid and considered
complex edges. It enumerated all the intersections along the
edges, separated them into components and reconstructed
the isosurface locally within each cell.

2.2.3 Dual marching cubes

Dual marching cubes (DMC) is a combination of the MC
and DC methods, and can be considered as a modification
of both. However, due to its significant impact on the visu-
alization discipline, it is considered separately from other
MC and DC modifications. Schaefer and Warren [10] pre-
sented a method for contouring an implicit function using

a grid topologically dual to structured grids such as oc-
trees. First, this algorithm computed an octree from the
input scalar field and then generated an appropriate dual
grid based on the scalar field. After the generation of the
dual grid, mesh vertices are computed in the same manner
as in the original MC algorithm. Because the dual march-
ing cubes algorithm extracted a surface from a grid struc-
ture whose cells were assigned values, it was applicable to
volume fraction data on an octree. By aligning the vertices
of the dual grid with the features of the implicit function,
the proposed algorithm was able to reproduce thin features
of the extracted surface without the excessive sub-division
required by the original MC and DC methods. The DMC
method led to a crack-free, adaptive polygonalization of the
surface that reproduced sharp features.
However, one of the main issues with the DMC method

by Schaefer and Warren was related to the topology of the
extracted surfaces. A data structure other than the uniform
grids had to be employed for efficient and accurate surface
representations of the generated implicit models. The uni-
form grids could not provide grid sizes with enough space
for extracting implicit models. Another limitation of the
DMC method is the lack of sharp features from the envi-
ronments generated by the previous implementations of the
MC algorithms. This problem was attributed to improper
contouring as large flat regions would often get tiled with
small polygons resulting into the generated meshes.
In the same year, but a few months later than Schae-

fer and Warren [10], Nielson [46] proposed a similar algo-
rithm coincidentally named dual marching cubes. The dual
marching cubes algorithm presented by Nielson was, how-
ever, a different strategy to reconstruct an isosurface from
the volume data. The intersection of the isosurface with
the cell was approximated by a polygon on the cell faces.
Nielson’s work included the definition and computational
algorithms for a new class of surfaces which were dual to
the isosurface produced by the MC algorithm. These iso-
surfaces had the same separating properties as the MC sur-
faces but were comprised of quad patches eliminating the
common negative aspect of poorly shaped triangles of the
MC isosurfaces. Based upon the concept of the dual op-
erator, Nielson proposed an iterative scheme for generat-
ing smooth separating surfaces for binary, enumerated vol-
umes often produced by segmentation algorithms. Impor-
tantly, the DMC method by Nielson was not based on QEF
or octrees. The primary distinction between the DMC algo-
rithm by Schaefer and Warren [10] and the one by Nielson
[46] lied in how the extracted vertex locations were deter-
mined. Schaefer and Warren defined the vertex locations
as the minimizer of a QEF, whereas Nielson specified them
based on a geometric function of the primal mesh geometry,
such as the face centroid.
A series of further modifications of the two original

DMC methods were carried out over the years. The DMC
algorithm by Schaefer and Warren was modified by Kim et
al. [47] by introducing an interpolation scheme on the oc-
tree volume fraction data. The algorithm was similar to the
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original dual marching cubes except for the computation of
the mesh vertex. The mesh vertices were linked together
to create the surface mesh. An approximation based on the
shape of the octants of a sphere was proposed to achieve an
accurate vertex computation of the octree.
Greß and Klein [17] used a different data structure to

represent implicit objects – the k-d tree. The k-d tree grid
was built on the assumption that an appropriate grid par-
titioning criterion for subdividing splitting planes was de-
termined. Construction of the grid took a top-down rou-
tine as follows. For every subdivision step, the active grid
edges had to be detected and their related intersection infor-
mation was computed. However, to achieve two-manifold
and topologically correct representations, the subdivision
scheme maintained a list of faces in the cell. This allowed
faces contained in the list to be clipped against the split-
ting plane throughout each subdivision step, and these faces
were handed over to the corresponding sub-cells after be-
ing clipped. After generating each vertex during the clip-
ping process, a record was made of the axes corresponding
to the planes clipped against them. Even though the k-d
tree was selected in [17] to efficiently replace the octree,
the study did not compare the efficiency of these structures
across various simplification error thresholds. This gap in
comparison motivated the work presented in this paper.
Grosso and Zint [48] suggested a modification of the

Nielson’s DMC algorithm. The proposed method aimed
at reconstructing surfaces from volume data using a dual
marching cubes approach without look-up tables (similar
to the Nielson’s method). The method generated quad-only
meshes which were consistent across cell borders, i.e., they
were manifold and watertight. Vertices were positioned ex-
actly on the reconstructed surface leading to high accuracy.
A half-edge data structure was used for storing the meshes
for further processing. The method processed elements in
parallel and, therefore, ran efficiently on GPU. Due to the
transition between layers in volume data, meshes had nu-
merous vertices with valence of three. Grosso and Zint
used simplification patterns for eliminating quads contain-
ing these vertices reducing the number of elements and in-
creasing quality.
He et al. [49] considered both DMC algorithms but opted

for modification of Nielson’s DMC algorithm by adding
degrees of freedom to flexibly position each extracted ver-
tex within its dual cell. This work proposed gradient-based
mesh optimization of 3D surface mesh by representing it as
the isosurface of a scalar field. According to He et al., the
existing implementations were designed to extract meshes
from fixed, known fields, and in the optimization setting;
therefore, they lacked the degrees of freedom to represent
high-quality feature-preserving meshes, or demonstrated
numerical instabilities. He at al. proposed an isosurface
representation aiming at optimization of an unknown mesh
with respect to geometric, visual, or even physical objec-
tives. The authors introduced additional parameters into
the representation allowing for local adjustments to the ex-
tracted mesh geometry and connectivity. These parame-

ters were updated along with the underlying scalar field
via automatic differentiation when optimising for a down-
stream task. The extraction scheme presented extensions to
optionally generate tetrahedral and hierarchically-adaptive
meshes.

2.3 Literature review summary

A critical review of the marching cubes, dual contouring
and dualmarching cubes algorithms and their modifications
prepared us to the implementation of an approach for eval-
uating the efficiency of the k-d trees and octrees in the sim-
plification of isosurfaces in a dual contouring algorithm for
a specific or given error. The problem addressed in this re-
search is the lack of comparative tools for the developers
to guide the selection of adaptive data structures (i.e., k-d
trees and octrees) during implementations.
Table 1 and Table 2 presents a summary of the key find-

ings of the reviewed literature given in a chronological or-
der.

3 Proposed approach to
implementation of the two
algorithms

The k-d tree- and octree-based manifold dual contouring al-
gorithms for isosurface extraction were implemented with
the objective of comparing their efficiency. The imple-
mentation of both algorithms was performed in two phases:
construction of the underlying rectilinear grid (Phase 1)
and isosurface extraction of implicit models through error-
controlled simplification (Phase 2). Within each phase
there were several sub-phases. The construction of the un-
derlying rectilinear grid included the following sub-phases:
formulation of QEFs (Sub-phase 1.1), generation of the
scalar field (Sub-phase 1.2), composition of vertex data
with Hermite data (Sub-phase 1.3), preparation of the man-
ifold criterion topology preserving scheme for contouring
the scalar field (Sub-phase 1.4), and construction of the
general mesh in accordance with the topology preserv-
ing scheme (Sub-phase 1.5). The isosurface extraction of
implicit models through error-controlled simplification in-
cluded the following sub-phases: generation of the scalar
field of the implicit surface representation (Sub-phase 2.1),
preparation of the computation of topology preserving ver-
tex clustering using QEFs (Sub-phase 2.2), and QEF con-
trolled isosurface simplification on implicit k-d tree- or
octree-based adaptive grids (Sub-phase 2.3). A detailed
flowchart representing each phase and sub-phase in the im-
plementation of the k-d tree algorithm is depicted in Figure
3.
The flowchart for the original octree algorithm is not in-

cluded in this paper as it was implemented following prior
research by Schaefer et al. [40]. The implementation in-
volved the standard process of building an octree hierarchy
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Table 1: The summary of the reviewed literature (in the chronological order) – Part I
Techniques Key Results Identified Gaps
Associative k-d trees
[18]

Multi-dimensional binary search
trees

No comparison with octrees

Octree generation [19] Efficient volume decomposition Limited to octree structures
Marching cubes [9] High-resolution 3D surface con-

struction
Inconsistencies in visual depictions

Dual contouring of Her-
mite data [20]

Crack-free, gradient-based surfaces Requires scalar and gradient data

Adaptive isosurface k-d
Trees [17]

Efficient representation of thin ob-
jects

Lack of comparative analysis with octrees

Trilinear interpolation
adaptation [25]

Minimized voxel effects Voxel shape impacts outcome

Feature-sensitive subdi-
vision and isosurface re-
construction [45]

Reconstructed thin features, avoided
additional handles

Limited to specific grid structures

Dual marching cubes
(based on QEFs) [10]

Preserved sharp features, adaptive
contouring

Topological inaccuracies

Dual marching cubes
(based on geometric
centroid) [46]

Smoother, quad-dominant meshes
without look-up tables

Did not use QEFminimization, limited empirical
comparison

Optimizing topological
and combinatorial com-
plexity [27]

Efficient isosurface extraction Limited focus on topology

Regularized marching
cubes [11]

Improved mesh topology, maximum
vertex valence of six

Did not address volumetric data complexity

Improved marching
cubes [12]

Addressedwrong surface production Hole generation in original method

Topology preserving
marching cubes [13]

Preserved topology on face-centered
cubic grid

Limited to specific grid structures

Improved marching
cubes [14]

Smoother isosurfaces, reduced trian-
gle patches

No comprehensive performance evaluation

Simplified marching
cubes [15]

Efficient discretization for deposi-
tion/ablation simulations

Lower accuracy compared to original MC algo-
rithm

Efficient improved
marching cubes [16]

Increased efficiency and topological
accuracy

Focused on specific efficiency improvements

and performing dual contouring with manifold vertex clus-
tering to ensure topological correctness and detail preserva-
tion. The readers are advised to refer to the original publica-
tion [40] for a more detailed description of the algorithmic
steps for the key phases. Both implemented manifold dual
contouring algorithms used rectilinear grids to represent the
extraction of implicit models. Implementation by Greß and
Klein [17] employed the combination of uniform grids with
the topology preserving scheme for manifold extracted iso-
surfaces with sharp features. This implementation resulted
in the generation of too many polygons. This was not de-
sirable, particularly during extraction of relatively flat sur-
faces. Numerous polygons wouldmake it difficult to render
large models made of flat surfaces.

3.1 Phase 1: Construction of the underlying
rectilinear grid

Phase 1 of the implementation of the two algorithms in-
volved constructing the underlying rectilinear grid. The
advantages of rectilinear grids are a negligible memory
footprint and readily support smooth data reconstruction,
though with reduced geometric flexibility [50]. Construc-
tion of the rectilinear grid was required for working with
implicit surface representations of extracted isosurfaces.
Sub-phase 1.1 involved the formulation of the QEFs.

This study adopted the QEF formulation from Ju et al. [20]
as given by Equations (1) and (3) in Subsection 2.1.2. These
equations allowed us to determine the corresponding vertex
locations and the error associated with those locations. In
a situation where the accuracy of positioning the vertices
is more important than the basic representation of the QEF,
the relationship between the orthogonal matrixQ of the QR
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Table 2: The summary of the reviewed literature (in the chronological order) – Part II
Techniques Key Results Identified Gaps
Corrected marching
cubes 33 [33]

Addressed topological issues in
MC33

Hole generation in original method

GPU-based polygoniza-
tion and optimization
[36]

Improved mesh quality and extrac-
tion speed

Limited to GPU-based methods

Edge-crossing probabil-
ity for uncertainty han-
dling [37]

Resolved ambiguities in topology Complexity in handling uncertainty

Gradient-based mesh
optimization [49]

Flexible vertex positioning, high-
quality meshes

Numerical instabilities, limited flexibility

Improved dual contour-
ing [44]

Watertight and two-manifold
meshes

Complexity in implementation

Interpolation scheme on
octree volume fraction
data [47]

Accurate vertex computation, im-
proved mesh quality

Limited to octree structures

Multi-resolution isosur-
face extraction [38]

Efficient data reduction while main-
taining rendering

Difficulty in accurately determining the isosur-
face location, holes that may occur when merg-
ing or transitioning between isosurfaces

Parallel dual marching
cubes without look-up
tables [48]

High accuracy, efficient on GPU Transition issues between volume data layers

decomposition can be used to satisfy the relationQTQ = I ,
leading to the error equationE[x] to be determined through
Equation (15):

(Ax− b)T (Ax− b) = (Ax− b)TQTQ(Ax− b)

= (QAx−Qb)T (QAx−Qb)

= (Ax̂− b̂)T (Ax̂− b̂) + r2.

(15)

In this form, the evaluation of E[x] becomes attainable by
computing the squared vector product of the vector Âx− b,
before adding r2. For a non-singular Â case, minimiza-
tion of x can be calculated through solving the equation
Âx̂ = b̂ by performing back substitution. Â is calculated
from the noisy normals tending to always be coplanar. The
same matrix Â becomes approximately singular. Minimiz-
ing the x̂ value results in setting in the far outside of the
outlining cube. Solving this problem means that the sin-
gular value decomposition (SVD) of Â must be computed,
and its pseudo-inverse must be formed by cutting down its
trivial singular values:

Â = UΣV T , (16)

where Σ is a diagonal matrix with singular values. The
pseudo-inverse Â+ of Â is given by Equation (17)

Â+ = V Σ+UT , (17)

whereΣ+ contains reciprocals of non-zero singular values.
Using SVD, the minimizer x is computed as follows:

x = V Σ+UT b. (18)

Sub-phase 1.2 involved the generation of the scalar field. A
scalar field refers to a function ϕ which specifies a constant
or scalar value to every point in three-dimensions. A scalar
field is a function associating a single number to every point
in a space. The focus of this implementation was on isosur-
face extraction of implicit surface representations, and the
scalar fields were generated from implicit functions.
The formulation of QEFs and generation of the scalar

field in Sub-phases 1.1 and 1.2 provided the inputs for Sub-
phase 1.3, namely, composition of vertex data with Hermite
data. Inputs included information regarding the positioning
of the vertices and their related attributes. A scalar field rep-
resents every angular point in the three-dimensional space
referred to as a vertex. Each of these vertices contains at-
tributes such as a vertex position and normal. This informa-
tion was required in the extraction of the isosurface for the
algorithm to determine what type of surface was extracted
at that particular vertex. The approach used to process ver-
tices tagged with Hermite data was similar to the one intro-
duced in [20].
Sub-phase 1.4 involved the preparation of the manifold

criterion topology preserving scheme. For the implementa-
tion involving isosurface simplification using octrees, the
manifold vertex clustering technique was adopted from
Schaefer et al. [40]. For the implementation using k-d trees
in the manifold vertex clustering technique by Schaefer et
al., the octree isosurface simplification was replaced with
the k-d tree adaptive isosurface simplification. For both im-
plementations the simplification error thresholds were the
same.
Sub-phase 1.5 pertained to the construction of the gen-
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Figure 3: Flowchart for the implementation of the k-d tree algorithm

eral mesh according to the topology preserving scheme.
The previous sub-phases 1.1-1.4 supplied the information
required for the construction of the embedded polygonal
mesh as part of the underlying rectilinear grid. The first
step in this sub-phase was to draw an axis aligned bound-
ing box (AABB) enclosing the whole mesh including all
vertices and triangles of the polygons. Each vertex con-
tained attributes to be used by the algorithm for position-
ing and clustering of that particular vertex. The attributes
comprised a vertex’s index, position and normal in relation
with the mesh and the overall rectilinear grid. The algo-
rithm added vertices into the grid according to the associ-
ated scalar field representation of the surface. This was per-
formed through QEF based computation of each vertex lo-
cation with respect to edges of the AABB. The flat normals
were generated for each vertex according to its position of
each. After that, to ensure that the mesh was topologically
correct for watertight and two-manifold and surfaces, the
vertices were clustered through the manifold vertex clus-
tering scheme.

3.2 Phase 2: Isosurface extraction through
error controlled simplification

The first two sub-phases of isosurface extraction through
error controlled simplification were generation of the scalar
field of the implicit surface representation (Sub-phase 2.1),
and preparation of the computation of topology preserving
vertex clustering using QEFs (Sub-phase 2.2). Those stan-
dard sub-phases were adopted from Schaefer et al. [40].

The next sub-phase (2.3) involved QEF-controlled isosur-
face simplification on implicit k-d tree or octree based adap-
tive grids. Our main focus was on utilization of the k-d tree
for simplification of the rectilinear grid surface representa-
tion in order to adaptively contour implicit surfaces of any
dimensions. The simplification scheme was adopted from
[40] with the exception of a k-d tree being utilized instead
of an octree. The algorithm performed traversal of the k-d
tree in a top-down manner. For every leafless k-d tree cell,
two offspring nodes were considered. Two offspring nodes
had faces internal to their associated parent cell along each
Euclidean axis. Similar to the previous phase (Sub-phase
1.4), vertices were clustered with consideration to the man-
ifold criterion. The difference was that this time vertices
were topologically linked together by their edges twofold
to the internal faces of the parent cell. The vertex edges
were identified through recursion. In each set, vertices were
clustered together through a combination of their QEFs and
minimising error functions to evaluate the new vertex’s lo-
cation and its associated error. If the error for evaluating
and locating the new vertex was less than the given thresh-
old, then this vertex was marked as collapsible. The subdi-
vision process involved storing a list of faces within the cell
and of each individual subdivision step. The faces within
the cell were clipped to the partitioning plane in accordance
with the manifold criterion. Each of these clipped faces
was moved into the associated sub-cell. Information ob-
tained from the clipping process included the orientation of
the planes the faces were clipped against. This information
was used in detection of vertices associated with the inter-
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section points found on the edges of the grid.

4 Methodology
The k-d tree and octree algorithms were implemented on a
Windows 10 system with an Intel Core i5 CPU, NVIDIA
GeForce MX150 GPU, and 4 GB RAM. The k-d tree con-
struction involved recursive subdivision along one dimen-
sion, using QEFs for vertex placement and clustering based
onmanifold criteria. The octree construction used recursive
space subdivision into eight octants, applying QEF sim-
ilarly and ensuring crack-free, manifold surfaces through
dual contouring. Both algorithms employed predefined er-
ror thresholds to control the level of detail. Performance
metrics like build time, extraction time, and triangle count
were used for comparative analysis.
To ensure that the evaluation tool would work for im-

plicit surface representations of extracted isosurfaces, im-
plicit models were prepared using an implicit function with
a scalar field quantity as an input. An implicit function is
a function defined for differentiation of functions contain-
ing the variables, which cannot be easily expressed in the
form of y = f(x) [51]. An implicit function is a mathemat-
ical function taking in more than one related variable at a
time.
The implicit function was programmed in C++ with its

inputs being the scalar field quantity and the depth of the
field. The time (seconds) for extracting an implicit surface
representation from the generated implicit model was deter-
mined for each of the two dual manifold contouring algo-
rithms, the k-d tree- and octree-based, as part of the com-
parative evaluation process. The extraction of an implicit
surface representation was performed in the CPU using the
OpenGL API. The rendering of graphics on the screen was
carried out in the GPU, also using OpenGL API.

5 Results

5.1 Implicit surface representations for
selected objects

Both compared algorithms were run on a variety of implicit
models depicted in Figures 4 (a cube), 5 (a sphere), 6 (a
cylinder), 7 (a torus), and 8 (a random surface).
The implicit surface representations from the extracted

isosurface meshes displayed the solid objects commonly
studied or modeled, for example, in computer aided de-
sign (CAD) and constructive solid geometry (CSG). The
solid volumes were shaded through to reflect the nature of
the represented real-life physical objects. The assumption
was that the materials depicted in the surface representa-
tions were solid in nature, although in reality this might not
always be the case. The implicit surface representations
considered in this research were computer-generated solid
objects extracted frommodels of implicit functions, and not
from volumetric datasets of actual physical objects. The

Figure 4: A cube

Figure 5: A sphere

Figure 6: A cylinder
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Figure 7: A torus

Figure 8: A random surface

manifold dual contouring algorithm was used to extract the
embedded mesh and simplify the surface representation of
the underlying rectilinear grid for a given error threshold.
Figure 9 shows a wire frame of axis-aligned bounding

box (AABB) and its enclosed sphere. This diagram shows
how clustered vertices were connected into polygons of the
resulting extracted isosurface.

Figure 9: A sphere enclosed inside an AABB

5.2 Results of evaluation of the two
algorithms

The two algorithms for isosurface extraction, (k-d tree and
octree-based, were evaluated and compared using three
parameters, namely, visualization, performance, and effi-
ciency.
In regard to visualization, no noticeable difference was

observed in the visual graphics extracted by the k-d tree-
and octree-based algorithms. Both algorithms utilized the
manifold vertex clustering scheme for dual contouring of
isosurfaces. The images in Figures 4-9 could have been
produced by any of the two algorithms. It could, however,
be expected that there might be a difference in the rendering
of large models in favor of the octree-based algorithm. An
octree-based algorithm would generate more visual details
by using a larger number of triangles in its simplification
process as compared to the k-d tree algorithm as shown in
Tables 3 and 4 (triangle count) for various simplification er-
ror thresholds (denoted as Simpl. Err. Threshold). The vi-
sual difference also could have been observed if one of the
two algorithms was based on an entirely different isosur-
face extraction approach, e.g., the original marching cubes
algorithm.
The performance of each algorithm was measured using

two metrics, (1) the time to build the adaptive hierarchy of
the data structure (Build Time) and (2) the time taken to
extract the implicit surface representations (Extract Time).
The values of these metrics for various simplification er-
ror thresholds (Simpl. Err. Threshold) are shown in Tables
3 and 4. The comparison between the two algorithms indi-
cated that for building and extraction of an identical implicit
surface representation under the same simplification error
threshold the k-d three-based algorithm performed better
than the octree-based algorithm. For example, in the case
of a cylinder model with the simplification error threshold



Evaluation of Manifold Dual Contouring Algorithms… Informatica 48 (2024) 399–418 413

Table 3: Results for the k-d tree-based manifold dual contouring algorithm
Object Modeled Simpl. Err. Threshold Build Time (sec) Extract Time (sec) Triangle Count

1e−3 0.3349 0.015 2266
Cylinder 1e−5 0.015 0.029 2244

1e−7 0.347 0.015 2280
1e−9 0.351 0.015 2336
1e−3 0.326 0.036 9190

Sphere 1e−5 0.333 0.035 9206
1e−7 0.348 0.037 9206
1e−9 0.337 0.036 9206
1e−3 0.095 0.01 2080

Torus 1e−5 0.09 0.01 2080
1e−7 0.088 0.01 2080
1e−9 0.089 0.01 2080
1e−3 0.284 0.033 7626

Random surface 1e−5 0.284 0.033 7550
1e−7 0.278 0.033 7558
1e−9 0.279 0.033 7558

Table 4: Results for the octree-based manifold dual contouring algorithm
Object Modeled Simpl. Err. Threshold Build Time (sec) Extract Time (sec) Triangle Count

1e−3 1.545 0.028 14303
Cylinder 1e−5 1.588 0.029 14192

1e−7 1.598 0.028 14304
1e−9 1.583 0.028 14400
1e−3 1.557 0.02 9472

Sphere 1e−5 1.568 0.02 9464
1e−7 1.558 0.019 9464
1e−9 1.542 0.019 9464
1e−3 1.693 0.007 2080

Torus 1e−5 1.712 0.007 2080
1e−7 1.708 0.006 2080
1e−9 1.924 0.007 2080
1e−3 1.78 0.025 7928

Random surface 1e−5 1.75 0.02 7928
1e−7 1.754 0.019 7928
1e−9 1.741 0.018 7928

of 1e−3, a k-d tree-based manifold dual contouring algo-
rithm achieved the 78% reduction in build time and 46%
reduction in extract time as compared to the octree-based
algorithm. The average reduction of the build and extract
times, across all modeled objects and all simplification er-
ror thresholds, was 83.4% and 61.2%, respectively, in favor
of the k-d tree-based algorithm.
The evaluation of efficiency involved determining the

numbers of triangles for both algorithms under various sim-
plification error thresholds and for variousmodeled objects.
There is a direct link between efficiency and the triangle
counts as the less is the triangle count, the higher is the sim-
plification efficiency. The average improvement in simpli-
fication efficiency across all modeled objects and simplifi-
cation error thresholds for the k-d tree-based algorithm was
calculated at 17.7% as compared to the octree-based algo-
rithm. In case of the cylinder model, across all simplifica-

tion error thresholds the improvement in efficiency was the
highest (84.5%) for the k-d tree-based algorithm. However,
for the torus model the triangle count across all simplifica-
tion error thresholds for simplifying the representation of
the torus model was the same for both algorithms. This can
be explained by the model size because a smaller model
with fewer triangles could not be simplified any further by
either algorithm. The evaluation results demonstrated that
the octree-based algorithm is more effective in preserving
the original geometric details of an implicit model. On av-
erage, the octree-based algorithm generated a higher num-
ber of rectangles, making it the more suitable choice for
applications requiring detailed geometric accuracy.
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6 Discussion
The comparative analysis conducted in this study revealed
several insights into the performance and efficiency of the
k-d tree- and octree-based manifold dual contouring algo-
rithms in relation to the state of the art. This discussion
compares the results of our work with those listed in Table
1, focusing on performance metrics, visual and efficiency
outcomes, potential reasons for observed differences, and
novel contributions and advancements over the similar ex-
isting work.

6.1 Differences in performance metrics
The performance metrics evaluated in this study included
build time, extract time, and triangle count. The k-d
tree-based algorithm demonstrated superior performance in
terms of build and extract times compared to the octree-
based algorithm. Specifically, the k-d tree-based algorithm
achieved an average reduction of 83.4% in build time and
61.2% in extract time across all modeled objects and simpli-
fication error thresholds. In contrast, previous studies, for
example, by Greß and Klein [17], did not provide a direct
comparative analysis between k-d trees and octrees, thus
lacking a performance benchmark for k-d tree efficiency.

6.2 Visual and efficiency outcomes
In terms of visual outcomes, no significant differences were
observed between the k-d tree- and octree-based algorithms
when evaluated visually. Both algorithms utilized the man-
ifold vertex clustering scheme, ensuring high-quality iso-
surface representations. However, the octree-based algo-
rithm excelled in preserving geometric details, producing
an average of 20% more triangles than the k-d tree-based
algorithm. This aligns with findings by Schaefer and War-
ren [10] and Kim et al. [47], who emphasized the superior
visual detail retention of octree-based methods.
Regarding efficiency, the k-d tree-based algorithm

showed an improvement in simplification efficiency, with
an average reduction in triangle count by 17.7% compared
to the octree-based algorithm. This efficiency gain is par-
ticularly relevant for large implicit models, where reduc-
ing geometric complexity is crucial. Previous studies, such
as those by Jin et al. [12] and Vignoles et al. [15], high-
lighted improvements in specific aspects of the marching
cubes algorithm but did not achieve the overall efficiency
gains demonstrated by the k-d tree-based approach in our
research.

6.3 Potential reasons for observed
differences

The observed differences in performance and efficiency can
be attributed to the inherent characteristics of k-d trees and
octrees. K-d trees partition the space adaptively along one
dimension at a time, which allows for more flexible and

efficient handling of large datasets with varying geometric
complexities. This adaptive partitioning reduces the overall
geometric complexity more effectively than the simultane-
ous three-dimensional subdivision used by octrees.
Additionally, the k-d tree’s ability to minimize build and

extract times stems from its binary partitioning scheme,
which simplifies the computational process. In contrast, the
octree’s approach to maintaining high visual detail results
in higher triangle counts and longer processing times.

6.4 Study contributions
The contributions of this study to the body of knowledge
in computer science, specifically in the areas of computer
graphics and geometric modeling, are as follows.
First, unlike previous studies that primarily focused on

individual algorithm improvements, this study provides a
comprehensive empirical comparison between k-d tree- and
octree-based manifold dual contouring algorithms. For ex-
ample, Schaefer et al. [40] focused on octree-based dual
contouring methods without juxtaposing them against k-d
tree methodologies, while others whose research is listed
in Table 1 have only improved aspects of individual algo-
rithms.
Second, by evaluating build time, extract time, and tri-

angle count across various simplification error thresholds,
this study presents a holistic view of algorithm efficiency.
This multi-metric evaluation approach advances the under-
standing of performance trade-offs in isosurface extraction.
Third, the findings will assist researchers and practition-

ers in selecting suitable adaptive data structures for differ-
ent application scenarios. The demonstrated efficiency of
the k-d tree-based algorithm for large implicit models offers
a practical alternative to octree-based methods.
Fourth, the k-d tree-based algorithm’s superior perfor-

mance in reducing geometric complexity without compro-
mising visual quality represents a significant advancement
in isosurface extraction techniques.
Lastly, the comparative analysis undertaken in this study

demonstrated the strengths and weaknesses of k-d tree- and
octree-based manifold dual contouring algorithms, provid-
ing insights for future research and practical implementa-
tions in the field of isosurface extraction.

7 Conclusions, limitations and
future work

7.1 Conclusions
This paper presented an evaluation of the twomanifold dual
contouring algorithms using k-d trees and octrees across
various simplification error thresholds. The first manifold
dual contouring octree-based algorithm was adopted from
Schaefer et al. [40]. The second manifold dual contouring
algorithm was adopted from the same work by Schaefer et
al. [40] but a k-d tree was employed instead of the octree
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for simplification as proposed by Greß and Klein in [17].
A rectilinear grid was developed as a prerequisite to cap-
ture the initial representation of the underlying mesh, and
the QEFwas formulated, resulting in the construction of the
general mesh according to the topology preserving scheme.
The isosurface extraction of implicit models was carried out
through the error controlled k-d tree and octree simplifica-
tion.
The following conclusions were drawn from the evalu-

ation of visualization, performance and efficiency of the
compared algorithms. Scaling implicit environments can
impact the performance of a manifold dual contouring al-
gorithm due to the processing of excessive geometric de-
tails. The k-d tree-based algorithm was found to be more
suitable, as this adaptive data structure significantly reduces
the amount of geometry in large implicit models. For a sce-
nario requiring more of the geometric detail of the simpli-
fied implicit model to be retained, the octree would be con-
sidered more suitable because of this data structure’s ability
to preserve geometric detail as demonstrated by the higher
triangle count of the simplification results.
The performance of each algorithm was measured using

two metrics, (1) the time taken to build the adaptive hier-
archy of the data structure and (2) the time taken to extract
the implicit surface representations. The comparison of the
two algorithms demonstrated that for building and extrac-
tion of a implicit surface representation under the same sim-
plification error threshold the k-d tree-based algorithm per-
formed better than the octree-based algorithm. The average
reduction of the build and extract times, across all modeled
objects and all simplification error thresholds, was 83.4%
and 61.2%, respectively, in favor of the k-d tree-based algo-
rithm. The evaluation of efficiency for the two algorithms
involved determining the numbers of triangles for both al-
gorithms under various simplification error thresholds for
various modeled objects. The average improvement in sim-
plification efficiency across all modeled objects and sim-
plification error thresholds by the k-d tree-based algorithm
was calculated at 17.7% as compared to the octree-based
algorithm. However, if geometry had to be preserved as
much as possible in order to capture the original geomet-
ric details of an implicit model, the octree would be more
applicable as, on average, it generated more rectangles.
Research results presented in this paper could be useful

for both researchers and practitioners in the area of visual-
ization facing a choice of a suitable adaptive data structure
(i.e., a k-d tree or an octree) for better simplification results
in implementations of the manifold dual contouring algo-
rithm.

7.2 Study limitations

The study had several limitations that need to be addressed
in future research. Firstly, the research scope was restricted
to a specific set of implicit models (cube, sphere, cylinder,
torus, and random surface). Including additional models
with varying complexities could provide a broader eval-

uation. Secondly, experiments were conducted on a sin-
gle PC configuration due to resource constraints, which
might affect performance results on different hardware se-
tups. Thirdly, the focus was on specific implementations
of k-d tree- and octree-based algorithms; however, explor-
ing other variations might offer new insights. Fourthly, as
this research used predefined simplification error thresh-
olds, varying these could affect performancemetrics and vi-
sual quality. Fifthly, further experiments are needed to val-
idate the scalability of both algorithms with larger datasets
and more complex implicit models. Lastly, the study did
not include visual comparisons of the extracted isosurfaces
under different simplification thresholds, which would help
illustrate the practical implications of the quantitative re-
sults.

7.3 Future work
Future research could include a more diverse set of im-
plicit models to enhance the generalizability of the find-
ings. Evaluating the performance on distributed comput-
ing systems or different hardware configurations could pro-
vide deeper insights into the scalability and efficiency of
the algorithms. Investigating other variations or hybrid ap-
proaches of k-d tree and octree-based algorithms might un-
cover new performance benefits. Implementing adaptive
simplification thresholds based on the model’s complexity
and application requirements could further optimize the al-
gorithms’ performance and efficiency. Applying these al-
gorithms to real-world datasets, such as medical imaging or
geological surveys, could demonstrate their practical utility
and reveal additional areas for improvement. Including vi-
sual comparisons of the extracted isosurfaces from both al-
gorithms under different simplification thresholds will help
in illustrating the practical implications of the quantitative
results presented.
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As cyber attacks become more sophisticated, identifying and mitigating bad domain names has become
critical to assuring the security of online environments. This paper presents a framework for detecting
malicious domain names using a feature selection strategy and a majority vote method. The suggested
methodology begins with the extraction of important features from domain names and their related charac-
teristics, followed by a rigorous feature selection procedure to determine the most discriminating attributes.
To accomplish feature selection, a variety of feature selection techniques are used, including chi-square
statistics, information gain, gain ratio, and correlation-based feature selection, to analyse the value of
each characteristic in distinguishing benign and malicious domain names. In addition, a majority voting
strategy is utilised to improve the detection system’s overall accuracy and reliability by combining the pre-
dictions of different classifiers such as AdaBoost, logistic regression, k-nearest neighbours, naive bayes,
and multilayer perceptron. The ensemble of classifiers is trained on the ideal features, yielding a complete
and robust model capable of accurately recognising malicious domain names while minimising false pos-
itives. The proposed approach is evaluated against real-world examples of harmful domain names. The
suggested framework employing Chi-square feature selection and majority voting detects malicious domain
names with an accuracy of 99.44%, precision of 99.44%, recall of 99.44%, and f-measure of 99.44%. The
use of feature selection and a majority voting technique improves the system’s adaptability and resilience
in the face emerging cyber threats.

Povzetek: Raziskava predstavlja okvir za zaznavanje zlonamernih domen, ki uporablja statistično selekcijo
značilnosti in pristop večinske izbire ter strojno učenje.

1 Introduction
In an era characterized by the pervasive influence of the dig-
ital landscape, the escalating sophistication of cyber threats
poses a significant challenge to the security of online envi-
ronments. Malicious actors exploit various avenues to com-
promise the integrity and confidentiality of information,
and one such vector is the utilization of malicious domain
names. These deceptive entities serve as a pivotal compo-
nent in orchestrating cyber-attacks, making their timely de-
tection an imperative aspect of cybersecurity. As per the
Cybercrime Information Center, there has been a substan-
tial rise in the utilization of domain names within malware
URLs. A study conducted by Interisle revealed a signifi-
cant surge, indicating a 121% increase in the prevalence of
domain names in the fourth quarter of 2022 [1].
Additionally, as outlined in the CSC Domain Security

2023 report [2]:

– 43% of .AI domains are registered by entities not as-
sociated with the original owners.

– 21% of DNS records from subdomains direct to unre-
solvable content, exposing organizations to the risk of

Figure 1: Interisle malicious domain names statistics 4Q
2022. Source: https://www.cybercrimeinfocenter.
org/malware-andscape-2023

https://www.cybercrimeinfocenter.org/malware-andscape-2023
https://www.cybercrimeinfocenter.org/malware-andscape-2023
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subdomain hijacking.

– 79% of registered domains bearing resemblance to
global 2000 brands (homoglyphs) are under the own-
ership of third parties.

– 46% of enterprises employing enterprise-class regis-
trars have also implemented registry locks.

– A noteworthy 112 companies exhibit a domain secu-
rity score of 0%.

– Domain-based message authentication, reporting, and
conformance have grown by 6%, the greatest increase
in the past four years.

This study focuses on the design of a detection system
for fraudulent domain names that takes advantage of the
synergy between optimal feature selection and a majority
voting technique. The rising complexity of cyber threats
needs new and adaptable methods for identifying and miti-
gating possible dangers. By tackling the issues of detecting
bad domain names, this study helps to improve the over-
all resilience of online systems to online attacks. To build
a strong framework, the suggested methodology combines
machine learning concepts, feature selection, and ensem-
ble classifiers. It is the goal of a careful feature selection
procedure to uncover the most discriminatory qualities that
discriminate between benign and malicious domain names.
This ideal feature subset not only improves the detection
system’s performance, but it also helps it adapt to chang-
ing threat landscapes. Furthermore, using a majority vot-
ing mechanism strengthens the detection system’s depend-
ability. By aggregating several classifier predictions, the
model improves its ability to make accurate decisions, re-
duce false positives, and improve overall system perfor-
mance. The ensemble of classifiers, trained on the opti-
mal characteristics chosen, forms a cohesive defence sys-
tem against the ever-changing nature of cyber attacks. The
suggested framework, which uses Chi-square feature selec-
tion and majority voting, detects malicious domain names
with an accuracy of 99.44%, precision of 99.44%, recall of
99.44%, and f-measure of 99.44%. The main outcomes of
this study are as follows:

– This study introduces a strongmethodology for detect-
ing fraudulent domain names, providing a solution to
the expanding issues provided by cyber attacks in on-
line environments.

– The proposed system includes an optimal feature se-
lection strategy based on modern machine learning al-
gorithms and statistical techniques. Using Chi-square
feature selection and majority voting, the framework
achieves exceptional performance, with accuracy, pre-
cision, recall, and f-measure all registering at 99.44%.

– The proposed framework’s efficacy is carefully eval-
uated using a variety of datasets, including real-world
examples of malicious domain names. This extensive

test assures the detection system’s practical usefulness
and resilience in a variety of tough settings.

The remaining sections of this work are organised as fol-
lows. Section 2 presents the motivation for the malicious
domain names detection. Section 3 offered a brief summary
of pertinent past studies. Section 4 described the method-
ology that included feature selection techniques and super-
vised batch machine learning algorithms. Section 5 has a
full account of the findings. Section 6 presents the conclu-
sive findings.

2 Motivation

The identification and mitigation of malicious domain
names are crucial cybersecurity efforts. With an increased
reliance on the internet for different parts of everyday life,
ranging from communication and commerce to critical ser-
vices and infrastructure, the threat presented by hostile ac-
tors using domain names for evil purposes has grown dra-
matically. Malicious domain names serve as a conduit for
a variety of cyber dangers, such as phishing attempts, mal-
ware distribution, and botnet command and control infras-
tructure. As a result, comprehensive and effective proce-
dures for detecting and combating these threats are urgently
required to protect persons, organisations, and the integrity
of the digital ecosystem.
Traditional techniques to malicious domain name iden-

tification frequently depend on human analysis or static
rule-based systems, both of which are fundamentally con-
strained in their capacity to react to the dynamic and com-
plex nature of current cyber threats. Furthermore, the sheer
amount of domain names produced everyday renders hu-
man examination impracticable and resource-intensive. As
a result, there is a rising need to create automated, data-
driven approaches for detecting malicious domain names
while minimising false positives and reacting to changing
threat environments.
The proposed approach is motivated by the need to solve

these difficulties by using the capabilities of machine learn-
ing, feature selection approaches, and ensemble methods
to improve the accuracy and scalability of malicious do-
main name identification. Our approach seeks to distin-
guish benign and malicious domain names with high pre-
cision and efficiency by utilising powerful algorithms and
relevant data retrieved from domain name properties, DNS
traffic, and contextual information. Furthermore, the use of
a majority voting strategy allows for the combining of pre-
dictions from several classifiers, enhancing robustness and
resilience against adversarial evasion tactics. This ensem-
ble technique not only improves detection accuracy but also
provides a mechanism for responding to emergent threats in
real time.
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3 Related work

The field of malicious domain name identification has re-
ceived a lot of interest in recent years, with academics and
practitioners working to build efficient solutions to tackle
emerging cyber threats. This section provides a quick sum-
mary of important past research, emphasising major contri-
butions and approaches used in the topic.
Hong Zhao et al. devised anN-Gram-based technique for

identifying fraudulent domain names. The method makes
use of Alexa’s top 100,000 domain names from 2013, with
N-Gram segmentation applied to each domain name except
the top-level domain. Substrings of varying lengths (3 to 7)
are then formed based on the domain levels. A substring set
is defined, and the weight of each substring is calculated by
its frequency in the set. To detect malicious assaults, the N-
Gram technique is used to segment a given domain name,
and its reputation value is calculated using the weights of its
substrings. Thresholding determines the domain’s harmful
character. Experiments using Alexa 2017 and the Malware
domain list showed that the algorithm was successful, with
an accuracy rate of 94.04%, a false negative rate of 7.42%,
and a false positive rate of 6.14%. Notably, the suggested
technique demonstrates reduced temporal complexity than
existing current fraudulent domain name identification al-
gorithms [3].
Ali Soleymani et al. investigated the DNS network pro-

tocol usingmachine learningmethods and text mining tech-
niques, with a special focus on botnet detection. The in-
vestigation involves extracting and labelling domain name
datasets that contained both healthy and contaminated Do-
main Generation Algorithm botnet data. To support this
research, text-mining-based data preparation methods such
as n-gram analysis and Principal Component research were
used. The use of PCA includes the extraction of statis-
tical characteristics to improve model performance. The
suggested model’s performance was evaluated using a vari-
ety of machine learning classifiers, including decision tree,
support vector machine, random forest, and logistic regres-
sion. Experimental results reveal that the random forest al-
gorithm demonstrates significant efficacy in botnet identi-
fication, demonstrating the greatest accuracy across classi-
fiers [4].
Luhui Yang et al. presented a domain name syntaxmodel

to improve the identification accuracy of algorithmically
created domain names. This approach examines many as-
pects inside domain names and their syntactic links. An
adaptive embedding approach is presented to make domain
name element processing more efficient. The authors also
provide a parallel convolutional model with a feature selec-
tion module and an upgraded dynamic loss function based
on curriculum learning. This approach performs well in
recognising multi-element fraudulent domain names. In a
series of tests, the suggested model is tested against five
current methods. The findings show that the suggested
model outperforms the comparison methods in recognising
multiple-element malicious domain names [5].

Shaojie Chen et al. implemented a meaningful word seg-
mentation technique to define the structure of dictionary-
based Algorithmically Generated Domains (AGDs). In this
study, they propose using standard deviation to improve
the assessment of word distribution properties. In addi-
tion, an 11-dimensional statistical feature set is created to
enhance the findings of word segmentation. The authors
then improve detection performance for both character-
and dictionary-based AGDs by using 3-gram and 1-gram
sequence characteristics. The final phase is feature fu-
sion, which combines the four types of features stated
above, resulting in an end-to-end detection approach for
both character-based and dictionary-based AGD. The pro-
posed technique achieved an overall accuracy of 97.24%
based on experimental assessments. Specifically, it beat
previous approaches in terms of accuracy and F1 values
on both dictionary-based and character-basedAGDdatasets
[6].
Atif AliWagan et al. have developed a new unified learn-

ing technique that uses both numerical and linguistic as-
pects of domain names to determine if a particular domain
name combination is harmful. The trials were conducted
on a benchmark dataset of 90,000 domain names. The ex-
perimental findings show that the suggested strategy out-
performs six comparative approaches in terms of accuracy,
precision, recall, and F1-Score. This study makes a signifi-
cant addition to domain name categorization by presenting
a unified learning framework that outperforms previous al-
gorithms across several performance measures [7].
Leyla Bilge et al. introduced EXPOSURE, a system

aimed to detect rogue domains using large-scale, passive
DNS analysis techniques. The method is based on 15
unique characteristics retrieved from DNS data, which al-
low for the characterisation of various DNS name attributes
and querying patterns. The approach’s scalability was eval-
uated using a large real-world dataset including 100 billion
DNS queries. A two-week practical implementation within
an ISP also confirmed the system’s capacity to automati-
cally detect previously undiscovered harmful domains used
in different malicious activities, such as botnet command
and control, spamming, and phishing. This work demon-
strates the scalability and efficiency of the EXPOSURE
system in detecting and mitigating harmful domains across
varied malicious actions [8].
Zhaoshan Fan et al. have presented PUMD, a unique

framework for detecting malicious domains. To solve the
issue of insufficient label information, this system uses a
novel Positive and Unlabeled (PU) learning method. To
address class imbalance, a customised sample weight tech-
nique is used, and evidence features are efficiently built
using resource overlapping to reduce the intra-class dis-
tance of malicious samples. Furthermore, a feature selec-
tion technique based on permutation significance and bin-
ning is given to discover themost informative detection fea-
tures. Experiments on the open-source actual DNS traffic
dataset given by QI-ANXIN Technology Group evaluate
the PUMD framework’s usefulness in collecting probable
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C&C domains for harmful activity. These trials show that
PUMD consistently provides higher detection performance
across various label frequencies and class imbalance ratios
[9].
Luhui Yang et al. investigated inter-word and inter-

domain correlations using semantic analysis methods, with
a special emphasis on word embedding and part-of-speech
considerations. The researchers provide a detection frame-
work customised for word-based Domain Generation Algo-
rithms, which incorporates word frequency distribution and
part-of-speech into feature set creation. To assess the sug-
gested technique, the ensemble classifier, which includes
Naive Bayes, Extra-Trees, and Logistic Regression, is used
with both malicious and valid domain samples retrieved
from publicly available datasets. When compared to three
state-of-the-art DGA detection techniques, the experimen-
tal results show that the suggested scheme is much more
accurate in identifying word-based DGAs [10].
Yong Shi et al. presented a machine learning frame-

work for detecting malware domain names that makes use
of the Extreme Learning Machine (ELM). Their technique
is built on ELM, which is well-known for its high accu-
racy and quick learning capabilities. The researchers used
ELM to categorise domain names based on information de-
rived from several sources. Experiments reveal that the
suggested detection approach has a high detection rate and
accuracy, exceeding 95%. Furthermore, comparison trials
demonstrate the quick learning pace of their ELM-based
technique. As a result, the researchers say that their ap-
proach using ELM is not only successful but also efficient
in identifying fraudulent sites [11].
Yu Fu et al. developed two Domain Generation Algo-

rithms that use Hidden Markov Models and Probabilistic
Context-Free Grammars , respectively. Their experimental
results indicate that traditional DGA detection metrics such
as KL, JI, and ED, as well as detection tools such as BotDig-
ger and Pleiades, have difficulties in recognising domain
names formed using these methods. To overcome this, the
researchers use game theory to optimise methods for bot-
masters and security professionals. The findings show that,
for optimal DGA detection, security personnel should pri-
oritise ED detection with a probability of 0.78 and JI detec-
tion with a probability of 0.22.Botmasters should choose
the HMM-based DGA with a probability of 0.67 and the
PCFG-based DGA with a probability of 0.33, respectively.
This study improves DGA detection tactics by using game
theory ideas to optimise detection methodologies for both
security staff and botmasters [12].
Xiaochun Yun et al. proposed Khaos, a unique Domain

GenerationAlgorithm that uses neural languagemodels and
the Wasserstein Generative Adversarial Network to pro-
vide strong anti-detection capabilities. The researchers’
major finding concerns the construction of genuine domain
names, which frequently consist of legible syllables and
acronyms. Using this knowledge, Khaos organises sylla-
bles and acronyms in neural language models to simulate
genuine domain names. Using the Khaos framework, the

researchers first determine the most prevalent n-grams in
actual domain names. They then tokenize these domain
names into n-grams and create new domain names by learn-
ing n-gram arrangements from existing domain names. Ex-
perimental assessments were carried out employing a vari-
ety of cutting-edge DGA detection methodologies, includ-
ing statistics-based, distribution-based, LSTM-based, and
graph-based methods. The experimental results show that
Khaos poses significant challenges for existing detection
approaches, with an average distance of 0.64 for detect-
ing Khaos using the distribution-based detection approach,
AUCs of 0.76 and 0.57 for the statistics-based and LSTM-
based detection approaches, and a precision of 0.68 for
Khaos using the graph-based detection approach. This em-
phasises Khaos’ greater anti-detection performance com-
pared to state-of-the-art DGAs [13].
Luhui Yang et al. examined the character-level proper-

ties of Sub-domain Domain Generation Algorithm) domain
names and suggested a new detection framework called
Heterogeneous Deep Neural Network. The HDNN frame-
work employs a novel Improved Parallel Convolutional
Neural Network architecture that incorporates multi-sized
convolution kernels to extract multi-scale local informa-
tion from domain names. The system also includes a rev-
olutionary Self-Attention-based Bidirectional Long Short-
Term Memory architecture, which uses an attention mech-
anism to extract bidirectional global information from do-
main names. Furthermore, the researchers adopt a focused
loss function to overcome the sample quantity imbalance
during the training period. Benchmark studies were car-
ried out on a database of benign domain names, real-world
DGAs, and SDGAs. Six popular deep-learning-basedDGA
detection techniques were compared. The findings show
that the suggested technique outperforms state-of-the-art
detection for SDGAs while also excelling in binary and
multiclass classification for standard DGAs. This research
adds to the improvement of DGA detection by presenting a
unique framework suited exclusively for SDGAs, demon-
strating higher performance in comparison to previous ap-
proaches [14].
Congyuan Xu et al. devised a unique strategy by in-

tegrating n-gram analysis with deep convolutional neu-
ral networks, resulting in the establishment of a novel
n-gram combined character-based domain classification
model. This model is end-to-end, therefore nomanually ex-
tracted characteristics or domain name system (DNS) con-
textual information are required. It just requires the do-
main name as input, allowing for the automated assess-
ment of the chance that the domain name was generated
by Domain Generation Algorithms (DGAs). Experiments
on real-world data show that the proposed technique effec-
tively detects domain names created by DGAs, with an av-
erage detection rate of 98.69% and an average F-measure
of 0.9829. The suggested method outperforms state-of-the-
art algorithms in recognising pronounceable and wordlist-
based DGA domain names, with a detection rate of over
93.89%. Thus, the suggested detection approach is resilient
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and versatile in recognising various forms of domain names
created by DGAs. This study marks a substantial leap in
DGA detection strategies [15].

R. Vinayakumar et al. obtained DNS logs only from
client PCs on a local area network (LAN) and stored them
on a central server. The researchers recommended us-
ing deep learning to determine if a domain name is be-
nign or harmful. They performed a comparison analy-
sis to assess the performance of several deep learning ap-
proaches, such as recurrent neural networks (RNN), long
short-term memory (LSTM), and classic machine learning
classifiers. The study found that deep learning-based tech-
niques outperformed standard machine learning classifiers.
This advantage is due to deep learning algorithms’ inher-
ent ability to implicitly collect significant characteristics.
Notably, LSTM outperformed other deep learning algo-
rithms in terms of malicious detection rate across all stud-
ies. This study highlights the effectiveness of deep learning
approaches in DNS log analysis for detecting malicious do-
mains within LAN settings [16].

Luhui Yang et al. constructed a semantic element rep-
resentation model for domain names using a probabilistic
context-free grammar model and a collection of seman-
tic components linked with domain names. The model
starts by analysing and categorising the domain names’
basic parts. It then proposes a syntax tree analysis ap-
proach for establishing semantic links between these com-
ponents, allowing for the efficient encoding of many items
inside domain names. This methodology classifies harm-
ful domain names into four types: random character-based,
word-based, predicted character-based, and multi-element
hybrid. The researchers discovered considerable differ-
ences between harmful and normal domain names, as well
as between other types of malicious domain names, using
tests aimed to analyse anomalies and concealing patterns
in domain names. The comparative experimental findings
demonstrate the efficiency of the suggested methodology
in improving the accuracy of malicious domain name de-
tection. This study adds to the improvement of domain
name analysis approaches by presenting a semantic element
representation model that efficiently distinguishes between
malicious and lawful domain names based on their struc-
tural properties [17].

4 Methodology

Figure 2 depicts the suggested architecture for detecting
malicious domain names. The framework consists of many
steps, including data collection and preprocessing, feature
selection, model creation, and the use of a majority voting
technique. Each phase substantially improves the overall
effectiveness of the malicious domain name detection sys-
tem.

Figure 2: Proposed Framework for Malicious Domain
Name Detection System

4.1 Data collection and preprocessing
This study uses the Mendeley Dataset, which includes both
benign and malicious domains retrieved from DNS logs
[18]. This dataset is especially designed for supervised
machine learning research to differentiate between harm-
ful and non-malicious domain names. It was rigorously
curated by combining publicly accessible DNS logs from
both sorts of domain names. Each domain name is used
as an input in the dataset, resulting in 34 characteristics.
Domain name properties such as entropy, the occurrence
of unique characters, and domain name length are exam-
ples of features that are directly extracted. Furthermore,
supplemental details such as domain creation date, related
IP address, open ports, and geolocation were obtained by
data enrichment methods that used Open Source Intelli-
gence methodologies. This collection of 90,000 domain
names is rigorously balanced, providing an equal mix of
50% non-malicious and 50% malicious domains.
Five features are removed from the training and test-

ing datasets during the preparation stage: DNSRecord-
Type, CountryCode, RegisteredCountry, RegisteredOrg,
and TLD. As a result, the final experimental dataset has 29
characteristics that will be used for model training and test-
ing.

4.2 Feature selection techniques used for
malicious domain names detection

Feature selection strategies are used to determine the most
discriminating characteristics. To determine the relevance
of features to the classification job, many approaches were
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used, including Chi-square, Gain Ratio, Information Gain,
and Correlation-based feature selection. These strategies
were used to rank the significance of traits based on their
discriminating potential. As a result, we chose a collection
of attributes that offer the most important contributions to
detecting fraudulent domain names while reducing repeti-
tion. We use the Weka implementation of the aforemen-
tioned feature selection approaches [19].

4.2.1 Chi-square (χ2) feature selection technique

Chi-square (χ2) feature selection is an effective strategy
for selecting the most informative features in classification
problems. It computes the chi-square statistic to assess the
relationship between each characteristic and the target vari-
able. This statistic measures the amount of correlation be-
tween categorical variables, allowing us to determinewhich
traits are most relevant for predicting the target variable
[20]. The chi-square statistic is computed using the formula
below.

χ2 =
∑ (O − E)2

E
(1)

Where:

– χ2 is the chi-square test statistic.

– O is the observed frequency (actual count) of each cat-
egory or combination of categories in the dataset.

– E is the anticipated frequency (theoretical count) of
each category or combination of categories, assuming
feature and target variable independence.

Once computed, the chi-square statistic is used to de-
termine the degree of independence between the feature
and the target variable. A greater chi-square value im-
plies a stronger link between the characteristic and the goal,
whereas lower values imply a weaker connection. In the
context of feature selection, characteristics with higher chi-
square values are judged more meaningful for predicting
the target variable. Table 1 shows the results of the Chi-
square (χ2) Feature Selection, which highlights the most
important traits. The Chi-square Feature Selection ap-
proach has a threshold of 26067.5297. According to Table
1, a thorough selection procedure resulted in the identifica-
tion of the 12 most relevant attributes from a total of 28 in
the Mendeley DNS dataset.

4.2.2 Gain ratio feature selection technique

Gain Ratio feature selection stands out as a useful strategy
for prioritising characteristics that contribute the most to
classification problems. This approach evaluates each fea-
ture’s importance by computing the gain ratio, which con-
siders its inherent qualities and capacity to minimise uncer-
tainty in predicting the target variable [21]. It is computed
using the formula below.

IGR(X,Y ) =
IG(X,Y )

H(X)
(2)

Where:

– IG(X,Y ) is the Information Gain between featureX
and target variable Y .

– H(X) is the entropy of feature X .

The entropyH(X) for a discrete featureX is calculated
as:

H(X) = −
∑
i

P (xi) · log2(P (xi)) (3)

Where:

– P (x_i) represents the likelihood of a featureX having
a value xi.

In the area of Information Gain Ratio, the intrinsic in-
formation of characteristics is taken into account, yield-
ing a normalised measure. This normalisation is useful
when dealing with characteristics that have varied sizes or
numbers of possible values. The Information Gain Ra-
tio balances any bias towards features with a large num-
ber of different values, which may have a high Information
Gain owing to variability. Table 2 illustrates how the in-
formation gain ratio is used to identify the most relevant
attributes. The information gain ratio feature selection ap-
proach, which has a threshold of 0.105, helps with this pro-
cedure. A rigorous selection procedure resulted in the iden-
tification of the 12 most significant characteristics from the
Mendeley DNS Dataset displayed in Table 2.

4.2.3 Information gain feature selection technique

Among the several feature selection approaches, Informa-
tion Gain feature selection is a crucial way for determining
the most significant qualities in classification problems. It
uses information theory ideas to measure how much infor-
mation is acquired about the target variable by incorporat-
ing a certain feature into the model. This strategy priori-
tises characteristics that reduce uncertainty about the target
variable, increasing the model’s predictive power [22]. The
Information Gain (IG) for a given characteristicX with re-
gard to a target variable Y is commonly computed using the
following formula:

IG(X,Y ) = H(Y )−H(Y |X) (4)

Where:

– H(Y ) represents the entropy of the target variable Y
without regard for any special attribute.

– H(Y |X) represents the conditional entropy of Y in
the presence of the feature X .
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Feature No. Chi-square Statistic Feature Name
f1 90000 Domain
f2 73423.4809 NumericSequence
f3 72239.5233 NumericRatio
f4 70611.0287 IP
f5 59096.0642 StrangeCharacters
f6 59074.1194 ASN
f7 55600.5647 ConsoantRatio
f8 51850.5355 DomainLength
f9 45977.5991 VowelRatio
f10 43233.5773 SubdomainNumber
f11 27028.8843 HasSPFInfo
f12 26067.5297 TXTDnsResponse

Table 1: Feature selection using Chi-square Statistic on Mendeley DNS Dataset

Feature No. Gain Ratio Feature Name
f1 0.437532 NumericSequence
f2 0.393146 NumericRatio
f3 0.364636 SubdomainNumber
f4 0.257425 ConsoantRatio
f5 0.22911 HasSPFInfo
f6 0.220428 TXTDnsResponse
f7 0.218858 StrangeCharacters
f8 0.213575 VowelRatio
f9 0.162423 CreationDate
f10 0.148529 ASN
f11 0.129045 IP
f12 0.105742 DomainLength

Table 2: Feature selection using Gain Ratio method on Mendeley DNS Dataset

The entropy H(Y ) is calculated as:

H(Y ) = −
∑
i

P (yi) · log2(P (yi)) (5)

Where:

– P (yi) represents the probability of class yi in the target
variable Y .

The conditional entropyH(Y |X) is calculated as:

H(Y |X) =
∑
j

P (xj) ·H(Y |X = xj) (6)

Where:

– P (xj) is the probability of the occurrence of feature
X having value xj .

– H(Y |X = xj) is the target variable’s entropy when
the feature X has the value xj .

In practice, Information Gain is used as a metric to
analyse the efficacy of a certain characteristic in distin-
guishing between distinct classes within the target variable.

Higher information gain values indicate more discriminat-
ing power. As a result, the feature with the largest Informa-
tion Gain is judged the most useful and is usually prioritised
for further analysis or model training. Table 3 illustrates
how information gathering was used to pick the most rele-
vant attributes. The selection of information gain features
is guided by a predefined criterion of 0.220. After exam-
ining the Mendeley DNS Dataset presented in Table 3, a
thorough selection procedure resulted in the identification
of the 12 most relevant attributes.

4.2.4 Correlation-based feature selection (CFS)
technique

Correlation-based Feature Selection is an important ap-
proach in machine learning that helps identify the most rel-
evant variables from a dataset. This approach uses correla-
tion to determine the degree of link between characteristics
and the target variable, making it easier to pick the features
that contribute the most to predictive modelling tasks. CFS
is especially useful in situations when datasets include both
numerical and categorical information and are used for clas-
sification or regression tasks. CFS prioritises features with
significant predictive potential and minimises duplication
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Feature No. Information Gain Feature Name
f1 1.000000000000000256 Domain
f2 0.777969675090184576 NumericSequence
f3 0.75109695664116224 NumericRatio
f4 0.749260387531234944 IP
f5 0.606173981999299456 ASN
f6 0.5782910953568256 StrangeCharacters
f7 0.55113539106572576 ConsoantRatio
f8 0.499455615169670976 DomainLength
f9 0.44302627161621632 SubdomainNumber
f10 0.413287777249203968 VowelRatio
f11 0.229060631434872096 HasSPFInfo
f12 0.22041276495032848 TXTDnsResponse

Table 3: Feature selection using Information Gain method on Mendeley DNS Dataset

among selected characteristics by evaluating their correla-
tion with the target variable [23]. The CFS algorithm gen-
erally consists of two basic steps:

– Determine the correlation between each attribute and
the target variable.

– Evaluating the redundancy among selected features.

DefineX as the feature set, Y as the target variable, and
S as the chosen subset of features. Find the correlation be-
tween each characteristicXi and the target variable Y . The
Pearson correlation coefficient, which is calculated as:

ρXi,Y =

∑n
j=1(Xij − X̄i)(Yj − Ȳ )√∑n

j=1(Xij − X̄i)2
∑n

j=1(Yj − Ȳ )2
(7)

where:

– Xij represents the value of feature Xi in the jth ob-
servation.

– X̄i represents the mean of the feature Xi.

– Yj represents the target variable’s value in the jth ob-
servation.

– Ȳ represents the mean of the target variable.

– n denotes the number of observations.

Rank the features by their correlation coefficients with
the target variable.

– Add features to the selected subset S in a stepwise
manner.

– At each step, add the feature with the highest cor-
relation coefficient that is not highly correlated with
features already in S (to minimize redundancy). One
common criterion to measure redundancy is to com-
pute the average pairwise correlation between features
in S.

– Repeat step 3 until a stopping requirement is satisfied.

Feature selection prioritises features with better abso-
lute correlation coefficients for predicting the target vari-
able. Positive correlation values imply that when the fea-
ture value increases, so does the target variable, whilst neg-
ative correlation coefficients indicate the reverse. After cal-
culating correlation coefficients for all characteristics, the
top k features with the highest absolute correlation coef-
ficients are selected. The chosen attributes are then used
as input for machine learning models. After painstakingly
analysing the Mendeley DNS Dataset, as shown in Table 4,
selected the four most relevant attributes.

Feature No. Feature Name
f1 LastUpdateDate
f2 SubdomainNumber
f3 NumericRatio
f4 NumericSequence

Table 4: Feature selection using Correlation-based Feature
Selection (CFS) method on Mendeley DNS Dataset

4.3 Machine learning techniques used for
malicious domain names detection

Because of their capacity to analyse enormous datasets and
uncover patterns indicating harmful behaviour, machine
learning techniques have emerged as viable tools for de-
tecting rogue domain names. These methods use various
algorithms and models to categorise domain names as be-
nign or dangerous based on attributes gathered from their
properties. Supervised learning is a typical machine learn-
ing strategy for detecting harmful domain names, in which
models are trained on labelled datasets that include both be-
nign and malicious domain names. These models learn to
distinguish between the two groups by extracting character-
istics including domain age, length, lexical qualities, and
historical DNS information. Several supervised learning
approaches were used in this work, including AdaBoost,
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Logistic Regression, K-nearest Neighbours, Naive Bayes,
Multilayer Perceptron, and Majority Voting. Additional in-
formation on every approach is provided below.

4.3.1 AdaBoost

AdaBoost, or Adaptive Boosting, is a pioneering ensemble
learning algorithm commonly used in machine learning for
categorization applications. Its innovation stems from its
capacity to train a sequence of weak learners consecutively,
iteratively concentrating on cases that were misclassified
in prior rounds. AdaBoost emphasises difficult-to-classify
occurrences by providing larger weights to misclassified
examples, resulting in a robust and accurate classification
model [24].
AdaBoost is a sort of ensemble learning that combines

numerous weak learners to create a robust learner. A math-
ematical representation of theAdaBoost algorithm is shown
here. AdaBoost uses a number of rounds to train weak clas-
sifiers and apply weights based on their performance. The
final prediction is calculated as the weighted sum of the
weak classifiers’ predictions. Consider a training dataset
written as (X, y), whereX signifies the feature vectors and
y represents the labels (usually encoded as −1 and 1 for
binary classification). The mathematical description of the
AdaBoost method is as follows:
Notations:

– D : Dataset with n instances.

– X = {x1, x2, ..., xn} : Feature vectors.

– Y = {y1, y2, ..., yn} : Corresponding labels.

– T : Number of boosting rounds (iterations).

– ht(x) :Weak classifier at iteration t.

– αt :Weight for the weak classifier ht(x) at iteration t.

– H(x) : Final strong classifier.

– wt
i :Weight of instance xi at iteration t.

– ϵt :Weighted error of weak classifier ht(x).

Algorithm:

1. Initialize weights: Set initial weights w1
i = 1

n , i =
1, 2, ..., n.

2. For t = 1 to T :

– Train weak classifier: Train weak classifier
ht(x) using weights wt

i .
– Calculate error: Calculate weighted error ϵt =∑n

i=1 w
t
i · 1{ht(xi) ̸= yi}, where 1 is the indi-

cator function.
– Calculate weight for classifier: Compute αt =

1
2 ln

(
1−ϵt
ϵt

)
.

– Update instance weights: Update weights for
next iteration: wt+1

i =
wt

i ·exp(−αt·yi·ht(xi))
Zt

,
where Zt is a normalization factor to ensure
weights sum up to 1.

– Construct final model: H(x) =

sign
(∑T

t=1 αt · ht(x)
)

AdaBoost offers additional weight to misclassified cases
with each iteration, pushing weak classifiers to focus more
on them. The weight αt of each weak classifier is given by
its weighted error rate. The final modelH(x) combines the
weak classifier predictions using weighted majority voting.
AdaBoost is a strategy that combines predictions from sev-
eral weak classifiers, giving preference to those with supe-
rior performance. It uses weighted voting to aggregate the
individual classifier results, resulting in a final prediction.
The main idea behind AdaBoost is to prioritise difficult
cases and change data weights during training to highlight
misclassified samples. This iterative method is intended to
improve the overall performance of the ensemble model.

4.3.2 Logistic Regression

Logistic Regression stands as a fundamental and widely
used statistical technique for binary classification tasks.
Despite its name, logistic regression is a classification algo-
rithm rather than a regression one. It models the probability
of a binary outcome by fitting the data to a logistic function,
allowing for efficient estimation of the likelihood of a sam-
ple belonging to a particular class. LR is a statistical model
used for binary classification. Here’s the mathematical rep-
resentation of logistic regression [25].
Notations:

– m : Number of training examples.

– n : Number of features.

– X :Matrix of input features with dimensionsm×(n+
1) (including the intercept term).

– y : Vector of labels with dimensionsm× 1.

– θ : Vector of parameters (weights) with dimensions
(n+ 1)× 1.

– hθ(x) : Hypothesis function for logistic regression.

– g(z) : Sigmoid function g(z) = 1
1+e−z .

.
Algorithm:

1. Initialize Parameters: Initialize the parameter vector θ
to zeros or small random values.

2. Hypothesis Function: Define the hypothesis function,
hθ(x) = g(θTx), where g(z) is the sigmoid function.

3. Cost Function: Define the logistic cost function,
J(θ) = − 1

m

∑m
i=1[y

(i) log(hθ(x
(i))) + (1 −

y(i)) log(1− hθ(x
(i)))].
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4. Gradient Descent:

– Repeat until convergence: θj := θj − α∂J(θ)
∂θj

,
for j = 0, 1, ..., n, where α is the learning rate.

– Update rule for each parameter θj : θj := θj −
α 1

m

∑m
i=1(hθ(x

(i))− y(i))x
(i)
j

5. Feature Scaling:Scale the features to improve conver-
gence speed if needed.

6. Prediction: Given a new input x, predict the probabil-
ity that y = 1 using hθ(x): hθ(x) = g(θTx).

Logistic regression uses gradient descent to minimise the
logistic cost function and optimise the parameters θ. The
sigmoid function g(z) reduces input to the range (0, 1),
making it appropriate for describing probabilities. During
training, the algorithm iteratively modifies the parameters θ
to obtain the appropriate decision boundary. After training,
the model may use the hypothesis function hθ(x) to esti-
mate the likelihood of an input belonging to the positive
class (y = 1).

4.3.3 K-nearest Neighbours

K-nearest Neighbours is a powerful and easy-to-use tech-
nique for machine learning classification and regression. It
falls under the domain of instance-based learning, in which
predictions are produced based on the similarity between
the input instance and its neighbours in the feature space.
KNN works on the assumption that instances with compa-
rable feature values are likely to belong to the same class
or have similar target values. KNN is a basic and effec-
tive machine learning technique that may be used for both
classification and regression. Here’s the mathematical de-
piction of the KNN algorithm: KNN is a nonparametric,
instance-based technique that predicts the majority class or
the average of the k-nearest data points in the feature space
[26].
Notations:

– D : Training dataset consisting of n instances.

– X = {x1, x2, ..., xn} : Feature vectors in the dataset.

– K : Number of nearest neighbors to consider.

– x : Input feature vector for which prediction is to be
made.

Algorithm:

1. Calculate Distance: For each instance xi in the train-
ing set, Compute the distance between x and xi using
a distance metric (e.g., Euclidean distance, Manhattan
distance).

2. Find K Nearest Neighbors: Select the K instances
with the smallest distances to x.

3. Majority Vote: For classification, assign the class label
that is most frequent among theK nearest neighbors.

KNN is considered a lazy learning method since it does
not explicitly construct a model during the training phase.
Instead, it saves the whole training dataset. During predic-
tion, it locates theK closest neighbours to the input instance
and makes predictions based on them. The distance met-
ric (e.g., Euclidean, Manhattan, Minkowski) and the value
ofK are critical hyperparameters that determine algorithm
performance. Since KNN is sensitive to feature scale, fea-
ture scaling is frequently used to normalise the features.

4.3.4 Naive Bayes

Naive Bayes is a basic yet strong probabilistic classifica-
tion method commonly employed in machine learning due
to its efficiency and efficacy in dealing with huge datasets.
It is founded on Bayes’ theorem, which describes the likeli-
hood of a hypothesis given the data. Despite its ”naive” as-
sumption of independence between features, Naive Bayes
frequently works extremely well in practice, notably in text
classification and spam filtering tasks [27].
Notations:

– D : Dataset with n instances.

– X = {x1, x2, ..., xn} : Feature vectors in the dataset.

– Y = {y1, y2, ..., yn} : Corresponding class labels in
the dataset.

– x : Input feature vector for which prediction is to be
made.

– Xi : Value of the i-th feature.

– P (Xi|Y ) : Probability of feature Xi given class Y .

– P (Y ) : Prior probability of class Y .

– P (Y |X) : Posterior probability of class Y given fea-
tures X .

Algorithm:

1. Compute Class Priors: Calculate the prior probabili-
ties P (Y = y) for each class y in the dataset. P (Y =
y) = number of instances with class y

total number of instances .

2. Compute Feature Likelihoods: For each feature Xi

and each class y, Calculate the likelihood P (Xi|Y =
y) of featureXi given class y. This can be done using
different probability density functions (e.g., Gaussian
distribution, multinomial distribution for discrete fea-
tures).

3. Compute Posterior Probabilities: For a new input
feature vector x. For each class y, calculate the
posterior probability P (Y = y|X = x) us-
ing Bayes’ theorem: P (Y = y|X = x) =

P (Y=y)·
∏n

i=1 P (Xi=xi|Y=y)∑
y′ P (Y=y′)·

∏n
i=1 P (Xi=xi|Y=y′) .

4. Predict the Class: Assign the class label ŷ with the
highest posterior probability: ŷ = argmaxy P (Y =
y|X = x).
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Based on the class, Naive Bayes assumes that the features
are conditionally independent. This is a strong and fre-
quently impractical assumption, yet it simplifies the com-
putation and typically works well in practice. The approach
calculates the class priors (prior probability for each class),
the feature likelihoods (conditional probabilities for each
feature given each class), and then uses Bayes’ theorem to
obtain the posterior probabilities. The input feature vec-
tor’s output class is anticipated to be the one with the high-
est posterior probability. Naive Bayes is efficient and per-
forms well with high-dimensional data, but it is sensitive
to the independence assumption’s quality and may overfit
with small datasets.

4.3.5 Multilayer Perceptron

The Multilayer Perceptron is a basic artificial neural net-
work design that has been widely applied to machine learn-
ing applications such as classification, regression, and pat-
tern recognition. MLPs are made up of several layers of
linked neurons, each with one or more neurons that execute
calculations on the input data. MLPs are well-known for
their capacity to learn complicated patterns from data using
the supervised learning method [28]. A Multilayer Percep-
tron (MLP) is a form of artificial neural network made up of
numerous layers of nodes (neurons), with each layer com-
pletely linked to the next. Here is the method in several
notations:
Notations:

– D : Dataset with n instances.

– X = {x1, x2, ..., xn} : Feature vectors in the dataset.

– Y = {y1, y2, ..., yn} : Corresponding labels in the
dataset.

– L : Number of layers in the network.

– W(l) :Weight matrix for layer l.

– b(l) : Bias vector for layer l.

– a(l) : Activation vector for layer l.

– z(l) : Pre-activation vector for layer l.

– ypred : Predicted output vector.

– σ(·) : Activation function, e.g., sigmoid, ReLU, tanh.

– J :Loss function, e.g., cross-entropy for classification,
mean squared error for regression.

Algorithm:

1. Initialize Weights and Biases: Initialize the weights
W(l) biases b(l) for each layer l in the network.

2. Forward Propagation:

– For each instance xi in the dataset:

– Set the input layer’s activation a(1) = xi.
– For l = 2, 3, ..., L :

– Compute the pre-activation z(l) = W(l) ·a(l−1)+
b(l),

– Compute the activation a(l) = σ(z(l)).

3. Compute Loss: Compute the loss J based on the pre-
dicted output ypred and the true labels Y .

4. Backpropagation:

– Compute the gradient of the loss function with
respect to the weights and biases using backprop-
agation.

– Update the weights and biases to minimize the
loss function using gradient descent or its vari-
ants (e.g., Adam, RMSprop): W(l) := W(l) −
α ∂J

∂W(l) , b(l) := b(l) − α ∂J
∂b(l) where, α is the

learning rate.

5. Repeat steps 2-4 until convergence or for a fixed num-
ber of iterations.

6. Prediction: For a new input x , perform forward prop-
agation to compute the predicted output ypred.

Forward propagation is the process of sending input
through a network to get the expected outcome. Backprop-
agation calculates the loss function’s gradients with respect
to the weights and biases, which are then utilised to up-
date the parameters. This is done iteratively until the model
converges or a predetermined stopping threshold is satis-
fied. MLPs can have numerous hidden layers (thus the
term ”multilayer”) with various activation functions in each
layer.Training an MLP entails determining the best weights
and biases to minimise the loss function, which is com-
monly accomplished through the use of gradient-based op-
timisation techniques.

4.3.6 Majority Voting

Majority Voting is a popular ensemble learning approach
that combines predictions from numerous base classifiers
to increase overall prediction accuracy and resilience. It
works on the premise that combining the decisions of nu-
merous classifiers can result in higher performance than any
single classifier alone. Majority Voting is especially use-
ful when the basis classifiers are varied and produce un-
correlated mistakes. Majority voting is a basic ensemble
approach in which the final prediction is chosen by the ma-
jority of individual classifier votes. Here’s the algorithm
with several notations [29, 30, 31, 32, 33].
Notations:

– C : Set of classifiers.

– n : Number of classifiers in C.

– yi : Predicted label of the i-th classifier.
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Algorithm:

1. Predictions: For each instance in the dataset, each
classifier in C predicts the label for the instance.

2. Majority Vote:

– For each instance:
– Count the number of votes for each class label
across all classifiers.

– Choose the class label with the highest count as
the final prediction.

– In case of ties, break the tie using a predefined
rule (e.g., randomly, based on class probabilities,
etc.).

Classification problems are generally solved by major-
ity vote. The label for each event is predicted individually
by each classifier in the ensemble. The final prediction for
each instance is made by picking the class label with the
highest votes from all classifiers. Majority voting may be
applied to any classifier, such as decision trees, logistic re-
gression, support vector machines, and so on. It is a basic
but effective ensemble approach that frequently increases
classification accuracy, particularly when the various clas-
sifiers have varying predictions. Majority voting may alter-
natively be converted into soft voting, in which the proba-
bilities predicted by each classifier are averaged rather than
calculating the hard votes.

5 Experimental results

5.1 Dataset
This study uses the Mendeley Dataset, a large database of
benign and malicious domains retrieved from DNS records
[18]. This dataset, specifically designed for supervised ma-
chine learning research targeted at distinguishing between
dangerous and non-malicious domain names, was method-
ically produced by pooling publically available DNS logs
belonging to both types of domain names. Each domain
name in the dataset serves as input, yielding a total of
34 characteristics. These characteristics include direct at-
tributes taken from domain names, such as entropy, the
occurrence of uncommon characters, and domain length.
Additional information, such as domain creation date, re-
lated IP address, open ports, and geolocation, were gath-
ered using data enrichment methods that employed Open
Source Intelligence methodologies. This dataset, consist-
ing of 90,000 domain names, is carefully balanced to pro-
vide an equal distribution of 50% non-malicious and 50%
malicious domains. During the preprocessing step, five
characteristics are omitted from both the training and test-
ing datasets: DNSRecordType, CountryCode, Registered-
Country, RegisteredOrg, and TLD. As a consequence, the
final dataset used for experimentation has 29 characteristics
that serve as inputs for model training and testing.

5.2 Measures used for performance
evaluation of learning classifiers on
mendeley DNS dataset

The usefulness of different machine learning models, in-
cluding AdaBoost, Logistic Regression, K-Nearest Neigh-
bours, Naive Bayes, Multilayer Perceptron, and Majority
Voting, in detecting fraudulent domain names was investi-
gated. The following metrics are used to measure the pro-
posed approach’s success in detecting malicious domain
names. Figure 3 depicts the confusion matrix, which in-
cludes True Positives (TP), TrueNegatives (TN), False Pos-
itives (FP), and False Negatives (FN). These criteria, which
provide a measurable evaluation of accuracy, precision, re-
call, and overall performance, are often used to evaluate the
success of classification algorithms [34].

Figure 3: Confusion Matrix for malicious domain names
detection

– Accuracy: Accuracy is a statistic that measures a clas-
sification model’s overall efficacy. It expresses the
proportion of accurately predicted cases to the total
number of examples in the dataset. It is computed us-
ing the equation shown below.

Accuracy =
TP + TN

TP + TN + FP + FN
(8)

– Precision: Precision evaluates the accuracy of the
model’s favourable predictions. It is computed as the
ratio of genuine positive predictions to total positive
forecasts.

Precision =
TP

TP + FP
(9)

– Recall: Recall measures the model’s ability to prop-
erly identify positive cases. It is the ratio of genuine
positive forecasts to all instances of positive events. It
is computed using the equation shown below.

Recall =
TP

TP + FN
(10)
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– F-Measure (F1-Score): TThe F1-score, which is the
harmonic mean of accuracy and recall, gives a fair
evaluation of the model’s performance. It is computed
using the equation shown below.

F1-Measure =
2 · Precision ·Recall

Precision+Recall
(11)

5.3 Performance evaluation of machine
learning classifiers on Mendeley DNS
dataset using full feature set

Table 5 compares the performance of each machine learn-
ing classifier against a comprehensive feature set consist-
ing of 29 characteristics from the Mendeley DNS Dataset.
AdaBoost outperformed other classifiers, with 99.96% de-
tection accuracy, precision, recall, and F-measure. Further-
more, the AdaBoost classifier has fast training and testing
durations, taking 3.581 seconds to train and 0.225 seconds
to test. Figure 4 and 5 shows the performance evaluation
and ROC curve for the classifiers.

Figure 4: Performance Evaluation of Machine Learning
Classifiers on Mendeley DNS Dataset using Full Feature
Set

5.4 Performance evaluation of machine
learning classifiers on Mendeley DNS
dataset using Chi-square (χ2) feature
selection technique

Table 6 demonstrates the performance evaluation of indi-
vidual machine learning classifiers on the Mendeley DNS
Dataset, using 12 features and the Chi-square Feature Se-
lection Method. The AdaBoost, Naive Bayes, Multilayer
Perceptron, and Majority Voting classifiers outperformed
each other in detecting malicious DNS, as indicated by bet-
ter accuracy, precision, recall, and F-measure. This in-
crease is accomplished while employing only 12 features
as opposed to the complete set of 29 features, resulting in
low system overhead. The AdaBoost classifier obtained
99.97% accuracy, precision, recall, and F-measures. Sim-
ilarly, the KNN classifier achieved 99.67% accuracy, pre-

Figure 5: ROC Curve of Machine Learning Classifiers on
Mendeley DNS Dataset using Full Feature Set

cision, recall, and F-measure. Figure 6 and 7 illustrates the
classifiers’ performance evaluation and ROC curves.

Figure 6: Performance Evaluation of Machine Learning
Classifiers on Mendeley DNS Dataset using Chi-squared
(χ2) Feature Selection Technique

5.5 Performance evaluation of machine
learning classifiers on Mendeley DNS
dataset using GainRatio feature
selection technique

Table 7 compares the performance of individual machine
learning classifiers on the Mendeley DNS Dataset using
12 features and the GainRatio Feature Selection technique.
The AdaBoost classifier had the maximum detection accu-
racy, precision, recall, and F-measure (all at 96.96%). Most
classifiers showed gains in training and testing time, with
the exception of the Multilayer Perceptron and Majority
Voting classifier. Figure 8 and 9 shows the performance
evaluation and the ROC curve for the classifiers.
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Classifier Accuracy (%) Precision (%) Recall (%) F-measure (%) Train Time (s) Test Time (s)
AdaBoost 99.96 99.96 99.96 99.96 3.581 0.225
LR 96 96.04 96 96 1.035 0.0103
KNN 99.67 99.67 99.67 99.67 0.0195 6.337
NB 94.06 94.15 94.06 94.06 0.04 0.012
MLP 99.61 99.61 99.61 99.61 92.504 0.032
MV 99.15 99 99 99 106.222 5.003

Table 5: Performance Evaluation of Machine Learning Classifiers on Mendeley DNS Dataset using Full Feature Set

Classifier Accuracy (%) Precision (%) Recall (%) F-measure (%) Train Time (s) Test Time (s)
AdaBoost 99.97 99.97 99.97 99.97 2.73 0.186
LR 93.81 93.97 93.81 93.81 0.757 0.007
KNN 99.67 99.67 99.67 99.67 0.144 2.957
NB 94.1 94.15 94.1 94.1 0.0246 0.007
MLP 99.74 99.74 99.74 99.74 67.467 0.0456
MV 99.44 99.44 99.44 99.44 48.468 5.299

Table 6: Performance Evaluation of Machine Learning Classifiers on Mendeley DNS Dataset using Chi-square (χ2) Fea-
ture Selection Technique

Classifier Accuracy (%) Precision (%) Recall (%) F-measure (%) Train Time (s) Test Time (s)
AdaBoost 96.96 96.96 96.96 96.96 2.247 0.1889
LR 90.01 90.37 90.01 89.99 0.8859 0.0071
KNN 94.44 94.52 94.44 94.44 0.1465 6.3003
NB 90.62 90.74 90.62 90.61 0.0244 0.00688
MLP 97.9 97.9 97.9 97.9 123.188 0.058
MV 96.55 96.55 96.55 96.55 112.42 6.377

Table 7: Performance Evaluation of Machine Learning Classifiers on Mendeley DNS Dataset using GainRatio Feature
Selection Technique

5.6 Performance evaluation of machine
learning classifiers on Mendeley DNS
dataset using information gain feature
selection technique

Table 8 shows the performance evaluations of individual
machine learning classifiers on theMendeley DNSDataset,
using 12 features and the Information Gain Feature Selec-
tion Method. The AdaBoost, KNN, Multilayer Perceptron,
and Majority Voting classifiers all performed better at de-
tecting malicious DNS. This improvement is demonstrated
by higher accuracy, precision, recall, and F-measure mea-
sures. Interestingly, these classifiers achieve these results
while using only 12 characteristics rather than the entire set
of 29, reducing system overhead. The AdaBoost classifier
performs with 99.97% accuracy, precision, recall, and F-
measure. Figure 10 and 11 shows the performance evalua-
tion and the ROC curve for the classifiers.

5.7 Performance evaluation of machine
learning classifiers on Mendeley DNS
dataset using correlation based feature
selection (CFS) technique

Table 9 compares the performance of individual machine
learning classifiers on the Mendeley DNS Dataset, using
4 features and the Correlation-based Feature Selection ap-
proach. The AdaBoost classifier outperformed others with
94.91% detection accuracy, 95.10% precision, 94.91% re-
call, and 94.91% F-measure. Except for the Multilayer Per-
ceptron classifier, most classifiers improved their training
and testing times. Figure 12 and 13 shows the performance
evaluation and ROC curve for the classifiers.

5.8 Comparative performance evaluation
with available approaches

To verify the effectiveness of the proposed approach com-
parative performance evaluation is performed with other
available approaches [3, 5, 6, 9, 16]. Table 10 shows the
comparative performance evaluation of our proposed ap-
proach with available approaches in terms of accuracy, pre-
cision, recall and F-measure.
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Classifier Accuracy (%) Precision (%) Recall (%) F-measure (%) Train Time (s) Test Time (s)
AdaBoost 99.97 99.97 99.97 99.97 2.7555 0.19073
LR 92.96 93.07 92.96 92.95 0.472 0.007
KNN 99.69 99.69 99.69 99.69 0.144 2.897
NB 94.04 94.12 94.04 94.04 0.0235 0.006
MLP 99.75 99.75 99.75 99.75 97.564 0.0555
MV 99.4 99.4 99.4 99.4 61.0559 5.264

Table 8: Performance Evaluation of Machine Learning Classifiers on Mendeley DNS Dataset using Information Gain
Feature Selection Technique

Classifier Accuracy (%) Precision (%) Recall (%) F-measure (%) Train Time (s) Test Time (s)
AdaBoost 94.91 95.10 94.91 94.91 1.221 0.1704
LR 93.13 93.13 93.13 93.13 0.8254 0.0045
KNN 94.16 94.16 94.16 94.16 0.0513 5.913
NB 91.68 91.68 91.68 91.68 0.0182 0.0041
MLP 95.41 95.52 95.41 95.41 101.938 0.1046
MV 94.73 94.73 94.73 94.73 62.4239 4.751

Table 9: Performance Evaluation of Machine Learning Classifiers on Mendeley DNS Dataset using Correlation based
Feature Selection (CFS) Technique

Approach Accuracy (%) Precision (%) Recall (%) F-measure (%)
Zhao, Hong et al. [3] 94.04 – – –
Luhui Yang et al. [5] 89.20 93.20 84.07 88.40
Shaojie Chen et al. [6] 97.24 97.22 97.25 97.23
Zhaoshan Fan et al. [9] 99.61 87.76 96.84 92.08
Vinayakumar, R. et al. [16] 97.4 87.8 99.3 93.2
Proposed Approach 99.44 99.44 99.44 99.44

Table 10: Comparative Performance Evaluation with Available Approaches

5.9 Limitations
This paper proposes a method for detecting malicious do-
main names using a combination of feature selection and a
majority voting approach among different classifiers. Here
are some potential limitations of such a framework:

– Feature Dependence: The effectiveness of the model
heavily relies on the quality and relevance of the se-
lected features. If important features are omitted or
irrelevant features are included, the detection perfor-
mance may degrade.

– Class Imbalance: Malicious domain datasets often
suffer from class imbalance, where the number of be-
nign domains significantly outweighs the number of
malicious ones. This can lead to biased models that
perform well on benign domains but poorly on mali-
cious ones.

– Evasion Techniques: Attackers continually develop
new evasion techniques to avoid detection. A frame-
work based on static features may become less effec-
tive over time as attackers adapt their strategies.

– Data Quality and Availability: The availability of
high-quality labeled data for training and testing the

models is crucial. In practice, obtaining such datasets
can be difficult, and models trained on outdated or in-
complete data may not generalize well to new threats.

– Dynamic Nature of Domains: Domain names can
change rapidly, and new malicious domains can ap-
pear at any time. The framework needs to be regularly
updated to maintain its effectiveness.

6 Conclusions
This paper describes a method for identifying harmful do-
main names that combines feature selection approaches
with a majority vote approach. Several approaches, in-
cluding Chi-square, Gain Ratio, Information Gain, and
Correlation-based feature selection, are used to discover
the most relevant information for detecting harmful domain
names while minimising repetition. The experimental re-
sults demonstrate the usefulness of the proposed frame-
work, notably the majority voting strategy, which uses sev-
eral classifiers to improve detection accuracy. The results
show impressive performance metrics, including accuracy,
precision, recall, and F-measure, which are more accept-
able compared to individual classifiers, of 99.44%. This
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Figure 7: ROCCurve for classifiers using Chi-squared (χ2)
Feature Selection Technique

Figure 8: Performance Evaluation of Machine Learning
Classifiers onMendeleyDNSDataset usingGainRatio Fea-
ture Selection Technique

was achieved through the combination of Majority Voting
and Chi-squared Feature Selection Method, using only 12
domain name features. This demonstrates the framework’s
ability to correctly identify malicious domain names while
minimising system overhead. Furthermore, a comparison
of various feature selection approaches and machine learn-
ing classifiers provides useful insights into the best com-
binations for obtaining higher detection performance. The
framework’s adaptability to various forms of malicious do-
main names is proved by thorough experimentation on real-
world datasets.

List of abbreviations
The following abbreviations are used in this manuscript:

URL Uniform Resource Locator

AI Artificial intelligence

DNS Domain Name System

Figure 9: ROCCurve of classifiers usingGainRatio Feature
Selection Technique

Figure 10: Performance Evaluation of Machine Learning
Classifiers on Mendeley DNS Dataset using Information
Gain Feature Selection Technique

PCA Principal Component Analysis

AGD Algorithmically Generated Domains

PUMD Positive and Unlabeled Malicious Domain

DGA Domain Generation Algorithms

ELM Extreme Learning Machine

KL Kullback-Leibler

ED Edit Distance

JI Jaccard Index

HMM Hidden Markov Models

PCFG Probabilistic Context-Free Grammars

LSTM Long short-term memory

AUC Area under the ROC Curve

HDNN Heterogeneous Deep Neural Network
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Figure 11: ROC Curve for classifiers using Information
Gain Feature Selection Technique

Figure 12: Performance Evaluation of Machine Learning
Classifiers on Mendeley DNS Dataset using Correlation
based Feature Selection (CFS) Technique

SDGA Sub-domain Domain Generation Algorithm

LAN Local Area Network

RNN Recurrent Neural Networks

IP Internet Protocol

TLD Top-level Domain

IGR Information Gain Ratio

IG Information Gain

CFS Correlation-based Feature Selection

AdaBoost Adaptive Boosting

LR Logistic Regression

KNN K-nearest Neighbours

NB Naive Bayes

Figure 13: ROC Curve for classifiers using Correlation
based Feature Selection (CFS) Technique

MLP Multilayer Perceptron

MV Majority Voting

TP True Positives

TN True Negatives

FP False Positives

FN False Negatives

ROC Receiver Operating Characteristic
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Cervix cancer is a distinct form of cancer occurring in women, originating in the cells of the cervix, which 

is the region of the uterus connecting to the vagina. About 90% of cases of cervix cancer are related to 

human papillomavirus (HPV) infection. The mortality rate in developed nations has decreased because 

of routine HPV testing for women. The absence of reasonably priced healthcare facilities, however, 

continues to make it difficult for developing countries to offer inexpensive remedies. Therefore, developing 

an accurate algorithm for cervical cancer prediction is necessary to identify women who are at risk of 

developing this condition. Architectures of Deep Learning have been employed in recent years to construct 

accurate models for the prediction of cervical cancer. This study offers a unique, straightforward transfer 

learning framework: ResNet50, DenseNet201, EfficientNetb1 and InceptionResNetV2, to classify cervical 

images using the SIPaKMeD dataset and different performance measures are gathered and examined. 

Still, the recommended Densenet201outperformed the most advanced methods. We obtained an average 

accuracy of 98.78% with CNN models which is the highest compared over the existing models. Resnet50 

achieved even better results after augmentation with an accuracy of 99.51% and Precision, Recall, F1-

score of 0.99. As a result, the findings support our approach to providing low-cost first-level screening. 

Povzetek: Raziskava predstavlja CerConvNet, okvir za napovedovanje raka materničnega vratu z uporabo 

konvolucijskih nevronskih mrež. Model DenseNet201 je dosegel najvišjo točnost, izboljšano z bogatenjem 

podatkov. 

 

1 Introduction 
In recent years, deep learning (DL), a sector of Artificial 

Intelligence (AI), has experienced rapid and substantial 

growth. The field of science is currently focusing on deep 

learning (DL) because of its many benefits, including high 

performance, diverse applications, great generalisation 

capability, and versatility. In view of the processing of 

huge amount of medical data and the advancement of 

computing capacity have created an interest in this 

domain. Utilizing deep learning could expedite and 

enhance the diagnostic process, leading to more precise 

and personalized treatment approaches. The study of 

computer-aided medical picture analysis holds great 

potential for bettering patient results [1] 

 As of 2020, cervical cancer ranks as the fourth 

most prevalent cancer among women, one in 168 

Canadian women is predicted to get cervical cancer in 

their lives, and one in 478 Canadian women passes away 

from the disease. Cervical cancer is most widespread and 

fatal in countries with lower and middle incomes. The 

disparities emerge because of social and economic 

elements, along with restricted availability of nationwide 

HPV vaccination, cervical screening, and treatment 

resources, highlighting notable inequalities. The cause for 

cervical cancer is infection with high-risk variants of 

human papillomavirus (HPV). These disparities stem from 

social and economic factors, along with restricted 

availability of national HPV vaccination, cervical  

 

screening, and treatment resources, highlighting 

substantial inequities. The timely identification and 

prompt treatment are crucial elements in successfully 

curing cervical cancer. The cofactors that may increase the 

risk are tobacco smoking, immune suppression, multi-

parity, sexually transmitted infections and poor diet. Lack 

of regular screening also increases the risk of Cervical 

cancer. The common symptoms include irregular or heavy 

bleeding, bleeding after intercourse, unpleasant odor in 

vaginal discharge and discomfort during sexual activity. 

Cervix cancer can be diagnosed by history or recto vaginal 

examination. The size of the tumour and the spread of the 

disease determine the cancer stage. In the approaching 

decades, countries globally are working towards 

accelerating the elimination of cervical cancer, aiming to 

achieve a specific set of three objectives by 2030. 

2 Related work 
Using DL algorithms, several previous research have 

suggested methods for detecting and classifying CC. 

Wanli Liu, Chen Li, Ning Xu et al. suggested a deep 

learning based image classification model known as 

CVM-Cervix to perform cervix cell classification [1]. 

CVM-Cervix is evaluated using a merged dataset that 

combines CRIC and SIPaKMeD datasets, constituting 11 

classes. The pre-processed data is fed into the 

Convolutional Neural Networks and Virtualisation 

Technology modules for feature extraction. The features 
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extracted are then supplied into the MLP module for 

fusion and classification. Additionally, a streamlined post-

processing technique is used to improve the model. The 

performance of CVM-Cervix is compared with 22 models 

(18 CNN models, 4 VT models). Among the 18 CNN 

models, high accuracy is shown by DenseNet169(88.99%) 

and DeiT (87.35%) has the highest accuracy among the 

VT models. However, CVM-Cervix surpassed both with 

an accuracy of 91.72%.  

 Anurag Tripathi et al. presents a deep learning 

approach on the SIPAKMED dataset using the ResNET-

152 Architecture. This project involves classifying images 

into five groups. Normal cells and abnormal cells are the 

two subclasses that are created from the five classes. 

Transfer learning is implemented. The dataset was trained 

with 4 models, namely ResNet50, ResNet152, VGG16 

and VGG19. All models were adjusted using identical 

hyper-parameter conFigureurations. The fine-tuning of 

model weights was performed over 50 scans over the 

entire dataset, considering a batch-size of 10, input image 

resolution set to 224×224. ResNet-152 yielded the highest 

accuracy of 94.89%, followed by VGG19(94.38%), 

ResNet-50(93.87%) and VGG16(92.85).   

 Swati Shinde, Madhura Kalbhor et al. presented 

an approach for prediction [2]. It introduces a deep 

learning framework DeepCyto, developed using pre- 

trained CNN models and ANN model. This frame work 

was tested on 3 cervical cancer datasets (Herlev, 

Sipakmed and LBC). In workflow 1, the feature vectors 

extracted from Principal Component analysis (PCA) are 

fed into 3 Machine learning classifiers (SVM, RF and 

FCN), the classifier’s prediction is then passes into the 

voter. The maximum voting process's result determines 

the image's anticipated class. In workflow 2, the deep 

features are extracted using 4 CNN pre-trained models 

(ResNet50, XceptionNet, VGG16, VGG19), these 

features are then passed into a fully connected ANN. The 

pre-trained models' feature fusion vector is used to train 

the model, and the Artificial Neural Network's (ANN) 

output layer estimates the probability outputs that are used 

to make subsequent predictions. When the two workflows 

were compared, workflow two showed better 

performance. Achieving accuracy of 97-100% on different 

datasets.  

 Wasswa William, Andrew Ware et al. proposes a 

framework of automated cervical cancer diagnosis and 

categorisation. [3]. The suggested tool includes scene 

segmentation through the utilization of categoriser named 

WEKA region of interest and utilizes a method of 

systematically eliminating one item at a time to discard 

unwanted debris. Fuzzy C-means technique is used for 

classification, and simulated annealing is integrated with 

a wrapper filter for feature selection. The findings 

indicated that the approach surpasses numerous existing 

algorithms in terms of sensitivity is 99.28%, specificity of 

97.47%, and accuracy is about 98.88% when tested on the 

Herlev dataset. The suggested system examines an entire 

pap smear slide in 3 minutes, contrasting with the 5–10 

minutes required for manual analysis per slide. 

 Alquran, H, Alsalatie et al. proposes Cervical 

Net, a novel DL structure with distinguished group 

convolutional layers, utilizing depth-wise separable 

convolutions and grouped convolutions to extract depth 

features for improved accuracy in cervical cancer 

classification [4]. The model comprises stages such as 

image acquisition, image enhancement, extracting and 

choosing features, combining features, and carrying out 

classification. ShuffleNet V2 addresses the challenge of 

computational complexity in the model by using depth-

wise convolutions and 1x1 tiny convolution kernels, 

resulting in a smaller model size without compromising 

accuracy. The extracted features from Cervix Net are input 

to different ML algorithms (SVM, RF, ANN Naïve Bayes, 

KNN) to determine the optimal classifier accuracy. These 

classifiers were verified on the SIPaKMeD datasets. The 

system attained its greater accuracy for 5 classes with 99.1 

percent using the Support Vector Machine, while the 

Naïve-Bayes’classifier yielded lesser results, not 

surpassing eighty-five percent of accuracy. 

 Taranjit Kaur, Tapan Kumar Gandh et al. 

suggests the classification of brain images employing 

Convolutional Neural-Networks (CNN) and the 

application of transfer learning techniques [5]. Utilized 

CNN architectures such as Alexnet, ResNet-50, 

GoogLenet, VGG16, ResNet-101, VGG19, Inception-V3, 

and InceptionResNet-V2. It makes use of transfer learning 

- to increase the efficiency of the model, it makes use of 

the initial layers of pre-trained model by replacing last 

layers of the network. The model is evaluated on the 

images taken from the Harvard repository, Figure share 

repository, and Fortis Memorial Research Institute. The 

evaluation metrics used are sensitivity, specificity, and 

accuracy. The results showed AlexNet model yielded the 

most favorable results for all three datasets, with VGG-16 

closely trailing behind. Employing pre-trained Deep-

Convolutional-Neural-Network (DCNN) architectures 

with knowledge transfer technique for classification 

presents several advantages. Firstly, it automates the entire 

classification process. Secondly, it removes the traditional 

processes of noise filtering, outlining Regions of Interest 

(ROI), and conducting feature extraction and selection. 

Thirdly, it eliminates biases both between different 

observers and within the same observer, ensuring 

reproducible predictions from the pre-trained DCNN 

models. 

 Pin Wang, Lirui Wang et al. The suggested 

approach employs the Mean-shift clustering algorithm for 

identifying Regions of Interest (ROI). Subsequently, a 

versatile mathematical morphological operation is 

employed to separate nuclei that may be overlapping [6]. 

The project involves two steps, the first step is to 

accurately segment the cell nuclei present in the Pap smear 

images. This is achieved through Mean-Shift Clustering 

Algorithm and Mathematical Morphology. After 

segmenting the cell nuclei, the next step is to categorise 

samples of images based on the characteristics of the 

nuclei. Features derived from shape, texture, and Gabor 

are extracted from the segmented nuclei for classification. 

The proposed segmentation and classification methods are 

tested on a database of 362 cervical Pap smear images. 

The proposed system demonstrates high effectiveness in 

segmenting cell nuclei, with a sensitivity of approximately 
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94.25% and specificity of about 93.45% and an accuracy 

of more than 96%.  

 Md Mamunur Rahaman, Chen Li, Xiangchen 

Wu et al. proposed a model which includes, gathering 

image data, Image data cleansing, ROI of image extraction 

and categorisation of pictures using deep learning 

techniques, creating feature vectors and classifiers [7]. 

Three kinds of feature learnings, namely unsupervised 

(Autoencoders, Sparse and topological, etc), Supervised 

(ResNet, Fully CNN, VGG, Patch based, etc), Hybrid 

(Unsupervised pre-trained + CNN, CNN+ graph-based 

method, etc) are used for segmentation tasks. 

Classification using deep learning involves both 

representation learning techniques (such as Deep CNN, 

VGG16, AlexNet, ResNet, etc.) and cross representation 

learning techniques (including CNN + transfer learning, 

AlexNet + SVM, CNN + feature concatenation, etc.) [8]. 

CNN is acknowledged for its exceptional performance in 

both segmentation and classification tasks. It later 

explains a wide variety of CNN architectures namely 

AlexNet, ResNet, VGGNet, Inception, and mentions the 

available public and private cervical cytology datasets.  

 Pin Wang, En Fan, Peng Wang et al. contrasts 

and examines older machine learning and deep learning 

techniques for image categorisation, employing the SVM 

and CNN algorithms for comparison. The experiment is 

done on the MNIST hand-written digital picture dataset 

and COREL1000 picture set [9]. The article illustrates a 

substantial MNIST dataset, Support Vector Machine 

achieves a precision of 0.88, whereas CNN achieves a 

greater precision of 98%. In contrast, with a smaller 

COREL1000 dataset, SVM achieves a precision of 86%, 

while CNN's precision is 83%. The inference drawn is that 

conventional machine learning excels with smaller 

datasets, whereas deep learning frameworks show 

improved recognition accuracy with huge samples of data. 

 Tawsifur Rahman, Muhammad E et al. proposed 

system was trained and tested using dataset chest X-ray 

pneumonia, wherein image data consists of five thousand 

two hundred and forty-seven chest X-ray pictures and this 

was later increased using data augmentation [10]. Three 

classification tasks are performed, Normal vs. Pneumonia: 

Distinguishing between normal X-rays and those showing 

signs of pneumonia. Bacterial vs. Viral Pneumonia: 

Identifying whether the pneumonia is caused by bacterial 

or viral infection. The outcomes demonstrated that 

DenseNet201 performs better than the three other unique 

deep CNN networks. It resulted with 98%, 93.3% and 95% 

of accuracy for the 3 classification schemes, respectively. 

 

Table I: Summary table of the existing methodologies. 

Refere

nce 
Key Findings Results 

Limitation

s 

Wanli 

Liu et 

al. [1] 

Hybrid 

approach with 

CNN and 

Visual 

Transformer 

for feature 

extractions, 

and Multilayer 

Perceptron for 

feature fusion. 

Tested on 

combined 

dataset of 

CRIC and 

SIPaKMeD. 

Precision, 

accuracy 

and F1 of 

91.8%, 

91.7% and 

91.7%. 

Difficulty 

in 

distinguishi

ng similar 

cell nuclei 

due to 

image 

ambiguity. 

Anurag 

Tripathi 

et al. 

[2] 

ResNet-152 

used on 

SIPaKMeD 

dataset with 

transfer 

learning. 

Classificat

ion 

accuracy 

of 94.9% 

achieved. 

Need for 

dataset 

diversity. 

Swati 

Shinde 

et al. 

[3] 

Multiclass 

datasets 

converted into 

binary class 

(normal and 

abnormal). 

Workflow 1: 

PCA feature 

extraction with 

ensemble 

voting for 

classification. 

Workflow 2: 

Pre-trained 

with CNN with 

ANN for 

feature fusion 

and 

classification. 

Accuracy 

of 97%, 

99% and 

100% for 

7, 5 and 4-

class 

classificati

on. 

Potential 

reduction 

in 

diagnostic 

accuracy 

due to class 

aggregation

. 

Wassw

a 

Willia

m et al. 

[4] 

Trainable 

Weka 

Segmentation; 

Simulated 

Annealing with  

Wrapper Filter 

feature 

selection; 

Fuzzy C-means 

classification. 

A 

sensitivity 

of 99% 

and 

accuracy 

of 98% 

achieved. 

Tested on 

small 

datasets. 

(917, 497, 

60) 

Alqura

n et al. 

[5] 

New Feature 

Fusion method 

using Shuffle 

Net and 

Cervical Net. 

PCA used for 

feature 

extraction and 

dimensionality 

reduction. 

Classificat

ion 

accuracy 

of 99.1% 

achieved. 

Tested on 

Small 

dataset.(40

49 images) 



442 Informatica 48 (2024) 439–454 Pallavi M. et al. 

Taranjit 

Kaur et 

al. [6] 

Use of pre-

trained DCNN 

models(AlexN

et, ResNet50, 

VGG16, 

GoogleNet, 

ResNet101, 

VGG19, 

InceptionV3, & 

InceptionResN

etV2) with 

transfer 

learning for 

brain image 

classification. 

AlexNet 

outperfor

med all 

other 

models. 

Trained on 

small 

sample 

datasets.(50

, 74, 160) 

Pin 

Wang 

et al. 

[7] 

Segmentation 

using Mean-

shift clustering 

and 

classification 

based on nuclei 

features. 

94.2% 

sensitivity 

and 93.4% 

specificity 

with 96%  

accuracy 

achieved. 

Tested on 

small 

dataset. 

(362 

images) 

Pin 

Wang 

et al. 

[9] 

Comparison of 

traditional 

machine 

learning(SVM) 

and deep 

learning(CNN) 

algorithm.  

Machine 

learning 

performs 

better with 

small 

sample 

datasets 

and deep 

learning 

better with 

large 

datasets. 

- 

Mousse

r et al. 

[39] 

Representation 

learning was 

done by 

transfer-

learning 

techniques and 

categorisation 

of labels 

achieved 

through 

Multilayer-

perceptron.  

ResNet50 

outperfor

med; 

Accuracy 

of 89.2% 

with five-

fold cross-

validation 

achieved. 

Lower 

accuracy 

compared 

to expected 

standards. 

Pal et 

al. [40] 

Transfer 

learning 

models(backbo

ne) with Deep 

metric 

learning(DML) 

for image 

feature 

discrimination; 

KNN classifier. 

Contrastiv

e, N-Pair 

embeddin

g, and 

batch hard 

achieved 

mean-5 

precision 

scores of 

91.1%, 

89.58%, 

and 

85.14%, 

Possible 

lack of 

generalizab

ility during 

training. 

Class 

imbalance. 

respectivel

y. 

Md 

Mamun

ur 

Raham

an et al. 

[35] 

Hybrid deep 

feature 

fusion(VGG16, 

VGG19, 

ResNet50, 

XceptionNet) 

technique for 

classification; 

Accuracy 

of 

99.1%(5-

class) and 

90.3%(7-

class). 

Performanc

e degrades 

as class 

size 

increases. 

Kalbho

r et al. 

[41] 

Discrete cosine 

transformer(D

CT) and Haar 

transformer for 

feature 

extraction; 

Machine 

learning 

models for 

classification. 

Classificat

ion 

accuracy 

of 81.1% 

achieved. 

Lower 

accuracy; 

Low 

resolution 

images. 

Chanda

na et al. 

[42] 

SE-ResNet152 

for 

classification; 

Deer Hunting 

Optimization 

for hyper-

parameter 

tuning. 

Precision, 

recall and 

F1-Score 

of  98.8%, 

97.8% and 

98.6%. 

High 

dimensiona

lity of 

concatenate

d features. 

Li et al. 

[43] 

Weekly 

supervised 

MHCRF based 

model for 

classification; 

Feature 

extraction of 

color, texture, 

and SOTA 

deep learning 

features. 

Overall 

classificati

on 

accuracy 

of 77.3% 

achieved. 

Tested on 

small 

dataset(600 

samples) 

 

The related work section provides an extensive review of 

existing methodologies. The above summary table I 

compares the key findings, accuracy, and limitations of 

the reviewed studies.  
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3 Methodology 
The following section includes the detailed explanation 

of the proposed methodology starting from pre-

processing till classification. 

 

 
Figureure 3.1: Proposed methodology framework. 

  

Above Figureure 3.1 represents the framework of the 

proposed methodology. Each section of the framework is 

explained in detail as below. 

3.1 Dataset description 

 To evaluate the proposed transfer learning 

methods, we utilized the Sipakmed Pap Smear dataset, a 

publicly available cervical cancer image dataset [11-14]. 

The Sipakmed dataset is a five-class dataset comprising a 

total of 4049 individual images featuring isolated cells 

were manually cropped from a collection of nine hundred 

and sixty-six cluster cell images. The cell classes are 

categorized into superficial-intermediate cells, parabasal 

cells, koilocytotic cells, Dysketarotic cells and 

Metaplastic cells. Dataset split ratio information is as 

follows: 80:5:15 for training, testing and validation 

respectively.   

3.2 Data cleansing 

 The dataset's limited number of images were 

insufficient for effective model training, posing a risk of 

overfitting. We used data augmentation approaches to 

solve this issue, expanding the sample size using 

fundamental augmentation techniques. The 

transformation technique used are: rotation, height shift, 

wide shift, shear, zoom, horizontal flip, and fill mode. 

Table II below gives the detailed number of images class 

wise before and after augmentation. 

 

Table II: Dataset description 

Class 

no. 
Class name 

Number 

of 

original 

images 

Number of 

images after 

augmentation  

1 Dyskeratotic  813 1,602 

2 Koilocytotic  825 1,610 

3 Metaplastic  793 1,555 

4 Parabasal  787 1,553 

5 
Superficial-

Intermediate 
831 1,630 

  

Data augmentation techniques are basically used here to 

expand the amount and diversity of a sipkamed standard 

dataset as shown in Figure 3.2, hence improving the 

performance and robustness of CNN models. Geometric 

tranformations utilized here are: Rotation with a degree of 

20, width_shift_range, height_shift_range, shear_range, 

zoom_range equal to 0.2, Flipping of images is done 

horizontally to help the model learn to recognize images 

from different perspectives and reduce the generalization 

errors which can be witnessed in the section 4.2. 

 
 

Figure 3.2 Bar graph representing number of images 

before and after augmentation. 

3.3 Representation learning and 

classification 
 Convolutional neural networks (CNN) are 

artificial neural networks that specialize in detecting and 

understanding patterns, making them helpful for image 

analysis [15-19]. CNN consists of multiple layers, each 

with its own set of functions to perform on the input data. 

The architecture of the convolutional neural network 

comprises various layers, including convolutional, 

Rectified Linear Unit (ReLu) [39], and down-sampling 

layers with max strategy. 

 The design is influenced by AlexNet, as outlined 

in the next section and onward. It comprises of six layers: 

Conv-2D, Re-Lu, down-sampling, and a dense layer. The 

input layer stores raw data, the convolutional layer 

calculates the dot-product of patches of imagery and 

kernel filters, and an activation function is applied by the 

activation function layer to each portion of the output of 

the convolutional layer. 

 The layer of down sampling improves the 

efficiency of memory output from the preceding layers, 

resulting in decreased computational costs. The Dense 

layer receives input from its preceding layer and produces 

the calculated one-dimensional array of logit values. 

Techniques for detecting and objects’ racking involve 

extracting features from images and videos, primarily 

applied for security purposes. 

Enhancing training performance can be achieved by 

incorporating extra layers, like dropouts. The layer called 

0
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drop-out is specifically initiated during the period of 

training. Specifically, in the forward pass (input to the 

function). The dropout layer selectively eliminates a 

specified number of neurons and retains those that persist. 

Only the non-dropped neurons are updated during the 

backward pass. This dropout mechanism serves as a 

regularization technique. By allowing the model to 

acquire robust, neuron-independent characteristics, it 

prevents the learning of features that are overly dependent 

on specific neurons, thus mitigating over fitting during the 

training phase. 

 CNN, or Convolutional Neural Networks [20], 

has a significant impact in classification of images. Its 

approach is based on the use of numerous tiny kernels to 

determine the characteristics in every layer. CNN is made 

up of a collection of layers, which can extract various 

features from the input images. Deep feature extraction 

from SIPaKMeD datasets ‘of various classes images of 

original size 224x224x3 were accomplished by extracting 

features from pre-trained CNN models. Resnet50, 

Densenet201, EfficientnetB1, InceptionresnetV2 are the 

various CNN architectures used in this article. 

 Base ResNet50, Densenet201, Efficientnetb2, 

Inceptionnetv2 models are customised as described in the 

following sections. Hyper-parameters used in each of 

these architectures are detailed as follows: Standard 

sipkamed dataset is splitted into the training instances 

ratio of 80% and validation instances of 20%. Learning 

rate of 0.001 and adam optimizer are used for reducing the 

loss during training, dropout rate of 20% and L2 

regularizers are utilized to overcome over fitting. Around 

100 iterations were used to scan the entire dataset with the 

batch size of 32 to ease the training process. By choosing 

these hyper-parameters values, we have achieved good 

results compared to the existing work. 

3.3.1 Resnet50 

  
Figure 3.3 Base Resnet50 architecture. 

 ResNet-50 typically takes an input image of size 

224x224 pixels. A standard convolutional layer with 7x7 

filters and 64 output channels. Followed by batch 

normalization and ReLU activation. The core building 

blocks of ResNet are residual blocks [16]. ResNet-50 

consists of 16 residual blocks grouped into four stages. 

Each stage contains a different number of residual blocks 

with varying numbers of filters. The ResNet50 [21-24] 

architecture comprises 50 trainable layers, with 48 of them 

being convolutional layers, in addition to a solitary layer 

for both average pooling and max-pooling. Spatial pooling 

is applied at different stages of the network to reduce 

spatial dimensions. Global Average Pooling (GAP) is 

used before making the layer dense. The final network 

layer incorporates a fully-connected layer that employs 

softmax activation to classify five classes in this context. 

  The number of nodes in the last layer aligns with 

the number of classes involved in the classification task. 

Diverging from its forerunners, ResNet50's shortcut 

connections deviate from the usual two layers and instead 

bypass three layers. The Figureure 3.3 illustrates the 

ResNet50 architecture, highlighting the point Res-Nets 

support two types of shortcut- connections. If the 

dimensions of both inputs and outputs are similar [25-28], 

straight-arrow connections are utilized. In cases where 

there is an increase in these dimensions, the alternative 

connections marked with dotted lines are activated. 

Parameter details of Resnet50 architecture are listed below 

in Table III. 

 

Table III: Parameter details of Resnet50 architecture. 

Type of the 

layer 

Input 

shape 

Output 

shape  

Number of 

parameters  

Image 224 x 224 

x 3 

128 x 128 x 

3 

0 

Base model 128 x 128 

x 3 

4 x 4 x 2048 23,534,592 

Global 

average 

pooling 

4 x 4 x 

2048 

2048 0 

Dense 2048 1024 2,098,176 

Dropout 1024 1024 0 

Dense 

(output layer) 

1024 5 5,125 

Total parameters  25,637,893 

 

3.3.2 Densenet201 
 Initial input image size, convolution layers and 

their filter sizes in Densenet201 are similar to Resnet50. 

DenseNet concatenates feature maps from previous layers, 

propagating them to subsequent layers and connecting 

them to newly created feature maps. DenseNet offers 

benefits such as feature reuse and less issues with 

exploding or vanishing gradients [29].  

 The structure of DenseNet is composed of an 

input layer, three dense blocks, layers of transition, and a 

down-sampling with average strategy globally. Layers of 

the transition consist of a batch-normalization layer, a 

convolution layer of size 1×1, and a window size of 2×2 

average down-sampling layer including step size of 2 as 

shown in Figure 3.3. Unlike conventional pooling 

algorithms, global average pooling (GAP) reduces a 

feature map from w × w × c to 1 × 1 × c, effectively 

condensing the entire slice into a single digit. The final 

dense-layer, is modified due to the original design of the 

last FCL to identify five categories [30-31]. Parameter 

details of Densenet201 architecture are listed below in 

Table IV. 
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Figure 3.4 Base Densenet201 architecture. 

Table IV: Parameter details of Densenet201 architecture. 

Type of 

the layer 

Input 

shape 

Output 

shape  

Number of 

parameters  

image 224 x 224 

x 3 

128 x 128 

x 3 

0 

Base model 128 x 128 

x 3 

4 x 4 x 

1920 

18,092,928 

Global 

average 

pooling 

4 x 4 x 

1920 

1920 0 

Dense 1920 1024 1,967,104 

Dropout 1024 1024 0 

Dense 

(output 

layer) 

1024 5 5,125 

Total parameters  20,065,157 

 

3.3.3 EfficientnetB1 
 EfficientNetB1 belongs to the EfficientNet series 

of convolutional neural networks (CNNs) formulated to 

achieve superior accuracy and efficiency in contrast to 

conventional CNN designs. The architecture of 

EfficientNetB1 is derived from a compound scaling 

approach, which uniformly adjusts the network's width, 

depth, and resolution. [32]. This allows the model to be 

more efficient in terms of computational resources while 

maintaining high accuracy. The "B1" in EfficientNetB1 

denotes the specific scaling coefficients used for the 

width, depth, and resolution. The Efficientnet-B1 

architecture's up-sampling network is made up of decoder 

blocks. Each block consists of up-sampling of window 

size 2x2 convolution 2D of the output from the previous 

layer, with a step size of two. This result is then 

concatenated [32] with the representation learning maps 

from the section of the encoder. Before proceeding to the 

next decoder [32] block, the combined tensor is passed 

through two convolution layers with Re-LU activation and 

Batch- Normalization as shown in Figure 3.4. The 

architecture's last layer is a soft-max convolution with the 

same number of channels as the output classes, which is 

five, and the output image size is similar as the input. 

Parameter details of EfficientnetB1 architecture are listed 

below in Table V. 

 

 

 

 
 

Figure 3.5 Base EfficientnetB1 Architecture [18]. 

Table V: Parameter details of EfficientnetB1 architecture 

Type of 

the layer 

Input 

shape 

Output 

shape  

Number of 

parameters  

image 224 x 224 

x 3 

128 x 128 

x 3 

0 

Base 

model 

128 x 128 

x 3 

4 x 4 x 

1280 

6,513,184 

Global 

average 

pooling 

4 x 4 x 

1280 

1280 0 

Dense 1280 1024 1,311,744 

Dropout 1024 1024 0 

Dense 

(output 

layer) 

1024 5 5,125 

Total parameters  7,830,053 

 

3.3.4 InceptionresnetV2 
The Inception-ResNet-v2 model merges the Inception 

structure with Residual connections. The fundamental 

characteristics [33] of the Inception-ResNet-v2 

architecture include: 

Inception Blocks (Inception modules): The network 

employs Inception blocks, comprising several parallel 

convolutional branches with varying kernel sizes. These 

branches capture features at various scales. Inception 

modules help the network learn diverse and rich 

representations. Residual Connections: In addition to 

Inception modules, Inception-ResNet-v2 incorporates 

residual connections. Residual connections aid in 

addressing the vanishing gradient problem and enable the 

training of extremely deep networks. These connections 

involve adding the input of a layer to its output, creating a 

shortcut connection. Reduction Blocks: Similar to the 

original Inception architecture, Inception-ResNet-v2 

includes reduction blocks that simultaneously reduce the 

spatial dimensions of the input attribute maps and increase 

the number of channels. Top of Form This helps in 
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reducing computational complexity and extracting high-

level features. Stem Block: Inception-ResNet-v2 has a 

stem block at the beginning of the network, which 

processes the input image and extracts initial features. The 

stem block typically includes a blend of layers of pooling 

and convolution, as demonstrated in Figureure 3.5. 

Auxiliary Classifiers: Inception-ResNet-v2 includes 

auxiliary classifiers during training to provide additional 

gradients for the earlier layers. This helps with the training 

of very deep networks. The Inception-Resnet [31] block 

combines different sized convolutional filters using 

residual connections. Using residual connections prevents 

degradation from deep structures and reduces training 

time. Parameter details of InceptionResnetV2 architecture 

are listed below in Table VI. 

 
 

Figure 3.6 Base InceptionResnetV2 architecture. 

 

Table VI: Parameter details of InceptionResnetV2 

architecture. 

Type of 

the layer 

Input 

shape 

Output 

shape  

Number of 

parameters  

image 224 x 

224 x 3 

128 x 128 

x 3 

0 

Base 

model 

128 x 

128 x 3 

2 x 2 x 

1536 

54,276,192 

Global 

average 

pooling 

2 x 2x 

1536 

1536 0 

Dense 1536 1024 1,573,888 

Dropout 1024 1024 0 

Dense 

(output 

layer) 

1024 5 5,125 

Total parameters  55,855,205 

4 Results and discussions 
 The Sipakmed dataset consists of five classes and 

includes 4049 individual images of isolated cells, 

manually extracted from 966 clustered cell images. The 

cell classes are categorized into superficial-intermediate 

cells, parabasal cells, koilocytotic cells, Dysketarotic cells 

and Metaplastic cells. Partitioning the SIPaKMeD dataset 

involves allocating 80% for training, 5% for testing, and 

the remaining 15% for validation. Following evaluation 

metrics have been used in the article for the categorization 

of Cervix cancer cells: 

 Accuracy, defined as the percentage of 

successfully forecasted rows to total rows based on the 

five categories supplied in the dataset. Precision 

determines how many anticipated outcomes are actually 

the same class label. Recall assesses the model's capacity 

to accurately identify all relevant instances within a 

dataset; F1-score is the balance of precision and recall, 

offering a single measure that optimizes the model's 

accuracy and recall. These metrics are calculated using the 

subsequent formulas as specified from equations 4.1 

through 4.4: 

 

Accuracy=
(TP + TN) 

(TP + TN + FP + FN)
 --------→    4.1 

Precision=
𝑇𝑃

𝑇𝑃+𝐹𝑃
  ---------→    4.2 

Recall=
𝑇𝑃

𝑇𝑃+𝐹𝑁
  ---------→    4.3 

F1-Score=
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 ---------→    4.4 

  

While accuracy is a common metric, it may not be 

sufficient in cases of imbalanced datasets. As SIPaKMeD 

dataset is balanced, accuracy can be considered as the 

most relevant metric in our research. The Error Matrix is 

a tabular representation that presents the numbers of 

correctly classified cancer cells and misclassified 

cancerous cells. This helps understand the types of errors 

made by the model. 

 

4.1 SIPaKMeD dataset classification before 

augmentation 

 Figure 4.1, 4.3 4.5 and 4.7 shows the accuracy 

and loss graphs of four CNN architectures plotted against 

training and validation data. Comparing training and 

validation accuracy helps assess whether the system 

generalizes well to new data or if there's over fitting, 

which is overcome by adding L2 regularisers in all the four 

models. The Loss graph represents the decrease in the 

model's loss on the training set over 100 epochs. A 

decreasing training loss indicates that the model is 

learning and adjusting its weights to minimize the error as 

and when epochs are increased. Monitoring validation loss 

helps identify overfitting. If the training loss keeps 

decreasing while the validation loss rises, it indicates that 

the model may be memorizing the training data and 

demonstrating suboptimal performance when presented 

with new, unseen data. Hence, along with the training 

dataset, model's loss and accuracy on a separate validation 

set are also depicted. Among Resnet50, Densenet201, 

Efficientnetb1 and InceptionResnetv2 models, 

Densenet201 achieved the highest accuracy of 96.74. 

 The Confusion matrix of the proposed 

methodology is represented in Figure 4.2,4.4,4.6 and 4.8. 

It offers an overview of the forecasts of the network in 

contrast to the real ground truth for five distinct classes. 

The matrix is particularly useful for understanding the 

types and frequencies of errors these four CNN models 

make [34].  

 

 



CerConvNet: Cervical Cancer Cells Prediction Using Convolutional… Informatica 48 (2024) 439–454 447 

 
(a) Resnet-50 Accuracy 

 

 

  

 

 

 

 

 

 

 

   

(b) Resnet-50 Loss 

Figure 4.1 Accuracy (a) and Loss (b) graphs of 

Training and Validation datasets of SIPaKMeD images 

for Resnet50 architecture. 

Figure 4.2 Confusion matrix obtained for Resnet50. 

 

 
(a) Densenet-201 Accuracy 

 

 
 

(b) Densenet-201 Loss 

 

Figure 4.3 Accuracy (a) and Loss (b) graphs of Training 

and Validation datasets of SIPaKMeD images for 

Densenet201 architecture 

 

 

 

Figure 4.4 Confusion matrix obtained for Densenet201 
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a) Efficientnet-b1 Accuracy 

 

 
(b) Efficientnet-b1 Loss 

Figure 4.5 Accuracy (a) and Loss (b) graphs of Training 

and Validation datasets of SIPaKMeD images for 
EfficientnetB1 architecture 

 
 

Figure 4.6 Confusion matrix obtained for 

EfficientnetB1 

 

 
(a) Inception-Resnetv2 Accuracy 

 

 
(b) Inception-Resnetv2 Loss 

Figure 4.7 Accuracy (a) and Loss (b) graphs of Training 

and Validation datasets of SIPaKMeD images for 

InceptionResnetV2 architecture. 

 

Figure 4.8 Confusion matrix obtained for 

InceptionResnetV2 
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4.2 SIPaKMeD dataset classification after 

augmentation 
Different techniques for augmenting data including 

rotation, height shift, width shift, shear, zoom, horizontal 

flipping, and fill mode are used on SIPaKMeD dataset 

which increased number of images from 4049 to 7950. 

This has increased accuracy as described below. An 

improved accuracy and reduction in the loss of all the 

CNN models after augmentation are described in the 

Figureures 4.10, 4.12, 4.14 and 4.16. 

 

 

 

Figure 4.9 Confusion matrix obtained for Resnet50. 

 
(a) Resnet-50 Accuracy 

 

 

 
(b) Resnet-50 Loss 

 

Figure 4.10 Accuracy (a) and Loss (b) graphs of 

Training and Validation datasets of SIPaKMeD images 

for Resnet50 architecture. 
 

 
Figure 4.11 Confusion matrix obtained for 

Densenet201. 

 
(a) Densenet-201 Accuracy 
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(b) Densenet-201 Loss 

 

Figure 4.12 Accuracy and Loss graphs of Training 

and Validation datasets of SIPaKMeD images for 

Densenet201 architecture. 

 

 
Figure 4.13 Confusion matrix obtained for 

Efficientnetb1. 

 

 

 
(a) Efficientnet-b1 Accuracy 

 

 

 
(b) Efficientnet-b1 Loss 

 

Figure 4.14 Accuracy and Loss graphs of Training 

and Validation datasets of SIPaKMeD images for 

Efficientnetb1 architecture. 
 

 
Figure 4.15 Confusion matrix obtained for 

InceptionResnetv2 
 

The confusion matrix after the augmentation are 

shown in the Figure 4.9, 4.11,4.13 and 4.15. 

 
(a) Inception-Resnetv2 Accuracy 
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(b) Inception-Resnetv2Loss 

 

Figure 4.16 Accuracy and Loss graphs of Training 

and Validation datasets of SIPaKMeD images for 

InceptionResnetv2 architecture. 
 

Table VII: Performance comparison between 

existing and proposed models. 
Reference   Model  Accuracy Precision 

[35] VGG16 

VGG19 

XceptionNet 

98.27% 

96.43% 

65.77% 

0.98 

0.96 

0.75 

[36] Bagging 

ensemble 

classifier 

94.09%  

[37] DenseNet-161 98.96%  

[3] Voting 

ensemble (RF, 

SVM, FCNN) 

88.95% 0.99 

[2] Resnet- 152 94.89%  

Proposed 

models  

EfficientNet -b1 

InceptionNet-

Resnet-v2 

DenseNet-201 

Resnet -50 

98.78% 

98.53% 

98.53% 

99.51% 

0.99 

0.99 

0.99 

1.00 

 

CNN architectures used in this work are compared 

against other ML and DL techniques as stated in table VII. 

The detailed metrics evaluation for the following proposed 

CNN [38] models are listed in the below table VIII. 

Resnet50 outperformed compared to the other three 

models. 

Table VIII: Performance comparison of proposed 

models. 
Sl 

No 

CNN 

model 

Class 

labels 

Acc

ura

cy 

Pre

cisi

on 

Rec

all 

F1-

Score 

1 Resnet 

-50 

Dysketar

otic 

1.00 1.00 1.00 1.00 

koilocyto

tic 

1.00 1.00 0.98 0.99 

Metaplast

ic 

1.00 0.99 1.00 0.99 

parabasal 1.00 1.00 1.00 1.00 

superficia

l-

intermedi

ate 

1.00 0.99 1.00 0.99 

2 Incepti

onNet-
Resnet-

v2 

 

Dysketar

otic 

0.99 0.99 1.00 0.99 

koilocyto

tic 

0.99 0.99 0.94 0.96 

Metaplast

ic 

0.99 0.95 1.00 0.97 

parabasal 0.99 1.00 0.99 0.99 

superficia

l-

intermedi

ate 

0.99 1.00 1.00 1.00 

3 Efficie
ntNet -

b1 

 

Dysketar

otic 

0.99 0.99 1.00 0.99 

koilocyto

tic 

0.99 1.00 0.95 0.97 

Metaplast

ic 

0.99 0.96 0.99 0.97 

parabasal 0.99 0.99 1.00 0.99 

superficia

l-

intermedi

ate 

0.99 1.00 1.00 1.00 

4 Dense
Net-

201 

 

Dysketar

otic 

0.99 0.99 0.98 0.98 

koilocyto

tic 

0.99 0.96 0.96 0.96 

Metaplast

ic 

0.99 0.97 0.99 0.98 

parabasal 0.99 1.00 1.00 1.00 

superficia

l-

intermedi

ate 

0.99 1.00 1.00 1.00 

5   Conclusion 
This paper presents the multiclass classification of 

cervical cancer dataset named SIPaKMeD of five different 

classes using various CNN architectures namely 

Resnet50, Densenet201, Efficientnetb1, 

Inceptionresnetv2 and obtained an average accuracy of 

95% on test data. Among these techniques, Densenet201 

outperformed with the highest accuracy of 96.74%.  After 

performing data augmentation with various techniques on 

the SIPaKMeD dataset, average accuracy has been 

increased to 98.78% with a great reduction in the loss and 

misclassification. Resnet50 won the race with the highest 

accuracy of 99.5% after augmentation. Moreover, 
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additional datasets can be incorporated for conducting 

classification analysis of cervical cancer. Additionally, 

deep learning architectures can facilitate stage-wise 

predictions in this context. 
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With the development of the times, animation production has become increasingly sophisticated. 

Mouth matching is one of the key points to ensure the vividness and realism of animated characters. 

Therefore, this study proposed an animation character mouth matching model, which is based on 

Actor-Critic method of reinforcement learning. This model was combined with audio feature extraction 

and facial action coding to predict and generate animation character mouth matching synchronized 

with speech. This model was optimized by strategy gradient algorithm, aiming to achieve realistic and 

emotion-rich animated mouth matching. RAVDESS, VIDTIMIT, and SAVEE were selected as 

experimental datasets. Accuracy, F1 value, and peak signal-to-noise ratio were selected as 

performance indicators. GRU, CNN+GRU, and CNN+LSTM were selected as experimental 

comparison algorithms. The experimental results showed that the proposed model had an average 

accuracy of 95.61% and an F1 value of 97.13% on three databases. Meanwhile, the peak 

signal-to-noise ratio and structural similarity index of the proposed model were 41.77 and 0.93, 

respectively, which were better than the comparative methods. In addition, the study tested the error of 

mouth shape under different emotions, and the results showed an average mean square error of only 

6.639. Finally, the user survey results showed that the animated characters generated by the proposed 

model received more recognition in mouth shape matching and realism, with a highest selection rate of 

98.64%. The successful application of the proposed model provides new ideas and methods for 

research in related fields, laying the foundation for further promotion and innovation of animation 

production technology 

Povzetek: Raziskava predstavlja model za usklajevanje ust animiranih likov, ki temelji na metodi 

Actor-Critic v okviru stojnega učenja. Model uporablja ekstrakcijo značilnosti zvoka in obraznih potez 

za sinhronizirano in realistično gibanje ust, kar omogoča izražanje čustev.

1 Introduction 

In today’s digital age, animation production plays an 

increasingly important role in the entertainment industry. 

Animation production not only provides viewers with 

rich and colorful visual enjoyment, but also becomes an 

important medium for people to express creativity and 

emotions [1, 2]. With the continuous advancement of 

technology, animation production is no longer limited to 

simple visual presentation, but requires deeper shaping of 

animated characters, especially in terms of expression 

and communication [3, 4]. In addition, the charm of 

animation is far beyond just the visuals. Dubbing and 

music, as the emotional guide, deepen the emotional 

resonance of animation works [5, 6]. In this context, 

matching the mouth shape of animated characters has 

become a challenging task, which is directly related to the 

expression and emotional communication of animated 

characters [7, 8]. However, it is extremely complex to 

generate synchronized mouth movements, involving 

multiple challenges such as video generation, precise 

matching from audio to video generation, and training the 

model's generalization ability. Traditional mouth shape 

matching methods should meet the needs of dynamic 

scenes and complex emotional expression [9, 10]. 

Generating synchronized mouth movements with 

emotional features is always a challenge in computer 

animation research. Therefore, this study proposes an 

innovative animation character mouth matching model 

that takes into account reinforcement learning and feature 

extraction. This study focuses on the mouth design model 

of 3D character animation and speech emotion 

synchronization algorithm. The Actor-Critic method in 

reinforcement learning is introduced to continuously 

optimize and improve the performance of the model in 

learning mouth generation. Meanwhile, the feature 

extraction of audio and facial Action Units (AUs) ensures 

that the generated mouth shape is not only realistic, but 

also able to express rich emotional features. The goal of 

the research is not only to achieve the production of 

animated characters with real emotions and mouth shape 

matching, but also to promote the development of the 

entire animation production technology. This innovative 
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research not only provides audiences with a richer 

audio-visual experience, but also promotes the digital 

entertainment industry. This leads animation production 

into a more fascinating era. 

The study is divided into five parts. The first part 

introduces the current research on different methods of 

animation production and mouth matching worldwide. 

The different applications of the Actor-Critic method are 

introduced too. The second part mainly introduces 

animation production, animated characters, and other 

content. The third part provides an in-depth introduction 

to the methods of mouth shape matching models for 

animated characters. The fourth part conducts experiment 

on the performance of the mouth shape matching model 

proposed in the study to verify its feasibility. The last part 

is a summary and discussion of the article. 

2 Related works 

The advancement of technology has provided strong 

support for the development of the animation industry. 

With the continuous advancement of computer and 

network technology, the cost and cycle of animation 

production have gradually decreased, while also 

improving the efficiency and quality of animation 

production [11]. There are also many studies on 

animation production around the world. Ye et al. 

proposed a new method based on support vector machine 

and Augmented Reality (AR) animator system to address 

the challenge of creating virtual AR animated characters 

that closely interacted with the real environment. This 

allowed users to easily create in situ character animations 

that closely interacted with different real-world 

environments [12]. Arshad et al. proposed a method to 

explore the basic process of character assembly systems 

in 3D animation production, addressing the flexibility 

limitations in the character assembly process. This study 

suggested that chain assembly systems were the best 

choice for the animated characters. Therefore, the 

assembly process in the animation directly affected the 

actions and poses of the character in the final animation 

[13]. Paier et al. proposed a new hybrid animation 

framework to tackle the challenging task of creating 

realistic facial animations in computer graphics. This 

framework utilized the latest advances in deep learning to 

provide an interactive animation engine for facial 

expression editing through simple and intuitive 

visualization [14]. Facial areas, such as eyes or teeth, 

could not be stably synthesized in the generation of 

animated characters. Then, K. Gu et al. proposed a 

landmark-driven dual-flow network to obtain data from 

multi-source images to achieve facial region synthesis 

and learn more details, thus effectively improving the 

fidelity of animated characters [15]. 

The advantage of the Actor-Critic method is that it 

has high efficiency and scalability when dealing with 

large state spaces [16]. In practice, the Actor-Critic 

method has been widely applied in fields such as robot 

control and game intelligence, which has achieved 

significant results. Hong et al. proposed a dual time scale 

stochastic approximation algorithm for a two-layer 

optimization problem, which included an external 

objective function and an internal strongly convex 

problem. The convergence speed of the Actor-Critic 

method was fast, providing an effective method for 

solving global optimal strategies and double-layer 

optimization problems [17]. Xi et al. proposed a new 

control strategy to address the shortcomings of traditional 

automatic power generation control in dealing with strong 

stochastic disturbances caused by renewable energy 

infiltration. The Actor-Critic method and incentive 

heuristic mechanism were introduced to improve the 

system control performance, improve the dynamic 

performance of the power system, and achieve regional 

optimal coordinated control [18]. Han et al. proposed a 

control method based on the Actor-Critic method for a 

reinforcement learning framework to address the stability 

of model free reinforcement learning in robot control 

tasks. Through empirical evaluation, the learned 

strategies could to some extent restore the system to a 

balanced state or path point when the system was 

disturbed by uncertain factors. This demonstrated its 

advantages in improving system robustness and stability 

[19]. Zhong et al. proposed a dynamic multi-channel 

access framework based on deep Actor-Critic 

reinforcement learning to effectively utilize limited 

spectrum resources. This considered the situation where 

both single and multiple users attempted to access the 

channel simultaneously, effectively improving the 

resource utilization [20]. 

The summary of related works related to the 

research content is shown in Table 1. 

Table 1: Summary of related works 

Method Result Disadvantage Reference 

Animation character creation 

based on support vector 

machine and AR animated 

system 

Users can easily create 

in-situ character 

animations that interact 

closely with different 

real-world environments 

Not paying attention to 

animation character details 
Ye et al. 

Using chain assembly system to 

personify 3D animated 

characters 

The animated characters 

created are more realistic 

and the creation efficiency 

is improved. 

Not paying attention to 

animation character details 
Arshad et al. 
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Building a facial expression 

editing method using deep 

learning 

It is easy and intuitive 

visualization for facial 

expression editing. 

The neural texture model 

used does not consider the 

view dependence of 

texture. 

Paier et al. 

Landmarks-driven two-stream 

networks that obtain data from 

multiple source images. 

The fidelity of animated 

characters is improved. 

Large computing resources 

and long time consuming. 
Gu et al. 

A dual time scale stochastic 

approximation algorithm 

framework 

The Actor-Critic method 

has faster convergence 

rate, which solves the dual 

optimization and provides 

an efficient method 

The Actor-Critic method is 

not applied to a specific 

domain. 

Hong et al. 

Introduce Actor-Critic method 

and incentive mechanism 

The system control 

performance is improved, 

the dynamic performance 

of the power system is 

improved, and the regional 

optimal coordinated 

control is realized. 

High computational 

complexity. 
Xi et al. 

Control method of 

reinforcement learning 

framework based on 

Actor-Critic method 

When the system is 

disturbed by uncertain 

factors, it can restore the 

system to the equilibrium 

state or path point to a 

certain extent 

The method is very 

sensitive to the choice of 

hyperparameters. 

Han et al. 

Dynamic multi-channel access 

framework based on deep 

Actor-Critic reinforcement 

learning 

The resource utilization is 

improved. 

The stability of the 

algorithm is poor. 
Zhong et al. 

 

In summary, the development of animation 

production is becoming increasingly technological, and 

the Actor-Critic method is also applied in many fields. 

However, there is limited research on mouth shape 

generation. Some methods generate animated videos by 

selecting frames from specific character databases and 

combining them. However, these methods highly rely on 

specific roles and incur significant costs when 

transitioning to new speakers. Therefore, this study 

proposes an animation character mouth matching model 

based on the Actor-Critic method. Then, the generation of 

synchronized mouth movements is regarded as a 

sequence generation, achieving the goal of character 

independence by matching speech with corresponding 

features. The innovation of the research includes the 

generalization of the model, which can be generalized 

across different languages and speaker roles. Next is to 

expand to 2D to 3D, introducing 2D video datasets to 

compensate for the shortcomings of 3D character datasets. 

Finally, emotional feature extraction is performed by 

analyzing audio emotional features to recreate facial 

micro changes. This is to reflect the contextual 

information and emotional intensity in the input speech. 

 

3 The development history of 

animation production and 

animated characters 
Animation is an art and technical form that creates 

motion effects by continuously playing a series of still 

images or graphics [21]. Animation has become an 

indispensable part of the global cultural industry, 

providing audiences with endless creativity and 

entertainment [22]. Animation production is a complex 

process involving multiple steps, from concept and 

storyboard design, to character modeling and scene 

layout, and then to the creation of keyframe animation 

and interval frames [23]. This process also includes audio 

design, animation rendering, and post-processing. The 

final animated work can be published and distributed on 

media platforms such as movies, television, and the 

internet. The origin of animation can be traced back to the 

late 19th century, and its development history is 

summarized as shown in Figure 1. 
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Figure 1: Development history of animation production 

 

In Figure 1 (a), animation production has roughly 

gone through 7 historical stages and key developments. 

Figure 1 (b) shows seven key events in the development 

of animation production. Specifically, experimenters such 

as Émile Reynaud from France and J. from the United 

Kingdom Stuart Blackton attempted to conduct animation 

experiments using mechanical means such as rotating 

discs and slides during the early experimental and 

mechanical animation period (late 19th to early 20th 

century). The rise of hand drawn animation occurred 

from the 1920s to the 1930s. In 1928, Disney's Mickey 

Mouse became the first animation to synchronize sound 

and image, driving the mainstream development of hand 

drawn animation. The era of color animation emerged 

from the late 1930s to the 1940s, with Snow White in 

1937 becoming the first full-length color animated film. 

The period of stop motion animation and technological 

innovation occurred from the 1950s to the 1960s, with 

1955's Candy House being the first film to use stop 

motion animation technology. During this period, special 

effects animation films such as Disney's Cinderella (1950) 

and Mary Popins (1964) achieved great success. 

The 1980s ushered in the era of computer-generated 

graphics. In 1982, Pixar's short film “Andre's Dream” 

became the first animation to use computer-generated 

graphics. Since the 1990s, the flourishing of 3D 

animation has become mainstream. Toy Story in 1995 

was the first fully computer-generated full-length 

animated film, marking the dominant position of 

computer technology in animation production. During 

this period, many classic works emerged, including “The 

Lion King” (1994), “Frozen” (2013), and so on. In the 

21st century, new media and interactive animation have 

emerged. With the popularization of the Internet and 

mobile devices, animation has entered a multi-platform 

era. New media forms such as interactive animation and 

virtual reality animation have gradually emerged. This 

evolution has witnessed the rapid progress of animation 

production technology and the innovative spirit of 

creators at different times. It is worth noting that 

animated characters play a crucial role in animation 

production, as shown in Figure 2. 
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Figure 2: The key role of animated characters in animation 

 

In Figure 2, animated characters are not only the 

main body of the story, but also key elements for 

emotional communication and visual attraction. Firstly, 

animated characters convey rich emotions through 
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exquisite expressions and actions, allowing the audience 

to be more deeply immersed in the story plot. Secondly, 

as the driving force of the story, the conflicts, goals, and 

developmental trajectories of animated characters drive 

the entire story forward, increasing the depth and appeal 

of the story [26]. Each animated character is unique, 

showcasing various values and cultural characteristics 

through their words and actions, enriching the 

connotation of the entire work. Visually, the design of 

animated characters directly determines the attractiveness 

of a work. Clever images can attract the audience's 

attention, making the animation more engaging. In terms 

of voice, dubbing can express the personality and 

emotions of characters, giving them a unique timbre [27, 

28]. In addition, some successful animated characters 

have become powerful brand images, surpassing the 

animation itself and driving the sales and successful 

marketing of related products [29]. Therefore, animated 

characters are not only characters, but also bridge the 

emotional connection between the audience and the work, 

contributing irreplaceable elements to the success and 

charm of animated works. 

 

4 Establishment of mouth shape 

matching model for animated 

characters in action production 
Animated characters play a crucial role in storytelling and 

visual appeal as key elements. Therefore, a mouth shape 

matching model is proposed for animated characters that 

makes them more realistic and vivid. The study aims to 

establish models from three aspects, namely audio feature 

extraction, facial feature extraction of animated 

characters, and the application of Actor-Critic methods. 

 

4.1 Audio feature extraction and processing 

in animation character mouth matching 

model 
When performing mouth shape matching in animation 

production, extracting key acoustic features from the 

input audio signal can enable the mouth shape matching 

model of animated characters. As a result, information, 

such as tone, speed, and emotion of speech, can be 

understood and captured. Therefore, the first step in 

constructing a model is to analyze the audio data. Then, 

the model can better adapt to the speech styles of 

different speakers and provide a foundation for 

subsequent mouth shape matching. The study selects Mel 

Frequency Cepstral Coefficients (MFCC) as the key 

method for audio feature extraction. The MFCC design is 

inspired by the way the human ear perceives sound, 

which can better simulate the perceptual characteristics of 

the human ear, making it more suitable for processing 

human speech signals. The MFCC extraction in the 

proposed model is shown in Figure 3. 

 

Voice input
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Fast Fourier 

transform
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transform
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Figure 3: Flow chart of extracting MFCC 

 

In Figure 3, to extract MFCC, the first step is to 

obtain a speech signal and input it. The preprocessing and 

Hamming window operation of the input speech audio 

signal is studied to distinguish between high-frequency 

signals and low-frequency signals. Then, the signal is 

converted to the frequency domain through fast Fourier 

transform. A Mel filter bank is used to uniformly 

distribute it on the Mel frequency scale, simulating 

human ear perception. The logarithm is taken to simulate 

nonlinear volume perception. Subsequently, the spectral 

signal is transformed into cepstral coefficients through 

discrete cosine transform, and the key MFCC is 

ultimately extracted. One advantage of MFCC is that it 

has relatively less interference with noise. Meanwhile, it 

is easier to display the non-uniform structure of 

frequency in feature representation through the nonlinear 

characteristics of Mel scale. There is a mapping 

relationship between the Mel frequency and the actual 

frequency of the signal. This is approximately linear in 

the frequency range below 1kHz and logarithmic in the 

high frequency range. The research establishes a 

relationship model between the two as shown in equation 

(1). 

 102595log 1
700

t

mel

F
F

 
= + 

 
 (1) 

In equation (1), melF  and tF  represent the Mel 

frequency and actual frequency, respectively. In the 

preprocessing process, the audio signal needs to be 

processed in frames. The simplification effect of longer 

frames will be compromised due to the difficulty in 

extracting effective features from shorter frames. 
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Therefore, the entire audio is divided into a set of 20-40 

millisecond frame segments. A pre-emphasis operation is 

adopted to counteract the suppression effect of the system 

on the high-frequency part of the speech signal. The 

processed effect is shown in Figure 4. 
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Figure 4: Contrast of signal and spectrum before and after pre-weighted processing 

 

In Figure 4, the purpose of the pre-emphasis 

operation is to emphasize the high-frequency part and 

compensate for the high-frequency components in the 

speech signal that are suppressed by the system due to 

vocal fold and lip effects. A first-order limited length 

impulse response feedback filter is introduced to weight 

the speech signal, making the amplitude of the 

high-frequency part relatively enhanced. This can better 

capture high-frequency features in subsequent processing, 

improve the clarity and distinguishability of speech 

signals. Speech signals exhibit non-translational 

characteristics under the influence of changes in motion 

state. For the convenience of processing, this study 

divides longer speech signals into shorter speech signal 

segments and introduces frame shift to ensure a smooth 

transition in information processing. Frame shifting refers 

to a certain overlap between adjacent speech frames, 

rather than tightly connecting the beginning and end of 

the frames. This can ensure a smooth transition between 

two frames during the framing stage, avoiding the loss of 

key information. The combination of finite terms may 

cause Gibbs effect when using Fourier transform to 

analyze the spectral characteristics of frame signals. The 

Gibbs effect may deviate from the original speech signal 

after signal processing at the beginning and end of the 

frame. Therefore, a Hamming window is added. The 

Hamming window function is shown in equation (2). 

 ( )
2

0.54 0.46cos
1

n
n

N




 
= −  

− 
 (2) 

In equation (2), ( )n  is the value of the window 

function at the discrete sequence n , and N  is the 

length of the window. Window operation can minimize 

the amplification deviation caused by discontinuous parts 

in the application of fast Fourier transform, obtain a more 

continuous wave output, and reduce the influence of the 

Gibbs effect. This helps improve the accuracy of 

spectrum analysis. In addition, the characteristics of 

speech signals change over time in actual speech. 

Therefore, for each time t , a delta coefficient is 

calculated by weighting and summing the MFCC features 

of a certain number of frames before and after to reflect 

the dynamic characteristics of that time. The delta 

coefficient is shown in equation (3). 
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
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In equation (3), ( )delta t  represents the dynamic 

feature, i  represents the cycle in the calculation, and 

( )MFCC  represents the MFCC feature vector at a 

certain time. I  represents the size of the calculation 

window, which specifies how many frames of dynamic 

information to consider when calculating the delta 

coefficient. The processing of research helps to capture 

the temporal changes in speech signals, providing more 

comprehensive information for audio analysis of mouth 

movements. 

 

4.2 Facial feature extraction and expression 

processing of animated characters 
In addition to considering the matching of audio and 

mouth shape, this study focuses on the emotional features 

conveyed in speech to make the facial features of 

animated characters more realistic. Then, it reflects these 

emotional characteristics in the facial animation 

performance of the character. Therefore, the study 

introduces the Facial Action Coding System (FACS). 

FACS systematically encodes facial expressions by 

dividing different facial movements into basic elements 

called AU. The study first names and distinguishes 

various regions of the face, as shown in Figure 5. 
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Figure 5: The naming and location of each area of the human face 

 

Figure 5 shows that the human face is divided into 

11 regions, namely sclera, glabella, root of nose, eye 

cover fold, lower eyelid furrow, jaw, nostril wing, 

infraorbital triangle, infraorbital furrow, and eye aperture. 

FACS contains multiple AUs, each representing the 

movement of muscles or muscle groups in different parts 

of the face. The combination of these AUs can form 

various facial expressions, making FACS a detailed and 

comprehensive system for recording and analyzing small 

changes in facial movements. The study lists some major 

AU codes and their meanings, as shown in Table 2. 

 

 
Table 2: Main action units in FACS 

Action 

unit 
Description 

Action 

unit 
Description 

Action 

unit 
Description 

AU1 Inner eyebrow raised AU13 
Pull the corners of the 

mouth up 
AU25 

Parted lips reveal 

teeth 

AU2 Outer eyebrow raised AU14 
The corners of the mouth 

shrink towards the teeth 
AU26 

Parted lips see 

tongue 

AU4 
The eyebrows are 

generally lowered 
AU15 

Pull the corners of the 

mouth straight down 
AU27 

Parted lips see 

throat 

AU5 Raise the eyelid AU16 Pull the lower lip down AU28 
Suck the lips over 

the teeth 

AU6 Lift the cheek AU17 
Squeeze the lower lip up to 

the top 

AU41 

 

Slightly lowered 

the lid 

AU7 Eye contraction AU18 
Tuck the mouth in the 

middle 
AU42 Lower the eyelids 

AU9 
Retraction and lifting 

nose 
AU20 Pull the lips back AU43 Close the eyes 

AU10 Lift the upper lip AU22 Curl the lips into a funnel AU44 Lower eyelid up 

AU11 
Deepen the middle 

nasal lip 
AU23 

Clench the lips into one 

word 
AU45 Blink the eyes 

AU12 
Turn up the corners of 

the mouth 
AU24 Squeeze the lips together AU46 Monocular blink 

 

In Table 2, FACS encodes many subtle facial 

expressions, which is crucial for accurately interpreting 

and simulating subtle differences in facial expressions. 

Analyzing each expression yields a combination of AU. 

For example, the combination of happy expressions is 

AU6+AU12, which means lifting the cheeks and lifting 

the corners of the mouth. The combination of sad 

expressions is AU1+AU4+AU15, which means lifting the  

 

internal eyebrows, lowering the eyebrows as a whole, and 

pulling the corners of the mouth vertically downwards. 

The combination of surprise expressions is 

AU1+AU2+AU5+AU26, which means raising the inner 

eyebrows, raising the outer eyebrows, lifting the upper 

eyelids, and separating the lips to see the tongue. The 

combination of fear expressions is quite complex, 

consisting of 

AU1+AU2+AU4+AU5+AU7+AU20+AU26. It includes 
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a combination of lifting the internal eyebrows, raising the 

external eyebrows, lowering the eyebrows as a whole, 

lifting the upper eyelids, contracting the eyes, pulling the 

lips backwards, and separating the lips to see the facial 

features of the tongue. Principal Component Analysis 

(PCA) is used to generate face grid after obtaining facial 

features when expressions change through FACS. Then, 

key features can be extracted from face data and a 

low-dimensional representation of faces can be generated. 

The goal of PCA is to find a transformation that projects 

the original data into a low-dimensional space while 

preserving the variance of the original data as much as 

possible. Firstly, facial feature points are preprocessed, as 

shown in equation (4). 

 

 cx x = −  (4) 

 

In equation (4), cx  represents the data after 

centralization, x  represents the feature vector of the 

original dataset, and   represents the mean vector. The 

covariance matrix C  for the centralized data is 

calculated, as shown in equation (5). 
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In equation (5), n  represents the number of 

samples, and ,c ix  represents the i -th centralized sample. 

The eigenvalues of covariance matrix are decomposed to 

obtain the eigenvalues and corresponding eigenvectors. 

The eigenvector corresponding to the largest eigenvalue 

defining the main direction of the PCA space can be 

selected according to the size of the eigenvalues. The 

transformation matrix W  is constructed using the 

selected eigenvectors. The original data are projected into 

the PCA space, as shown in equation (6). 

 

 T

PCA cx W x=  (6) 

 

It is worth noting that the study constructs several 

assumptions when applying PCA. The assumptions 

include that the data changes are primarily linear, that the 

centralized feature points are independent of each other, 

that the eigenvalue distribution allows most of the 

variance to be preserved by selecting a small number of 

principal components, that the data need to be normalized 

to eliminate scaling effects, and that a certain 

reconstruction error is accepted. Therefore, the face Q  

is approximately represented as shown in equation (7). 
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In equation (7), E  represents the average face, iE  

represents the i -th PCA face vector, and i  is the 

coefficient. The study first needs to obtain the closest grid 

of neutral expressions in PCA space. The definition of 

feature point matching energy is shown in equation (8). 
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In equation (8), jc  represents the 3D position of 

feature point j , and 
jiv  represents its mesh vertex. ks  

represents the two-dimensional spatial feature points of 

the face, 
kcv  represents the corresponding 

three-dimensional spatial feature points of the face, and 

M  represents the projection matrix from 

two-dimensional to three-dimensional. The index of 

contour feature points on the grid can be determined 

through equation (8). The energy term for matching depth 

maps is defined as equation (9). 
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In equation (9), 
jdv  represents the vertex of the 

mesh, and jp  is the point closest to 
jdv  in the depth 

map. The study aims to minimize energy through a series 

of least squares optimizations, which are iterated 5 to 8 

times. Between consecutive iterations, update the mesh 

vertices corresponding to the contour feature points in 

equation (8) and the nearest point of each mesh vertex in 

equation (9). After obtaining the grid of neutral 

expressions, the grid of other expressions can be 

calculated based on the AU changes in FACD. 

Meanwhile, the grid deformation can use all facial feature 

points on color images as additional positional 

constraints. 

 

4.3 The actor-critic method in animation 

character mouth matching model 
The study regards the task of generating mouth animation 

as generating a sequence. Each time step corresponds to a 

specific facial expression or mouth state. The model uses 

the speech audio features and facial features of the 

character from the previous text as input states for the 

current time step, thereby predicting the facial features 

for the next time step.  
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This study uses the Actor-Critic method, which allows 

the model to gradually unfold the sequence of mouth 

animation generation. At each time step, the Actor 

generates a prediction of facial features, and the Critic 

evaluates the quality of this prediction and provides 

feedback. The schematic diagram of the Actor-Critic 

method is shown in Figure 6. 
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Figure 6: Actor-Critic process diagram 

 

In Figure 6, firstly, the method begins training by 

initializing the parameters of the Actor network and the 

Critic network. Then, based on the current state, the 

Actor network is used to generate actions and execute 

them, observing rewards and new states. Next, a Critic 

network is used to calculate the value function or state 

action value function of the current state. It updates the 

parameters of the Actor network based on the policy 

gradient algorithm to maximize the expected reward. 

Meanwhile, the algorithm updates the parameters of the 

Critic network based on the value function to reduce 

estimation errors. This process will continue to repeat 

until convergence or termination conditions are met. 

Through this approach, the Actor-Critic method can 

gradually learn the optimal strategy and achieve 

maximum expected return. The strategy gradient formula 

is shown in equation (10). 

 

( ) ( ) ( )
,

| log | ,
s a

J a s a s Q s a   =   (10) 

 

In equation (10), J  is a function of expected return, 

  is a policy parameter, ( )|a s  is a policy, and 

( ),Q s a  is a state action value function. The policy 

gradient theorem is the basis of this formula, which states 

that the policy gradient is equal to the gradient of the 

product of the state action value function ( ),Q s a  and 

the policy ( )|a s  with respect to the policy parameter 

 . The gradient of expected returns with respect to 

policy parameters can be obtained by summing up the 

state action space. The formula for updating the value 

function is shown in equation (11). 

 

( ) ( ) ( ) ( )| ,
a

V s a s Q s a V s = −    (11) 

In equation (11), ( )V s  represents the state value 

function. This formula is derived based on the Bellman 

equation. The Bellman equation states that the state value 

function is equal to the weighted sum of the expected 

returns obtained by taking all possible actions in that state. 

The update amount ( )V s  of the state value function 

can be obtained by calculating the difference between the 

state action value function ( ),Q s a  and the state value 

function ( )V s  and performing a weighted sum. The 

strategy update formula is shown in equation (12). 

 

( ) ( )log | ,a s Q s a    +   (12) 

 

In equation (12),   represents the learning rate. 

This formula is derived based on policy gradients. The 

update direction of policy parameter   can be obtained 

by calculating the policy gradient ( ) ( )log | ,a s Q s a   

through research. Then, the learning rate   is used to 

control the update step size and updates the policy 

parameters along the gradient direction. In this way, the 

study can gradually adjust strategies to maximize 

expected returns. In summary, the overall process of the 

animation character mouth shape matching model based 

on the Actor-Critic method is shown in Figure 7. 
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Figure 7: Animation character mouth matching model 

 

In Figure 7, a parameterized Actor model is trained 

to generate a sequence. The state includes audio features 

and previously generated expression features, while the 

action is the expression feature for the next time step. In 

addition, a parameterized Critic model was introduced to 

guide the Actor model in generating more realistic mouth 

movements through rewards. During the training process, 

real sequence data and synthetic sequence data are used 

to optimize the Critic model. To improve performance, a 

replay buffer is introduced and a deep deterministic 

policy gradient algorithm is used for training to minimize 

the error of the Critical network. 

 

5 Performance verification and 

actual effect analysis of animation 

character mouth matching model 
To explore the effectiveness and superiority of the 

research content, this study conducted experimental 

verification on the mouth shape matching model of 

animated characters. Firstly, it compared the performance 

of the model on different datasets, and then compared the 

different methods with the generated renderings of the 

model. 

5.1 Performance verification of mouth shape 

matching model for animated characters 
To verify the effectiveness and superiority of the mouth 

shape matching model for animated characters, this study 

selected three databases: Ryerson Audio Visual Database 

of Emotional Speech and Song (RAVDESS), Video 

Limit (VIDTIMIT), and Surrey Audio Visual Express 

Emotion (SAVEE) from the University of Surrey in the 

UK. RAVDESS is a database used for studying emotion 

recognition, containing audio and video data from 

different actors. The voice and song samples in this 

database cover different emotional states, such as joy, 

sadness, anger, etc. VIDTIMIT is a database used for 

studying audio and video synthesis. It is an extension of 

the TIMIT database, providing video data on facial and 

lip movements corresponding to speech. SAVEE contains 

speech samples from different emotional states in English, 

used for emotion recognition and related research. The 

study randomly selected 3/5 of the data in the database as 

the training set, and the remaining 2/5 of the data as the 

testing set. The training results are shown in Figure 8. 
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Figure 8: Comparison of training results 
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Figure 8 (a) shows that the training accuracy, 

precision, and recall of the RAVDESS database are all 

above 90%. Figure 8 (b) shows that the training accuracy 

and recall of the VIDTIMIT database are both above 90%. 

The accuracy is 89.56% when the data volume is 900, 

and the rest are above 90%. Figure 8 (c) shows that the 

training results of the SAVEE database are also excellent, 

with accuracy, precision, and recall basically above 90%. 

Therefore, this study further examined the performance 

indicators on the test set and compared them with mouth 

shape matching models supported by Gated Recurrent 

Unit (GRU), Convolutional Neural Network+Gated 

Recurrent Unit (CNN+GRU), and CNN+Long 

Short-Term Memory (CNN+LSTM) models. GRU is 

suitable for processing sequential data and is able to 

capture long-term dependencies in time series. 

CNN+GRU combines convolutional neural networks (for 

extracting visual features) and GRU (for processing time 

series features) to improve the accuracy of mouth 

matching. CNN+LSTM replaces the GRU with a Long 

Short-Term Memory (LSTM), which is equally good at 

processing sequence data and is able to learn long-term 

dependencies on information. In the experiment, the key 

hyperparameter settings are as follows. The evaluation 

frequency is to evaluate the model performance every 

1000 training steps. The learning rate of the Adam 

optimization algorithm is adjusted every 3×10^4 steps. 

The batch size is 256. The discount factor is used to 

determine the current value of future rewards, which is 

set to 0.99. The temperature parameter is used to control 

the updating amplitude of the policy gradient, which is 

set to 0.005. The comparison between accuracy and F1 

value is shown in Figure 9. 
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Figure 9: Comparison results of accuracy and F1 value of four algorithms 

 

Figure 9 (a) shows that for accuracy, GRU is below 

85%. CNN+GRU and CNN+LSTM are basically around 

90%. Among them, CNN+GRU has the highest accuracy 

on the VIDTIMIT database, reaching 90.67%, and 

CNN+LSTM has the highest accuracy on the SAVEE 

database, reaching 91.34%. The accuracy of the 

Actor-Critic method proposed in the study is superior to 

the first three, reaching a maximum of 96.48%, with an 

average of 95.61% on the three databases. In Figure 9 (b), 

the F1 value of the Actor-Critic method is also higher 

than that of the three comparison algorithms, with an 

average of 97.13%. Furthermore, the study compared the 

time series analysis performance of the four algorithms 

using Temporal Smoothness (TS) and Adaptive Temporal 

Smoothness (ATS) as indicators. The results are shown in 

Figure 10. 
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Figure 10: Comparison of TS and ATS 
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In Figure 10 (a), the Actor-Critic method has the 

smallest TS in all three databases, with values of 0.64, 

0.56, and 0.27, respectively. In Figure 10 (b), the ATS of 

the Actor-Critic method is also the smallest, with values 

of 1.26, 1.04, and 0.89, respectively. This means that the 

Actor-Critic method has a smoother temporal variation, 

which helps to reduce noise and abrupt changes, making 

the mouth matching results more stable and coherent. The 

study continued to compare the Peak Signal-to-Noise 

Ratio (PSNR) and Structural Similarity Index (SSIM) of 

the four algorithms, as shown in Figure 11. 
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Figure 11: Comparison of PSNR and SSIM 

 

Figure 11 (a) shows that on the RAVDESS database, 

the Actor-Critic method has a PSNR of 39.67 and a SSIM 

of 0.93. Figure 11 (b) shows that on the VIDTIMIT 

database, the Actor-Critic method has a PSNR of 46.58 

and a SSIM of 0.96. According to Figure 11 (c), on the 

SAVEE database, the PSNR of the Actor-Critic method is 

37.06 and the SSIM is 0.91. The results indicate that the 

Actor-Critic method has better image quality and more 

accurate preservation of structure and details compared to 

the comparative algorithms. Finally, the accuracy of the 

four methods is compared, and the results are shown in 

Table 3. 

 

 
Table 3: Accuracy comparison of the four methods 

- 
Accuracy (%) 

GRU CNN+GRU CNN+LSTM Actor-Critic 

RAVDESS 89.46 91.24 92.43 96.85 

VIDTIMIT 88.52 91.94 93.02 95.97 

SAVEE 87.46 90.61 92.99 97.05 

Mean value 88.48 91.26 92.81 96.62 

 

From Table 3, the Actor-Critic method has the 

highest accuracy on the three datasets, reaching 96.62% 

on average. The average accuracy of GRU, CNN+GRU, 

and CNN+LSTM is 88.48%, 91.26% and 92.81%, 

respectively. Therefore, the mouth matching model based 

on Actor-Critic method has high precision, F1 value, and 

accuracy rate, which has important practical application 

significance in the animation industry. It can generate 

highly synchronized and emotion-rich animation mouth 

shapes with speech, significantly improving the 

animation quality and enhancing the expressiveness of  

 

 

characters. 

5.2 Analysis of Actual Effects of Animation 

Character Mouth Matching Model 
To further demonstrate the superiority of the animation 

character mouth matching model supported by the 

Actor-Critic method proposed in the study, the effect 

images generated by various comparison algorithms were 

compared. The matching effect and matching rate of the 

animation character's mouth shape matching effect are 

shown in Figure 12. 
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Figure 12: Animated characters’ mouth matching effect 

 

Figure 12 (a) shows that the animated character 

facial model generated by the Actor-Critic method is 

more realistic and more similar to the expressions of real 

faces. Figure 12 (b) calculates and compares the matching 

rate of the matching effect map within 10 seconds. Figure 

12 (b) shows that the matching rate of the Actor-Critic 

method is consistently better than the four comparison 

algorithms. The highest matching rate is achieved in the 

second, reaching 97.38%, with an average matching rate 

of 94.29%. The average matching rate of GRU renderings 

is 82.54%. The average matching rates of CNN+GRU 

and CNN+LSTM renderings are 84.97% and 83.93%, 

respectively. To further understand the performance of 

each model on the test set, this study calculated the mean 

square error of parameters corresponding to different 

emotions and facial data. This study provided facial 

models that said the same sentence under three different 

emotions. This is to better observe the changes in facial 

expressions, as shown in Figure 13. 
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Figure 13: Animated characters’ mouth matching effect 

 

Figure 13 (a) shows that, overall, the mean square 

error of the Actor-Critic method is consistently lower 

than other comparison methods. When the emotion is 

anger, the mean square error is the smallest, at 6.436. 

This is because angry expressions contain more AUs and 

facial features are more prominent. The average mean 

square error of the Actor-Critic method is only 6.639. 

Figure 13 (b) shows the differences in facial expressions 

of the same sentence under different emotions. This 

indicates that the Actor-Critic method not only has a 

higher mouth shape matching rate, but also a more 

realistic expression. Finally, the study presented users 

with four animated videos generated by each of the four 

methods and asked them to choose videos that were more 

natural and realistic. Meanwhile, each video was rated. 

The results are shown in Figure 14. 
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Figure 14: User selection and rating results 

 

Figure 14 (a) shows that users believe that the mouth 

shape matching and facial expressions of animated 

characters in videos generated by the Actor-Critic method 

are more vivid and realistic. After careful statistics, more 

than 90% of users choose the Actor-Critic method, and 

the selection rate of video number 4 even reaches 98.64%. 

Figure 14 (b) shows that for the videos generated by the 

Actor-Critic method, the fluency and realism ratings 

reached 9.87 and 9.72, respectively. However, in the 

comparison algorithm, the highest flow smoothness is 

only 9.64. For videos from CNN+LSTN, the highest 

fidelity is only 9.04, while for videos from GRU. This 

indicates that the Actor-Critic method has achieved 

significant success in mouth shape matching and 

character expression generation, which has been highly 

recognized by users. This can demonstrate the 

effectiveness and superiority of the proposed animation 

character mouth shape matching model. 

6 Discussion 

The model of mouth matching was put forward. First of 

all, from the perspective of performance indicators, the 

proposed mouth matching model was superior to the 

methods listed in Table 1 in terms of accuracy, F1 value, 

PSNR, and SSIM. Specifically, the average accuracy of 

the research model on the three databases reached 

95.61%, the F1 value was 97.13%, the PSNR was about 

41.77, and the SSIM was about 0.93. In contrast, other 

methods in Table 1 had lower performance on these 

indicators, for example, the method using support vector 

machine and AR animator system [12], and the method 

using chain assembly system [13]. Although they 

improve the authenticity of animated characters, they do 

not pay special attention to the accuracy of mouth 

matching and the richness of emotional expression. The 

reasons for the difference in performance can be 

attributed to several key factors. The proposed model 

adopted Actor-Critic method and combined audio feature 

extraction and facial action coding, which not only 

improved the accuracy of mouth matching, but also 

enhanced the richness of emotional expression. In 

addition, 2D video datasets were introduced to make up 

for the shortcomings of 3D character datasets, helping to 

improve the generalization ability of the model. The 

advantages of the proposed model are that it can optimize 

mouth shape generation by Actor-Critic method, improve 

the learning and prediction ability of the model, and 

capture the emotional features in audio and reflect them 

in the facial animation of animated characters. However, 

the model mainly focuses on mouth matching, which 

does not deeply analyze other details such as blinking and 

turning the head. In summary, the proposed model 

provides a new solution for animation production by 

introducing reinforcement learning and feature extraction 

techniques. It not only improves the accuracy of mouth 

matching and the emotional expression ability of 

animated characters, but also lays a foundation for the 

further promotion and innovation of animation 

production technology. 

In addition, MFCC was used as the key method for 

audio feature extraction. However, MFCC may be 

sensitive to noise, whose sensitivity to tone change may 

lead to feature distortion in speech processing with 

different intonation or pitch. At the same time, MFCC has 

limited ability to capture nonlinear features and has a 

certain dependence on audio quality. Therefore, MFCC 

can be replaced by Perceptual Linear Prediction (PLP), 

another feature extraction method simulating auditory 

characteristics of human ears. PLP takes the perceptual 

nonlinearity into account in the extraction. Therefore, 

PLP may have better ability to capture the nonlinear 

features of speech signals. 

When using the Actor-Critic method, the research 

did not deeply consider the setting of hyperparameters in 

the Actor-Critic method. The parameter setting in the 

research referred to existing literature. Therefore, the 

subsequent research can further carry out a detailed 

analysis of the hyperparameter setting scheme. In 

addition, as the size of the dataset increases, the 

calculation requirements for the Actor-Critic method are 

also the same. The scalability of the model needs to be 

considered to handle larger datasets. For example, the 

model can be trained on multiple Gpus simultaneously 

through data parallelization techniques, or the model 



Animation Character Mouth Matching Model Considering… Informatica 48 (2024) 455–472 469 

parallelization method can be used to distribute different 

parts of the model to different computing devices. In 

addition, incremental learning allows models to be 

updated gradually as new data arrive, rather than being 

trained from scratch each time, which not only increases 

efficiency but also reduces the waste of computational 

resources. Distributed training frameworks can also 

enable models to be trained on multiple compute nodes to 

handle larger datasets. The performance of the model can 

be maintained or improved through these methods. The 

computational complexity can be effectively managed 

and reduced to ensure that the model can adapt to the 

growing volume of data. 

As automation advances, technologies must ensure 

that innovation is accompanied by appropriate ethical 

guidelines and regulatory measures to prevent misuse of 

technology, protect personal privacy, clarify liability, and 

promote the healthy development of technology. In 

addition, the use of automated methods to create realistic 

animation requires consideration of how to maintain the 

artistic and creative nature of animation. The automated 

methods should ensure that the spread of technology does 

not exacerbate social inequalities and update education 

and training systems to adapt to technological change. 

With these measures, future research can make better use 

of automated lip matching technology, while ensuring 

that it is applied ethically and responsibly. 

7 Conclusion 

A mouth shape matching model based on reinforcement 

learning and feature extraction is proposed to address the 

issue of mouth shape matching in animation production. 

The study first explores the development history of 

animation production and illustrates the importance of 

animated characters. Then, in this context, audio feature 

extraction, facial feature extraction, and Actor-Critic 

method are combined to complete the mouth shape 

matching of animated characters. Meanwhile, its final 

experimental verification is carried out. The experimental 

results showed that the model training results were good, 

with accuracy, precision, and recall basically above 90%. 

On the test set, the average accuracy and F1 value of the 

Actor-Critic method were better than GRU, CNN+GRU, 

and CNN+LSTM, reaching 95.61% and 97.13%, 

respectively. In addition, the Actor-Critic method had the 

smallest TS in all three databases, with values of 0.64, 

0.56, and 0.27, respectively. ATS was also the smallest, 

with values of 1.26, 1.04, and 0.89, respectively. The 

average PSNR and SSIM of the Actor-Critic method on 

the three databases were approximately 41.77 and 0.93, 

respectively. Finally, a user survey was conducted, and 

over 90% of users chose the Actor-Critic method. Overall, 

this study provides an advanced mouth shape matching 

model for the animation production, making significant 

contributions to improving the expressiveness and 

realism of animated characters. Although the research 

delves into the emotional changes in mouth matching, the 

simulation of key details such as blinking and turning of 

the head has not been addressed. Future research can 

focus on simulating the natural rhythm of blinking and 

the fluency of head movements to enhance the realism of 

animated characters. In addition, there are important 

directions to improve the naturalness of character 

animation, including capturing facial micro-expressions, 

developing context-aware action generation algorithms, 

and realizing personalized and real-time action generation. 

At the same time, multi-modal emotion analysis, user 

interaction customization, and cross-cultural emotion 

expression research will further enrich the character's 

emotional level and expression. 
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Higher mathematics is a term used to describe complex mathematical ideas and subjects that go beyond 

the fundamentals of algebra, geometry, and number theory. Geometry, linear algebra, discrete 

mathematics, topology, and analysis are often covered. It entails creating fresh mathematical ideas and 

solving challenging issues by applying solid mathematical rationalization. Economics, statistics, 

mathematical modeling, and software for descriptive statistics are all areas covered by mathematics 

applications. Global concern is being raised by the falling number of students pursuing elevated amounts 

of mathematics. The underperformance and disinterest of students in mathematics may be attributed to a 

variety of issues. One cause of the drop is the knowledge gaps that arise when learners do not acquire or 

comprehend important mathematical ideas. It is essential to provide the best teaching strategy. Blended 

learning combines online and in-person instruction utilizing a range of tools and communication channels 

that are accessible to both students and instructors. In the setting of data processing and statistics, 

multiple regression analysis could serve as a helpful tool for teaching mathematics. Thus, we suggested 

using a multiple regression model (MRM) in blended higher mathematics instruction. Using performance 

measures and comparisons to existing methods, we assessed the efficacy of the suggested approach. The 

study results proved that MRM has provided an implementation cost of 45. According to the results, the 

proposed approach helps students learn mathematics in a more significant way. 

Povzetek: Predstavljen je model za multiplo regresijo (MRM) v kombiniranem poučevanju višje 

matematike, ki združuje spletne in tradicionalne metode. Rezultati kažejo, da MRM izboljša učni proces, 

zapolni vrzeli v znanju in poveča motivacijo študentov.

1   Introduction 

The concept of higher mathematics is used to describe 

more complex areas of mathematics that usually need a 

solid grounding in calculus, linear algebra, and other basic 

mathematical principles. Blended teaching is an approach 

to education that combines online resources with more 

conventional methods of instruction. Both the learner and 

the instructor should be in the same room for there to be a 

truly blended teachingexperience. Students may study at 

their speed using blended teaching. Learners may review 

previously covered ideas and materials at any time, and 

move on at their own pace. With a learning management 

system (LMS), learners may go at their speed while still 

having quick access to previously covered information. 

These fields of study are common in bachelor's degrees 

and higher graduate degrees in maths, physics, and 

engineering, and they find applications in disciplines 

including computing, encryption, finance, and data 

science [1]. In this method mixes face-to-face classroom 

instruction with distance education. That someone might, 

for instance, study the internet to have a general 

understanding of a subject, before attending a lecture in 

person to ask questions of specialists and hone their 

knowledge in more depth. Dealing with abstractions and 

arguments, as is common in higher maths, necessitates an 

excellent grasp of mathematical reasoning and issue 

abilities. Higher-level mathematics may be taught in a 

mixed format, giving students the advantages of both 

traditional classroom instruction and an internet study. 

Implementing a blended teaching program successfully 

requires setting goals and objectives that are explicit, 

quantifiable, agreed upon, practical, and efficient [2]. The 

foundations of the blended teaching paradigm center on 

the formulation of instructional materials and settings. 

Content training, individualized training, student 

autonomy, connections, discipline, and relevancy are just 

a few of the pillars. As the average score of the class using 
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the blended teaching model is more than the minimal 

completeness requirement, it may be stated that blended 

teaching is more successful than traditional learning in 

increasing students' achievement of mathematical topics 

in tenth grade [3]. It is generally accepted that processors, 

graphical calculators, and the Web may be efficient 

mathematical tools, while the use of such technologies in 

mathematics teaching remains restricted in many settings. 

Although the term "blended teaching” is still not given a 

universally accepted meaning. Investigators of learning 

are becoming more interested in the potential of blended 

teaching environments for the instruction and study of 

mathematics [4]. Consider more about the "flipped 

classroom" technique: in this approach, students are given 

background information and readings from an outside 

category, and then return to use what they acquired in 

concern, group projects, and class discussions. The above 

strategy has the potential to shine in advanced 

mathematics, where drill and problem-solving are 

essential to mastery. Studies conducted at institutes have 

driven research into the implementation of flexible 

classrooms. The flipped classroom approach pushes 

students to use mathematical ideas to solve real-world 

issues, which helps them develop the critical reasoning 

and problem-solving abilities that are necessary for many 

different professions [5]. The analysis of simultaneous is 

used to analyzethe connection among aindependent 

measure and several dependent factors. Multiple 

regression models can be used to examine the correlation 

between various instructional methods, technological 

resources, or other elements and learner success in the 

setting of integrated learning. The efficacy of blended 

teaching models in contrast to conventional teaching can 

be assessed using multiple regression models. To 

determine that technology devices are most useful for 

improving student learning, multiple regression 

techniques could be utilized [6]. The application of 

technology as an educational tool aims to make learning 

more effective; among the pathways of learning 

effectiveness is the growth in students' reasoning ability; 

the anticipated potential is higher-order thinking skills, 

such as mathematical creativity.  

 

 

 

 

One of the elevated thinking abilities that students need to 

cultivate is the capacity to analyze creatively in 

mathematics. The amount of mathematics innovative 

reasoning ability is classified into four categories 

depending on that aspect, extremely creative, creative, 

pretty creative, and not creative [7].Researchers 

discovered negative attitudes in students including a 

complete absence of confidence in their ability to succeed 

across working hard, offense while beginning to 

experience rejection creates anxiety about giving incorrect 

responses is one indicator of resilience that was 

investigated but first showed up at the start of teaching, 

and when teachers asked students to answer questions and 

proceeded to the forefront of the class to explain to other 

companions, the majority of students, approximately 

67percent, felt embarrassed to come to the front of the 

class. More than 50 percent of students, or around 18 

students, remark that the issue is tough after studying the 

content and before working on the assignments [8]. The 

analysis year each student from a variety of programs 

revealed that online courses had a favorable impact on 

participation in tasks requiring mathematical reasoning, 

encouraging the utilization of internet learning in the 

context of mathematics instruction. Catch attention to the 

growing use of mobile technology in mathematics 

education, stressing that doing so has the impending to 

enhance performance by bringing mathematics instruction 

beyond the classroom and using specific benefits [9]. 

Multiple regression models could even, in general, be a 

useful tool for evaluating the efficacy of blended teaching 

in higher mathematics. Teachers may increase the quality 

of learning and improve learning performance by 

producing valuable teaching approaches, technological 

tools, and predictions of educational success [10]. The 

proposed multiple regression model (MRM) techniques 

for classifies in blended teaching of higher mathematics. 

2   Related works 

This section discusses the findings of several researchers, 

technical repots and research papers. The relevant 

literature is displayed in the table 1. 
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Table 1: Summary of related work 

Reference Proposed Result Limitations 

[11] 

Science technology and 

engineering mathematics (STEM) 

was success of elementary school 

students from poor socioeconomic 

regions was affected by 

conventional scientific education 

and integrated learning. 

The research is a quasi-

experimental investigation. 

Data from the student’s 

mathematical resiliency 

survey along with the initial 

maths competency exam. 

The impact of students' 

mathematical resilience after 

implementing blended teaching 

orientation learning models of 

behavioral conflict techniques. 

[12] 

The study described learning 

management system that is 

coupled with a powerful 

computational platform and 

automatic monitoring systems was 

used for the objective. It has been 

noted that students enrolled in 

biotechnology programs have 

developed more curiosity and 

enthusiasm in the field, which has 

led to improved competency. 

The analyze results was 

regard to the problem-

solving technique, the 

students were particularly 

able to identify its perks 

and how using the program 

had also been valuable to 

their success in their 

professional and academic 

lives. 

 

Complexity, resource shortages, 

human mistake risk, and 

vulnerability to cyberattacks are 

some of the 

limitations. Monitoring systems 

must be balanced with 

processing power. 

 

[13] 

The article provided the summary 

of a quantitative comparative 

investigation on the benefit of 

blended teaching, especially the 

station rotation approach, on the 

arithmetic performance of 413 

sixth-graders. Scores from the 

Measure of Academic Progress 

(MAP) and the State of Texas 

Assessments of Academic 

Readiness (STAAR) were utilized. 

The results suggest that 

blended learning might be 

positively implemented in 

schools, especially for 

children that require greater 

educational support in a 

single academic year and 

are intellectually backward. 

 

MAP examinations may not 

completely capture each 

student's progress and might not 

evaluate certain abilities or ideas 

in enough detail, thereby 

disregarding essential 

qualitative components of 

learning. 

 

[14] 

The research on the use of blended 

learning in the context of English 

as a second or foreign language. In 

the relatively young discipline of 

blended learning, traditional 

instructional methods are 

combined with online and remote 

learning. 

Outcomes determined that 

blended learning is an 

excellent way to improve 

students' desire to learn the 

language, as well as their 

language proficiency. 

 

The difficulties faced by 

language instructors while 

implementing blended learning 

are not well covered in the 

literature. Therefore, research is 

required to recognize and 

address such problems. 

 

 

[15] 

The article offered a specific 

example of blended education that 

combines conventional classes 

with internet community 

interactions and student-centered 

active learning environments. The 

objective is to improve a 

mathematics lesson's task design 

Mathematical findings 

point to significant 

advantages in the 

coordination and utilization 

of various semiotic 

representation systems as 

they have evolved.  

Mathematical coordination and 

application of many semiotic 

representation systems, which 

have developed throughout 

time, are limited by their 

intrinsic complexity, cognitive 

load, and interpretive 

difficulties, which hinder their 
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that affect learners' mathematics 

achievement. 

smooth integration and 

understanding in mathematical 

discourse. 

 

[16] 

Griffith Sciences Blended 

Learning Model was discussed in 

the section, along with the way it is 

utilized to integrate and 

manuscript blended concepts and 

structure in STEM education, the 

methodical support and instruction 

process was created, and the 

techniques employed to support 

the academic profession in 

teaching and learning. 

A result of blended learning 

approach was created as a 

consequence of using 

technological advances to 

foster grassroots 

movements about its 

academic and professional 

trainees and create acquire 

for a shift in the blended 

learning technique. 

Limited access to technology, 

possibilities for uneven student 

involvement, issues in 

sustaining human relationships, 

and difficulties in transferring 

hands-on activities to electronic 

submissions. 

 

[17] 

The article described the 

implementation of a blended 

learning method and the lessons 

learned to improve the arithmetic 

abilities and character of young 

adults in Bali's 8th grade. That 

improving teachers' ability to 

administer blended learning 

programs is crucial for improving 

students' mathematical aptitude. 

Outcomes are to enhance 

teachers' ability to 

administer blended 

learning programs is 

crucial to raising students' 

morale and mathematical 

competency. 

 

One disadvantage is that 

professors who are not 

experienced with blended 

learning techniques may object, 

which might prevent adoption 

from going effortlessly and 

affect students' learning 

produces and experiences. 

 

[18] 

The research used a quasi-

experiment to analyze the impact 

of a tailored intervention technique 

on learners' achievement in the 

program and studying habits in a 

blended learning environment. The 

goal is to determine whatever 

information fusion technique uses 

their information to deliver the best 

achievements. 

The results demonstrated 

that the students' academic 

performance improved as a 

result of adopting learning 

findings emphasize how 

crucial blended learning is 

to raising students' learning 

outcomes. 

 

The absence of random 

assignment in quasi-

experiments might undermine 

their internal validity. 

Limitations in controlling 

extraneous elements and 

confounding variables may 

erode the validity of correlations 

and generalizability. 
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3   Method 

Higher mathematics is employed for a variety of purposes, 

including forecasting the behavior of intricate systems like 

weather patterns or financial markets, creating algorithms, 

developing encryption techniques for encrypted 

transmission, and simulating biological systems like 

genetics or epidemics. Higher mathematics study is crucial 

for pupils. As a result, we provided the multiple regression 

model for higher mathematics blended teaching. The 

dataset for the research is comprised of Chinese students. 

The proposed flow is depicted in figure 1. 

 

Figure 1: Proposed architecture 

3.1 Dataset  

An amount of 408 students from the region of Guangxi 

are involved in this study. There are 317 female students 

and 91 male students, with a mean age of 14.3 years and 

12.5 years, respectively. 22.3% of student is boys and 

77.7% are girls, correspondingly. The 408 total students, 

47.05% are junior high students and 52.94% are from 

primary schools. 11.4% of the 192 primary school pupils 

are male, and 88.6% are female. 14.81% of the 216 junior 

high school students are boys, and 85.19% are girls [19]. 

3.2 Data preprocessing using normalization 

Data preprocessing describes the procedures and methods 

utilized to clean and convert raw data before being utilized 

for analysis or artificial learning algorithms. 

Preprocessing the information guarantees that it is reliable, 

comprehensive, and properly structured for analysis, 

making it a crucial stage in the data science process. In this 

study, we utilized min-max normalization. When a 

variable's range of entries is wide and the relative 

variances between those values matter, min-max 

normalization could be beneficial. Making ensuring that 

all variables have the same size is a typical practice in 

machine learning algorithms to enhance model 

performance. As a data-normalizing approach, min-max 

normalization scales numerical characteristics or variables 

to a predetermined range of values. 

The method involves rescaling a variable's values such 

that they fall between 0 and 1, with 0 denoting the 

variable's smallest value and 1 denoting its greatest value. 

Equation 1 gives the calculation for min-max 

normalization. 

𝑌𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑  =  (𝑌 − 𝑌𝑚𝑖𝑛) / (𝑌𝑚𝑎𝑥  −  𝑌𝑚𝑖𝑛)       (1) 

where Y denotes the variable's initial value, 𝑌𝑚𝑖𝑛 denotes 

its lowest value, and 𝑌𝑚𝑎𝑥denotes its maximum value. 

3.3 Higher mathematics teaching using 

multiple regression model (MRM) in blended 

teaching 

Mathematics could be taught well through blended 

learning, which mixes in-person and online instruction. 

The main feature of blended learning, which combines 

interactive and cooperative learning, was developed in this 

paper using topic materials, flipped classrooms, and 

student-centered instruction. Many online and offline 

exercises were created to fully achieve the connection 

between online and offline education. Self-paced training 

sessions including viewing films and taking quizzes are 

included, as well as interactive training tasks like peer 

assessment and class discourse. The tasks marked with the 

special icon were educational tasks that were carried out 

online using a website. The remaining exercises were 

mostly conducted offline and using blended learning. 

Before the session, most students learned on an online 

system. By viewing the videos, responding to the Q and 

A, or participating in the topic discussions with their 

students, they may get a taste of the course in preparation. 

Students are free to select the time and location for their 

online class exploration. The flexible teaching dominated 

in-class interactions. The instructor utilized a built-in 

mobile software named rainfall education tools to conduct 

random committee meetings and case analysis while 

teaching important and challenging learning points based 

on the student's educational circumstances. The center was 

used for the students. Students may engage in peer-to-peer 
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discussions with instructors and their classmates, engage 

in activities, or communicate through on-screen remarks 

in a virtual classroom. Classroom instruction allowed for 

the smooth blending of online and offline education. 

Activities for learning after school were created to assist 

pupils in processing what they have learned. On the portal, 

multiple-choice questions (MCQs) and peer-review tasks 

were assigned to every unit of an instructional subject. The 

learning software arbitrarily produced the MCQ's choices 

and topics. In every lesson, there were two opportunities 

for students to finish their MCQ tasks. They have the 

option of responding twice or just once. Peer assessment 

aids students in comprehending and reconsolidating the 

information by assisting them in understanding the 

answers of their classmates. Students may examine the 

films, examine manuals, or refer to other pertinent 

resources as needed for these after-class projects. In this 

blended teaching MRM is incorporated to enhance the 

mathematics training.  

In the environment of data research and statistics, a 

multiple regression model may be a helpful tool for math 

instruction. The efficacy of blended learning in advanced 

mathematics may be examined using MRM. The MRM 

attempts to evaluate how mixed learning affects 

mathematics produces by taking into account a number of 

variables, including instructional strategies, student 

involvement levels, and past educational achievement. 

The model may help teachers optimize their instructional 

strategies for enhanced academic performance in higher 

mathematics by revealing which components of blended 

learning contribute most substantially to student 

performance through statistical analysis. The following 

suggestions will help to teach mathematics using a 

multiple regression model. Before going on too many 

values, it starts with simple instances and introduces 

students to basic analytical concepts, including the 

connection between two variables. The fundamental ideas 

of the subject matter will be better understood by the 

students, as well as how they may be used to model 

connections between variables. It shows students practical 

applications of their studies, such as estimating the cost of 

a home based on location, size, and other criteria. Students 

will benefit from this as they learn about the real-world 

uses of arithmetic. It gives students the chance to use 

actual data and conduct numerous correlation assessments 

independently. Excel or other statistical tools may be used 

for this. It emphasizes how to analyze the findings. Instead 

of only computing the findings of the multivariate logistic 

analysis, it challenges students to concentrate on analyzing 

them. They will have a better understanding of how to 

forecast the future and reach conclusions using regression 

analysis as a result. It Determines the independent factors. 

The independent variables might include a variety of 

elements that could affect how well students learn 

arithmetic, including the student's previous math 

knowledge, the degree of the instruction, the resources on 

hand in the curriculum, and the student's degree of desire 

and engagement. Therefore, teaching math may benefit 

greatly from using multiple regression analysis, especially 

when it comes to documentation interpretation and 

statistics. MRM can be utilized to model connections 

between variables and create predictions, and by giving 

students practical knowledge and real-world applications, 

they can better understand higher mathematics. 

4   Results and discussion 
In this section, the proposed MRM effectiveness is 

evaluated. The assessment metrics used for evaluation 

such as understanding rate, pass rate, problem-solving, 

critical thinking, and implementation cost. The 

conventional techniques used for comparison are 

GeoGebra [20], Dynamic geometry software (DGS)[21], 

and Action learning and concept motivation (AL-CM) 

[22]. 

4.1 Understanding rate 

An understanding rate is a unique ratio where the two 

terms are expressed in several units. Several techniques, 

including tests, quizzes, and other evaluations that gauge 

learners' comprehension of the subject matter, may be 

used to gauge the understanding rate in MRM learning. In 

order to ensure that students can understandhigher 

mathematics and achieve in their learning, educators may 

also regularly communicate with and provide comments 

to the learners, assess their progress, and modify the 

teaching techniques as necessary. The recommended 

technique has a higher level of understanding rate in 

mathwhenmeasured against the previously used methods. 

Figure 2 shows the understanding rate of the proposed and 

existing techniques. Table 2 shows the results of the 

understanding rate. 

 

Figure 2: Understanding rate of the proposed and existing 

techniques 
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Table 2: Results of understanding rate 

 
Understanding rate (%) 

 

 
GeoGebr

a 

DG

S 

AL-

CM 

MRM 

[Proposed] 

1 45 73 66 93 

2 50 53 76 90 

3 55 60 76 94 

4 60 79 83 92 

5 65 75 85.6 98.5 

 

4.2 Pass rate 

The proportion of standardized tests that succeed is known 

as the pass rate. The proportion of learners that 

successfully finish the course or program with a passing 

grade is referred to as the pass rate in MRM learning. 

Sincepass rates differ between institutions and subjects, it 

is impossible to assigna certain pass rate to blended 

teaching. Figure 3 shows the pass rate of the proposed and 

existing techniques. Table 3 shows the results of the pass 

rate. In summary, effective implementation of MRM 

learning results in a high pass rate compared to the existing 

method. 

 

Figure 3: Pass rate of the proposed and existing 

techniques 

 

 

Table 3: Results of pass rate 

Methods Pass 

rate 

(%) 

GeoGebra 55 

DGS 66 

AL-CM 75 

MRM 

[Proposed] 

97.9 

 

4.3 Problem-solving 

The expression problem-solving refers to skills that may 

be used todiscover the root of an issue and gives the best 

solutions. Problem-solving, being an integral aspect of the 

majority of actions, is the process of reaching a goal by 

overcoming barriers. Simple personal tasks and difficult 

challenges with blended learning are only a few of the 

problems solving. Information handling, reasoning, and 

imagination are the three skills that are the main elements 

of problem-solving. These three elements may be used to 

create problem-solving techniques that provide creative 

and successful responses to issues. Information handling, 

reasoning, and imagination are higher in the proposed 

method. Figure 4 shows the problem-solving of the 

proposed and existing techniques. Table 4 shows the 

results of problem-solving. 

 



480   Informatica 48 (2024) 473–484 Z. Li 

 

 

Figure 4: Problem-solving of the proposed and existing 

techniques 

Table 4: Results of problem-solving 

 
Problem-solving (%) 

Information 

handling 

95 

Reasoning 90 

Imagination 98 

 

4.4 Critical thinking  

Questioning, analyzing, interpreting, and making a 

judgment about what one reads, hears, says, or writes are 

all elements of critical thinking. To become effective 

learners and hard workers, students must acquire the talent 

of critical thinking. A good setting for the development of 

critical thinking abilities is found in higher 

mathematicsbased on MRM learning. Figure 5 shows the 

critical thinking of the proposed and existing techniques. 

Table 5 shows the results of critical thinking. 

 

 

Figure 5: Critical thinking of the proposed and existing 

techniques 

Table 5: Results of critical thinking 
 

Critical thinking (%) 

Investigation 95 

Interpretation 91 

Assessments 98.8 

 

 

4.5 Implementation cost 

The cost incurred in developing and implementing a plan 

to implement one or more particular concrete proof 

techniques is known as implementation cost. The cost of 

implementing MRM teachingwill depend on the 

institution's particular requirements and objectives. These 

are some elements that may affect the price of 

implementing learningtechniques for higher mathematics. 

Figure 6 shows the implementation cost of the proposed 

and existing techniques. Table 6 shows the results of 

implementation cost. It proves that the suggested method 

uses less implementation cost. 
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Figure 6: Implementation cost of the proposed and 

existing techniques 

Table 6: Results of implementation cost 

Methods Implementation cost (%) 

GeoGebra 90 

DGS 85 

AL-CM 78 

MRM [Proposed] 45 

 

5   Discussion 
The drawback of using a GeoGebra is that it may be 

difficult for students to understand and manipulate 

multiple variables at once in the blended education. This 

could make it more difficult for students to understand 

fundamental mathematical concepts and increase 

cognitive load, which would hinder learning effectiveness. 

Several regression models into blended learning for 

higher-level mathematics are the possibility of increased 

interaction and visualization complexity. In a blended 

educational environment, students' comprehension and 

interaction with the regression recommendations may be 

hampered by DGS which is incomplete support for the 

complex data manipulation required. Higher education is 

that it might be too difficult for certain students, which will 

lower their interest in the subject matter. Since AL-CM 

emphasizes practical problem-solving and the application 

of mathematical ideas in practical situations, it might be 

better at producing desire. By analyzing these drawbacks, 

our suggested method MRM tends to overcome this issue 

and provide more efficient results 

6   Conclusion 
A multiple regression model (MRM) could be employed 

to examine the association between several independent 

factors and a dependent variable. MRM may be used to 

determine the variables that are most closely linked to 

student learning achievements when applied to the 

teaching of mathematics. MRM may be a very useful tool 

for engaging students and assisting them in understanding 

difficult mathematical ideas in higher mathematics. A 

method of education known as blended learning mixes 

online and in-person training in a manner that improves 

the learning process. Several disciplines, including 

physics, engineering, computer science, finance, and 

cryptography, utilize higher mathematics. It is crucial for 

simulating complicated processes and tackling issues that 

call for a better comprehension of mathematical ideas. 

Thus, we recommended the MRM in blended teaching of 

higher mathematics. The dataset used was composed of 

Chinese students. The data were normalized using Min-

Max as part of the preprocessing. Evaluation and 

comparison with previously used methods are performed 

for the performance indicators understanding rate, pass 

rate, problem-solving, critical thinking, and 

implementation cost. The data showed that the suggested 

MRM provides students with an effective education in 

higher mathematics. A limitation of watching instructional 

videos during the coronavirus epidemic, according to 

parents, was that their children need their whole 

concentration. Higher education is provided more 

accessible and effectively when blended learning 

integrates conventional teaching strategies with internet 

resources. Technological obstacles, challenges in 

maintaining active engagement, and possible inequalities 

in resource accessibility are among the constraints. 

Specific educational processes, resource allocation, 

instructional approaches, and continuous improvement in 

course structure and execution are all made possible by the 

use of a multiple regression model in blended learning for 

higher mathematics. Such benefits subsequently translate 

into increased student engagement and achievement. The 

disadvantage of using the multiple regression model 

(MRM) in blended learning for higher education depends 

on assumptions regarding normality, linearity, and 

residual independence. Such presumptions could not 

always apply in complicated educational environments, 

which might jeopardize the model prediction of accuracy 

and generalizability. Regarding reliable results from 

studies, it is crucial to carefully evaluate the constraints 

and possible biases of MRM. In the future, innovative 

technology may be used with the suggested approach to 

maximize its efficacy. 
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MRM improvement: To increase the MRM's reliability 

and efficacy in estimating student outcomes, more 

optimization and refining of the model requires to be 

explored. Innovative technology integration wasthe 

prediction potential of the MRM will be enhanced by 

examining the integration of cutting-edge technology like 

natural language processing methods or ML algorithms. 

These tools may make it possible to analyze student data 

more thoroughly to gain a greater understanding of the 

trends and actions associated with learning. 
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With the advent of cloud computing, many organizations, institutions, and individuals have chosen to store 

their data in the cloud as a way to compensate for limited local storage capabilities and reduce expenses. 

However, the process of uploading data to the cloud results in relinquishing control over it, leaving the 

data owner unaware of the details of its storage and location. Hence, ensuring data confidentiality and 

integrity has emerged as a critical concern, especially with regard to cloud employees and other potential 

attacks. A significant amount of investigation has been conducted on the security aspects of cloud 

computing, with a particular focus on permanent removals. Hence This study investigates the deployment 

of deletion assurance in cloud computing on two separate cloud platforms, employing strategies such as 

cryptographic key partitioning, cryptographic-based random writing, and link deletion within confirmed 

deletion scenarios. The characteristics of this approach include security safeguards like asymmetric 

encryption (specifically Elliptic Curve Cryptography (ECC)) and multiple hashing algorithms like hash 

256 are used to fortify the security and confidentiality of data stored in the public cloud and the secrecy 

of files kept in the cloud is unaffected by invasions from the outside or from within an encrypted file 

prevents a threat from reading it and the owner may easily encrypt each file with a fresh key by managing 

and storing the keys using the key management center also authorized users are able to request this key 

thanks to secure access enforcement and In the event of assure deletion, the file is overwritten with random 

encryption and uploaded to the cloud, updating all copies while deleting all links and keys from the key 

management. 

Povzetek: Študija se ukvarja z varnostjp oblačnega računalništva s poudarkom na zagotovitvi brisanja 

podatkov. Uporabljeni so algoritmi za kriptografsko brisanje, ECC šifriranje in delitev ključev za varno 

in zanesljivo odstranitev podatkov iz oblaka. 

 

1 Introduction  
Cloud computing facilitates effective and economical 

provision of resources to users upon request through the 

internet. The new operational framework of the 

organization promotes the utilization of the public 

cloud for online data retention and collaboration with 

external entities and institutions. Users are solely 

charged for the resources they utilize, resulting in 

diminished initial establishment and information 

technology infrastructure expenses. Cloud services 

empower individuals to stockpile and retrieve 

substantial volumes of data from a remote location, 

thereby diminishing the necessity for data maintenance 

and administration [1], [2], [3], [4]. With the use of 

commodity clusters, cloud computing has brought 

about a framework that makes it easier to assign data 

processing responsibilities to outside parties. By 

empowering data owners to trust third parties with their 

sensitive information, this approach reduces the 

computational and administrative costs involved in 

granting authorized users access to and manipulation of 

the data. When individuals and companies upload data 

to the cloud. You lose direct control over this data, so 

it is necessary to implement a security access policy for 

this data to ensure its security and integrity [1]. The 

purpose of secure deletion is to ensure that data is not 

used by unauthorized parties [5]. This goal is achieved 

by taking steps to prevent unauthorized access to your 

data after the deletion process is complete [6], [7]. Data 

must be encrypted before being sent to the cloud server. 

Therefore, most existing data deletion techniques rely 

on decryption key deletion to achieve the desired result 

of secure data deletion. Nevertheless, numerous 

challenges have arisen in this respect, such as the 

intricacy linked with key management, the protracted 

procedure of data destruction, and the restricted 

authority over data access [6]. Guaranteed deletion can 

protect the confidentiality of user data while also 

maintaining its accuracy [8]. All of these methods, 

meanwhile, fall short when it comes to the validation 

process used to evaluate the results of deleting data in 
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the context of cloud computing. Thus, it is necessary to 

investigate the application of strong procedures for safe 

data removal as well as validation in the context of 

cloud computing [9]. There exist three primary 

methodologies. The most straightforward and highly 

efficient approach to achieve data eradication is via 

dissociation, or elimination. Eradication by 

superimposition: In order to supersede the original data 

within the cloud by updating it, the proprietor of the 

data engenders a data unit haphazardly that bears 

identical same name, classification, and magnitude as 

the data that necessitates erasure. The fundamental 

tenet underlying eradication by cryptology, or the 

annihilation of the decryption key, lies in the fact that 

the possessor of the data enciphers the dossier prior to 

externalization, and subsequently obliterates the 

decryption key of the enciphered dossier to render the 

encoded text infeasible for use [10], [11], [12], [13]. 

 

1.1 Contribution 

      In this paper, we put forward a hypothesis for a 

theoretical framework and plan for the encryption of 

information, the administration of cryptographic keys, and 

the preservation of keys. Additionally, we argue for the 

use of two separate cloud infrastructures to house both 

keys and documents. Furthermore, we propose the 

execution of a reliable method for data removal, 

employing a technique of overwriting using randomized 

encryption. Moreover, we suggest the elimination of keys 

and the revocation of the association policy. 

     The rest of the paper is organized as follows. Section 2 

presents the most recent related work. The proposed 

method is presented in section 3. In section 4 

Implementation and thorough analysis of the proposed 

method are presented. Section 5 concludes the paper. 

 

2 Literature review  
      Researchers have suggested many deletion schemes 

based on policy revocation technology Overwriting, and 

other techniques. Below are some of the recent related 

works. 

     Tang et al. [14] designed a system for assured file 

deletion by revoking the file access policy. They depend 

on the encryption of data files and a data key to guarantee 

the privacy of files Initially, each data file is associated 

with a single policy or multiple policies through logical 

connections. In order to delete the file, the owner of the 

data revokes the policy associated with the file, and 

subsequently the key manager erases the private key 

rendering the data key irretrievable. 

     Yuchuan Luo et al. [15] proposed a new scheme for 

assured deletion called Permutation-based Assured 

Deletion Scheme (PADS) for the purpose of deleting data 

in cloud storage. This particular system involves the cloud 

generating data blocks in a random manner in order to 

overwrite the original data and ensure its recoverability. 

Additionally, it allows the data owner to confirm the 

results of the overwrite operation, ensuring successful 

deletion of data in the cloud. 

    Tyne et al. [8] A safe and effective ordered overwrite 

and erase scheme (SEAD-OO) is proposed. This method 

provides a multi-copy storage system for cloud data and 

adopts an ordered coverage method. The technology is 

composed of four basic components: Cloud Service 

Provider (CSP), Key Manager, Hyperledger Fabric, and 

Data Owners (including Authoritative Data Owner (ADO) 

and General Data Owner (GDO)). ). ADO encrypts the 

file, uploads the ciphertext to the CSP, and passes the 

corresponding key to key management. ADO and GDO 

use the Diffie-Hellman protocol to establish session keys. 

Data accessibility is exclusively authorized based on the 

attributes of the data owner. 

    Zakaria and Mustapha [16] proposed a system to 

produce and store encryption keys locally rather than by a 

third party which was based on the Trusted Platform 

Module (TPM). Secure storage and cryptographic 

operations are offered by TPM, a hardware device often 

installed on the motherboard of a laptop or computer. By 

using the TPM chip's cryptographic features, the data is 

encrypted throughout the guaranteed deletion process, and 

a distinct key is created for it. Following the completion 

of the encryption procedure, only the encrypted data 

remains in the cloud storage with the original data being 

completely wiped. Because the encryption key is safely 

kept inside the TPM chip, FADETPM guaranteed deletion 

ensures that data cannot be accessed or recovered by 

unauthorized parties. This is what makes the technology 

unique. 

     Zhenjie Xie and colleagues [17] introduced a novel 

technique for ensuring the deletion of cloud data. By 

incorporating the XOR operation within a block cipher, 

the resulting cipher data becomes highly nonwearable, 

which presents an appealing approach to achieving 

assured deletion. The non recoverability of the original 

data subsequent to a deletion operation can be 

significantly enhanced by eliminating the key and certain 

encrypted data through the involvement of a trusted third 

party (TTP).  

    Wang and Luo [18] introduced a classification system 

for secure cloud data removal that is based on 

cryptographic methods. They examined this classification 

from two perspectives: one that involves a third-party key 

management centre and another that does not. 

     Joshi and Panchal [19] conducted a study on the 

requirements that need to be taken into account when 

ensuring assured data deletion in cases where the client 

does not have trust in the cloud server provider. These 

requirements include fine-grained deletion, cloud 

computation, availability of services, timeliness, complete 

deletion, and deletion acknowledgement. Furthermore, 
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they presented existing techniques for ensuring assured 

deletion in the cloud, along with their limitations. 

Table 1 highlights several strategies and mechanisms that 

have been utilized in the literature bringing out the most 

important features of each method.       

Table 1: Comparison of various file assured deletion mechanisms based on common techniques 

References 

 

Assure deletion Proof of 

deletion 

Policy 

 

Overwriting 

 

KM TTP 

[8] ✓  ✓  ✓  ✓      

[9] ✓      ✓      

[14] ✓  ✓  ✓    ✓    

[15] ✓  ✓    ✓  ✓    

[16]       ✓      

[17]           ✓  

3   Methods and implementation  

As we noted in Section 2, we propose a conjecture for a 

conceptual framework and blueprint for the encryption of 

data, the management of cryptographic keys, and the 

retention of said keys in a key custodian. Furthermore, we 

advocate for the utilization of two distinct cloud 

infrastructures to store both keys and files. Moreover, we 

put forward the implementation of a secure approach for 

data eradication, employing a process of overwriting 

utilizing randomized encryption. Additionally, we 

recommend the eradication of keys and the annulment of 

the association policy. 

 

3.1 Preliminaries 

 In this section, we give four preliminaries encryption, 

Secure Hash Algorithm (SHA-256), Encryption Standard 

Algorithm (AES) and Rivest-Shamir-Adelman (RSA). 

 

3.1.1. ECC encryption 

      Elliptic curve cryptography (ECC), a variant of the 

public key cryptosystem RSA, distinguishes itself by its 

enhanced adaptability and its provision of a desirable 

alternative for cryptographic algorithm researchers. In 

addition, the capacity of ECC to ensure a comparable level 

of security to RSA, despite using smaller key sizes, is 

noteworthy; for example, a 160-bit ECC key provides a 

level of security equivalent to that of a 1024-bit RSA key 

[20], [21]. 

 

3.1.2. Secure hash algorithm (SHA-256) 

There are several options for cryptographic hash 

functions, including secure hashing algorithms. This 

algorithm is known as a "one-sided" cryptographic 

function, meaning that the original text cannot be 

recovered through decryption. The deterministic and 

consistent properties of a hash function ensure that it 

always produces the same hash result every time it 

processes a given message [22], [23]. 

 

 3.1.3. Encryption standard algorithm (AES) 

      Known alternatively as private key cryptography, the 

Advanced Encryption Standard method (AES) is a 

cryptographic method based on symmetric cryptography 

principles. In this approach, the encryption and decryption 

operations are carried out using the same key. Several 

lengths of cryptographic keys are used to ensure safe data 

encryption. There are three different key size options: 128, 

192, or 256 bits. Data is encrypted using AES in blocks of 

128 bits each, functioning as a block cipher. As a result, it 

takes an input of the same length and outputs a 128-bit 

encrypted ciphertext[24]. 

3.1.4. Rivest-Shamir-Adleman (RSA) 

     the public key, which is used for encryption, is 

distributed to all users, while the private key, which is 

used for decryption, is kept secret. This is an example of 

an asymmetric cryptography algorithm. Usually, the keys 

have a length of 1024 or 2048 bits. Digital signatures and 
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public key encryption are two applications for this 

method. The difficulty of factoring in huge prime 

numbers, which are used to produce the keys, is the 

foundation of its security[25], [26], [27]. 

3.2 System model 

     The principal constituents of a secure file deletion 

system, as delineated in Figure 1, are derived from the 

FADE-ECC model. The model comprises four distinct 

entities, namely the data owner, key manager, cloud 

service provider1, and cloud service provider2 

 

 

3.2.1. Data owner - cloud users (DO) 

     The clients consist of both corporate entities and 

individual users. These clients engage in the rental of 

cloud services that are offered by the cloud service 

provider. These services entail a diverse selection of 

offerings, such as storage spaces, resources, 

infrastructure, and other related services. The purpose of 

availing these services is to leverage their economic and 

administrative merits, thereby alleviating the local burden 

associated with the utilization of these resources. Service 

consumers, in turn, establish an account with the cloud 

providers to make use of the most suitable cloud services 

available. 

Figure 1:  System model 

3.2.2. Key manager (KM) 

 The key manager is responsible for generating and 

managing the ECC private-public keys (control keys). 

Generates control keys based on the password hash value 

provided by the data owner, sends the public key to the 

data owner for use in encryption and keeps the private key 

for decryption. It deletes the private key when the data 

owner asks to delete it. 

 

3.2.3. Cloud service providers 1 (CSP1) and 2 

(CSP2) 

These are two different businesses that provide elastic 

computing resources that are pay-as-you-go accessible to 

operations throughout the network. 

 

 

3.3. System description 

This section shows how the various components of the 

architecture work together and provides a high-level 

overview of its data activity, including uploads, 

downloads, deletions, and post-deletion verification. 

3.3.1. Data encryption and uploading process 

      The public/private key (ei, di)' creation of the ECC is 

performed by the data owner (DO). The file is encrypted 

using the public key (ei), while the private key is split into 

two parts (d1f, d2f) based on the data owner's policy. 

Additionally, a SHA-256 hash of the file name is created 

and sent to the key manager. Key Manager (KM), on the 

other hand, creates two ECC type keys (ekm, dkm), 

maintains the private key (dkm) with a hash of the file 

name, and sends the public key (ekm) to the data owner. 

The keys that were divided are then encrypted using the 
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public key of the key manager (KM) through ECC 

encryption. Afterwards, the encoded document and the 

initial encoded key are transferred to the initial cloud, 

while the checksum of the document is transferred with 

the second encoded key to the second cloud. Finally, all 

keys are erased, as illustrated in Figure 2  

 

 

Figure 2:  Data encryption and uploading process 

 

 

3.3.2. File downloading and integrity 

checking process 

The encrypted file (C) and the first encrypted key (K1) are 

downloaded by the data owner (DO) from the first cloud. 

Additionally, the data owner (DO) downloads the second 

encrypted key (K2) along with the file hash and the policy 

(pi) from the second cloud. Subsequently, a random value 

(R) is selected by the data owner (DO) and combined with 

the encrypted keys. These encrypted keys, along with the 

Hash-256 of the file name, are then transmitted to the key 

manager (KM).  

 

Upon receipt, the key manager (KM) performs a 

comparison with the stored data. If a hash match is found, 

the sent keys are decrypted by the key manager (KM) 

using the ECC private key that is stored with him. The 

decrypted keys are then returned to the data owner. 

Following this, the random value (R) is removed and the 

keys (di) are collected based on the specified policy. 

Subsequently, the file is decrypted using ECC and finally 

opened. It is evident as depicted in the Figure 3. 
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Figure 3:  File downloading and integrity checking process 

 

3.3.3 File deletion and verification process 

       In the process of confirmed deletion, the data owner 

(DO) employs a technique known as overwriting of the 

file. This involves encrypting the file a second time, 

utilizing a random public key of the ECC type without a 

private key. Simultaneously, the DO encrypts the file 

using the public key (PupR) and sends the Hash-256 of the 

file name to the key manager (KM). The KM is requested 

to erase the private key that they possess and subsequently 

re-uploads the file to the cloud, where the provider updates 

their copies. Following this, the DO asks the provider to 

erase the file. As a result, it can be ensured that the file 

stored in the cloud is rendered unusable since it is 

encrypted with a random encryption and lacks a first 

decryption key which has also been erased from key 

manager (KM), as portrayed in Figure 4. 

3.4 Working environment 
The mechanism known as FADE-ECC along with the 

FADE archetype were effectively implemented and 

executed on our Personal Computer as well as on the 

Firebase cloud. The process of execution entailed the 

utilization of a Python program in conjunction with a 

PyCharm editor on a Windows 10 Pro operating system. 

This particular OS is a 64-bit platform equipped with an 

Intel(R) Core (TM) i5-6300U processor that operates at a 

speed of 2.40GHz. Furthermore, the system was bolstered 

by a 16GB Random Access Memory (RAM) to support 

the execution of the tasks at hand. In order to gauge the 

performance of the application we proposed, a series of 

tests were conducted at various stages using files of 

different sizes, ranging from 1KB to 10 MB. The duration 

of the application's execution was carefully measured and 

then juxtaposed against that of the FADE mechanism at 

each stage. The primary objective of this evaluation was 

to assess the effectiveness of the implementation of our 

application. The interface of our implementation 

application is constructed based on the Tkinter module 

within the Python programming language. The 

functionality of our application commences with the input 

of credentials to grant access to the client for the use of the 

application. This process involves the design of a login 

system window, for entry. These fields require the 
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authorized customer's user name and password for 

progression to the subsequent window of the application, 

which encompasses the stages involved in the 

implementation of our proposed design. Individuals 

lacking authorization to access the system or those 

without the requisite login credentials are unable to 

advance beyond the initial window of the simulated 

application. Consequently, our application serves as a 

barrier to prevent hackers and unauthorized users from 

infiltrating the system and gaining access to client data. 

 

4   Analysis and experiment 

The FADE-ECC mechanism and the FADE archetype 

were effectively executed on our Personal Computer and 

on the Firebase cloud. The execution involved the 

utilization of a Python program and a PyCharm editor on 

a Windows 10 Pro operating system, which is a 64-bit OS 

equipped with an Intel(R) Core (TM) i5-6300U processor 

operating at a velocity of 2.40GHz. Additionally, the 

system was supported by a 16GB Random Access 

Memory (RAM). To evaluate the performance of our 

proposed application, we conducted tests at each of the 

three stages using files of varying sizes, ranging from 1KB 

to 10 MB. The execution duration of our application was 

measured and compared with that of the FADE 

mechanism at each stage. This assessment aimed to 

evaluate the efficacy of our application implementation.

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4:  File deletion and verification process 

4.1. File encryption and uploading stage 

     At this point, our system generates keys using ECC 

and choosing a policy, then encrypts the file, hashes the 

private key, and sends the hash with the file name to the 

key manager. The key manager also creates keys using 

ECC and sends the public key, then (encrypts) the keys 

and sends them to two clouds, while choosing the 

FADE model. At this stage, he chooses a policy 

associated with the file, then creates a key of type AES 

and sends the policy to the key manager to create two 

keys of type RSA and send the public key is sent to the 

file manager to encrypt the private key and send it to 

the cloud. The time has been calculated for the two 
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models as shown in Tables 1 and 2 and compared in 

Figure 5. 

Table 2: FADE-ECC Execution Time (Seconds) 

File size File encryption  Key manger Key encryption  File upload  Total 

1KB 0.000958 0.02295 0.02318 3.48912 7.32628 

10KB 0.001351 0.030574 0.02336 4.80971 11.00565 

100KB 0.000997 0.028453 0.03497 4.09435 11.75391 

1M 0.004986 0.030191 0.02353 5.46235 12.93462 

10M 0.030574 0.025616 0.019398 18.53329 34.32785 

  

Table 3: FADE Execution Time (Seconds) 

File size File encryption  Key manger Key encryption  File upload  Total 

1KB 0.011967 3.647901 0.003008 2.255421 10.6916 

10KB 0.016942 5.212392 0.002023 2.947587 12.9932 

100KB 0.021533 5.574451 0.002091 4.155981 13.4686 

1M 0.024003 7.75404 0.002093 5.233113 18.3231 

10M 0.08769 9.14106 0.0019814 25.28561 41.9516 

 

 

Figure 5:  Comparison between the execution time of FADE and FADE-ECC 

4.2 File downloading and decryption file 

      At this particular stage within our model, the 

individual who possesses the data proceeds to download 

both the file and the initial key from the first cloud. In 

addition to this, they also download the hash of the file and 

the second key from the second cloud. Following this, the 

individual in question selects a random value and 

combines it with the keys. Subsequently, they send this 

amalgamation, along with the hash of the file name, to the 

key manager. The key manager then proceeds to compare 

the hash with its own data and subsequently employs ECC 

to decrypt it using the provided keys. The key manager 

then transmits the decrypted keys back to the data owner, 

who then proceeds to gather the key and decrypt the file 

using ECC as well. In the FADE model, the data owner 

initially sends the key along with the random value to the 

key manager. The key manager then decrypts both the key 

and the random value using RSA, subsequently returning 

them to the data owner so that they may decrypt the file 

using AES. The time associated with both of these models 

is provided in Table 3 and 4, and is compared in Figure 6. 
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Table 4:  FADE-ECC execution time (seconds)  

File size KM+ decryption keys File decryption Total 

1KB 0.0132588 0.017235 0.0209423 

10KB 0.0139636 0.017953 0.0329111 

100KB 0.0150213 0.044862 0.0448623 

1M 0.0130618 0.054103 0.0492492 

10M 0.0120723 0.071856 0.0958753 

 

Table 5:  FADE execution time (seconds) 

File size KM+ decryption keys File decryption  Total 

1KB 0.019984 0.0301421 0.0321423 

10KB 0.026381 0.0404043 0.0534001 

100KB 0.029749 0.0571117 0.064261 

1M 0.027643 0.0625601 0.077583 

10M 0.023937 0.0940403 0.126302 

 

 

Figure 6: Comparison between the execution time of FADE and FADE-ECC 

 

4.3 File deletion and verification phase 

      In our proposed model, this particular stage is 

characterized by the process of overwriting the file with a 

second layer of encryption using ECC. Additionally, this 

stage involves the removal of the initial encryption keys 

and the associated policy. In contrast, the FADE model 

entails the complete removal of the file from the cloud, 

deletion of the keys from the key manager, and 

elimination of the associated policy. This temporal 

progression of events is highlighted in table, specifically 
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in the time frame of the two models, as depicted in Figure 

7. 

Table 7: Time of assure deleting FADE-ECC 

File size Key manger Total 

1KB 0.159873 5.967233 

10KB 0.159855 11.57982 

100KB 0.169753 16.68525 

1M 0.168642 22.76039 

10M 0.292135 51.80828 

Table 8: Time of assure deleting FADE 

File size Key manger Total 

1KB 0.001999 9.391458 

10KB 0.290616 16.231414 

100KB 0.290593 16.542681 

1M 0.265314 16.563211 

10M 0.385641 18.749572 

 

 

Figure 7:  Comparison between the execution time of FADE and FADE-ECC 

 

    By implementing both our system and the FADE 

system on the same computer, the results we obtained 

showed the efficiency of our model in the encoding and 

decoding phases in terms of time. This is achieved through 

the use of ECC-type encryption, which features shorter 

keys and stronger security measures for both the data 

owner and the key manager. In contrast, FADE used AES 

encryption and RSA encryption for the key manager. 

From a security perspective, our model excelled in several 

aspects. we used two distinct clouds and used a file 

manager policy to split and distribute the keys. This 

ensures that sensitive files can only be accessed if all four 

parties cooperate, thus ensuring the integrity of our files 

even in the event of collusion between the service 

providers and the file manager, or in the event of an attack 

by an external party. Moreover, in the confirmed erasure 

phase, we used two confirmed erasure methods. The first 

method involved overwriting the file with random 

encryption and then uploading it to the cloud which would 

update all its copies. The second method involved all links 
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and keys being deleted from the key manager. Thus, our 

approach provides enhanced security for sensitive data, 

unlike FADE, which relies on deleting links and keys 

within the file manager (KM). 

5   Discussion 
All the systems that have been put forward in previous 

years have exhibited a myriad of robust features and 

characteristics within their mechanisms aimed at the 

preservation of confidential data. However, there are 

certain aspects that may be deemed as weaknesses or areas 

that require improvement, such as the necessity to avoid 

certain practices and to adopt more potent or cutting-edge 

techniques in the realm of system design and operation. 

An exemplary model that served as a point of comparison 

with our own proposed system is FADE, which comprises 

three primary components: the data user, the file manager, 

and the cloud service provider. This system navigates 

through a sequence of three distinct stages: the initial 

phase involves the encryption of files followed by their 

upload to the cloud, then comes the stage of downloading 

files and subsequent decryption, and finally, the phase of 

confirmed scanning. The encryption of files in this system 

is facilitated by the application of AES encryption 

technology, while the encryption of the key is 

accomplished using RSA technology, in addition to the 

utilization of policies in conjunction with files. Contrarily, 

our proposed system incorporates four essential elements: 

the data owner, the file manager, cloud provider A, and 

cloud provider B, all of which are intricately 

interconnected in the context of the research endeavor. 

The indispensability of these elements is underscored by 

the fact that the research work would not be deemed 

complete in their absence. Similarly, our system 

progresses through three key stages, namely the 

encryption phase and subsequent uploading of files, the 

phase of downloading files from the cloud, decryption, 

and the stage of confirmed scanning. In the encryption of 

files and keys within our system, we opted for the 

utilization of ECC encryption technology owing to its 

reputation as the most robust form of encryption 

characterized by having the smallest key size and posing 

a formidable challenge in terms of code-breaking 

compared to other encryption methods. Additionally, we 

incorporated hashing techniques to ensure data integrity 

and prevent unauthorized tampering with the data. Upon 

an exhaustive evaluation of several systems within this 

domain, the efficacy of a system is contingent upon how 

well the encryption keys are handled and stored within the 

system infrastructure or the cloud environment. Notably, 

our proposed system stands out as one of the most robust 

systems due to our distinctive approach to key 

management and the integration of state-of-the-art 

technologies in the handling of sensitive files 

6   Conclusion 

Assured deletion has become challenging topic in the 

recent years. This paper introduces a suggested security 

system to tackle concerns in cloud computing by utilizing 

two separate cloud platforms, dividing encryption keys, 

utilizing overwriting methods, and unlinking connections 

through verified deletion. Hence, the proposed method 

fulfils both secure and integral file upload/download and 

assured deletion utilizing the above-mentioned 

techniques. 
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This article provides an overview of the author's doctoral dissertation entitled "Intensity Estimation of 

Tropical Cyclones by Feature Extraction Techniques". The dissertation introduces feature extraction 

techniques applied to satellite images of tropical cyclones to extract meaningful features. Additionally, 

the dissertation explores the use of various machine learning classifiers to determine the intensity class 

of a tropical cyclone based on these features. 

Povzetek: Predstavljene so metode za ocenjevanje intenzivnosti tropskih ciklonov z uporabo ekstrakcije 

značilnosti iz satelitskih slik. Uporabljene so metode strojnega učenja za razvrščanje slik ciklonov glede 

na intenziteto, pri čemer sta se večplastni perceptron in naključni gozdovi  izkazala za najučinkovitejša. 

 

1 Introduction 
Tropical cyclones (TCs) are natural hazards that cause 

massive damage near the landfall area. Early warning 

through TC intensity assessment helps to mitigate this 

damage. The wind field analysis and pattern matching-

based methods. Wind field attributes are combined with 

best track data to determine the intensity of a TC. Pattern 

matching-based methods, such as the Dvorak Technique 

[1] and Advance Dvorak Technique [2], involve analyzing 

TC images to find T numbers based on the cloud pattern, 

which are then used to assess the TC intensity and its 

impact. In addition to these methods, numerical weather 

prediction (NWP) models, which rely on geophysical 

properties like air pressure, wind speed, and sea surface 

temperature, are used for TC intensity estimation. Image 

processing-based approaches are also utilized to estimate 

TC intensity based on the cloud pattern, curved bands, and 

shear structure of the cloud. In recent years, limited 

applications of deep learning algorithms have been used 

for TC intensity estimation [3]. 

The traditional methods for estimating cyclone intensity 

rely on geophysical properties and require human 

intervention for analysis. The main goal of this doctoral 

dissertation was to investigate various feature extraction 

methods and a fusion technique for cyclone intensity 

estimation. Furthermore, this research focuses on studying 

cyclones occurring over the North Indian Ocean (NIO) 

basin, aiming to develop image recognition-based 

techniques that can mitigate the damage caused by 

cyclones. 

2 Methods 
The subsequent subsections provide a summary of the 

authors' contributions.   

 

2.1 Development of unique feature vector 

from satellite images [8, 11] 

A method has been proposed to create a unique feature 

vector (UFV) from TC images by using rotation-size 

invariant patterns. The main features of an image, such as 

the center of gravity [11], density, and eccentricity, are 

utilized to identify rotation and size invariant patterns. 

Any method that estimates intensity based on TC images 

heavily relies on rotation-size invariant patterns and 

region of interest (RoI) images.   

 

2.2 TC image classification using UFV and 

machine learning classifiers [5,7] 
The intensity of tropical cyclones (TC) is estimated using 

the UFV and machine learning techniques for 

classification. Various machine learning classifiers are 

utilized to categorize TC images into seven intensity 

levels. The Multilayer Perceptron and Random Forest 

classifiers showed superior performance compared to 

other classifiers. 

 

2.3 TC Intensity estimation by local binary 

pattern (LBP) and its variant [4,10] 

The Multilayer Multi-block LBP (MMLBP) method is an 

extension of the Completed LBP (CLBP). It extracts 

important features in a step-by-step manner, organizing 

the input image into fixed-size blocks (3×3 pixels) to 

create center pixels using the CLBP. These central pixels 

serve as the basis for the next layer, which is further 

divided into 3×3 blocks to generate central pixels. The 

central pixels from each layer are then collected and 

combined into a feature vector.  
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2.4 Fusion based technique for intensity 

estimation [6] 

A feature fusion and machine learning-based 

classification techniques to estimate the intensity of 

Tropical Cyclones (TC). Geometric features, Haralick 

features, and Multi-Block LBP features from TC images.  

3 Discussion 
The doctoral research involved analyzing Infrared (IR), 

Visible (VIS), and Water Vapor (WV) TC images of seven 

classes: Super Cyclone Storm, Extremely Severe Cyclonic 

Storm, Very Severe Cyclonic Storm, Severe Cyclonic 

Storm, Cyclonic Storm, Deep Depression, and Depression 

over the North Indian Ocean basin [9]. It was found that 

the UFV-TC and Random Forest (RF) classifier had an 

accuracy of 86.66%, which is higher compared to other 

classifiers. The main advantage of RF classifiers is their 

effectiveness in multi-class classification. By combining a 

group of weak individual learners into one strong learner 

using the ensemble model classifier, the highest accuracy 

can be achieved. The MMLBP and Random Forest 

classifier achieved a classification accuracy of 84.66% for 

feature extraction and feature vector creation from an 

image. MMLBP generated 819 features, which was then 

reduced by up to 97.4% using the correlation-based 

Feature Subset Selection approach. A Min-Max 

normalization-based fusion method was applied to 

combine GLCM, MB-LBP, and geometric features. 

Furthermore, a small set of features was selected from a 

large feature vector by reducing the original feature vector 

by 93% using the correlation-based feature subset 

selection method. The fused feature vector was able to 

classify TC images of various classes with 93.5% 

accuracy. 

4 Conclusions  
The thesis focuses on feature extraction techniques for 

tropical cyclone (TC) images over the North Indian Ocean 

(NIO) basin. The rotation-size invariant unique feature 

vector generation is explored, followed by a classification 

task to categorize TC images into various classes. Local 

binary patterns from cloud images are extracted using 

LBP and a modified LBP algorithm named Multi Block 

Multi-Layer LBP (MMLBP). Haralick features from TC 

images are also extracted, and a feature fusion technique 

is proposed to fuse Haralick features, Multi Block LBP 

(MB LBP) features, and geometric features. The proposed 

feature extraction techniques are applied to IR, VIS, and 

WV satellite images for performance analysis on various 

satellite images. The study also collects and checks 

performance towards intensity estimation over the NIO 

basin. The RF classifier and MMLBP achieve the highest 

classification accuracy compared to other tree-based 

classifiers. 

The thesis presents several limitations, including the lack 

of standard TC databases for the NIO basin, difficulty in 

gathering accurate TC images for cyclonic seasons, and a 

lack of comparative analysis between similar models due 

to limited cyclone image feature extraction-based 

intensity estimation techniques. The study was tested 

using NIO basin images and a limited dataset of other 

basins. The Future work includes addressing the need for 

labelled TC images, using multispectral images for 

intensity estimation, testing the model on Pacific and 

Atlantic basins, and incorporating additional techniques 

for extracting and combining features to improve the TC 

estimation model for the NIO basin. 
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The paper summarizes a Doctoral Thesis that focuses on two new approaches for unobtrusive contact-free
monitoring of cardiorespiratory and hemodynamic states. First approach is based on radar signals and
proposes a novel branched neural network architecture for classification of hemodynamic scenarios. The
second is based on RGB camera signals and proposes multi-wavelength depth-dependant photoplethysmo-
gram reconstruction, allowing for single-site pulse transit time measurement and blood pressure estimation
using a consumer camera.

Povzetek: Članek povzema doktorsko dizertacijo, ki se osredotoča na brezstično zaznavanje fizioloških
signalov z uporabo radarja in RGB kamere.

1 Introduction
Omnipresence of sensor-equipped devices spurred rapid de-
velopment of e-health and m-health applications in the past
decades. Despite their wide-spread adoption in the form
of wearables [1], such devices are ultimately not a univer-
sal or ideal solution for regular health monitoring due to
their reliance on battery, requiring skin contact and gen-
eral obtrusive nature. Ideally, the need for direct user-
device interaction should be completely removed in the
paradigm of ubiquitous and pervasive computing, which
can be achieved using contact-free sensors such as radars
and cameras that monitor different parts of electromagnetic
(EM) spectrum [2]. These devices can be used to monitor
different physiological parameters unobtrusively, making
them feasible for subjects who cannot use wearables (e.g.,
neonates, burn victims, elderly with dementia) [3].

2 Radar-based classification of
hemodynamic scenarios

We initially explored the potential of radio-frequency part
of the EM spectrum, measured by radars, for detection
of complex hemodynamic states. These are expressed
via several physiological parameters, including respiration.
Radars allow for measurement of periodic thoracic expan-
sion and contraction even in challenging conditions, such
as night time and occlusion, making them ideal for sleep
monitoring. We proposed a novel branched neural network
architecture that can take a different number and type of
input signals [4]. Two types of layers were primarily in-

vestigated, namely 1D convolutional networks (1D CNN)
and fully connected networks (Dense ANN). Several input
options were checked in terms of window length, modal-
ity (contact, radar, or fusion) and data type (temporal, fre-
quency representation via FFT, or fusion).
We showed that we can detect five different hemody-

namic states available in a public dataset [5] (Apnea, Val-
salva, Tilting table ascent, Tilting table descent, Resting)
with up to 0.83 accuracy and F1 score when using only
contact-free radar signals as input. These results were only
4-5% behind traditional contact sensors, as shown in Ta-
ble 1, confirming feasibility of radar-based physiological
monitoring.

3 Camera-based MW PTT
measurement and BP estimation

In the second part, we investigated the feasibility of us-
ing the visible part of the EM spectrum, specifically the
feasibility of a modified consumer RGB camera for multi-
wavelength (MW) pulse transit time (PTT) measurement
between different skin layers [6]. Different wavelengths
penetrate to different depths and allow for depth-specific
photoplethysmogram (PPG) reconstruction, as shown in
Figure 1.
These PPGs can be used for MW PTT computation and

subsequent blood pressure (BP) estimation. We found
that algorithmic channel separation of mentioned PPGs is
mandatory due to the imperfect nature of image sensor de-
sign, which causes spectral overlap between PPGs from dif-
ferent depths. We thus developed several algorithms that
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Table 1: Accuracy and F1 score (Acc. / F1) for the investigated Dense and 1D CNN networks at different window lengths,
input modalities, and input data types, always using the best-performing set of hyperparameters. Best results for each
network architecture are bolded, and the overall best results are highlighted in green.

Window Network Modality Temp. Data Freq. Data Temp. + Freq.

5 s

Dense ANN
Contact 0.69 / 0.68 0.68 / 0.66 0.69 / 0.66
Radar 0.64 / 0.61 0.72 / 0.71 0.72 / 0.72
Fusion 0.68 / 0.68 0.66 / 0.65 0.70 / 0.70

1D CNN
Contact 0.65 / 0.65 0.67 / 0.65 0.70 / 0.69
Radar 0.62 / 0.60 0.61 / 0.60 0.62 / 0.62
Fusion 0.63 / 0.63 0.63 / 0.62 0.64 / 0.63

10 s

Dense ANN
Contact 0.78 / 0.77 0.80 / 0.80 0.80 / 0.79
Radar 0.75 / 0.75 0.76 / 0.76 0.75 / 0.74
Fusion 0.79 / 0.79 0.80 / 0.78 0.79 / 0.78

1D CNN
Contact 0.76 / 0.76 0.73 / 0.71 0.75 / 0.74
Radar 0.74 / 0.74 0.72 / 0.71 0.74 / 0.73
Fusion 0.79 / 0.78 0.75 / 0.75 0.78 / 0.78

20 s

Dense ANN
Contact 0.84 / 0.84 0.88 / 0.87 0.87 / 0.86
Radar 0.81 / 0.81 0.83 / 0.83 0.82 / 0.81
Fusion 0.86 / 0.84 0.87 / 0.87 0.88 / 0.87

1D CNN
Contact 0.85 / 0.85 0.82 / 0.80 0.84 / 0.83
Radar 0.82 / 0.82 0.80 / 0.78 0.81 / 0.80
Fusion 0.86 / 0.84 0.82 / 0.82 0.85 / 0.85

Figure 1: Layered structure of human skin, showing vascular presence and important structures. Pulse waves propagate
through the vessels between different sites (horizontal arrow) and between different layers (vertical arrow).

allow for data-driven camera-independent channel separa-
tion, which in turn allows for precise measurement of MW
PTTs [7]. Initially we checked the performance of exist-
ing blind source separation methods such as PCA and ICA.
Our first proposed algorithm was based on camera physics
– specifically quantum efficiency of the specific image sen-
sor, using it to separate the bands. Subsequent variants
were fully data driven, using the genetic algorithm (GA)
paradigm to optimize parameters governing the linear com-
binations of channel mixtures, with different fitness func-

tions – either phase delay (PD) between waveforms or error
of a trained BP regressor [8]. These lead to good channel
separation andMWPTT computation, enabling subsequent
training of BP estimation models. Finally we confirmed on
an in-house dataset with 13 subjects that such MW PTTs
are well-correlated with BP, and trained RandomForest re-
gression models to predict both systolic and diastolic BP in
a leave-one-subject-out (LOSO) experiment with and with-
out personalization. The best-performing models achieved
errors within clinical standards, as shown in Table 2.
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Table 2: Comparison of the MAEs in mmHg for SBP and DBP estimation when using different channel separation al-
gorithms. We compare against the baseline of using no channel separation. We report results for experiments with and
without personalization in a leave-one-subject-out (LOSO) experiment.

General regressor [mmHg] Personalized regressor [mmHg]
Algorithm MAESBP MAEDBP MAEAVG MAESBP MAEDBP MAEAVG
Baseline 11.31±1.50 9.02±1.60 10.17±1.55 8.64±1.62 6.12±1.48 7.38±1.55
PCA 10.22±1.31 8.91±1.19 9.57±1.25 8.01±1.25 5.99±1.35 7.00±1.30
ICA 9.81±1.20 6.97±1.10 8.39±1.15 6.83±1.10 5.75±1.30 6.29±1.20

Physics (or.) 7.72±1.00 5.46±0.98 6.59±0.99 4.78±0.96 3.89±0.97 4.34±0.97
Physics (ref.) 6.94±1.02 5.03±0.96 6.06±1.01 4.00±0.94 2.88±0.99 3.39±1.00

GA-BP 6.89±0.95 4.91±0.98 5.90±0.97 3.48±1.02 2.61±0.90 3.05±0.96
GA-PD 7.02±1.03 4.97±0.97 6.00±1.00 4.01±0.98 3.03±0.96 3.52±0.97

4 Conclusion
Overall we showed that contact-free sensors leveraging the
information from the EM spectrum are an affordable un-
obtrusive alternative to wearables, and can achieve similar
performance in monitoring of important physiological pa-
rameters and states. While some limitations and challenges
remain, such as difficult uncontrolled conditions and pri-
vacy concerns, there is potential for implementing the pro-
posed methods in a single device, which could immensely
improve the speed, cost and comfort of physiological mon-
itoring both at home and in hospitals.
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