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Guest Editorial Preface 

Special issue on Middle-European Conference on Applied Theoretical Computer 

Science - MATCOS-22
 

We are happy to introduce you to a special section on the 

“mini” conference MATCOS-22 that was held in Koper, 

Slovenia as part of the multi-conference Information 

Society on October 13th and 14th 2022. After the 2019 

edition that was marked by COVID situation, in 2022 we 

again got together in person, which made the event much 

more fruitful. The conference is a result of a long-lasting 

collaboration between University of Primorska and 

University of Szeged and also one of the activities in a joint 

Slovenian-Hungarian research project N2-0171 Graph 

theory and combinatorial scientific computing. 

The conference was started by the invited talk 

“Interpretability of deep-learned error-correcting codes” 

delivered by György Turán from the University of Illinois 

at Chicago and Research Group on AI, University of 

Szeged, which was followed by 10 sessions on topics of 

Machine learning, Algorithm’s complexity, Graph Theory, 

Optimization, Discrete Optimization, and Parallel 

computation. For the conference 32 papers were 

submitted, out of which after the reviewing process the 

programme committee choose 12 regular papers for 

presentation. The remaining papers were presented as 

short contributions. Authors from 7 countries were 

participating at the conference. 

At the end of conference, the speakers were offered to 

prepare a full papr to be published as a special section of 

Informatica. The submitted papers went again through a 

thorough reviewing proces which resulted in six papers 

that are in front of you. They are addressing three different 

areas presented at the conference. First, Alain Quilliot 

(Surrogate Estimators for Collaborative Decision), and 

Hasmik Sahakyan, Gyula Katona, and Levon Aslanyan 

(Study on Using Reinforcement Learning for the Monotone 

Boolean Reconstruction) touch upon the topic of the 

machine learning. Next, Andrej Brodnik, Bengt J. Nilsson, 

and Gordana Vujović (Online Bin Covering with Exact 

Parameter Advice) and Eszter Csókás, and Tamás Vinkó 

(A heuristic for influence maximization under 

deterministic linear threshold model) are addressing 

optimisation topics. Finally, Tomaž Dobravec (Empirical 

Evaluation of Algorithm Performance: Addressing 

Execution Time Measurement Challenges) and Attila Sali 

and Munqath Alatar (Approximate Keys and Functional 

Dependencies in Incomplete Databases with Limited 

Domains–Algorithmic Perspective) study the complexity 

of algorithms. 

At last, but not least we want to thank Balázs Dávid, 

Branko Kavšek, Matjaž Krnc, and Rok Požar for all their 

contribution as a local organizing committee. 

We hope you will enjoy the section on MATCOS-22 and 

looking forward to see you on MATCOS 2025! 

 

Koper, December 2024 

 

Guest Editors 

Andrej Brodnik 

(andrej.brodnik@upr.si), Faculty of Computer and 

Information Science, University of Ljubljana 

Gábor Galambos 

(galambos@jgypk.szte.hu), Department of Informatics 

Applications, Institute of Applied Natural Sciences 

Attila Sali 

(saliattila@gmail.com), Alfréd Rényi Institute of 

Mathematics Hungarian Academy of Sciences 
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Algorithmic Perspective of Strongly Possible Keys and Functional
Dependencies

Munqath Alattar1, Attila Sali2,3
1ITRDC, University of Kufa, Iraq
2Alfréd Rényi Institute of Mathematics, Budapest, Hungary
3Department of Computer Science, Budapest University of Technology and Economics, Budapest, Hungary
E-mail: munqith.alattar@uokufa.edu.iq, sali.attila@renyi.hu
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Received: February 3, 2023

It is common to encounter missing values in database tables. For an incomplete table, a possible world
can be obtained by replacing any missed value with a value from the attribute (infinite) domain. A possible
key (possible functional dependency) is satisfied in an incomplete table ”T” if there exists a possible world
of ”T” that satisfies the key (the functional dependency) constraint. If all possible worlds of ”T” satisfy
the key (functional dependency), then we say that ”T” satisfies a certain key (functional dependency). The
concept of strongly possible worlds was introduced recently that considers only the active domain (the set
of values that are already appearing in each attribute in the table), in a way that a strongly possible world
is obtained by replacing any missing value with a value from the corresponding attributes active domain.
So, a strongly possible key spKey (functional dependency spFD) is satisfied by a table ”T” if there exists
a strongly possible world that satisfies the key (functional dependency). In this paper, we investigate the
approximation measures of spKeys and spFDs when the strongly possible constraint is not satisfied by a
given table. We introduce the g5 measures which is the ratio of the minimum number of tuples that need
to be added so that the constraint is satisfied. The measure g3 represent the ratio of the minimum number
of tuples that need to be removed so that the table satisfies the constraint. We introduce a new measure
g5, which is the ratio of the minimum number of tuples to be added to the table so the result satisfies the
constraint. Where adding new tuples with new values will extend the active domain. We prove that g3 is
an upper bound of g5 for a constraint in a table. Furthermore, g3 and g5 are independent of each other,
where there exist tables of some large number of tuples that satisfy g3 − g5 = p

q for any rational number
0 ≤ p

q < 1. We study the complexity of determining these approximate measures.

Povzetek: Raziskane so aproksimacijske mere za močne možne ključe (spKeys) in funkcionalne odvisnosti
(spFDs). Predstavljen je nov kazalnik g5, ki ocenjuje dodajanje n-tork za izpolnitev omejitev, s poudarkom
na računski zapletenosti in uporabnosti v podatkovnih bazah.

1 Introduction

There are many reasons that may cause the missingness of
values in the industrial and research databases, such as data
maintenance, errors during data entry, surveys, and so on
[8]. Imputation and deletion are the main two approaches
to handle themissing values problem in a database. Imputa-
tion (assignment of a value to the occurrence of any NULL) is
the main approach to handle missing value problem [13]. In
[3], an imputation method was introduced that replaces the
missing value using only the shown information in the ta-
ble (which is defined as the active domain of that attribute),
and we call the complete table achieved by this method a
strongly possible world. The reason we consider only the
values that are shown in a table for imputation is that it is
not always proper to consider values that are not shown in
the table.
Using this concept, strongly possible keys (spKeys) and

strongly possible functional dependencies (spFDs) were de-
fined in [5, 4] as new key and functional dependency con-
straints that are satisfied by replacingmissing values (NULL)
with values that are shown in the corresponding attribute.
The formal definitions of spKeys and spFDs are provided
in Section 2. In this paper, we continue the work started in
[5] which introduced an approximation measure that calcu-
lates how close a set of attributes in a table can form a key
if they are not. An active domain may not contain enough
values to replace NULLs to make all resulting tuples distinct
from each other on a keyK, so, removing some tuples can
be a solution. This paper studies an approximation mea-
sures of spKeys and spFDs by adding tuples not removing
them, where adding a tuple with new unique values that
are not shown before adds more values to the attributes’
active domains and this may satisfy some unsatisfied con-
straints. For example, in the Cars Types table in Table
1, Car_Model and DoorNo attributes are planned to be
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a key but it is not satisfied as sp⟨Car_Model,DoorNo⟩
in the table. Removing two tuples can satisfy the key
sp⟨Car_Model,DoorNo⟩, while adding one new tuple
with a distinct door number value would satisfy the key.
From some point of views, adding one tuple with new val-
ues is better than removing already existing two tuples. On
the other hand, it is common that car models and the num-
ber of doors together determine the engine type, while the
spFD (Car_Model,DoorNo) →sp Engine_Type is vi-
olated in the table. So, adding a single tuple to the table with
a new value for the attributeDoorNo can satisfy the spFD
(Car_Model,DoorNo) →sp Engine_Type, instead of
taking off two tuples from the table.

Table 1: Types of Cars
Car_Model Door No Engine_Type

BMW 4 doors ⊥
BMW ⊥ e
Ford ⊥ V8
Ford ⊥ V6

2 Definitions
In a relation schema R = {A1, A2, . . . An}, for an at-
tribute Ai, let the domain of Ai be as Di = dom(Ai) for
i = 1,2,. . . n and represent the set of values that are possible
for each attribute Ai ∈ R. Then, for a subset X ⊆ R, the
domain of X is DX =

∏
∀Ai∈K

Di.

An instance T over the relation R such that T =
(t1,t2, . . . ts) is a set of tuples such that every tuple repre-
sent a function t : R →

∪
Ai∈R dom(Ai) where t[Ai] ∈

dom(Ai) for all Ai in R. For a set of tuples, several oc-
currences of the same tuple are allowed as we use the bag
semantics concept. As the order of the tuples is not relevant,
themultiset of tuples is considered as an instance. Let tr[X]
represent the restriction of tr to the attribute setX ⊂ R for
a tuple tr ∈ T .
Let ⊥ be a symbol in each attribute’s domain that rep-

resents a missing value. Let V be a set of attributes, then
tr is V -total if ∀A ∈ V , tr[A] ̸= ⊥. Furthermore, tr is
called a total tuple if it is R-total. Two tuples t1 and t2 are
calledweakly similar onX ⊆ Rwritten as t1[X] ∼w t2[X]
defined by Köhler et.al. [11] if:

∀A ∈ X (t1[A] = t2[A] or t1[A] = ⊥ or t2[A] = ⊥).

Weuse the notion t1 ∼w t2 if t1 and t2 are weakly similar
on each attribute in R.
In addition to that, t1 and t2 are called strongly similar

on X ⊆ R denoted by t1[X] ∼s t2[X] if

∀A ∈ X (t1[A] = t2[A] ̸= ⊥).

Let T = (t1, t2, . . . ts) be an instance over the relation
R, and T ′ = (t′1, t

′
2, . . . t

′
s) is a possible world of T , such

that T ′ is NULL-free and ti ∼w t′i ∀ i = 1, 2, . . . s. This is
by replacing each ⊥ with a value, that is not ⊥, from the
attribute’s domain for each tuple. The active domain of an
attribute Ai is defined as the set of all the distinct values
that appear onAi except the NULL. Note that active domain
was called visible domain in papers [3, 4, 5, 2].

Definition 1 The active domain of an attribute Ai

(V DT (Ai)) is the set of all distinct values except ⊥ that
are already used by tuples in T :

V DT (Ai) = {t[Ai] : t ∈ T} \ {⊥} for Ai ∈ R.

The upper index T can be removed from the notation to
simplify it if it is known which instance is considered.
A strongly possible world is achieved by using the active

domain values for each occurrence of NULLs. following is a
formal definition of the concept of strongly possible world
that was introduced in [3].

Definition 2 A possible world T ′ of T is called a strongly
possible world (spWorld) if t′[Ai] ∈ V DT (Ai) for all t′ ∈
T ′ and Ai ∈ R.

spWorlds are used to introduce strongly possible keys
(spKeys) and strongly possible functional dependencies
(spFDs) as follows.

Definition 3 A strongly possible functional dependency, in
notation X →sp Y , holds in table T over schema R if
there exists a strongly possible world T ′ of T such that
T ′ |= X → Y . That is, for any t′1, t′2 ∈ T ′ t′1[X] = t′2[X]
implies t′1[Y ] = t′2[Y ]. The set of attributesX is a strongly
possible key, in notation sp⟨X⟩, if there exists a strongly
possible world T ′ of T where X is a key in T ′. That is, for
any t′1, t′2 ∈ T ′ t′1[X] = t′2[X] implies t′1 = t′2.

If T ′ = {t′1, t′2, . . . , t′p} is an spWorld of T =
{t1, t2, . . . , tp}, then we say that t′i is an sp-extension of
ti if ti ∼w t′i. For a subset X ⊆ R, we say that t′i[X] is
an sp-extension of ti on X if ti ∼w t′i such that for each
A ∈ X : t′i[A] ∈ V D(A).

3 Related work
g3 measure was introduced by Kivinen et. al. in [12] for to-
tal tables. And Giannella et al. [10] introduced a measure
to approximate the satisfaction of functional dependencies
in a table. They introduced the approximation measure IFD
and provided a compression with the two other approxima-
tion measures: g3 (the minimum number of tuples that are
required to be removed from the table to satisfy the depen-
dency introduced in [12]) and τ (the probability of getting a
true satisfaction guess of an FD introduced in [9]). Bounds
were provided to find the differences and were applied to
five datasets for analysis. It is shown that IFD and τ are
more appropriate than g3 when measuring the degree of
knowledge forX → Y (applications like prediction, classi-
fication, and so on). On the other hand, g3 measure is more
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appropriate than IFD and τ when measuring the number
of ”violating” tuples in an FD.
In [15], Jef Wijsen studied some theoretical concepts in

CQA (Consistent query answering), that is when a user
sends queries to an inconsistent database regarding a set
of constraints. They provided a database repairing by an
acyclic binary relation ≤db on consistent database tables,
such that r1 ≤db r2 indicate that r1 is at least as close to db
as r2. The minimum number of tuples that are required to
be added and/or removed is one possible distance. Further-
more, the main concepts of database repairs and CQA were
studied by Bertossi in [6]. J. Biskup and L. Wiese provide
the preCQE algorithm that follows the formal properties of
inference-proofness to find a solution for a given table in
[7].

4 Approximation of strongly
possible integrity constraints

Definition 4 Attribute set K is an approximate strongly
possible key of ratio a in table T , in notation asp−a ⟨K⟩,
if there exists a subset S of the tuples T such that T \S sat-
isfies sp ⟨K⟩, and |S|/|T | ≤ a. The minimum a such that
asp−a ⟨K⟩ holds is denoted by g3(K).

The value of the measure g3(K) is between 0 and 1, where
it is 0 when sp ⟨K⟩ holds in the table T (means it is not
required to remove any tuples to satisfy the spKey). For
this, we use the g3 measure introduced in [12]. For example
in Table 2, to satisfy the sp⟨X⟩, we need to remove two out
of four tuples as shown in Table 3, so that the g3 is 0.5.
The g3 approximation measure for spKeys was introduced
in [5]. This paper introduces the g5 approximation measure
for spKeys that is based on adding rather than removing
tuples as in the following definition.

Definition 5 Attribute set K is an add-approximate
strongly possible key of ratio b in table T , in notation
asp+b ⟨K⟩, if there exists a set of tuples S such that the table
TS satisfies sp ⟨K⟩, and |S|/|T | ≤ b. The minimum b such
that asp+b ⟨K⟩ holds is denoted by g5(K).

g5(K) is an approximation measure that is:

minimum number of tuples to add
total number of tuples

so that sp ⟨K⟩ holds. g5(K) measure has a value ranges
between 0 and 1, where it equlas to 0 if sp ⟨K⟩ holds in
T (means it is not required to remove any tuples to satisfy
the spKey). For example in Table 2, to satisfy sp⟨X⟩, it is
enough to add one tuple as shown in Table 4, so that the g5
is 0.25.

Definition 6 For the attribute setsX and Y , σ : X →sp Y
is a remove-approximate strongly possible functional de-
pendency of ratio a in a table T , in notation
T |=≈−

a X →sp Y , if there exists a set of tuples S such that

the table T \S |= X →sp Y , and |S|/|T | ≤ a. Then, g3(σ)
is the smallest a such that T |=≈−

a σ holds.

Definition 7 For the attribute setsX and Y , σ : X →sp Y
is an add-approximate strongly possible functional depen-
dency of ratio b in a table T , in notation T |=≈+

b X →sp Y ,
if there exists a set of tuples S such that the table T ∪ S |=
X →sp Y , and |S|/|T | ≤ b. Then, g5(σ) is the smallest b
such that T |=≈+

b σ holds.

Let U ⊆ T represent the set of the tuples that are re-
quired to be removed to have the spKey satisfied in T , in
other words, |U | tuples need to be removed. On other hand,
adding only one tuple with new values may cause te satis-
faction of the spKey in some tuples in U using the added
new values for their NULLs. That means adding a number
of tuples fewer than the those to remove can satisfy an sp-
Key in the same table. For example, we either remove two
tuples or add one to satisfy sp ⟨X⟩ in Table 2.

Table 2: Incomplete instance

X
A1 A2

⊥ 1
2 ⊥
2 ⊥
2 2

Table 3: Resulting table for (asp−a ⟨X⟩)

X
A1 A2

⊥ 1
2 2

4.1 Relation between g3 and g5 measures
Results together with their proofs of this subsection were
reported in the conference volume [1], so the proofs are not

Table 4: The table after adding (asp+b ⟨X⟩)

X
A1 A2

⊥ 1
2 ⊥
2 ⊥
2 2
3 3
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included here, except for Theorem 1, which is shown for
the sake of interested reader. The following Proposition is
used to prove Proposition 2.

Proposition 1 Let T be an instance over schemaR and let
K ⊆ R. If the K-total part of the table T satisfies the
key sp ⟨K⟩, then there exists a minimum set of tuples U to
be removed that are all non-K-total so that T \ U satisfies
sp ⟨K⟩ .

Proposition 2 For any K ⊆ R with |K| ≥ 2, we have
g3(K) ≥ g5(K).

Apart form the previous inequality, the two measures are
totally independent for spKeys.

Theorem 1 Let 0 ≤ p
q < 1 be a rational number.

Then there exist tables over schema {A1, A2} with arbi-
trarily large number of rows, such that g3({A1, A2}) −
g5({A1, A2}) = p

q .

Proof: Table T is defined as follows.

T =

b


1 1
1 2
...

...
1 b

x


⊥ ⊥
⊥ ⊥
...

...
⊥ ⊥

(1)

Clearly, g3(K) = x
x+b . Let us assume that y tuples are

needed to be added. The maximum number of active do-
main combinations is (y + 1)(y + b) obtained by adding
tuples (2, b + 1), (3, b + 2), . . . , (y + 1, y + b). This is
enough to replace all tuples with NULLs if

(y + 1)(y + b) ≥ x+ y + b. (2)

On the other hand, y − 1 added tuples are not enough, so

y(y − 1 + b) < x+ y − 1 + b. (3)

Since the total number of active domain combinations must
be less than the tuples in the extended table. We have p

q =

g3(K) − g5(K) = x−y
x+b that is for some positive integer c

we must have cp = x− y and cq = x+ b if gcd(p, q) = 1.
This can be rewritten as

y = x−cp ; y+b = c(q−p) ; b = cq−x ; x+y+b = y+cq.
(4)

Using (4) we obtain that (2) is equivalent with

y ≥ cp

c(q − p)− 1
. (5)

If c is large enough then ⌈ cp
c(q−p)−1⌉ = ⌈ p

q−p⌉ so if y =

⌈ p
q−p⌉ is chosen then (5) and consequently (2) holds. On

the other hand, (3) is equivalent to

y <
cq − 1

c(q − p)− 2
. (6)

The right hand side of (6) tends to q
q−p as c tends to infinity.

Thus, for large enough c we have ⌊ cq−1
c(q−p)−2⌋ = ⌊ q

q−p⌋.
Thus, if

y = ⌈ p

q − p
⌉ ≤ ⌊ q

q − p
⌋ (7)

and q
q−p is not an integer, then both (2) and (3) are satisfied

for large enough c. Observe that p
q−p+1 = q

q−p , thus (7) al-
ways holds. Also, if q

q−p is indeed an integer, then we have
strict inequality in (7) that implies (6) and consequently (3).
Unfortunately, the analogue of Proposition 1 is not true

for spFDs, so the proof of the following theorem is quiet
involved.

Theorem 2 Let T be a table over schemaR, σ : X →sp Y
for some X,Y ⊆ R. Then g3(σ) ≥ g5(σ).

Theorem 3 can be proven by a construction similar to the
proof of Theorem 1.

Theorem 3 For any rational number 0 ≤ p
q < 1 there

exists tables with an arbitrarily large number of rows and
bounded number of columns that satisfy g3(σ)−g5(σ) =

p
q

for σ : X →sp Y .

4.2 Complexity problems
Definition 8 The SPKey problem is the following.
Input Table T over schema R andK ⊆ R.
Question Is it true that T |= sp⟨K⟩?
The SPKeySystem problem is the following.
Input Table T over schema R and K ⊆ 2R.
Question Is it true that T |= sp⟨K⟩?
The SPFD problem is the following.
Input Table T over schema R and X,Y ⊆ R.
Question Is it true that T |= X →sp Y ?

The following was shown in [4].

Theorem 4 SPKey∈P, SPkeySystem and SPFD are NP-
complete

However, the approximation measures raise new, interest-
ing algorithmic questions.

Definition 9 The SpKey-g3 problem is the following.
Input Table T over schema R,K ⊆ R and 0 ≤ q < 1.
Question Is it true that g3(K) ≤ q in table T?
The SpKey-g5 problem is the following.
Input Table T over schema R,K ⊆ R and 0 ≤ q < 1.
Question Is it true that g5(K) ≤ q in table T?

Proposition 3 The decision problem SpKey-g5 is in P.

Proof: Let us assume that tuples si : i = 1, 2, . . . , p over
schema R are such that T ∪ {s1, s2, . . . sp} is optimal, so
g5(K) = p

m . Then clearly we may replace si by s′i =
(zi, zi, . . . , zi) for all i = 1, 2, . . . , p where zi’s are pair-
wise distinct new values not appearing in the (extended) ta-
ble T∪{s1, s2, . . . sp} so that T∪{s′1, s′2, . . . s′p} |= sp⟨K⟩.
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Thus, if g5(K) ≤ q is needed to be checked for a table T of
m tuples, one may add ⌊q ·m⌋ completely new tuples to ob-
tain table T ′ and check whether T ′ |= sp⟨K⟩ in polynomial
time by Theorem 4.

Theorem 5 Decision problem SpKey-g3 is in P.

Proof: Let R be a relational schema and K ⊆ R. Fur-
thermore, let T be an instance table over R that has some
NULLs. Consider T ′ = {t′ ∈ ΠA∈KV DT (A) : ∃t ∈
T such that t[K] ∼w t′[K]} and T ′ is total. Further-
more let the the bipartite graph G = (T, T ′;E) be the K-
extension graph of T such that {t, t′} ∈ E ⇐⇒ t[K] ∼w

t′[K]. So, finding a matching (if exists) of the graphG that
covers T provides the tuples to be replaced in T to check if
K is an spKey.
It was shown in [5] that the g3 approximation measure

for strongly possible keys satisfies

g3(K) =
|T | − ν(G)

|T |
.

where ν(G) denotes the maximum matching size in theK-
extension graph G. However, the size of G is usually ex-
ponential function of the size of the input of the decision
problem SpKey-g3, as T ′ is usually exponentially large.
In order to make our algorithm run in polynomial time

we only generate part of T ′. Let T = {t1, t2 . . . tm} and
ℓ(ti) = |{t⋆ ∈ ΠA∈KV DT (A) : t⋆ ∼w ti[K]}|. Note that
ℓ(ti) =

∏
A : ti[A]=⊥ |V DT (A)|, hence these values can be

calculated by scanning T once and using appropriate search
tree data structures to hold values of active domains of each
attribute. Sort tuples of T in non-decreasing ℓ(ti) order,
i.e. assume that ℓ(t1) ≤ ℓ(t2) ≤ . . . ≤ ℓ(tm). Let j =
max{i : ℓ(ti) < i} and Tj = {t1, t2, . . . tj}, furthermore
T ⋆
j = {t⋆ : ∃t ∈ Tj : t⋆ ∼w t[K]} ⊆ ΠA∈KV DT (A).

Note that |T ⋆
j | ≤ 1

2j(j−1). If ∀i = 1, 2, . . . ,m : ℓ(ti) ≥ i,
then define j = 0 and T ⋆

j = ∅. Let G⋆ = (Tj , T
⋆
j ;E

⋆) be
the induced subgraph of G on the vertex set Tj ∪ T ⋆

j . Note
that |T ⋆

j | ≤ 1
2j(j − 1).

Claim ν(G) = ν(G⋆) + |T \ Tj |.
Proof of Claim: The inequality ν(G) ≤ ν(G⋆) + |T \ Tj |
is straightforward. On the other hand, a matching of size
ν(G⋆) inG⋆ can greedily be extended to the vertices in |T \
Tj |, as ti ∈ T \ Tj has at least i neighbours (which can be
generated in polynomial time).
Thus it is enough to determine ν(G⋆) in order to calcu-

late g3(K), and that can be done in polynomial time using
Augmenting Path method [14].
Note that the proof above shows that the exact value of

g3(K) can be determined in polynomial time. This gives
the following corollary.

Definition 10 The decision problem SpKey-g3-equal-g5 is
defined as Input Table T over schema R,K ⊆ R.
Question Is g3(K) = g5(K)?

Corollary 1 The decision problem SpKey-g3-equal-g5 is
in P.

Example Let R = {A1, A2, A3}, K1 =
{A1, A2},K2 = {A2, A3}.

T =

A1 A2 A3

t1 1 ⊥ 1
t2 1 2 2
t3 2 1 1
t4 2 1 1

T \ {t4} |= sp⟨K1⟩ and T \ {t4} |= sp⟨K2⟩, but the sp-
Worlds are different. In particular, this implies that forK =
{K1,K2} we have g3(K) > max{g3(K) : K ∈ K} On the
other hand, trivially g3(K) ≥ max{g3(K) : K ∈ K} holds.
This motivates the following definition.

Definition 11 The problemMax-g3 defined as
Input Table T over schema R, K ⊆ 2R.
Question Is g3(K) = max{g3(K) : K ∈ K}?

Theorem 6 Let Table T over schema R and K ⊆ 2R. The
decision problem Max-g3 is NP-complete.

Proof: The problem is in NP, a witness consists of a set
of tuples U to be removed, an index j : |U |

|T | = g3(Kj), also
an spWorld T ′ of T \ U such that each Ki is a key in T ′.
Verifying the witness can be done in three steps.

1. g3(Kj) ̸≤ |U |−1
|T | is checked in polynomial time using

Theorem 5.

2. For all i ̸= j check that g3(Ki) ≤ |U |
|T | using again

Theorem 5.

3. Using standard database algorithms check that ∀i : Ki

is a key in T ′.

On the other hand, the SPKeySystem problem can be Karp-
reduced to the present question as follows. First check for
each Ki ∈ K separately whether sp⟨Ki⟩ holds, this can
be done in polynomial time. If ∀i : T |= sp⟨Ki⟩ then give
K and T as input for Max-g3. It will answer Yes iff T |=
sp⟨K⟩. However, if ∃i : T ̸|= sp⟨Ki⟩, then give the example
above as input for Max-g3. Clearly both problems have No
answer.
According to Theorem 4, it is NP-complete to decide

whether a given SpFD holds in a table. Here we show that
approximations are also hard.

Definition 12 The SPFD-g3 (SPFD-g5) problems are de-
fined as follows.
Input A table T over schema R, X,Y ⊆ R, and positive
rational number q.
Question Is g3(X →sp Y ) ≤ q? ( g5(X →sp Y ) ≤ q?)

Theorem 7 Both decision problems SPFD-g3 and SPFD-
g5 are NP-complete.

Proof: To show that SPFD-g3∈NP one may take a wit-
ness consisting of a subset U ⊂ T , an spWorld T ⋆ of T \U
such that T ⋆ |= X → Y and |U |/|T | ≤ q. The validity
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of the witness can easily be checked in polynomial time.
Similarly, to show that SPFD-g5∈NP one may take a set
of tuples S over R and an spWorld T ⋆ ofT ∪ S such that
T ⋆ |= X → Y and |S|/|T | ≤ q.
On the other hand, if |T | = m and q < 1/m, then

both SPFD-g3 and SPFD-g5 are equivalent with the origi-
nal SPFD problem, since the smallest non-zero approxima-
tion measure is obtained if one tuple is needed to be deleted
or added. According to Theorem 4, SPFD problem is NP-
complete, thus so are SPFD-g3 and SPFD-g5.
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We show an asymptotic 2/3-competitive strategy for the bin covering problem using O(b + logn) bits of
advice, where b is the number of bits used to encode a rational value and n is the length of the input se-
quence.

Povzetek: Raziskana je asimptotična 2/3-konkurentna strategija za problem pokrivanja binov, ki uporablja
O(b + log n) bitov svetovanja, kjer je b število bitov za kodiranje racionalne vrednosti, n pa dolžina vhod-
nega zaporedja. Pristop temelji na izboljšavi strategije Dual Harmonic (DHk) s svetovanjem.

1 Introduction
In the bin covering problem, we are given a set of items
of different sizes in the open range ]0, 1[ and the goal is
to find a maximum number of covered bins where a bin
is covered if the sizes of items placed in it is at least 1.
It has been shown that the bin covering problem is NP-
hard [1, 2]. The covering problem has applications in var-
ious situations in business and in industry, from packing
snack pieces into boxes so that each box contains at least its
defined net weight, to such complex problems as redistri-
bution tasks/items to a maximum number of factories/bins,
all working at or beyond the minimal feasible level.
In the online version, items are delivered successively

(one-by-one) and each item has to be packed, either in an
existing bin or a new bin, before the next item arrives. The
quality of online strategies is measured by their competitive
ratio, the minimum ratio between the quality of the strat-
egy’s solution and that of an optimal one. The first known
online strategy that has been proposed for the problem is
Dual Next Fit (DNF), analogous to Next Fit for the bin
packing problem. The competitive ratio of DNF is 1/2 as
proved by Assmann et al. [1]. Csirik and Totik [9] prove
that no online algorithm can achieve a competitive ratio
better than 1/2. Additional lower bounds are provided by
Balogh et al. [3].
The pure online framework is very restrictive in that it

allows an all-powerful adversary to construct the input se-
quence in the worst possible way for the strategy making a
competitive ratio better than 1/2 unattainable.
Boyar et al. [5] look at bin covering using extra advice. If

the input sequence consists of n items, they show that with
o(log logn) bits of advice, no strategy can have better com-
petitive ratio than 1/2. In addition, they show that a linear
number of bits of advice is necessary to achieve competitive
ratio greater than 15/16. Their main result is a strategy with

O(log logn) bits of advice having competitive ratio 8/15.
In order to provide exact advice values, e.g., an inte-

ger bounded by the number n, Ω(logn) advice bits are
required. As the strategy presented by Boyar et al. only
provides approximate values of certain key parameters to
achieve the 8/15 competitive ratio, one can therefore ask if
the competitive ratio can be improved if the oracle can give
exact parameter values as advice. We answer this question
affirmatively.

1.1 Our result
We show an asymptotic 2/3-competitive strategy for the
bin covering problem using O(b + logn) advice, where b
is the number of bits used to encode a rational value in the
input sequence and n is the length of the input sequence.

2 Preliminaries
The online bin covering problem we consider is, given an
input sequence σ = (v1, v2, . . .), of rational values vi ∈
]0, 1[, find the maximum number of unit sized bins that can
be covered online with items from the input sequence σ.
We define the load of a bin B to be

ld(B)
def
=

∑
v∈B

v. (1)

We can similarly define the load of a sequence σ to be
ld(σ) def

=
∑

v∈σ v.
A covering is a partitioning of the items into bins

B1, B2, . . . such that for each bin Bj

ld(Bj) ≥ 1 (2)

and our objective is to find the maximum number of bins
that satisfy Inequality (2). In contrast to the bin packing
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problem, a strategy can open any number of bins at any
time. However, only those that are filled to a load of at
least 1 are counted in the solution.
We measure the quality of an online maximization strat-

egy by its competitive ratio, the maximum bound R such
that ∣∣A(σ)∣∣ ≥ R ·

∣∣OPT(σ)
∣∣− C, (3)

for every possible input sequence σ, whereA(σ) is the solu-
tion produced by the strategy A on σ, OPT(σ) is a solution
on σ for which |OPT(σ)| is maximal, and C is some con-
stant. If C = 0, we say that the competitive ratio is strict
or absolute, otherwise it is asymptotic. The competitive ra-
tio R is thus a positive real value ≤ 1, where equality to 1
implies that the strategy is (asymptotically) optimal.
Of particular interest is the Dual Next Fit strategy (DNF).

DNF maintains one active bin B, and packs the items into
B until it is covered. It then opens a new empty bin as
the active bin and continues the process. As mentioned,
Assmann et al. [1] prove thatDNF has a competitive ratio of
1/2 and Csirik and Totik [9] prove that no online algorithm
can achieve a competitive ratio larger than 1/2.
If the input sequence has some further structure, we can

do slightly better as is shown in the next lemma that we will
make extensive use of in the sequel.

Lemma 1 The online strategy DNF for the bin covering
problem on an input sequence σα where the items have
weights bounded by α < 1 has cost∣∣DNF(σα)

∣∣ > 1

1 + α

∣∣OPT(σα)
∣∣− 1

1 + α
.

Proof: Assume that DNF opens s+1 bins when accessing
the sequence σα, s of which are covered. Since every item
has weight at most α, it means that each of the s covered
bins are filled to a total weight of less than 1+α. A bin not
obeying this limit would have been covered already before
DNF places the last item in it, a contradiction. Thus the
total load of the sequence σα is

(1 + α)s+ 1 > ld(σα) ≥
⌊
ld(σα)

⌋
≥

∣∣OPT(σα)
∣∣,

whereby |DNF(σα)| = s > |OPT(σα)|/(1+α)−1/(1+α)
as claimed. 2

Another strategy of interest is Dual Harmonic (DHk),
where the strategy subdivides the items by sizes into k
groups,

]0, 1/k[, [1/k, 1/(k − 1)[, . . . , [1/3, 1/2[, [1/2, 1[,

and packs items in each group, maintaining k groups, ac-
cording to DNF. Evidently, DHk is at best 1/2-competitive
using the same argument as in Csirik and Totik [9].
In certain situations, the complete lack of information

about future input is too restrictive. In a sense, the on-
line strategy plays a game against an all-powerful adversary
who can construct the input sequence in the worst possible
manner. To alleviate the adversary’s advantage, we con-
sider the following advice-on-tape model [7]. An oracle

has knowledge about both the strategy and the full input se-
quence from the adversary, it writes information encoded
in binary on an advice tape of unbounded length. The strat-
egy can read bits from the advice tape at any time, before
or while the requests are released by the adversary. The
advice complexity is the number of bits read from the ad-
vice tape by the strategy. Since the length of the advice bit
string is not explicitly given, the oracle is unable to encode
information into the length of the string, thereby requiring
some mechanism to infer howmany bits of advice the strat-
egy should read at each step. This can be done with a self-
delimiting encoding that extends the length of the bit string
only by an additive lower order term [6].
A bit string s is encoded as e(s) = u(s) ◦ b(s) ◦ s (◦

denotes concatenation), where b(s) is a binary encoding of
the length of the string s and u(s) consists of

∣∣b(s)∣∣ ones
followed by a single zero, thus indicating how many bits
the strategy needs to read in order to obtain the length of
the string s. The encoding has length at most |e(s)| =
|s|+2⌈log(|s|+1)⌉+1. We henceforth assume that all ad-
vice information is encoded in this way. An integer m can
thus be encoded exactly using O(logm) bits and a rational
value me/md, where me and md are integers can be en-
coded using O(logme + logmd) bits. If the rational value
lies in the interval [0, 1], then me ≤ md and the encoding
can be made using O(logmd) bits.
We will base our strategy on DHk with added advice to

improve on the competitive ratio, as do Boyar et al. [5].

3 Exact advice-based strategies for
bin covering

Each item v in the input sequence corresponds to a rational
value 0 < v < 1, since any v above or equal to 1 will cover
a bin and then the optimal solution can be assumed to place
v alone in a bin to cover it. Also, values of size 0 could be
placed in the first covered bin without loss of generality.
Fix an integer k ≥ 2. We will subdivide the set of items

into k subsets, such that 1/t ≤ v < 1/(t − 1) for each
integer 2 ≤ t ≤ k, the t-items, and items v < 1/k, the
small items.
Consider a fixed optimal covering OPT(σ) for the in-

put sequence σ. We can partition the solution OPT(σ) into
groups, Gt1t2···tj , where the index t1t2 · · · tj , with 2 ≤ t1 ≤
t2 ≤ · · · ≤ tj ≤ k, denotes that each bin in group Gt1t2···tj
contains one t1-item, one t2-item, etc, multiplicity denot-
ing the number of times each item type occurs in the bin.
The group of bins that are only covered by small items is
denoted by GS .
We say that a bin in group Gt1t2···tj is easy, if∑
t∈{t1,t2,...,tj} 1/t ≥ 1 and we can assume without loss

of generality that easy bins contain no small items. Fur-
thermore, we assume that, if the bins in Gt1t2···tj are easy,
then any bin group Gt1t2···tj+l

is empty, if t1t2 · · · tj is a
prefix of t1t2 · · · tj+l, as any tj+i-item, 1 ≤ i ≤ l, in a bin
B in Gt1t2···tj+l

can be moved to other bins while B is still
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covered. As an example, G22 are those bins that each con-
tain two 2-items, so those bins are easy since two 2-items
together guarantee that the bin is covered and if a bin in
an optimal solution contains two 2-items, we assume that it
does not contain any other items. As we noted, such items
can be moved to other non-easy bins.
The non-easy bins may contain small items. Consider a

bin in G23, if k ≥ 3. It contains one 2-item and one 3-item.
If the 2-item is 0.62 and the 3-item is 0.41, then the items
cover the bin but this is not necessarily guaranteed since, if
the two items are 0.55 and 0.35, there must be small items
in the bin for it to be covered.
We also say that a bin in Gt1t2···tj is a gap bin, if∑
t∈{t1,t2,...,tj} 1/(t − 1) < 1, as each of these bins

must contain small items to the total amount of more than
1−

∑
t∈{t1,t2,...,tj} 1/(t− 1) to be covered. For example,

the bins in G3 are gap bins since they all have to contain
small items to a total amount of more than 1/2 to be cov-
ered.
The size of the optimal solution is given by

|OPT(σ)| =
∑

∀t1t2···tj

|Gt1t2···tj |+ |GS |, (4)

for all valid index combinations t1t2 · · · tj .
We modify DHk to operate on advice and describe this

strategy, denoted DHb+lgn
k , dependent on the parameter k,

the number of item types used to partition the items into.
The superscript indicates the amount of advice that the strat-
egy admits. Let x1, . . . , xn, n = |σ|, be an ordering of the
items in σ, such that xi ≥ xi+1, for 1 ≤ i < |σ|. The oracle
provides the strategy with an integer m and the value xm

through a self-delimiting encoding as previously described.
The objective of providing the parameters m and xm is

to give the strategy enough information to emulate the con-
struction of the bin group G2 in an optimal solution, inde-
pendently of the ordering in which items of the input se-
quence occur. The value of m is balanced by the size |G2|,
also designating the number of 2-items packed alone but
together with small items in the bins of G2, and the amount
of small items present in the bins of G2. In the optimal so-
lution, each of these bins could be covered to exactly the
value 1 but any online strategy may have to overfill by an
amount < 1/k.
The oracle, given the knowledge of the input sequence

and the strategy DHb+lgn
k , can determine the best value for

m by emulating DHb+lgn
k on the input sequence, for each

integer 0 ≤ m ≤ |G2|, if it knows an optimal solution. If it
does not, it counts the number of 2-items, n2, in the input
sequence and tries all values between 0 ≤ m ≤ n2 and
reports an m value for which DHb+lgn

k delivers as large a
solution as possible. Since n2 ≥ |G2| the best solution is no
worse than ifm is restricted to be ≤ |G2|. Given a specific
integer m, the oracle can provide the value xm using the
standard selection algorithm [4].
The strategy DHb+lgn

k initially reads the parameters m
and xm and opensm bins that we call critical bins and that
will each be coveredwith one of them largest 2-items of the

input sequence σ together with small items. Initially, each
critical bin is assumed to have a virtual load of xm. When
an item of size ≥ xm is placed in a critical bin, its virtual
load is increased to the actual value of the item. The strat-
egy further opens a t-bin for every item type t ∈ {2, . . . , k},
and a small bin for the small items. As the next item v of
the input sequence arrives, it is handled as follows:
1. if 1/2 ≤ xm ≤ v, place v in the next critical bin that does

not yet contain a 2-item and update the virtual load of the
critical bin. If all critical bins already contain 2-items, go to
the next step,

2. if 1/2 ≤ v < xm or xm ≤ v and all critical bins contain a
2-item, place v in the 2-bin using DNF. If the bin becomes
covered, close it and open a new 2-bin,

3. if 1/k ≤ v < 1/2 is a t-item, place v in the corresponding
t-bin using DNF. If the bin becomes covered, close it and
open a new t-bin,

4. if v < 1/k is small, place v in the next critical bin that does
not contain small items up to a virtual load of at least 1 and
update the virtual load of this critical bin. If all critical bins
are filled up to a virtual load of 1, place v in the small bin
using DNF. If the small bin becomes covered, close it and
open a new small bin.

Consider the following example input sequence

σ =
(
0.25, 0.8, 0.72, 0.2, 0.9, 0.45, 0.51, 0.67, 0.45, 0.6,

0.42, 0.55, 0.53, 0.28, 0.11, 0.15, 0.52, 0.15, 0.51,

0.41, 0.15, 0.35, 0.1, 0.35, 0.3, 0.3, 0.4, 0.18
)
,

taken from [5] and slightly modified. Figure 1 shows the
optimal solution and the DHb+lgn

3 solution on the sequence
σ, for k = 3, given that the oracle provides the valuesm =
2 and xm = 0.8.
We prove the following intermediate result to give the

idea of the analysis for the more extended version in Theo-
rem 2.

Theorem 1 Assume that the strategy DHb+lgn
2 has access

to the exact values of m and xm, then it has asymptotic
competitive ratio∣∣DHb+lgn

2 (σ)
∣∣ ≥ 3

5

∣∣OPT(σ)
∣∣− 19

15
,

for serving any sequence σ of size n.

Proof: Since k = 2, our strategy uses only two item types,
2-items and small items. The optimal solution consist of
three bin groups with |OPT(σ)| = |G22|+ |G2|+ |GS |. Note
that the number of 2-items in σ is exactly

T2 = 2|G22|+ |G2|. (5)

Consider now some arbitrary set of covered bins G,
where each bin only contains small items. Assume that
these bins have a total load of S =

∑
B∈G ld(B) ≥ |G|

and that the input sequence restricted to these small items
is σS . From Lemma 1 we have that∣∣DNF(σS)

∣∣ > 2

3
S − 2

3
≥ 2

3

∣∣G∣∣− 2

3
(6)
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Figure 1: (top) An optimal covering for instance σ with 11 bins. (bottom) A DHb+lgn
3 covering with 9 bins.

We let SS
def
=

∑
B∈GS

ld(B) be the total load of the small
items covering the bins in GS .
Next, we analyze the competitive ratio of the critical bins.

Consider a bin B in G2. It contains precisely one 2-item
having some weight ≥ 1/2. Assume that we have sorted
the bins in G2 in order of decreasing weight of its 2-item,
i.e., we have an ordering of the binsB1, . . . , B|G2| such that
the weight if the 2-item in Bi is wi, 1 ≤ i ≤ |G2| and wi ≥
wi+1 for 1 ≤ i ≤ |G2|−1; see Figure 2. Let ui = ld(Bi)−
wi be the weight of the small items in Bi and let S2 =∑

1≤i≤|G2| ui be the total load of the small items covering
the bins in G2. It is clear that S2 ≥ (|G2|−m)(1−wm) for
arbitrary choice of m ≤ |G2| since Bm+1, . . . , B|G2|, each
contains at least 1− wm amount of small items.
Let Ci, 1 ≤ i ≤ m, be the critical bins opened by our

strategy in the order they are constructed. Let ai ≥ xm ≥
wm denote the weight of the 2-item in Ci, let zi be the
weight of the last small item placed in Ci by our strategy,
and let yi = ld(Ci)−ai−zi be the weight of the remaining
small items in Ci. By construction, yi ≤ 1 − wm for each
1 ≤ i ≤ m; see Figure 2.
Let I2(m) ⊆ {1, . . . ,m} be the set of indices i such

that the last small element (of weight zi) that was placed in
critical bin Ci was placed by the optimal solution in a bin
in G2. Similarly, let IS(m) = {1, . . . ,m} \ I2(m) be the
set of remaining indices. The possible values of m range
between 0 ≤ m ≤ m+ = ⌊(|G2| − |I2(m+)|)/2⌋, where
m+ is the largest integer such that 2m++|I2(m+)| ≤ |G2|,
since the strategy needs to guarantee that it can cover all the
critical bins.
The oracle can ascertain the value m+ by emulating the

strategy over all possible integer values and it reveals the
values m = m+ = ⌊(|G2| − |I2(m+)|)/2⌋ and xm =

xm+ , the size of the mth largest item in the input sequence
σ to the strategy. The strategy constructs m critical bins,
⌊(T2 − m)/2⌋ 2-bins and some bins corresponding to the
amount of unused small items, giving us

∣∣DHb+lgn
2 (σ)

∣∣ > m+

⌊
T2 −m

2

⌋
+

2

3

(
SS + S2

−
( m∑

i=1

yi + zi

))
− 2

3

≥ m+
T2 −m

2
− 1

2
+

2

3

(
SS + S2 −

m∑
i=1

(1− wm)

−
m∑
i=1

zi

)
− 2

3

=
m

2
+

T2

2
+

2

3

(
SS −

∑
i∈IS(m)

zi

)

+
2

3

(
S2 −

m∑
i=1

(1− wm)−
∑

i∈I2(m)

zi

)
︸ ︷︷ ︸

≥0

−7

6

≥ m

2
+

T2

2
+

2

3

(
SS −

∑
i∈IS(m)

zi

)
− 7

6

≥ m

2
+

T2

2
+

3

5

(
SS −

∑
i∈IS(m)

zi

)
− 7

6

>
m

2
+

T2

2
+

3SS

5
− 3|IS(m)|

10
− 7

6

=
m

5
+

T2

2
+

3SS

5
+

3|I2(m)|
10

− 7

6

=
⌊(|G2| − |I2(m)|)/2⌋

5
+

2|G22|+ |G2|
2

+
3SS

5

+
3|I2(m)|

10
− 7

6
≥ |G22|+

3|G2|
5

+
3|GS |
5

− 19

15
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y1
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……
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Figure 2: The critical bins and their relationship to the G2-bins in the optimal covering. In the G2-bins, blue are 2-items
and light green are small items. In the critical bins, red represents the last small item placed in the bin, dark green are the
remaining small items, grey items are the 2-items, and dark grey represents the overlap between the virtual and actual load
of the 2-item.

bins, by applying Equality (5) in the last inequality. In ad-
dition, we use that each zi < 1/2, that SS ≥

∑
i∈IS(m) zi,

that critical binCi can be covered by a 2-item of size at least
wm plus the small items from a bin amongBm+1, . . . , B|G2|
and possibly one extra small item from a bin among{
Bm+1, . . . , B|G2|

}
∪GS ; see Figure 2. Furthermore,m =

|I2(m)|+ |IS(m)|, for anym. The competitive ratio is the
smallest coefficient of any of the terms corresponding to bin
groups, since an adversary can ensure that the groups with
larger coefficient contain no bins. This gives a competitive
ratio of 3/5 = 0.6. 2

We have presented the proof for two item types to illustrate
the general idea of the next result. For two item types, the
number of bin groups is three, whereas for four item types,
the number of bin groups increases to 20, but the proof steps
are exactly the same. For completeness we mention that
|DHb+lgn

3 (σ)| ≥ 9|OPT(σ)|/14 − 97/42, where 9/14 ≈
0.64285 . . ..

Lemma 2 Assume that the strategy DHb+lgn
4 has access to

the exact values of m and xm, then it has asymptotic com-
petitive ratio∣∣DHb+lgn

4 (σ)
∣∣ ≥ 2

3

∣∣OPT(σ)
∣∣− 173

60

for serving any sequence σ of size n.

Proof: The number of t-items, for t = 2, 3, and 4, in the
instance is

T2 = |G2|+ 2|G22|+ |G23|+ |G24|+ |G233|+
+ |G234|+ |G244|, (7)

T3 = |G3|+ |G23|+ 2|G33|+ |G34|+ 2|G233|+
+ |G234|+ 3|G333|+ 2|G334|+ |G344|+
+ 2|G3344|,+|G3444|, (8)

T4 = |G4|+ |G24|+ |G34|+ 2|G44|+ |G234|+
+ 2|G244|+ |G334|+ 2|G344|+ 3|G444|+
+ 2|G3344|+ 3|G3444|+ 4|G4444|. (9)

For each non-easy bin group G2, . . . ,G444 (there are eight
of them), let St1···t4 denote the weight of the small items
that the optimum solution packs in the bins of group Gt1···t4 .
In addition, we denote by SS =

∑
B∈GS

ld(B) the total
load of the small items covering the bins in GS .

As in the previous proof, we first consider some arbitrary
set of covered bins G, where each bin only contains small
items. Assume that these bins have a total load of S =∑

B∈G ld(B) ≥ |G| and that the input sequence restricted
to these small items is σS . From Lemma 1 we have that

∣∣DNF(σS)
∣∣ > 4

5
S − 4

5
≥ 4

5

∣∣G∣∣− 4

5
(10)

We can analyze the competitive ratio of the critical bins
exactly as in the previous proof. First consider a decreasing
ordering of the bins B1, . . . , B|G2| in G2 by the weight of
their 2-item, wi. We let ui = ld(Bi)− wi be the weight of
the small items inBi, whereby S2 ≥

(
|G2|−m

)
·
(
1−wm

)
,

for arbitrary choice of m ≤ |G2|. Each critical bin, Ci,
1 ≤ i ≤ m, contains one 2-item of weight ai, a small item
of weight zi that was the last small item placed inCi by our
strategy, and small items to the weight of yi = ld(Ci) −
ai − zi. Again, yi ≤ 1− wm, for each 1 ≤ i ≤ m.
Consider next the gap bins in the optimal solution. These

are the bins in groups G3, G4, G34, and G44. Each bin in these
groups is guaranteed to have small items to the amount of
at least 1/2, 2/3, 1/6, and 1/3, respectively. Thus, for each
of those groups we have S3 ≥ |G3|/2, S4 ≥ 2|G4|/3, S34 ≥
|G34|/6, and S44 ≥ |G44|/3.
For each group of non-easy bins G2, . . . ,G444, let

It1···t4(m) ⊆ {1, . . . ,m} be the set of indices i such that
the last small element (of weight zi) that was placed in
critical bin Ci was placed by the optimal solution in a bin
from bin group Gt1···t4 . Also, let IS(m) =

{
1, . . . ,m

}
\(⋃

t1···t4 ̸∈Easy It1···t4(m)
)
be the set of remaining indices.

As before, the possible values of m range between 0 ≤
m ≤ m+ =

⌊
(|G2| − |I2(m+)|)/2

⌋
, where m+ is the

largest integer such that 2m+ + |I2(m+)| ≤ |G2|, since
the strategy needs to guarantee that it can cover all the crit-
ical bins. The oracle ascertains the maximum integer m+

and reveals the valuesm = m+ =
⌊
(|G2| − |I2(m+)|)/2

⌋
and xm = xm+ , so our strategy constructs m critical bins,⌊
(T2 − m)/2

⌋
2-bins,

⌊
T3/3

⌋
3-bins,

⌊
T4/4

⌋
4-bins, and

bins corresponding to the amount of unused small items,
giving us
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∣∣DHb+lgn
4 (σ)

∣∣ > m+

⌊
T2 −m

2

⌋
+

⌊
T3

3

⌋
+

⌊
T4

4

⌋
+

4

5

(
SS + S2 + S3 + S4 + S34 + S44

−
( m∑

i=1

yi + zi

))
− 4

5

≥ m

2
+

T2

2
+

T3

3
+

T4

4
+

4

5

(
SS −

∑
i∈IS(m)

zi

)

+
4

5

(
S3 −

∑
i∈I3(m)

zi

)
+

4

5

(
S4 −

∑
i∈I4(m)

zi

)

+
4

5

(
S34 −

∑
i∈I34(m)

zi

)
+

4

5

(
S44 −

∑
i∈I44(m)

zi

)

+
4

5

(
S2 −

m∑
i=1

(1− wm)−
∑

i∈I2(m)

zi

)
︸ ︷︷ ︸

≥0

−163

60

≥ m

2
+

T2

2
+

T3

3
+

T4

4
+

2

3

(
SS −

∑
i∈IS(m)

zi

)

+
2

3

(
S3 −

∑
i∈I3(m)

zi

)
+

5

8

(
S4 −

∑
i∈I4(m)

zi

)

+
1

2

(
S34 −

∑
i∈I34(m)

zi

)
+

1

2

(
S44 −

∑
i∈I44(m)

zi

)
− 163

60

≥ m

2
+

T2

2
+

T3

3
+

T4

4
+

2SS

3
− |IS(m)|

6

+
2S3

3
− |I3(m)|

6
+

5S4

8
− 5|I4(m)|

32

+
S34

2
− |I34(m)|

8
+

S44

2
− |I44(m)|

8
− 163

60

≥ m

2
+

T2

2
+

T3

3
+

T4

4
+

2SS

3
− m

6
+

|I2(m)|
6

+
|I3(m)|

6
+

|I4(m)|
6

+
|I34(m)|

6
+

|I44(m)|
6

+
2S3

3
− |I3(m)|

6
+

5S4

8
− 5|I4(m)|

32

+
S34

2
− |I34(m)|

8
+

S44

2
− |I44(m)|

8
− 163

60

=
2|G2|
3

+
2|G3|
3

+
2|G4|
3

+
2|G33|

3
+

2|G34|
3

+
2|G44|

3

+
2|GS |
3

+
3|G24|

4
+

3|G444|
4

+
5|G23|

6
+

5|G344|
6

+
11|G334|

12
+ |G22|+ |G244|+ |G333|+ |G4444|

+
13|G234|

12
+

13|G3444|
12

+
7|G233|

6
+

7|G3344|
6

− 173

60

≥ 2

3
|OPT(σ)| − 173

60

bins, by applying Equalities (7)–(9) in the second to last in-
equality above. We further use that each zi < 1/4, that
SS ≥

∑
i∈IS(m) zi and St1···t4 ≥

∑
i∈It1···t4 (m) zi, for

each bin group Gt1···t4 . Every critical bin Ci can be cov-
ered by a large item of size at least wm plus the small
items from a bin among the last bins Bm+1, . . . , B|G2| in
G2 and possibly one extra small item from a non-easy bin

in the optimal solution; see Figure 2. Furthermore, m =
|IS(m)| +

∑
t1···t4 |It1···t4(m)|, for any m. The compet-

itive ratio is the smallest coefficient of any of the terms
corresponding to bin groups, since an adversary can ensure
that the groups with larger coefficient contain no bins. This
gives a competitive ratio of 2/3 ≈ 0.6666 . . .. 2

The two advice valuesm ≤ n and xm can be represented
by O(logn) bits and O(b) bits respectively, where b is the
number of bits required to represent the integer denomina-
tor of the rational value xm, since xm < 1. We have the
following immediate theorem.

Theorem 2 The strategy DHb+lgn
4 receives O(b + logn)

bits of advice and has asymptotic competitive ratio∣∣DHb+lgn
4 (σ)

∣∣ ≥ 2

3

∣∣OPT(σ)
∣∣− 173

60

for serving any sequence σ of size n, where b is the number
of bits required to represent any rational value in σ.

By approximating the advice valuem usingO(log logn)
of themost significant bits (using amodified self-delimiting
encoding), a slight variation of the analysis above shows
that a variant of DHb+lgn

4 that receives O(b + log logn)
bits of advice still has asymptotic competitive ratio 2/3 −
O(1/ logn), thus the exact value ofm has very little impact
on the competitive ratio.

3.1 Tightness

One could venture to think that strategy DHb+lgn
k , for k >

4, would give improved competitive ratio, or even that ex-
tending the strategy with more sets of critical bins could
improve it further. However, this is not possible, since
an adversary can simply provide an instance where all bin
groups except G2 in an optimal solution are empty. Thus,
the instance consists of only 2-items and small items. In-
deed, such instances form the basis for the lower bound
proof for DNF [1, 2]. Any critical bin-based strategy must
solve this instance and chooses some value form, the num-
ber of critical bins to open. Even if the adversary provides
all the small items first and the 2-items last, the strategy
will cover m +

⌊
(|G2| − m)/2

⌋
bins as long as the strat-

egy can guarantee that all m critical bins are covered with
one 2-item and some small items. Since the index set is
I2(m) = {1, . . . ,m}, for all m, the maximum occurs for
m = ⌊|G2|/3⌋. The strategy covers at most

m+

⌊
|G2| −m

2

⌋
=

⌊
|G2|
3

⌋
+

⌊
|G2| − ⌊|G2|/3⌋

2

⌋
≤ |G2|

3
+

|G2|
3

+
1

3
≤ 2

3

∣∣OPT(σ)
∣∣+ 1

3

bins, proving that our analysis in Lemma 2 is asymptoti-
cally tight.
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This paper investigates the feasibility of using reinforcement learning to solve combinatorial optimization 

problems, in particular, the problem of query-based monotone Boolean function reconstruction. The 

monotone Boolean function reconstruction problem is a typical combinatorial problem that reconstructs 

the function unambiguously with a minimum number of queries about the value of the function at the 

defined points, based on the monotonicity of the function. The Shannon complexity of the problem is of 

the order of 2𝑛/√𝑛, and the solution algorithm relies on complex constructions, which also add 

complexity in the form of memory and time. Additionally, there are problems of partial reconstruction, 

e.g., in the mining of associative rules, which do not fit into the developed solution formats. This 

necessitates exploring heuristic domains to attract additional resources to solve the problem. To this end, 

all elements of reinforcement learning - environment, agent, policy, etc. - are designed, and both exact 

and approximate algorithms are given to perform the necessary structural data transformations, as well 

as to calculate the reward, the value, and other operational data of the algorithm. The focal point of the 

considerations is a subclass of monotone Boolean functions related to the well-known shadow 

minimization theorem of layer-by-layer characterized functions. Preliminary experiments have been 

started and they require follow-up intensive actions. 

Povzetek: V raziskavi so avtorji preučili uporabo okrepljenega učenja za rekonstruiranje monotone 

Booleanove funkcije z minimalnim številom poizvedb. Predlagali so algoritme za točno in približno 

reševanje problema ter izvedli začetne simulacije. 

 

1 Introduction 
Many problems with monotone Boolean functions 

(MBFs) appear not only in logical and physical level 

design of systems, but also in artificial intelligence 

models, computation learning theory, hypergraph theory, 

and other areas. MBFs are used to encode extremely 

important constructions in various combinatorial 

optimization problems; they provide a natural way to 

describe satisfiable subsets of finite constraint collections. 

Extreme points of MBFs correspond to maximal 

compatible subsets of constraints, such as sets of linear 

inequalities, closed sets of frequent elements in 

association rule searches, etc. A number of applications 

(e.g., wireless sensor networks, dead-end tests of tables, 

data mining [2,3]) are based on MBF optimization, where 

MBFs are represented not in direct form, but by using 

chains and anti-chains [29]. Other similar applications can 

be added to this description [6,8,17]. 

There are a number of effective tools and methods for 

analyzing MBFs, and new approaches are constantly 

being sought, investigated, and applied. Well-known open 

problems include the reconstruction of bounded classes of  

 

Boolean functions with randomization of queries and  

functions, and the use of cube-splitting and chain-splitting 

of the Boolean domain [2]. 

A well-known problem concerning MBFs is the 

identification problem – the recognition of an unknown 

MBF of 𝑛 variables by using membership queries. 

Hansel’s algorithm [15], based on partitioning the binary 

cube into special non-intersecting chains, provides 

optimal reconstruction in the sense of Shannon 

complexity. In practical implementations, it is not 

necessary to build and store all chains in computer 

memory; according to [27,28,31], this can be done with 

simple procedures and an algebra that provides all the 

necessary answers to questions concerning the chains and 

queries mapped to these chains. 
The problem of recognition of monotone Boolean 

functions with 𝑛 variables, for 𝑛 =  2, ⋯ ,4 is investigated 

in [4], where the authors compare the complexity of 

different types of optimal (relative to the depth or the 

number of realizable nodes) decision trees with 

hypotheses.  
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PAC (probably approximately correct) type learning 

algorithms of MBFs are considered in a number of papers 

[25,32]. An algorithm that learns any monotone Boolean 

function 𝑓 of 𝑛 variables, to any constant accuracy, under 

the uniform distribution, in time polynomial in 𝑛 and in 

the decision tree size of 𝑓 is achieved in [32]. 

In order to obtain solutions and approximations using 

MBF classes, it is necessary to reconstruct the function 

itself from examples/values of points. One of the key tools 

here is the well-known Kruskal-Katona theorem [13,14], 

which describes the exact optimal monotone construction 

for a given set of parameters. In this way, KK-MBF class 

of MBFs is formed, being a special and attractive class for 

recognition. 

In recent years, machine learning (ML) has been seen 

as an additional technological resource for solving 

combinatorial optimization problems (CO) [18,22,33]. 

Numerous machine learning techniques have been used to 

solve various combinatorial optimization problems, such 

as reinforcement learning to train a deep Q-net [18] which 

is applied to the Traveling Salesman Problem (TSP) 

[16,26], graph convolution networks [22], pointer 

networks and learning-to-prune framework [33], decision 

trees and neural networks to classify discrete images with 

different structural properties using projection data [12], 

and others. 

In this paper, we investigate the possibility of using 

ML to train an MBF recognition heuristic that uses 

structures of Boolean function classes and stepwise 

recognition based on membership queries, as well as 

similarity and approximation studies between MBF 

classes and fragments. Among machine learning 

techniques, we distinguish and apply Reinforcement 

Learning (RL) – an approach similar to the query-based 

recognition. In order to apply RL to combinatorial 

optimization problems, the problem must be modelled as 

a sequential decision-making process, where the agent 

interacts with the environment by performing a sequence 

of actions in order to find a solution. A fundamental 

question arises here, which requires a detailed analysis –

whether it is possible to apply RL effectively for 

considered CO problem. Subjects for discussion include 

the compilation of acceptable sets of states and actions, 

possible and useful reward definitions, complexity 

aspects, and certainly, validation and estimation of 

approximations. These questions constitute the main 

topics of investigation of our present study. We propose 

an RL structure to solve the MBF recognition problem 

through a model (actions, states, and rewards) and an RL-

MBF algorithm. Experiments involve simulations with a 

traditional RL algorithm SARSA, using instances of 

typical MBF classes. 

The rest of the paper is organised as follows. Section 

2 presents necessary definitions, preliminaries, and basic 

theoretical concepts of the RL and MBF recognition, 

respectively. Section 3 and 4 describe the proposed 

technique and model, RL structure and components for the 

MBF recognition, and RL MBF algorithm and data 

structures, respectively. Discussions and evaluation of the 

model are given in Section 5. The paper ends with some 

concluding remarks. 

2 Preliminaries 

2.1 Monotone Boolean function 

recognition 

Let 𝐵𝑛 = {(𝑥1, ⋯ , 𝑥𝑛) | 𝑥𝑖 ∈ {0,1}, 𝑖 = 1, ⋯ , 𝑛} denote 

the set of vertices of the 𝑛-dimensional binary (unit) cube. 

Vertices of  𝐵𝑛 are obtained by assigning values to the 

binary variables 𝑥1, ⋯ , 𝑥𝑛. Let 𝛼 = (𝛼1, ⋯ , 𝛼𝑛) and 

𝛽 = (𝛽1, ⋯ , 𝛽𝑛) be two vertices of 𝐵𝑛. Then, 𝛼 precedes 

𝛽 (denoted as 𝛼 ≼ 𝛽) if and only if 𝛼𝑖 ≤ 𝛽𝑖  for 1 ≤ 𝑖 ≤ 𝑛. 

If at the same time 𝛼 ≠  𝛽 then 𝛼 strictly precedes 𝛽 

(denoted as 𝛼 ≺ 𝛽). 𝛼 and 𝛽 are comparable if 𝛼 ≼ 𝛽 or 

𝛽 ≼ 𝛼, otherwise, they are incomparable. A set of 

incomparable vertices in 𝐵𝑛 is also called a Sperner 

family. A (growing) chain is a sequence of vertices such 

that the 𝑖-th vertex in the sequence is obtained from the 

(𝑖 − 1)-th vertex by replacing a “0” component with “1”. 

The Hamming distance between 𝛼 and 𝛽 is the number 

of positions at which 𝛼𝑘 ≠ 𝛽𝑘, 1 ≤ 𝑘 ≤ 𝑛.  

For a given vertex 𝛼 of 𝐵𝑛, we define two intervals of 

vertices as: 

[𝛼, 1̃] = {𝛽 ∈ 𝐵𝑛|𝛼 ≼ 𝛽 ≼ 1̃} 

[0̃, 𝛼] = {𝛽 ∈ 𝐵𝑛|0̃ ≼ 𝛽 ≼ 𝛼} 

where 1̃ and 0̃ are vertices of 𝐵𝑛 with all components 

being 1s and 0s, respectively.  

Boolean function 𝑓: 𝐵𝑛 → {0,1} is called monotone if 

for every two vertices 𝛼, 𝛽 ∈ 𝐵𝑛 , if  𝛼 ≺ 𝛽 then 𝑓(𝛼) ≤
𝑓(𝛽). Vertices of 𝐵𝑛, where 𝑓 takes value “1” are called 

units or true points of the function; vertices, where 𝑓 takes 

value “0” are called zeros or false points of the function. 

𝛼1 is a lower unit (or minimal true point) of the function 

if 𝑓(𝛼1) = 1, and 𝑓(𝛼) = 0 for every 𝛼 ∈ 𝐵𝑛 , such that 

𝛼 ≺ 𝛼1. 𝛼0 is an upper zero (maximal false point) of the 

function if 𝑓(𝛼0) = 0, and 𝑓(𝛼) = 1 for every 𝛼 ∈ 𝐵𝑛 

such that  𝛼0 ≺ 𝛼. min 𝑇(𝑓) and max 𝐹(𝑓) denote the 

sets of minimal true points and maximal false points, 

respectively. Obviously, min 𝑇(𝑓) and max 𝐹(𝑓) are 

Sperner families in 𝐵𝑛. 

Formally, the work with MBFs started in 1987, with 

the issue of counting their number [9]. The first 

algorithmic and complexity-related considerations belong 

to [19], where, in particular, the valuable concept of 

resolving subsets was introduced. The final asymptotic 

estimate about the number of MBFs of 𝑛 variables was 

obtained in [20]. The technique on how to introduce and 

analyze MBFs, basically, is presented in 

[13,14,15,1,2,31,27,28,11]. 

The Hansel chain structure [15] was invented in 1966 

and plays one of the central roles in MBF-related 

algorithmic techniques. The method is based on the 

partitioning of 𝐵𝑛 into ( 𝑛
⌊𝑛/2⌋

)  pairwise non-intersecting 

chains (Hansel chains), arranged symmetrically about the 

middle layers of 𝐵𝑛, which have the following properties: 

1) The number of chains of the length 𝑛 − 2𝑝 + 1 is  

(𝑛
𝑝

) − ( 𝑛
𝑝−1

) for 0 ≤ 𝑝 ≤ ⌊𝑛/2⌋; 2) For any three elements 

𝛼𝑖1 ≺ 𝛼𝑖2 ≺ 𝛼𝑖3 of a chain of length 𝑛 − 2𝑝 + 1, their 
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relative complement 𝛽 belongs to a chain of length 𝑛 −
2𝑝 − 1. 

The next valuable step to this was done by Tonoyan 

[31], who invented a set of simple procedures (chain 

algebra) that serve all the actual queries about Hansel 

chains, providing a technical solution to all the problems 

related to algorithms with Hansel chains, without 

constructing and keeping them in computer memory. In 

continuation, [27] presented a slightly modified and 

simplified version by using two tools: enumeration of all 

chains, and a procedure of finding the 𝑖-th vertex of the 𝑗-

th chain. An optimised procedure is used to propagate 

newly found values to the chains, by a divide-and-conquer 

manner. 

In the MBF recognition problem using membership 

queries, the goal is to determine an unknown MBF of 𝑛 

variables using as few queries as possible. The function 

can be fully recognized by finding all its upper zeros 

(and/or lower units) [19].  The Shannon complexity of 

finding all upper zeros (lower units) of an arbitrary 

monotone Boolean function of 𝑛 variables is  

( 𝑛
⌊𝑛/2⌋

) + ( 𝑛
⌊𝑛/2⌋+1

) [15]. 

General steps in any optimal in the sense of Shannon 

function algorithm of recognition of monotone Boolean 

function 𝑓 are the following: 

1. Partitioning 𝐵𝑛 into Hansel chains; 

2. Choosing a chain 𝑗 (usually, chains are in increasing 

order of length) and a vertex 𝛼 on 𝑗 and querying 

𝑓(𝛼); On each chain, its “undetermined values” 

constitute an interval, and 𝛼 is chosen as the middle 

point of the interval. Then the query response 𝑓(𝛼) 

determines values in one half of the interval;  

3. Propagating 𝑓(𝛼) to other chains/vertices of 𝐵𝑛 

whenever it is possible using the monotonicity of 𝑓; 

4. Repeating steps 2-3 until 𝑓 is fully recognized (i.e., 

𝑓(𝛼) is obtained on all 𝛼 ∈ 𝐵𝑛). 

Another recognition structure is used in [28]. For even 

𝑛, 𝐵𝑛 is split according to two variables and the 

recognition in every sub-cube starts from its two middle 

layers. For odd 𝑛, firstly 𝐵𝑛 is split according to one 

variable, then as each sub-cube now has even size, the 

procedure for even sizes is applied. This provides optimal 

recognition of all MBFs in the sense of Shannon 

complexity. Unfortunately, while simple and attractive, 

this approach cannot be used in practical algorithms for 

arbitrary functions. Finally, it is worth mentioning the 

work [11] that considers not the Shannon complexity but 

the individual complexity of MBF given by its resolving 

set size. The core consideration is that for a given vertex 

𝛼, if 𝑓(𝛼) = 0, an upper-zero of 𝑓 can be found in no more 

than 𝑛 queries. The same holds with a lower-one when 

𝑓(𝛼) = 1. This gives a recognition complexity bounded 

by 𝑛 times the resolving set size of 𝑓. 

In general, tasks related to the recognition of MBFs 

may have different formulations. One task is to recognize 

a particular unknown function, knowing that it belongs to 

the class of MBFs or to one of its subclasses. Another task 

is to start with partial knowledge about the unknown 

function. One more case is when the number of queries is 

restricted by some number 𝐾 and the goal is to maximize 

the recognized part of the function. 

Similar problems can be formulated for specific 

classes of Boolean functions. Examples of classes are as 

follows: 

KK-MBF Kruskal-Katona MBF arises as a result 

of the shadow minimization theorem 

[21,13,14]. KK-MBF intersects the 

layers of the cube along their initial 

segments of lexicographic order. The 

complement of the KK-MBF area in 

𝐵𝑛 has a similar property; it is related 

to the initial segments of co-

lexicographic order. Partial KK-MBF 

is a partial MBF, where 0s of the 

function form initial segments of co-

lexicographic order, and 1s form 

initial segments of lexicographic order 

on layers. 

Symmetric MBF This is a trivial class of functions that 

take constant value on the cube layers. 

Examples are majority functions, 

parity functions, and others. Partial 

symmetric MBF is when the function 

is not determined on some layers of 

the cube. 

Threshold MBF Functions are defined by a linear 

inequality of weighted sums of 

variables.  

Matroid MBF Monotone Boolean function 𝑓 is 

called a matroid function if for each 

𝛼, 𝛽 ∈ min 𝑇(𝑓) with  𝛼𝑖 = 1, 𝛽𝑖 = 0, 

there exists a coordinate 𝑗 with 𝛼𝑗 = 0, 

𝛽𝑗 = 1 such that vertex 𝛼′, obtained 

from 𝛼  by replacing 𝛼𝑖 with 0 and 𝛼𝑗 

with 1, belongs to min 𝑇(𝑓). 

The combinatorial complexity of reconstruction in 

subclasses is not well studied. It is known that symmetric 

functions, with zeros and ones separated by two middle 

layers of the cube, are the most difficult functions for 

query-based reconstruction when only the monotonicity of 

the function is given. If it is known that the function 

belongs to the class of symmetric functions, the 

reconstruction can be done by 𝑙𝑜𝑔𝑛 queries. The same 

function also belongs to 𝐾𝐾 − 𝑀𝐵𝐹, and the 

combinatorial complexity in this case does not exceed 

𝑛𝑙𝑜𝑔𝑛. 

Other known and investigated classes of important 

MBFs, such as 2-monotonic positive functions 𝑘-tight 

functions, can be found in [7,24]. 

2.2 Reinforcement learning 

Reinforcement learning (RL) [30,23] is an algorithmic 

implementation of the natural learning process in which 

there is a systematic and analytical interaction with the 

environment. The basic elements of RL are the 

environment and the learner agent that interacts with it. 

When interacting with the environment, the agent 

performs actions, and the environment responds through a 

reward. Accordingly, RL algorithms distinguish the 
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following main elements: policy, which is a mapping of 

environmental situations/states to actions and is the core 

of the reinforcement learning agent; reward, which 

characterizes the immediate reaction of the environment 

to the action; the value of state 𝑠 or the value of state-

action pair (𝑠, 𝑎). The value function 𝑉(𝑠) is the 

expectation of future rewards when starting from state 𝑠 

and following some policy 𝜋; and the action-value 

function 𝑄(𝑠, 𝑎), which is the expectation of future 

rewards when starting from state 𝑠, taking action 𝑎 and 

following some policy 𝜋. 

RL algorithms can be divided into policy-based and 

value-based methods. In the case of policy-based methods, 

the policy is approximated directly, whereas value-based 

methods focus on approximating a value function, which 

is a measure of policy quality for some state-action pair in 

the given environment. Value-based methods first 

compute the action-value function 𝑄(𝑠, 𝑎) as the expected 

reward of the policy, given state 𝑠 and taking action 𝑎. The 

agent’s policy then corresponds to the choice of action that 

maximizes 𝑄(𝑠, 𝑎) for that state. The main difference 

between the value-based approaches is how to estimate 

𝑄(𝑠, 𝑎) accurately and efficiently. 

Another important element of RL algorithms is the 

model of the environment, which may be unknown or 

partially known. The nature of RL elements - deterministic 

or stochastic, representation by function, table, or table 

being filled, presence of an environment model, nature of 

the applied policy, etc. – defines, in many respects, its 

mathematical model and problems of implementation. 

RL is based on the concept of Markov decision-

making processes (MDP) [5]. MDPs are structured from 

finite sets of actions, states, policies and a state transition 

model. A learner agent interacts with the environment in a 

sequence of steps in time (t): (i) the agent receives a 

representation of the current environment (some state); (ii) 

chooses and performs an action according to its policy; 

(iii) receives a reinforcement/reward; and (iv) enters a new 

state of the environment. The goal in MDP and 

reinforcement learning is to learn a policy 𝜋 that 

maximizes the expected sum of future rewards. 

The epsilon-soft (𝜀-soft) is an example of action 

selection policy in RL, where the probability of all actions 

given a state 𝑠 is greater than some minimum value. The 

epsilon-greedy (𝜀-greedy) policy is a specific instance of 

an 𝜀-soft, where the policy is applied according to the 

following equation: 

𝜋(𝑠) = {
𝑎∗ 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 1 − 𝜖 
𝑎𝑎  𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝜖         

 

where 𝜋(𝑠) is the decision policy for the current state 𝑠, 

𝑎∗ is the best estimated action for the state 𝑠 at the current 

time, and 𝑎𝑎 is a random action selected with probability 

𝜖 [30]. 

In practice it is rare that an agent learns optimal policy; 

only an approximation can be achieved in various learning 

algorithms. The available memory is an important 

constraint; large amount of memory is often required to 

build up approximations of value functions, policies, and 

models. In tasks with small, finite state sets, it is possible 

to form these approximations using learning tables with 

one entry for each state (or state–action pair). In many 

cases of practical interest, however, there are far more 

states than could possibly be entries in a table. In these 

cases the functions must be approximated.  

The online nature of reinforcement learning allows 

optimal policies to be approximated in ways that prioritize 

learning to make good decisions for frequently 

encountered states, at the expense of less effort for 

infrequently encountered states. This is one key property 

that distinguishes reinforcement learning from other 

approaches to approximately solving MDPs. 

SARSA, a counterpart of Q-learning approach [30], is 

one of the common approximate value-based methods. It 

is based on temporal difference learning, where update 

estimates are partially based on other learned estimates, 

without waiting for a final outcome. SARSA iteratively 

makes the following update of the action-value on 

transition to the next state:  

𝑄𝑡+1 ≔ 𝑄𝑡(𝑠, 𝑎) + 𝛼[𝑟(𝑠, 𝑎) + 𝛾𝑄𝑡(𝑠′, 𝑎′) − 𝑄𝑡(𝑠, 𝑎)] 
 

where 𝑠 is the state and 𝑎 is the action at the current step 

𝑡, respectively; 𝑠′ is the state and 𝑎′ is the action at the 

next step 𝑡 + 1. 𝑄𝑡(𝑠, 𝑎) is the action-value at time 𝑡 for 

the state-action pair (𝑠, 𝑎). 𝑄𝑡+1 is the update at time 𝑡 +
1 by performing action 𝑎 in state 𝑠; 𝑟(𝑠, 𝑎) is the reward 

received for the pair (𝑠, 𝑎); 𝛼 and 𝛾 are the parameters, 

where 𝛾 is the scalar discount factor, 0 < 𝛾 ≤ 1, that 

describes the agent preference between current and future 

reward; 𝛼 is the learning rate, which controls overlap 

speed of new information. 

In general, agent–environment interaction is naturally 

broken down into a sequence of separate episodes, and 

each action affects only the finite number of rewards 

subsequently received during the episode. The time steps 

of each episode are numbered starting anew from zero. 

 

SARSA Algorithm 

Algorithm parameters: step size 𝛼 ∈ (0,1], small 𝜖 > 0; 

Initialize 𝑄(𝑠, 𝑎) arbitrary for each pair (𝑠, 𝑎); except that 

𝑄(𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙 𝑠𝑡𝑎𝑡𝑒, 𝑎) must be 0 for all 𝑎; 

Loop for each episode 

Observe state 𝑠; 

Select 𝑎 using policy derived from 𝑄, e.g.,  𝜖 –greedy; 

Repeat 

Take action 𝑎; 

Receive reward 𝑅(𝑠, 𝑎);  

Observe the next state 𝑠′;  
Select the new action 𝑎′ using policy derived from 𝑄, 

e.g.,  𝜖 –greedy; 

Update 𝑄(𝑠, 𝑎) with 

𝑄(𝑠, 𝑎) ≔  

𝑄(𝑠, 𝑎) + 𝛼[𝑅(𝑠, 𝑎) + 𝛾𝑄(𝑠′, 𝑎′) − 𝑄(𝑠, 𝑎)]; 
𝑠 ≔ 𝑠′, 𝑎 ≔ 𝑎′  

Until 𝑠 is terminal 

3 RL components for MBF 

recognition 
The idea of using RL for MBF recognition is to replace 

the difficult task of determining the next vertex of the 
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binary cube 𝐵𝑛 in combinatorial algorithms (to query the 

function value) with using examples, parameters learning 

and mimicking the best behaviour. The whole RL 

framework is composed of combinatorial preparations and 

learning heuristics. To understand the role of 

combinatorial and heuristic procedures in the overall RL 

structure, consider the data structures of the SARSA 

algorithm given in Figure 1. 

Data in part a) of Error! Reference source not 

found. is algorithmic in nature. We call this the Reward 

table. In the preparatory stage of the problem, it is 

necessary to define adequate reward values for all state-

action pairs (𝑠, 𝑎) (assuming that we have the state and 

action sets). The reward values will not be changed during 

the whole performance. The new state 𝑠′ is also definite, 

in the sense that being in state 𝑠 and performing action 𝑎 

will lead to 𝑠′, defined by deterministic or stochastic 

transition rules. In this part, we will intensively use 

technologies largely implemented in algorithmic studies 

of MBF recognition. The table ℝ can be completely or 

partially filled, containing only the values that have 

already been calculated by that moment. 

Often, also in MBF recognition, the task of filling ℝ is 

solved by searching or using other discrete, combinatorial 

considerations. 

Data in part b) is in the operative domain controlled 

by the learning process. Initially, this data is initialized 

with zero values and then learned step-by-step. The 

learning is based on the learning method (given in [30] for 

SARSA), which is also based on the learning policy. 

On the one hand, policy uses the table ℚ, the part of it 

that is already updated, and on the other hand, it is 

extended with a “planning” step that assigns some 

arbitrary actions randomly. This is a kind of balance 

between known and unknown rewards. SARSA, having 

the current state 𝑠, selects action 𝑎 using the policy 

derived from ℚ, obtains (𝑟, 𝑠′) from the reward table, and 

selects the next action 𝑎′ by the policy, and on this basis 

learns and updates the new value of ℚ.  

We conclude: the learning part of SARSA is universal; 

it works with the policy function 𝜋 and the value table ℚ, 

and these areas as well as the learning procedure are 

independent of the subject domain under consideration. 

The complementary part related to the reward table ℝ 

defines one-step-rewards, which in our case is a 

combinatorial computational problem. Then, the concept 

of learning is to integrate these one-step-rewards into 

longer chains of predictions, thus intending to achieve the 

learning goal. For needs of learning over MBF classes, it 

is now clear that we will apply the combinatorial 

technique developed in this area. 

 

3.1 MDP model on MBF reconstruction 

In a typical MBF recognition problem using membership 

queries, the goal is to determine an unknown MBF 𝑓 of 𝑛 

variables by as few queries as possible. We can also 

consider the problem of determining whether an unknown 

Boolean function belongs to the class of monotone 

functions. Another case is when the number of queries is 

limited to some number 𝐾 and the goal is to maximize the 

recognized part of the function. 

In the following, we will point out a number of 

individual problems of this type that may arise in RL MBF 

applications, and their mathematical formulations. 

Suppose that the vertices of 𝐵𝑛 are enumerated. Let 𝑥𝑗 

denote binary variables such that 𝑥𝑗 takes value 1 if the 𝑗-

th vertex of 𝐵𝑛 is chosen to ask the value of the function, 

and 0 otherwise. 𝑐𝑗 expresses the informativeness of the 𝑗-

th vertex, i.e., the number of new evaluations of the 

function obtained by propagating the value of the 𝑗-th 

vertex.  

The formalism of these steps, depending on the 

particular objectives, may be given as follows: 

1) 𝑚𝑖𝑛 ∑ 𝑥𝑗𝑗 , subject to ∑ 𝑐𝑗𝑗 = 2𝑛, this is the case 

when the function is to be entirely recovered and 

the goal is to minimize the number of queries; 

2) 𝑚𝑖𝑛 ∑ 𝑥𝑗𝑗 , subject to  ∑ 𝑐𝑗𝑗 ≥ 𝑁, this is the case 

when a certain part of the function is to be 

recovered by the minimum number of queries; 

3) 𝑚𝑎𝑥 ∑ 𝑐𝑗𝑗 , subject to ∑ 𝑥𝑗𝑗 = 𝐾, this is the case 

when the number of queries is restricted and the 

goal is to maximize the recognized part of the 

function.  

Note that the values of 𝑐𝑗 become known only after 

the vertices are selected. But regardless of the order of 

selection, ∑ 𝑐𝑗𝑗  will have the same value at the end. 

In order to apply RL to MBF recognition we need to 

reformulate it in terms of MDP, i.e., define the 

environment, states, actions, rewards, transition, and 

policy. 

 

 

 

 

Figure 1: Basic data structures used in typical SARSA 
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3.1.1 Environment 

The basis of the RL environment for the MBF 

reconstruction considered in this paper, is the 𝑛-

dimensional binary cube, its vertex set 𝐵𝑛, and the related 

sub-cube structure. The environment may need additional 

tools /known concepts/ such as Sperner systems, Hansel 

chains, Hamming distance, lexicographic order, and 

others. 

3.1.2 States 

The states represent some /partial/ knowledge about the 

solution, such us nested parts of the looked-for MBF, 

which we call fragments. An initial fragment can be the 

empty set, or we can start with some non-empty fragment. 

Thus, formally, each state 𝑠 is a partially defined 

monotone Boolean function 𝑓𝑠, given through a pair 

(𝑇𝑓𝑠 , 𝐹𝑓𝑠) of some sets of true and false vertices.  
An agent must travel through the remaining 

(undetermined) vertices of the cube and decide (according 

to the policy) which vertex to choose as a query. Thus, 

actions are vertices chosen to ask the value of the function.  

3.1.3 Rewards  

Since the agent's instrument of interaction with the 

environment is a query 𝛼 ∈ 𝐵𝑛, the response of the 

environment should characterize how successful the query 

is, having a predetermined partial monotone Boolean 

function available when the query is performed. Thus, the 

reward will express the “informativeness” of the chosen 

vertex-action 𝛼 in the sense of spreading the value 𝑓(𝛼) 

to other vertices due to the monotonicity of 𝑓. 

3.1.4 Transition/update 

Depending on the chosen vertex and the function value, 

new state 𝑠′ will be determined, which is a new partially 

defined function 𝑓𝑠′ given through a new pair (𝑇𝑓𝑠′, 𝐹𝑓𝑠′), 

such that 𝑇𝑓𝑠 ⊆ 𝑇𝑓𝑠′ and 𝐹𝑓𝑠 ⊆ 𝐹𝑓𝑠′.  

3.1.5 Terminal state 

The process will be continued until the termination 

criterion is reached, which according to the defined 

objectives is as follows: 

1) 𝑓 is completely recovered,  

2) 𝑓 is recovered by a certain percentage, 

3) a certain number of steps are done. 

3.1.6 Policy 

Environment models, when known, are used for planning, 

by which we mean an arbitrary approach of deciding to 

apply actions by considering possible future situations 

before they actually occur. Methods for solving 

reinforcement learning problems that use models and 

planning are called model-based methods, in contrast to 

methods without models that learn by trial and error. 

The goal of all reinforcement learning algorithms is to 

find a policy (the way of choosing actions), which would 

consistently allow the agent to gain a lot of rewards. For 

MBF recognition, the goal is to find a policy to get as 

many known values of the function as possible (ideally, 

this will be the whole function). 

Initially, we will start with the following: being in any 

state 𝑠, actions are chosen from the area 𝐵𝑛\ (𝑇𝑓𝑠 ∪  𝐹𝑓𝑠), 

using 𝜀-greedy method.  According to MBFs structure, 

vertices of ⋃ [𝛼, 1̃]𝛼∈𝑇𝑓𝑠  are true vertices, and vertices of 

⋃ [0̃, 𝛼]𝛼∈𝐹𝑓𝑠  are false vertices of 𝑓. It is then natural to 

exclude this part from further consideration. Thus, 

another policy may be: being in any state 𝑠, choose actions 

from the area 𝐵𝑛\(⋃ [𝛼, 1̃]𝛼∈𝑇𝑓𝑠 ∪ ⋃ [0̃, 𝛼]𝛼∈𝐹𝑓𝑠 ) using 𝜀-

greedy method. 

Moreover, special policies may be defined that exploit 

structures of MBF, and are based on Hamming distances 

between selected points in  𝑇𝑓𝑠 and 𝐹𝑓𝑠. 

3.2 Initial fragments, policies, updates, and 

rewards 

We consider three types of initial fragments. 

3.2.1 Partially defined monotone Boolean 

functions given by Sperner families 

The input fragment (corresponding to the initial state 𝑠) is 

given through a pair of feasible/compatible Sperner 

families  (𝑇𝑓𝑠 , 𝐹𝑓𝑠), one for the lower units, and one for 

the upper zeros of a partially defined monotone Boolean 

function 𝑓𝑠, as shown in Figure 2 a). 

 

Policy 1 - actions are selected in 𝐵𝑛\ (𝑇𝑓𝑠 ∪  𝐹𝑓𝑠) using 𝜀-

greedy method. 

Actions 

Action 𝑎 in a given state 𝑠 is a vertex 𝛼 in 

𝐵𝑛\ (𝑇𝑓𝑠 ∪  𝐹𝑓𝑠), chosen to ask the value 𝑓(𝛼).   

New states 

Depending on 𝑓(𝛼) the following operations are to be 

performed: 

For 𝑓(𝛼) = 1  

i. if  𝛼 is not comparable with any vertex of 𝑇𝑓𝑠, 

then 𝛼 is added to 𝑇𝑓𝑠 , thus the new state 𝑠′ is 

defined by the pair (𝑇𝑓𝑠′, 𝐹𝑓𝑠′), where  

𝑇𝑓𝑠′ = 𝑇𝑓𝑠 ∪ {𝛼} and 𝐹𝑓𝑠′ = 𝐹𝑓𝑠 

ii. if  𝛼 precedes some vertex/vertices 𝛽 of 𝑇𝑓𝑠, 

then 𝛼 is added to 𝑇𝑓𝑠 and all vertices greater than 𝛼 

are removed from 𝑇𝑓𝑠 , thus 

𝑇𝑓𝑠′ = (𝑇𝑓𝑠 ∪ {𝛼})\{𝛽|𝛽 ∈ 𝑇𝑓𝑠  𝑎𝑛𝑑 𝛽 ≻ 𝛼} 

iii. if there is a vertex 𝛽 of 𝑇𝑓𝑠 that precedes 𝛼, then 

the partial solution /state/ is not changed, 

𝑇𝑓𝑠′ = 𝑇𝑓𝑠 and 𝐹𝑓𝑠′ = 𝐹𝑓𝑠 

For 𝑓(𝛼) = 0  

iv. if 𝛼 is not comparable with any vertex of 𝐹𝑓′ then 

𝛼 is added to 𝐹𝑓𝑠′, thus 

𝐹𝑓𝑠′ = 𝐹𝑓𝑠 ∪ {𝛼}, 𝑇𝑓𝑠′ = 𝑇𝑓𝑠 
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Figure 2: Partial MBF given by Sperner systems 𝑇𝑓𝑠 and 

𝐹𝑓𝑠 

 

 

v. if there is a vertex/vertices 𝛽 of 𝐹𝑓𝑠 that precedes 

𝛼, then 𝛼 is added to 𝐹𝑓𝑠 and all vertices that 

precede 𝛼 are removed from 𝐹𝑓𝑠, thus 

𝐹𝑓𝑠′ = 𝐹𝑓𝑠 ∪ {𝛼}\{𝛽|𝛽 ∈ 𝐹𝑓𝑠  𝑎𝑛𝑑 𝛽 ≺ 𝛼} 

vi. if 𝑓 𝛼 precedes some vertex 𝛽 of 𝐹𝑓𝑠, then the 

partial solution /state/ is not changed, 𝑇𝑓𝑠′ = 𝑇𝑓𝑠 

and 𝐹𝑓𝑠′ = 𝐹𝑓𝑠. 

An illustration is given in Figure 2 b). 

 

Rewards 

We will use approximate reward calculations based on 

Hamming distances between the vertex 𝛼 and the vertices 

of 𝑇𝑓𝑠 and 𝐹𝑓𝑠. 

 

Reward 1 

The reward is 0 for the cases iii and vi, otherwise, it is the 

average Hamming distance, when averaged over all 

distances from 𝛼 to the vertices of 𝑇𝑓𝑠 and  𝐹𝑓𝑠: 

 

𝑅 =
∑ 𝜌(𝛼, 𝛾)𝛾∈(𝑇𝑓𝑠∪ 𝐹𝑓𝑠)

|𝑇𝑓𝑠 ∪  𝐹𝑓𝑠|
 

Reward 2 

The reward is 0 for the cases iii and vi, otherwise, it is the 

average Hamming distance, when the average is over the 

two farthest distances from 𝛼 in 𝑇𝑓𝑠  and  𝐹𝑓𝑠: 

 

𝑅 =

max
𝛾∈𝑇𝑓𝑠

𝜌(𝛼, 𝛾) + max
𝛾∈𝐹𝑓𝑠

𝜌(𝛼, 𝛾)

2
 

 

3.2.2 Partially defined monotone Boolean 

functions given by bunch of intervals 

The input fragment (corresponding to the initial state 𝑠) is 

given through a pair of bunches of intervals 

(⋃ [𝛼, 1̃]𝛼∈𝑇𝑓𝑠 , ⋃ [0̃, 𝛼]𝛼∈𝐹𝑓𝑠 ); initially, 𝑇𝑓𝑠, 𝐹𝑓𝑠 are 

feasible/compatible Sperner families, one for the lower 

units, and one for the upper zeros of a partially defined 

monotone Boolean function 𝑓𝑠.   

Policy 2 - actions are selected in 𝐵𝑛\ (⋃ [𝛼, 1̃]𝛼∈𝑇𝑓𝑠 ∪

⋃ [0̃, 𝛼]𝛼∈𝐹𝑓𝑠 ) using 𝜀-greedy method. 

We have two options: 

 

1. Keep all intervals ⋃ [𝛼, 1̃]𝛼∈𝑇𝑓𝑠  and 

⋃ [0̃, 𝛼]𝛼∈𝐹𝑓𝑠 ), - this requires extra memory; 

2. Exclude all vertices greater than any vertex of 

𝑇𝑓𝑠, and lower than any vertex of 𝐹𝑓𝑠 – this 

requires extra computations.  

 

Actions 

Action 𝑎 in given state 𝑠 is a vertex 𝛼 in 𝐵𝑛\

 (⋃ [𝛼, 1̃]𝛼∈𝑇𝑓𝑠 ∪ ⋃ [0̃, 𝛼]𝛼∈𝐹𝑓𝑠 ), chosen to ask the value 

𝑓(𝛼). 

 

New states 

Depending on 𝑓(𝛼) the following operations are to be 

performed (𝑇𝑓𝑠′  and/or 𝐹𝑓𝑠′ may not be Sperner families):  

i. if 𝑓(𝛼) = 1  then 𝑇𝑓𝑠′ ≔ 𝑇𝑓𝑠 ∪ {𝛼} and 𝐹𝑓𝑠′ ≔

𝐹𝑓𝑠,  

ii. if 𝑓(𝛼) = 0  then 𝐹𝑓𝑠′ ≔ 𝐹𝑓𝑠 ∪ {𝛼}  and 𝑇𝑓𝑠′ ≔

𝑇𝑓𝑠, 

the new state is (⋃ [𝛼, 1̃]𝛼∈𝑇𝑓𝑠′ , ⋃ [0̃, 𝛼]𝛼∈𝐹𝑓𝑠′ ). 

Rewards 

 

Reward 1 

𝑅 = |(⋃ [𝛼, 1̃]\ ⋃ [𝛼, 1̃]𝛼∈𝑇𝑓𝑠𝛼∈𝑇𝑓𝑠′ ) ∪ (⋃ [0̃, 𝛼])𝛼∈𝐹𝑓𝑠′ \

(∪ ⋃ [0̃, 𝛼])𝛼∈𝐹𝑓𝑠 |  

 

Reward 2 

𝑅 = 

|(⋃ [𝛼, 1̃]\ ⋃ [𝛼, 1̃]𝛼∈𝑇𝑓𝑠𝛼∈𝑇𝑓𝑠′ ) ∪ (⋃ [0̃, 𝛼])𝛼∈𝐹𝑓𝑠′
\(∪ ⋃ [0̃, 𝛼])𝛼∈𝐹𝑓𝑠 |

|𝐵𝑛\ (⋃ [𝛼, 1̃]𝛼∈𝑇𝑓𝑠 ∪ ⋃ [0̃, 𝛼]𝛼∈𝐹𝑓𝑠 )|
 

 
= 

|(⋃ [𝛼, 1̃]\ ⋃ [𝛼, 1̃]𝛼∈𝑇𝑓𝑠𝛼∈𝑇𝑓𝑠′ )| + |(⋃ [0̃, 𝛼])𝛼∈𝐹𝑓𝑠′
\(∪ ⋃ [0̃, 𝛼])𝛼∈𝐹𝑓𝑠 |

2𝑛 − | (⋃ [𝛼, 1̃]𝛼∈𝑇𝑓𝑠 )| − |⋃ [0̃, 𝛼]𝛼∈𝐹𝑓𝑠 |
 

 

Reward 3 

For obtaining an approximate value for the reward, we can 

apply Bonferroni inequalities [35,36] for approximating 

the value of corresponding inclusion-exclusion formula. 

For example, 𝑅 = |[𝛼′, 1̃]\ ⋃ [𝛼, 1̃]𝛼∈𝑇𝑓𝑠 | can be 

approximated in the following way. 

We suppose that ℎ1, ℎ2, … , ℎ𝑞  are the smallest vertices 

of 𝑇𝑓𝑠 that are greater than 𝛼′.  

Denote 𝐻𝑝 = [ℎ𝑝, 1̃] for 𝑝 = 1, ⋯ , 𝑞. The exact 

reward value can be expressed by the inclusion-exclusion 

formula: 

𝑅 = 2|𝛼′| − |⋃ 𝐻𝑝
𝑞
𝑝=1 | = 2|𝛼′| − ∑ |𝐻𝑝|𝑝   
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+ ∑ |𝐻𝑖 ∩ 𝐻𝑗| − ∑ |𝐻𝑖 ∩ 𝐻𝑗 ∩ 𝐻𝑘|𝑖<𝑗<𝑘𝑖<𝑗   

+ ⋯ (−1)𝑞|𝐻1 ∩ 𝐻2 ∩ … ∩ 𝐻𝑞|¸ 

where |𝛼′| denotes the size of the interval [𝛼′, 1̃], and 2|𝛼′| 

is the number of vertices in [𝛼′, 1̃]. 

The sum of some first terms in the formula is 

alternately an upper bound and a lower bound, which is 

the key for approximations. 

 

3.2.3 Points on chains  

The input fragment is composed as follows: split 𝐵𝑛 into 

Hansel chains (Figure  illustrates the Hansel chains in 𝐵5), 

and compose a list 𝐿 = (𝑙1, 𝑙2, ⋯ , 𝑙
( 𝑛

⌊𝑛/2⌋)
) of their lengths; 

for example, 𝐿 = (6,4,4,4,4,2,2,2,2,2)  for 𝐵5. Take at 

random two numbers in [1, 𝑙𝑗] for each chain 𝑗. The 

smaller number will indicate the initial maximal false 

point, and the larger number will indicate the initial 

minimal true point of the chain.  

Compose 𝑇𝑓𝑠 and 𝐹𝑓𝑠 from the initial minimal true and 

maximal false points of the chains, respectively. Let 

(𝛼𝑗 , 𝛽𝑗), 𝛼𝑗 ≺ 𝛽𝑗  , be the current maximal false and 

minimal true vertices of the 𝑗-th chain. Compose intervals 

[𝛼𝑗 , 𝛽𝑗] on the chains and call them “uncertainty intervals” 

of the chains. 

 

Policy 3 - actions are chosen in ⋃ [𝛼𝑗, 𝛽𝑗]𝑗  using 𝜀-greedy 

method. 

 

Actions 

Action 𝑎 in given state 𝑠 is a vertex 𝛾 in ⋃ [𝛼𝑗, 𝛽𝑗]𝑗  chosen 

to query the value 𝑓(𝛾). 

 

New states 

Let 𝛾 belongs to [𝛼𝑗, 𝛽𝑗] 

i. if 𝑓(𝛾) = 1 then 𝛾 replaces the true point 𝛼𝑗 of the 

chain, 𝛼′𝑗 ≔ 𝛾, resulting a new smaller uncertainty 

interval [𝛼′𝑗 , 𝛽′𝑗], 𝛽′𝑗 = 𝛽𝑗 . Moreover, 𝑓(𝛾) can be 

spread to the vertices of the uncertainty intervals of 

all chains, thus replacing their true points (for 

simplicity we may omit this); 

ii. if 𝑓(𝛾) = 0 then 𝛾 replaces the false point 𝛽𝑗 of the 

chain, 𝛽′𝑗 ≔ 𝛾, resulting a new smaller uncertainty 

interval [𝛼′𝑗 , 𝛽′𝑗], 𝛼′𝑗 = 𝛼𝑗. Moreover, 𝑓(𝛾) can be 

spread to the vertices of the uncertainty intervals of 

all chains, thus replacing their false points (for 

simplicity we may omit this). 

 

We note that any optimal MBF recognition algorithm 

that works with Hansel chains chooses the middle points 

of the intervals to ask the value of the function. But the 

goal here is to determine the most informative point for a 

given function depending on its structure. 

Figure 3: Hansel chains in 𝐵5 

 

 

Rewards 

The reward for action 𝛼 in state 𝑠 depends on the 

“informativeness” of the vertex.  

Reward 1 

The reward is the difference between the summary lengths 

of the new and previous uncertainty intervals: 

𝑅 = | ⋃ [𝛼𝑗, 𝛽𝑗]𝑗 \ ⋃ [𝛼′𝑗 , 𝛽′𝑗]𝑗 |  

 

Policy 4 - actions are chosen starting from the largest 

intervals using 𝜀-greedy method. 

Actions 

An action 𝑎 in a given state 𝑠 is a vertex 𝛾 in the largest 

[𝛼𝑗 , 𝛽𝑗] chosen to ask the value 𝑓(𝛾). 

New states and rewards can be defined as for the previous 

case. 

4 RL MBF algorithm 
In this section we describe an RL algorithm for the case 

when states are defined by Sperner families, and the 

objective is to maximize the recognized part of the 

function, when the number of queries is restricted by some 

natural number 𝐾, 

𝑚𝑎𝑥 ∑ 𝑐𝑗𝑗   

subject to ∑ 𝑥𝑗𝑗 = 𝐾.  

 

The proposed algorithm is based on SARSA method. 

The policy 𝜋 and the reward function 𝑅 can be any of those 

defined in the previous section.  

 

RL-MBF algorithm is composed of several parts: 

Set parameters 𝛼, 𝛾, policy 𝜋, reward function 𝑅, number 

of episodes N (episodes will be explained in Section 4.2) 

Initialize RL-MBF variables and constants, including the 

cube size 𝑛, and integers  𝑘, 𝑙, 0 ≤ 𝑘, 𝑙 ≤ 𝑛 to characterise 

Sperner families  
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Generate initial state 𝑠 (consists of two Sperner families, 

one is for 𝑘 minimal true points, and another is for 𝑙 
maximal false points) 

Get feasibility area (this is “feasible” part of 𝐵𝑛 for 

selecting valid query vertices, thus, excluded initial two 

Sperner families, or Sperner families along with the 

corresponding intervals, according to the policy 𝜋) 

Create root vertex in Q-graph according to the initial state 

𝑠; 

Repeat for each episode  

Select vertex 𝛼 /action 𝑎/ in the feasibility area 

according to the policy 𝜋 

Repeat 

Query the value 𝑓(𝛼) 

Get new state 𝑠′ (according to the value 𝑓(𝛼) and 

the policy 𝜋) 

Calculate Reward for (𝑠, 𝑎) (according to 

Reward function 𝑅)  

Update feasibility area (remove the “difference” 

according to the policy 𝜋) 

Select new vertex 𝛼′ /action 𝑎′/ in the feasibility 

area according to the policy 𝜋 

Update Q-table (update Q-graph using 𝑠, 𝑎, 𝑠′, 𝑎′ 
according to SARSA) 

Calculate cumulative reward 

𝑠: = 𝑠′  
𝑎: = 𝑎′  

until 𝐾 steps are done 

until N episodes are done 

 

4.1 Functions used in RL-MBF 

In this section we describe some of the functions used in 

RL-MBF algorithm.  

Let 𝛼 = (𝑎1, ⋯ , 𝑎𝑛) and 𝛽 = (𝑏1, ⋯ , 𝑏𝑛) be vertices 

of 𝐵𝑛. 𝛼 precedes lexicographically 𝛽 if either there exists 

an integer 𝑘, 1 ≤  𝑘 ≤  𝑛, such that 𝑎𝑘 < 𝑏𝑘  and 𝑎𝑖 = 𝑏𝑖  

for 𝑖 < 𝑘, or 𝛼 = 𝛽. The vectors of 𝐵𝑛 are in a 

lexicographic order in the sequence 𝛼0, 𝛼1, ⋯ , 𝛼2𝑛−1  if 𝛼𝑖 

precedes lexicographically 𝛼𝑗, for 0 ≤ 𝑖 < 𝑗 ≤ 2𝑛 − 1. 

The serial number of the vertex 𝛼 = (𝑎1, ⋯ , 𝑎𝑛) is the 

natural number 𝑎12𝑛−1 + 𝑎22𝑛−2 + ⋯ + 𝑎𝑛20, whose 

binary representation is 𝑎1𝑎2 ⋯ 𝑎𝑛. When the vectors of 

𝐵𝑛 are in a lexicographic order, their serial numbers form 

the sequence  0,1, ⋯ ,2𝑛 − 1. 

 

Generate initial state 𝒔 and Get feasibility area (for 

Policy 1) 

𝑇𝑓𝑠 ≔ ∅; 𝐹𝑓𝑠 ≔ ∅; 𝐹 = {0,1, ⋯ , 2𝑛 − 1}; 𝑘, 𝑙; 

𝑡: = 0; 

repeat 

𝑟:= random number in 𝐹;  

find vertex 𝛼𝑟, with the serial number 𝑟;  

if 𝛼𝑟 is not comparable with any vertex of 𝑇𝑓𝑠 

then 

𝑇𝑓𝑠 ≔ 𝑇𝑓𝑠 ∪ {𝛼𝑟}; 

𝐹 ≔ 𝐹\{𝑟}; 

𝑡 = 𝑡 + 1; 

until 𝑡 = 𝑘  

𝑡: = 0;  

repeat 

  𝑟:= random number in 𝐹; 

find vertex 𝛼𝑟 with the serial number 𝑟; 

if 𝛼𝑟 is not comparable with any vertex of 𝐹𝑓𝑠 

and is not greater of any vertex of 𝑇𝑓𝑠 

then 

𝐹𝑓𝑠 ≔ 𝐹𝑓𝑠 ∪ {𝛼𝑟}; 

𝐹 ≔ 𝐹\{𝑟}; 

𝑡 = 𝑡 + 1;  

until 𝑡 = 𝑙 
𝑠 ≔ 𝑇𝑓𝑠 ∪ 𝐹𝑓𝑠; 

 

Generate initial state 𝒔 and Get feasibility area (for 

Policy 2) 

�̂�𝑓𝑠 ≔ ∅; �̌�𝑓𝑠 ≔ ∅; 𝐹 = {0, ⋯ , 2𝑛 − 1}; 𝑘, 𝑙; 

repeat 

  𝑟= random number in 𝐹; 

find vertex 𝛼𝑟 with the serial number  𝑟; 

�̂�𝑓𝑠 ≔ �̂�𝑓𝑠 ∪ [𝛼𝑟 , 1̃]; 

𝐹 ≔ 𝐹\{𝑠𝑒𝑟𝑖𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟𝑠 𝑜𝑓[𝛼𝑟 , 1̃]}; 

until 𝑘 steps are done 

 

repeat 

𝑟:= random number in 𝐹; 

find vertex 𝛼𝑟 with the serial number 𝑟; 

�̌�𝑓𝑠 ≔ �̌�𝑓𝑠 ∪ [0̃, 𝛼𝑟]; 

𝐹 ≔ 𝐹\{𝑠𝑒𝑟𝑖𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟𝑠 𝑜𝑓 [0̃, 𝛼𝑟]}; 

until 𝑙 steps are done 

𝑠 ≔ �̂�𝑓𝑠 ∪ �̌�𝑓𝑠; 

 

Get new state 𝒔′ and Update feasibility area (for Policy 

2) 

If 𝑓(𝛼) = 1  

then 

�̂�𝑓𝑠′ ≔ �̂�𝑓𝑠 ∪ [𝛼, 1̃]; 

temp≔ 𝐹\{𝑠𝑒𝑟𝑖𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟𝑠 𝑜𝑓 [𝛼, 1̃]}; 

diff:= 𝐹\temp; 𝐹 ≔temp; 

else 

�̌�𝑓𝑠′ ≔ �̌�𝑓𝑠 ∪ [0̃, 𝛼];  

temp≔ 𝐹\{𝑠𝑒𝑟𝑖𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟𝑠 𝑜𝑓 [0̃, 𝛼]};  

diff:= 𝐹\temp; 

𝐹 ≔temp;  

 

RL-MBF algorithm, as well as functions used can be 

described in a similar way for the case, where states are 

defined by points on chains. 

4.2 Data structure for Q-table 

As mentioned earlier, agent–environment interaction is 

broken down into separate episodes, and each action 

affects only the finite number of rewards subsequently 

received during the episode.   

In the case of MBF recognition, each episode starts 

with the same initial fragment (e.g. two initial Sperner 

families along with the corresponding intervals) and has 

fixed length 𝐾. Theoretically, an action can be any vertex 

of 𝐵𝑛, excluding the vertices of the initial fragment, and a 
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state can be any partial monotone Boolean function 

containing the initial fragment.   

Within a single episode, a sequence of steps leads to a 

sequence of states that correspond to a series of nested 

partial monotone Boolean functions. Thus, “feasibility” 

area for choosing actions becomes more restricted from 

state to state. In terms of the reward table 𝑅, states are 

assigned to the rows of the table, and actions are assigned 

to the columns. Each state has its area of “feasible” actions 

(a subset of columns). At each step of an episode, being in 

a state 𝑠 and performing an action 𝑎, if 𝑎 is a new action 

for the state 𝑠, then cell (𝑠, 𝑎) is filled with the computed 

reward value 𝑅(𝑠, 𝑎), otherwise, the cell is already filled 

with the reward value. For the first episode, 𝑅 is initially 

empty, and at each step exactly one cell is filled.    

Regarding the state-action table 𝑄, at each step of an 

episode, being in state 𝑠 and performing action 𝑎, if 𝑎 is a 

new action for the state 𝑠, then cell (𝑠, 𝑎) is assigned 0, 

otherwise 𝑄(𝑠, 𝑎) is updated according to the method used 

(e.g., SARSA). For the first episode, the table is initially 

empty. 

Given the features of MBF, i.e. the nested structure of 

states and the restriction of the range of feasible actions 

from state to state, instead of storing Reward- and Value- 

tables we create an oriented weighted graph 𝑄-graph as 

follows. 

States are assigned to vertices and state-action pairs are 

assigned to edges. One vertex is mentioned as the root 

vertex that corresponds to the initial state; the root has no 

incoming edges.  

Each episode is an oriented path in 𝑄-graph, starting 

from the root and having length 𝐾. Each edge (𝑠, 𝑎) is 

assigned two weights; one is the reward 𝑅(𝑠, 𝑎), the other 

is the state-action value 𝑄(𝑠, 𝑎). For the first episode, the 

entire path is newly created; 𝑅(𝑠, 𝑎) are computed 

according to the reward function, and 𝑄(𝑠, 𝑎) are assigned 

0, then 𝑄(𝑠, 𝑎) are updated according to the SARSA 

formula. 

Obviously, paths for different episodes can overlap 

(i.e., the same state can be reached by different sequences 

of actions), possibly, making cycles. 

In the current episode, being in some state 𝑠 and 

choosing action 𝑎, we search among the outgoing edges 

from 𝑠; if edge (𝑠, 𝑎) already exists, then the pair has 

already met, and 𝑅(𝑠, 𝑎) and 𝑄(𝑠, 𝑎) have been calculated. 

If edge (𝑠, 𝑎) does not exist, we first look for vertex 𝑠′, 
if it exists we add edge (𝑠, 𝑎) from 𝑠 to 𝑠′, if it does not 

exist then we create new vertex 𝑠′ and add edge from 𝑠 to 

𝑠′. Then we calculate 𝑅(𝑠, 𝑎) according to the reward 

function, assign 𝑄(𝑠, 𝑎) to 0, and then update it according 

to SARSA formula. 

In order to organize the search process for vertex 𝑠  and 

edges originating from 𝑠, as well as Reward and Q tables, 

we introduce the following structure. 

We create an array “Vertex_list”, each element 𝑣 of 

which has its name “𝑣.name” and its set of outgoing edges 

“𝑣.edge_list”. “𝑣.name” keeps states, and “𝑣.edge_list” 

keeps all outgoing edges from 𝑣. Initially, “Vertex_list” 

consists of the root vertex 𝑣0; “𝑣0.name” is the initial state, 

“𝑣0.edge.list” is empty.  

Each element “edge: of  “𝑣.edge_list”, in its turn, has 

its own name “edge.name”, which is the chosen vertex-

action, its reward “edge.reward”, and  its Q-value 

“edge.value”. 

Update is organized in the following way.  

Update Q(𝒔, 𝒂, 𝒔′, 𝒂′) 

If 𝑎 does not exist in “𝑠.edge_list”, and 𝑠′ does not 

exist in “Vertex_list”, then create a new graph vertex 𝑠′  in 

“Vertex_list” with  “𝑠′. name”= 𝑠′, and add outgoing edge 

𝑎 from 𝑠 to 𝑠′ by adding (𝑠, 𝑎) into the “𝑠.edge_list” of 𝑠; 

with “edge.value” 0; and “edge.reward” - calculated 

according to the reward function. 

If 𝑎 does not exist in “𝑠.edge_list”, but 𝑠′ exists in 

“Vertex_list”, then add new edge 𝑎 from 𝑠 to 𝑠′ by adding 

𝑠′ into the “𝑠.edge_list”;  calculate “edge.reward” 

according to the reward function. Update “edge.value” 

according to: 

𝑄(𝑠, 𝑎) ≔ 𝑄(𝑠, 𝑎) + 𝛼[𝑅(𝑠, 𝑎) + 𝛾𝑄(𝑠′, 𝑎′) − 𝑄(𝑠, 𝑎)]. 
 

5 Discussions and evaluation of the 

model  
 The RL modeling of the MBF recognition problem passes 

through the stages of defining all the elements of RL for 

the MBF domain, as well as the algorithmic 

implementation of the computational processes of these 

components. Exact models based on Sperner families and 

Hansel chains are used, as well as approximate versions of 

both concepts and their computations are proposed. 

Hansel models require at least twice the amount of regular 

memory and reduce the spatial analysis of structures to 

chain analysis using simple division and the algebra of 

Hansel chains. The approximations in the calculations 

associated with Sperner systems turn to inclusion-

exclusion type formulas when computing the cardinality 

of a bundle of intervals, where the sums of the initial sum 

segments provide lower and upper cardinality estimates in 

the required precision.  

Coarser heuristics are also possible, due to the need to 

reduce the resulting computational complexity. The 

simplest heuristics address different kinds of query 

distances or propagation of points from vertices to current 

Sperner systems. The whole technique of this block 

proposes replacing the ideal environment with another, 

less intelligent and less precise one, with the hope that the 

necessary computation is simplified and that the RL 

process converges in a reasonable time frame.  

The preliminary experiments conducted involved 

functions of small dimensionality and mainly focused on 

clarifying the possibilities of approaches with Sperner and 

Hansel systems. However, a sufficient volume of 

experiments has not yet been conducted, and the available 

volume of trials does not allow to obtain reasonable 

conclusions to be drawn about the effectiveness of one 

approach or the other. At this stage, a Proof of Concept 

type result has been established, and an experimental 

computing environment has been deployed for further 

work on the basis of the Armenian-French supercomputer 
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of the Institute for Informatics and Automation Problems 

of the National Academy of Sciences of Armenia.  

  

6 Conclusion and future work 
This paper investigated the feasibility of using 

reinforcement learning to solve combinatorial 

optimization problems, particularly the query-based 

reconstruction of monotone Boolean functions. 
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Influence maximization (IM) is perhaps one of the most actively studied problems in network science. It is
a combinatorial optimization problem in which, given a directed social network with influence weights, a
spreading model, and a positive integer k, it is required to identify the set of seed nodes of size k which can
make the largest influence in the network. We proposed an exact ILP model in our recent work and itera-
tive solution approach to solve the IM problem under the so-called deterministic linear threshold spreading
model. Since the solution describes how the diffusion happens for different time constraints, it is of interest
to investigate how the various characteristics of the underlying graph relates to the result. In this paper,
we present two new centrality metrics, computed from the input network structure, and use them to mini-
mize the number of possible seed nodes. The solver chooses among the potential seed nodes and solves the
problem, reducing the solution time. Benchmarking results are shown and discussed to demonstrate the
efficiency of the proposed method.

Povzetek: Predlagana sta nova centralnostna kazalnika za optimizacijo izbire začetnih vozlišč v determin-
ističnem linearnem modelu praga, kar izboljša učinkovitost in čas rešitve problema maksimizacije vpliva v
omrežjih.

1 Introduction

Influence maximization Influence maximization (IM) is
a combinatorial optimization problem. It studies a social
network represented as a graph G = (V,E,W ), where V
is the set of nodes in G, E is the set of directed edges in G
and W : E → R+ is a non-negative weight function. The
goal of the problem is to find a k ≥ 1 sized set of so-called
seed nodes v1, . . . , vk ∈ V with the maximum influence in
graph G in such a way that a weighted directed graph G, a
diffusion (or spreading) model and the integer k are given
[13].
The following notations will be used: n = |V |, for a node

j ∈ V the set of its out-neighbors is denoted by Nout(j),
and for j ∈ V the set of in-neighbors is denoted byNin(j).
Let S ⊂ V of size 0 < k ≤ n be the set of seeds and
the function σ(S) is the number of influenced nodes started
from S ⊂ V seeds by executing the diffusion model. The
formal definition of the optimization problem is therefore

max
S⊂V,|S|=k

σ(S).

Diffusion models are usually used with stochastic param-
eters to solve influence maximization [13]. Thus, σ(S) is
the expected number of influenced nodes. The nodes with
influenced and uninfluenced states will also be called as ac-
tive and inactive nodes, respectively.

Diffusion models Several relevant diffusion models can
be found in the literature, among which the indepen-
dent cascade model [9], triggering model [13], time-aware
model [16] and the linear threshold model [10] are the most
popular ones. Our model is based on the linear threshold
model (LTM) which solves the problem by iterating over a
t ∈ N value, starting with t = 1. Let 0 < θi < 1 be the
threshold value for each i ∈ V that determines how easy it
is to make the vertex active. The steps of the LTM is shown
in Algorithm 1.

Algorithm 1 Linear threshold diffusion model
Step 1 Let t = 1, 0 < k ≤ n be fixed and V0 be a seed set

which containing k nodes, V1 = ∅.

Step 2 If ∑
j∈N̂(i)

bj,i ≥ θi

holds for all i ∈ V uninfluenced nodes, then put node
i into the set Vt. Mark those nodes as active at the end
of this step.

Step 3 If there is no chance to influenced more node that
is Vt = ∅ holds, then STOP. V = V0 ∪ . . . ∪ Vt−1 and
σ(V0) = |V| by this time.
Otherwise, let t := t+ 1 and go back to Step 2.
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The value of σ in the LTM is determined by executing
R runs using θi values uniform at random, then taking the
average value of the influence to obtain the expected value
of σ.

Deterministic linear threshold model In our work we
used the deterministic linear threshold model (DLTM). It
differs in that the θi values of the nodes are fixed, and thus
no need for running the diffusion model multiple times.
Note, that in [10] the original LT model is also determin-
istic. DLTM has been investigated also in the recent years,
see e.g. in [1, 17, 12, 31, 19]. One of the key properties
of DLTM is that the submodularity property does not hold
[2], so there is no guarantee of the efficiency of the greedy
algorithm.
Note that the IM under DLTM is a bilevel optimization

problem since we need to find the maximum number of ac-
tive nodes together with the minimum time t. Even using
state-of-the-art optimization methods it is not possible to
solve this kind of problem. Hence, an iterative solution
method needs to be applied using the binary linear program
which details are given in the next paragraph.

Integer LP model In the following, we present an inte-
ger linear programming (ILP) model, which is the result of
our previous work [5]. This served as inspiration, since al-
though it gives the global optimum of the problem, we only
obtain results for small graphs within a reasonable run-time.
Assuming that T > 1 is a given integer constant and that
T = {2, . . . , T } is the set of time periods describing the
diffusion process, the ILP model is as follows.

max
n∑

i=1

xi,T (1)

n∑
i=1

xi,1 ≤ k (2)∑
j∈N(i)

bj,ixj,t−1 ≥ θi(xi,t − xi,t−1) ∀(i ∈ V, t ∈ T )

(3)∑
j∈N(i)

bj,ixj,t−1 ≤ θi + xi,t − ε ∀(i ∈ V, t ∈ T ) (4)

xi,t−1 ≤ xi,t ∀(i ∈ V, t ∈ T ) (5)
n∑

i=1

xi,T −1 + 1 ≤
n∑

i=1

xi,T (6)

x ∈ {0, 1}n×T (7)

The objective function (1) maximizes the number of ac-
tive nodes in the last time epoch T . Constraint (2) limits the
number of seed nodes that can be initially selected. A node
becomes active at a time t if the sum of the weights of the
edges coming from its already active neighbours exceeds
the threshold value of the vertex, defined by (3). Further-
more, the difference training on the right-hand side of this
ensures that any node can be chosen as a seed at t = 1.

This is related to the constraint (4) that the node is affected
if the sum of the weights of the edges from the active neigh-
bors exceeds the threshold of the vertex at time t. A small
ε > 0 is required to ensure that the node is activated even if
the sum of the weights of the edges arriving from the active
neighbors equals the threshold value of the vertex1. The
constraint (5) is that the state of the vertices cannot change
backwards, i.e., once a node becomes active, it remains to
be active. The equation (6) determines that at time T the
number of influenced nodes should be greater than or equal
to the number of active nodes at the preceding time in T −1.
Finally, constraint (7) describes that the solution matrix x is
binary, i.e., one vertex is either influenced or uninfluenced
at t ∈ T .

Centrality in general A centrality measure shows the
nodes’ importance in a graph which is based on the location
of the nodes within the graph. Accurately, if given a graph
G(V,E,W ), a centrality measure C : V → R+ which
assigns a non-negative centrality value to every node. The
order of the nodes formed by the centrality values is usually
more important than the centrality value itself [6, 27]. There
are two main categories of centralities. One is based on
shortest path, which includes closeness [26] and between-
ness [8], among others. The other one is based on neigh-
borhoods, where the centrality metrics, just to mention the
most frequently used ones, are degree [28], eigenvector [3]
and PageRank [4]. The centrality metric we have created
is also based on neighborhoods what we describe below in
Section 3.

2 Related work
The influence maximization is still an actively researched
area of great interest and thus has a huge scientific literature.
In this section, we would like to present the related works
that are relevant, i.e., those based on the deterministic linear
threshold model.
A fast algorithm for finding the most influential people

was proposed in [22]. First, they were looking for com-
munities of the graph and examining their limited number
to reduce implementation time. The nodes to be excluded
were selected using centrality measurements, community
detection and new set computation. They then bounded the
search space of the input network using the new set. The
main advantage of the algorithm is that it reduces the num-
ber of nodes to be tested without compromising quality in
order to reduce execution time.
The threshold-based greedy approach was presented in

[14] for solving IM under DLTM. The greedy approach al-
lows to obtain very good results compared to other com-
binatorial algorithms. It can be also used with the genetic
algorithm and significantly improve its efficiency.

1An important note: we assume that the sum of the weights of the
incoming edges is at most 1.
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A new hybrid centrality metric based on closeness (har-
monic) and decay measures was proposed in [29]. Two
main application areas were presented. One hybridization
was used to solve the coverage problem, while the other
tries to find the most ideal node to reach the most people in
the population, using the deterministic threshold model. In
both cases, the centrality metric is based on a formulation
of the weighted centrality measure of nodes.
The complexity of the IM under DLTM is studied in [18].

It is shown that for DLTM, active nodes are not approx-
imable in n1−ε -factor polynomial time unless P=NP. In
contrast, they are well approximable in the linear threshold
model and the independent cascade model. It has also been
demonstrated that for a given set of seeds, the number of
influenced nodes can be determined in polynomial time.
The fact that the DLTM has no polynomial time n1−ε

approximation unless P=NP, even when a person needs at
most two active neighbors to become active was shown in
[17]. However, there exists an ε/(ε− 1) polynomial-time
approximation in the case where one of the neighbours has
already become active and the person is can be activated.
It is shown to be the best approximation under plausible
Complexity-Theoretic assumptions.
In [11], the authors have created Targeted and Budgeted

Influence Maximization for DLTM. They advanced a scal-
able algorithm that allows some optional methods to solve
the problem, it is the TArgeted and BUdgeted Potential
Greedy (TABU-PG) algorithm. It is an iterative and heuris-
tics algorithm that relies on investing in potential future
gains when choosing seed nodes.
In [30], the selection of top-k nodes is investigated based

on the measure corresponding to the social network un-
der consideration. It relies on the Shapley measure to ef-
ficiently compute an approximate solution to the problem.
Although explicitly not using DLTM, the algorithm is gen-
eral in a sense that it does not exploit the submodular prop-
erty of the function.

3 New centralities
Two new centrality measures are proposed. Both of them
are specifically developed for solving IM problem under
DLTM. What makes them distinguished from other cen-
tralities is that they take into account not only the direc-
tion and the weight of the graph edges, but also the weight,
i.e. threshold, of the nodes. To make it easier to understand
our metrics and calculation, we have made a small graph,
which is shown in Figure 1.

3.1 Influenceability
Our first centrality is the influenceability, denoted by Iin,
which measures how to easy activate a node. To calculate
this, we examine the incoming edges from the neighbours,
namely which edges and combinations of edges are able
to reach or exceed the threshold value of the node. We
define the weighted incidence, denoted by wto as follows.

Take the number of edge combinations that are able to ac-
tivate the node by dividing by the number of edges in the
edge combination and all occurrences of a given number of
edge combinations. Finally, sum the wto values and obtain
I(p)
in =

∑
wto(i), where i ∈ V (G).

Table 1 shows the calculation of I(p)
in for vertex 8 of the

graph in Figure 1. The in-neighbors of vertex 8 are nodes
9, 4 and 3. Note that vertex 4 can influence vertex 8 by
itself, so combinations where vertex 4 is included will cer-
tainly be able to influence vertex 8.

Table 1: The I(p)
in value of node 8 of the graph in Fig. 1.

combinations of edges sum θ wto(8)

9 → 8 0.05 0.27 0
4 → 8 0.27 0.27 1/(1 · 3)
3 → 8 0.18 0.27 0

9 → 8, 4 → 8 0.31 0.27 1/(2 · 3)
9 → 8, 3 → 8 0.23 0.27 0
4 → 8, 3 → 8 0.44 0.27 1/(2 · 3)

9 → 8, 4 → 8, 3 → 8 0.49 0.27 1/(3 · 1)

I(p)
in (8) = 1

Table 2 shows the calculated I(p)
in values for the vertices

of the small graph in Fig. 1.

Table 2: The I(p)
in values for the graph in Fig. 1.

node: 1 2 3 4 5 6 7 8 9
I(p)
in : 0 1 1 0 1 1.5 1.5 1 0

The final centrality metrics are obtained by combining
with the measure of node and its neighbors. The influence-
ability value of a node is obtained by adding to the value
of I(p)

in the approximation of the influenceability of its in-
neighbours:

Iin(i) = I(p)
in (i) +

∑
j∈Nin(i)

I(p)
in (j)

|Nout(j)| − 1
∀(i ∈ V ) (8)

Note that if |Nout(j)| ≤ 1, then let |Nout(j)| = 2 for the
divisor to be 1.

3.2 Ability-to-influence
The second centrality is the ability-to-influence, denoted by
Iout. This indicates the influencing role of the node on its
neighbors. Specifically, we look at all the combinations
of incoming edges to the neighbourhood which include the
edge from the investigated node. Of these, we count the
ones whose sum of weights reaches the threshold value of
the node and calculate the weighted incidence value for this
case, denote wfrom. As calculated for the influenceabil-
ity, we divide the number of infecting edges by the number
of edges in the edge combination and all occurrences of a
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Figure 1: Example graph

given number of edge combinations. Finally, summarized
wfrom for each investigated combinations of edges.
The calculation of I(p)

out value for node 4 is shown in Ta-
ble 3. To do this, we need to look at the neighbours of node
4, i.e., the edges coming into the vertices 8 and 2. We have
seen the combinations of edges coming into vertex 8 in Ta-
ble 1, but only those that involve the edge coming from ver-
tex 4 are needed.
To calculate this efficiently, we create a table with rows

and columns representing the vertices of the graph. Row i
and column j show the role of vertex j in the contamination
of vertex i. The column sum of the table gives the I(p)

out

value of the vertices. We see this counting table in Table 4
which also shows the calculated I(p)

out values for the vertices
of the small graph in Fig. 1.

Table 3: The I(p)
out value for node 4 of the graph in Fig. 1.

combinations of edges sum θ wfrom(4)

4 → 8 0.27 0.27 1/(1 · 1)
9 → 8, 4 → 8 0.31 0.27 1/(2 · 2)
4 → 8, 3 → 8 0.44 0.27 1/(2 · 2)

9 → 8, 4 → 8, 3 → 8 0.49 0.27 1(3 · 1)

4 → 2 0.34 0.31 1/(1 · 1)

I(p)
out(4) = 2.83

The ability-to-influence value of a vertex is obtained by
adding to the value of I(p)

out the approximation of the ability-
to-influence of its out-neighbors:

Iout(i) = I(p)
out(i)+

∑
j∈Nout(i)

I(p)
out(j)

|Nin(j)| − 1
∀(i ∈ V ) (9)

Note that if |Nin(j)| ≤ 1, then let |Nout(j)| = 2 for the
divisor to be 1.

3.3 Potential seed selection
Using the two centrality values, we want to determine
which vertices can be seeds. Therefore, first, the centrality

Table 4: The I(p)
out values for the graph in Fig. 1.

1 2 3 4 5 6 7 8 9

1 0 0 0 0 0 0 0 0 0
2 0 0 0 1.00 0 0 0 0 0
3 0 0 0 0 0 0 1.00 0 0
4 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 1.00 0
6 1.50 0 0 0 1.50 0 0 0 0
7 1.50 0 0 0 0 1.50 0 0 0
8 0 0 0.58 1.83 0 0 0 0 0.58
9 0 0 0 0 0 0 0 0 0

I(p)
out 3.00 0.00 0.58 2.83 1.50 1.50 1.00 1.00 0.58

values are normalized between 0 and 1 in a way that all the
elements are divided with the maximum. Such normaliza-
tion is denoted in each case by ||.||. Then, we sort the nodes
according to their centrality value. We put them in descend-
ing order according to their ability-to-influence value, since
seed vertices should have good ability-to-influence’s value.
Conversely, we rank the vertices in ascending order accord-
ing to their influenceability value, since seed vertices are
unlikely to be easily infected. We take the weighted sum of
the two order values for each node to get I. This is shown
in equation (10):

I(i) = α ·ord(||Iout(i)||)+(1−α) ·ord(||Iin(i)||), (10)

for all i ∈ V .

The normalized values of influenceability and ability-to-
influence for the graph in Figure 1 are shown in Table 5.
Also, the I values are calculated from them.

Finally, to form the set of potential seed nodes, choose
the subset of V (G) according to I. This is controlled by a
parameter 0 < r < 1, thus the cardinality of the candidate
seeds set is r · |V (G)|.
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Table 5: The value of ||Iin||, ||Iout|| and I(i)with α = 0.0
and α = 0.8 for the graph in Figure 1.
node ||Iin|| ||Iout|| I(i), α = 0.0 I(i), α = 0.8

1 0.0 1.0 1 1.0
2 0.33 0.11 3 7.8
3 0.83 0.20 7 7.0
4 0.0 0.61 2 2.0
5 0.67 0.55 5 3.4
6 0.83 0.45 8 4.8
7 1.0 0.29 9 6.6
8 0.67 0.45 6 5.2
9 0.33 0.20 4 7.2

4 Algorithms
Before details are given about our new heuristic method it
needs to be emphasized that due to the nature of our prob-
lem, namely finding the maximum number of influenced
nodes with minimum diffusion time steps, all algorithms
work iteratively and use the ILP model (1) − (7) and their
stopping criteria is to run until infeasibility. This usually
leads to a long running time.

4.1 Proposed heuristic: IAtI

Here we describe our proposal for a heuristic which selects
a candidate seeder set of graph nodes based on the new cen-
trality metrics introduced in Section 3. Since it is using the
Influenceability and the Ability-to-Influence measures we
refer to it as IAtI-heuristic.
The method is described in Algorithm 2. In its precon-

dition phase, in Step 1 and 2 it calculates the two central-
ity metrics and the combination of them using the formulae
given in Section 3. In Step 3 the algorithm collects the set
of possible seed nodes. It is a parameter 0 < r < 1 which
controls the ratio of the nodes to be selected. Higher r value
leads to higher probability for the seed nodes corresponding
to the global optimum to be selected into the candidate set.
However, high r value also leads to higher execution time,
thus it needs to be set up with care. Steps 4 − 6 describe
the iterative part of the algorithm. This is essentially the
same as the algorithm we proposed in our recent work [5].
Note that the algorithm usually iterates until the ILP model
becomes infeasible, as there is no other stopping criteria,
unless all the nodes become active; the reader is referred to
[5] for the theoretical proofs.

Discussion on parameters’ choice for IAtI Now that we
have Algorithm 2, let us see how to set up its parameters
in order to have high chance to include the seed nodes of
the global optimum and exclude those which might not be
good candidates. As we have calculated the centrality met-
rics for the small test graph from Figure 1 as well as the
globally optimal solution using k = 2 seed nodes, the scat-
terplot shown in Figure 2 clearly suggests that we shall aim

Algorithm 2 IAtI-heuristic(r, α)
Input A directed graph G with edge weights and node

threshold values.

Step 1 Calculate I(p)
in and I(p)

out for all i ∈ V and then Iin
and Iout using Eq. (8) and (9), respectively.

Step 2 Form I for each vertex according to the Equation
(10) using the input parameter α.

Step 3 Define S ⊆ V (G) to be the set of possible seeds:
choose the top r · |V (G)| number of nodes from I.

Step 4 Let T := 2 and start the iteration.

Step 5 Solve the ILP defined by {(1) - (7)} for the diffusion
time value T , so that the seed vertices can be chosen
exclusively from the set S.

Step 6 If all the nodes are influenced or the solution be-
comes infeasible then stop the iteration. Otherwise,
let T = T + 1 and go back to Step 5.

for larger ability-to-influence value together with low influ-
enceability. The explanation is that the seed nodes of the
global optimum are colored red (node 4 and 1). Larger cir-
cle represents later activation in the diffusion in the globally
optimal solution2. Obviously, this landscape of the central-
ity values is quite simple as our small test graph is of spe-
cial structure. Discussion some larger graphs will be given
in Section 5.3.
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Figure 2: Visualization of the new centralitites for the small
test graph

2It must be emphasized here that the size of the circles on Figure 2
represents the activation time in the globally optimal solution. For non-
optimal T value we might obtain different times.
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Two different α values were used from which potential
seeds were selected in equal proportions. In the first case,
the weight of the ability-to-influence property is set to a
higher value, so α = 0.8 and select elements with a ratio
r = 0.2 which are the best elements according to I. More-
over, we add the vertices with ability-to-influence value
equal to 1. This is necessary because it has the highest
chance of infection, yet in many cases it will not be the seed.
There could be several reasons for this, for example another
node could reach the same global optimum or such a node
could be a neighbour of the seed that could infect the seed.
In any case, choosing these nodes gives a better chance for
finding the global optimum. Denote this set by S1. In the
second case, we select based on the influenceability value
alone, so α = 0 and added nodes with 0 influenceability
value. This is because nodes with an influence value of
0 can never be influenced unless they become seed nodes
themselves. Therefore, any vertex with an influence value
of 0 is chosen to be a seed vertex. The resulting set is de-
noted by S2. Finally, take the intersection of S1 and S2 and
obtain the set S. The seed nodes are chosen from this set S.

4.2 Greedy
Although the so-called submodularity property does not
hold for the DLTM, the greedy approach is still a favor-
able method for solving the IM problem. We have adapted
the greedy strategy into our ILP framework. For the for-
mal description of the method the reader is referred to the
Algorithm 3 in the Appendix.

5 Numerical experiments

5.1 Computational environment
The implementation of the above proposed new cen-
tralities was done in R version 4.1.2 using its igraph
1.3.5 package. The numerical experiments were exe-
cuted with Gurobi 10.0 called from AMPL [7] using
non-default options: threads=8 lpmethod=0 cuts=0
mipgapabs=1e-2. The computer used had Intel Core
i7-10700 CPU at 2.90GHz with 16GB memory running
Ubuntu 22.04.2. Note that we used multi-core setup of
Gurobi (i.e., for solving the ILP models), whereas R was
used with single threading. In the R implementation of the
new centrality metrics we used the different apply func-
tionalities to process matrices and lists efficiently.

5.2 Test graphs
Synthetic random graphs To generate random test
graphs we used the LFR scheme, which creates networks
with prescribed community structures [15]. Note that this
procedure only provides the graphs of social-network type,
the edge weights and node thresholds needed to be assigned
in the second phase. Similarly to our earlier work [5], the
following procedure was used.

Table 6: A selection of real-world test graphs
name N M dmax

soc-dolphins [20] 62 159 5
ca-sandi-auths 86 124 12
retweet [25, 24] 96 117 17
ca-netscience [21] 379 914 34

– Regarding the edge weights: nodes with in-weights
larger than 1 (given by the LFR method) were nor-
malized to 1; and we applied a multiplication with a
factor rw which was a uniform at random number in
the interval [0.6, 1].

– The nodes’ threshold values were generated uniform
at random in the interval [0.05, 0.6].

– From the LFR method three parameters were fixed:
mixing parameter µw = 0.1, minimal community size
minc = 5, maximal community sizemaxc = 42.

– Three parameters were varied in the experiments:
number of nodesn, the average degree avgk, andmax-
imum degreemaxk.

Real-world graphs We have tested our proposed method
on a small set of real-world graphs [23], see Table 6 for
the details. Note that the last column indicates the max-
imum degree of the given graph. For our problem setup
dmax needs to be relatively small, since the exact ILP solver
as well as our heuristic does not scale efficiently. Never-
theless, for these four social networks we did the following
experiments.
The real graphs were undirected and unweighted graphs.

The mutual parameter was used which makes the graphs
directed by doubling the undirected edges. We then created
3 groups according to the percentage of edges that were
deleted randomly and how we generated weight of edges
and threshold values. These groups and their correspond-
ing generating parameters are shown in Table 7. The edges
and weights were generated uniform at random in the given
interval. As for the weights of the edges, similar to the LFR
graphs, nodes with weights greater than 1 were normalized
to 1 and multiplied by a factor rw which were randomly
chosen from the interval [0.6, 1].

Table 7: The parameters used to generate real-world test
graphs
group % of edges deleted threshold weights

#1 45 [0.05, 0.5] [0.01, 0.6]
#2 50 [0.1, 0.5] [0.05, 0.5]
#3 50 [0.07, 0.55] [0.075, 0.55]
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5.3 Results
For all the test graphs we ran the new IAtI-heuristic and
compare its results with those obtained by Greedy. For
reference we also solved the smaller sized problems with
Gurobi to get the global optimal solution. Note that we
fixed the seed set size to 2.

LFR graphs The results are reported in Table 8 (includ-
ing the globally optimal solution) and 9 (without global op-
tima3). If the obtained results (with respect to σ and T )
were different, then the better solution is emphasized as
boldface. For the smaller sized problems we can see that
there were 3 cases when neither our heuristic nor the greedy
approach was able to find the global optimum, see Table 8.
Greedy found better solutions than our heuristic in seven
cases. Also in 7 cases (that is 23%) our heuristic missed
the global optimum. On the other hand, Greedy lost the
global optimum in 11 cases (37% of the cases). Regarding
the running time, the greedy approach is far the quickest
method. On the other hand, IAtI-heuristic is faster that the
exact method, usually around 4−12 times.

Table 8: Benchmarking results for the LFR graphs; time in
seconds
graph parameters IAtI-heuristic greedy global opt.
n avgk maxk σ T time σ T time σ∗ T ∗ time

100 3 8 87 13 22.2 87 13 11.9 87 13 164.2
100 4 8 74 17 77.1 74 17 7.6 74 17 1442.3
100 4 10 100 15 11.7 100 15 5.5 100 15 20.6
100 5 8 88 24 339.1 88 24 12.4 88 24 4287.9
100 5 10 89 10 168.7 89 10 5.9 89 10 1742.7
100 6 8 88 17 348.1 88 17 9.6 88 17 4353.3
105 3 8 58 11 8.9 58 11 5.4 58 11 92.0
105 4 8 57 10 15.5 57 10 2.4 57 10 169.0
105 4 10 80 15 16.0 79 14 6.2 80 15 42.2
105 5 8 85 16 20.1 85 16 7.4 85 16 86.9
105 5 10 66 20 41.7 66 20 8.7 66 20 108.0
105 6 8 61 14 27.7 61 14 4.8 61 12 119.5
110 3 8 75 20 110.0 75 20 10.7 75 15 655.8
110 4 8 96 23 411.9 87 15 9.4 96 23 5510.2
110 4 10 91 16 20.9 91 16 10.1 91 16 188.0
110 5 8 90 18 38.9 90 18 9.4 90 18 313.7
110 5 10 70 15 236.5 70 15 7.1 70 15 430.7
110 6 8 95 15 221.0 95 19 16.6 95 15 1085.0
115 3 8 56 13 6.6 56 13 4.6 56 13 59.3
115 4 8 49 18 13.5 45 14 6.4 49 18 170.5
115 4 10 43 11 12.3 49 13 4.2 49 13 64.3
115 5 8 25 18 24.9 21 7 1.1 25 18 219.5
115 5 10 78 20 81.7 68 14 6.3 78 20 193.1
115 6 8 49 13 18.2 46 11 4.3 49 13 292.7
120 3 8 86 26 59.7 86 25 23.4 86 25 1402.6
120 4 8 77 17 30.9 75 15 6.9 77 17 307.2
120 4 10 113 20 36.4 113 14 18.2 113 14 274.9
120 5 8 70 12 97.0 70 14 9.6 70 11 469.5
120 5 10 82 11 67.6 83 17 9.9 83 17 326.7
120 6 8 98 15 113.7 98 17 12.5 98 15 1160.0

For the larger graphs, reported in Table 9 we can see that
the in terms of running time Greedy is much faster than our
heuristic. Greedy was only 7 cases found better solution
than our heuristic. On the other hand IAtI-heuristic was
in 13 cases more successful than the greedy approach and
among these cases there are several ones where it obtained
much better solution.

3Due to the long running time for the larger graphs the globally optimal
solutions are not available.

Table 9: Benchmarking results for the LFR graphs, globally
optimal solution not available; time in seconds

graph parameters IAtI-heuristic greedy
n avgk maxk σ T time σ T time

125 3 8 116 17 35.5 116 17 13.4
125 4 8 102 24 407.1 102 24 25.6
125 4 10 93 22 115.0 98 27 25.1
125 5 8 81 15 303.7 81 15 16.9
125 5 10 99 19 220.9 99 18 29.4
125 6 8 104 13 406.1 104 14 15.2
130 3 8 121 28 604.7 121 28 90.4
130 4 8 96 14 266.5 84 10 11.7
130 4 10 51 9 80.6 51 10 5.9
130 5 8 130 20 116.5 130 19 16.3
130 5 10 114 16 355.2 116 16 27.1
130 6 8 130 15 54.2 130 15 11.9
135 3 8 129 19 22.7 135 18 10.6
135 4 8 117 13 215.9 117 13 22.7
135 4 10 93 14 65.4 93 14 15.8
135 5 8 74 21 864.4 55 16 12.1
135 5 10 81 13 234.5 81 13 15.5
135 6 8 113 23 1059.6 97 18 36.3
140 3 8 57 11 17.6 57 11 18.4
140 4 8 116 20 247.9 114 16 13.3
140 4 10 82 17 32.5 82 17 14.0
140 5 8 93 18 369.2 72 16 22.7
140 5 10 111 17 172.8 111 17 21.9
140 6 8 130 32 1283.5 103 17 17.5
145 3 8 70 16 34.6 70 16 14.0
145 4 8 100 21 273.4 100 21 45.2
145 4 10 60 18 123.8 76 19 17.2
145 5 8 58 20 134.7 44 14 7.8
145 5 10 110 21 621.5 108 20 30.0
145 6 8 101 25 885.1 101 25 31.1
150 3 8 72 12 107.1 72 12 17.2
150 4 8 66 13 167.3 66 12 9.8
150 4 10 84 16 78.6 83 17 13.9
150 5 8 123 21 290.5 118 19 28.2
150 5 10 89 27 1067.1 89 27 61.5
150 6 8 130 22 1207.6 124 18 20.6

To discuss a particular example at which the IAtI-heuritic
lost the globally optimal solution, whereas Greedy was able
to find it, see Figure 3. The scatterplot show the two central-
ities of the nodes together with their activation time at the
optimal T ∗. The empty circles correspond to those nodes
which were not selected by our heuristic to be candidates
for seeds. As shown by the red circles, we can see that IAtI
dropped the optimal seed set, as only those were selected to
be candidates which are shown with dark-blue color. Note
that Greedy, instead, found those red-colored nodes. The
seed nodes chosen by the IAtI-heuristic are shown as yel-
low colored circles. It would be possible to parameterize
the IAtI-heuristic in such a way that it would include the
optimal seeds in the candidate set. Figure 3 suggests that in
that case the cardinality of the candidate seed set would be
necessary larger which would result in much longer running
time.
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Figure 3: Visualization of the new centralitites for the
LFR.135.3.8 graph

Real-world graphs Our experiments on some selected
real world graphs are reported in Table 10. As in the ear-
lier tables it is shown in boldface if a method obtained a
better solution than the other one. We can observe that the
trend of the IAtI-heuristic being much slower than Greedy
remains to be the case also here. There was only once case
when the greedy approach found a better solution than our
heuristic. On the other hand, IAtI-heuristic was able to find
better solution in 5 cases (out of 12), which corresponds to
42%.

Table 10: Results for the small real-world graphs; time in
second

IAtI-heuristic greedy
graph σ T time σ T time

soc-dolphins #1 45 18 11.9 41 10 5.1
ca-sandi-auths #1 34 9 6.9 30 9 1.7
retweet #1 22 7 5.5 22 7 0.9
ca-netscience #1 63 9 319.5 63 9 183.6
soc-dolphins #2 34 9 6.9 24 5 0.5
ca-sandi-auths #2 13 5 5.5 12 4 0.3
retweet #2 19 6 4.8 19 6 0.7
ca-netscience #2 25 7 3047.7 25 6 13.8
soc-dolphins #3 27 8 5.5 27 8 1.5
ca-sandi-auths #3 14 5 7.6 14 5 0.5
retweet #3 17 6 4.9 17 6 0.6
ca-netscience #3 41 11 300.1 30 5 10.2

Finally, let us demonstrate again the seed node selection
strategy of the IAtI-heuristic on the ca-sandi-auths graph as

shown in Figure 4. The red colored circles represent the
nodes found by the Greedy approach, leading to a subop-
timal result. The red circle on the left was exluded by the
IAtI-heuristic from the possible set of seed nodes. As be-
fore, the candidate set of seed nodes are colored with dark-
blue. Among them, there are the two optimal seed nodes
shown as yellow circles. Note that there are quite many
nodes with 0 influenceability value. Those are definitely
selected by IAtI as possible seed nodes as they are impossi-
ble to be activated by other nodes. As we can observe, one
of them is indeed part of the optimal seed set.
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Figure 4: Visualization of the new centralitites for the ca-
sandi-auths #1 real graph

6 Conclusion
We proposed two new centrality metrics for the influence
maximization under deterministic linear threshold model.
These metrics take into account the structure of the input
network, more precisely the weight of edges, the combina-
tions of edges and the threshold value of vertices. This is a
great advantage of our method, because it is not usual to in-
clude the node’s threshold in the centrality measure. Using
the two centrality metrics, we selected vertices that have
a high probability of being seed nodes. The solver now
selects seed vertices only among these. This reduces the
computational complexity of the task and therefore, com-
pared to running the ILP solver on the unrestricted model,
it speeds up the procedure. Using those metrics, we cre-
ated the so-called IAtI algorithm. This was compared with
Greedy and in some cases with the global optimum, also.
The IAtI algorithm is slower thanGreedy, but inmany cases
it gives a better solution and in most cases it finds the global
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optimum. Although most real-world networks are sparse
graphs, for which our method works well, the disadvan-
tage of this method is that it takes a lot of computing time
to generate and use edge combinations for large degree of
nodes. Thus, it may take a long time for pre-processing and
is therefore, in its current form, not scalable. Our future
work is to develop a version of the method that can handle
graphs including nodes with relatively large degree.
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In this paper, we investigate the influence of various factors, such as programming language, testing envi-
ronment, and input data, on the accuracy of algorithm execution measurements. To conduct this study, we
used the BubbleSort algorithm as a test case and implemented it in Java, C, and x86 assembly languages.
We executed these implementations with various inputs and performed an empirical evaluation of the results
using the ALGator system. We showed that the influence of the chosen programming language is negligi-
ble, since the Java and C implementations gave very similar results, while the assembler implementation
differed only by a constant factor. Furthermore, our analysis emphasized the importance of repeating tests
to obtain precise timing measurements - the more tests we do, the more accurate the measured result will
be. We also discuss the impact of the input data type which can significantly affect the execution time due
to the increased number of mispredictions of the branch predictor.

Povzetek: Narejena je empirična študija vpliva programskega jezika, ponavljanja testov in tipa vhodnih
podatkov na točnost meritev časa izvajanja algoritmov.

1 Introduction

The analysis of algorithmic complexity is a crucial com-
ponent of the algorithm design process [3]. This analysis
is primarily concerned with estimating the amount of re-
sources (such as time or memory usage) that an algorithm
will require during its execution [10]. The outcome of this
analysis is dependent upon the chosen computation model
[4], which encompasses the execution environment and its
limitations. Generally, the results of theoretical complexity
analysis are used to differentiate between fast (i.e., poly-
nomial) and slow (exponential) algorithms. However, the
practical value of these results is limited, especially when
two algorithms have the same (theoretical) time complex-
ity. This is because the theoretical model used in the analy-
sis does not take into account all the intricacies of the actual
execution environment, such as memory caching, paging,
or branch prediction [6, 7], which are only revealed during
the execution of the algorithm on a real computer. There-
fore, in order to make a practical comparison of algorithms,
the theoretical analysis must be supplemented with empir-
ical measurements of resource utilization during algorithm
execution on various input data types [5, 8, 11].
To obtain accurate and reliable results, these measure-

ments must be performed with great care, as numerous fac-
tors can impact the data beingmeasured. This paper focuses
on some of these factors and presents the results of our mea-
surements that highlight their significance. Specifically,
we employ three programming languages and demonstrate

the impact of language selection on the speed of execu-
tion. Furthermore, we emphasize the importance of repeat-
ing tests, especially when the size of the input (and con-
sequently, the execution time) is small. In addition, we
discuss how the input data type can affect the rankings of
algorithm quality. By thoroughly examining these factors
and presenting our results, we hope to contribute to a more
comprehensive understanding of the practical implications
of algorithmic complexity analysis.

2 Testing environment setup
For all our tests in this research we will use the BubbleSort
[1] algorithm for sorting arrays of integers. Since this is a
very well-known and simple algorithm we are able to per-
form a precise theoretical analysis and provide a very ac-
curate (theoretical) forecast for the time complexity of its
implementations. The algorithm is so simple that we can
count the number of operations performed during the exe-
cution for different inputs. Thus we will be able to compare
theoretical predictions with the empirical results.
One of the goals of this research was to analyze the

impact of the selected programming language on the ef-
ficiency of algorithm execution. Therefore we used three
programming languages (namely Java, C, and the x86 as-
sembler) to implement BubbleSort. Due to the simplicity
of the algorithm, we managed to write the three implemen-
tations in such a way that they provide semantically identi-
cal code (see listings in Fig. 1). For further reference, we
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named implementations BubbleJ, BubbleC and BubbleA,
where the last letter denotes the programming language
used (J for Java, C for C, and A for x86 assembler). Ex-
ecuting these implementations on the same inputs will re-
sult in an equal number of each programming-language-
dependant atomic operations. Any differences in the execu-
tion speed will thus reflect the differences in the execution
speed of these operations in the selected programming lan-
guage. The C implementation was compiled with the gcc
compiler in two ways: without optimization (the -O0 flag)
and with full optimization (the -O3 flag). In this way, we
got two distinct implementations (namely BubbleC0 and
BubbleC3). In the following, we will analyze the impact
of this optimization on the speed of execution.
To facilitate the empirical evaluation in our research we

used the ALGator system [2]. We used its tools to config-
ure the Sorting project, to provide the test sets of input data
and implementations, and to execute the algorithms’ imple-
mentations in a controlled environment. For the execution
machine, we used the Intel(R) Core(TM) i7-6700 CPU @
3.40GHz computer with 32GB RAM and with the Linux
Ubuntu operating system installed.
The inputs for our algorithms consist of arrays of in-

tegers prearranged in three different orders: random or-
der (RND), sorted order (SOR), and inversely sorted order
(INV). These three distributions of input data are well man-
ageable from a theoretical point of view since we know for
all three the number of operations that will be performed
during the sorting process. In all three case BubbleSort
will perform exactly n(n − 1)/2 comparisons, and n2/4,
0, n(n − 1)/2 swaps for RND, SOR, INV respectively.
Note that all the numbers of operations are exact, except
for the number of swaps in the RND case - here we only
have the expected (instead of exact) number of swaps, since

the sequence is randomly mixed. Since BubbleSort per-
forms only comparisons and swaps (and some auxiliary in-
crements of indices to maintain the loops) we could expect
that, for example, sorting the RND array will be faster than
sorting the INV array of the same size. But as we will see
in the following this is not the case.
In the ALGator project inputs (i.e. test cases) are grouped

into test sets. Each test case has its own identifier (Test ID),
so the results can also be compared on a test basis. To pro-
vide accurate results each test case is executed several times
(each execution of the test case has its identifier, Repetition
ID). Besides a list of all execution times of a test case, AL-
Gator provides two pieces of information, the time of the
first execution (Tfirst) and the time of the fastest execution
(Tmin) of this test case. The first execution is usually much
slower than other executions - as we will see in the follow-
ing the Tfirst time can even be twice as big as the Tmin
time. This behavior is more noticeable in the java environ-
ment since the JVM needs to warm up before it can operate
at full speed [9].
To measure the time in Java we can only use the wall

clock (Java does not provide any processor usage informa-
tion). To minimize the unreliability of the measured time
(which is due to the fact that the process may spend time
waiting for I/O or for other processes that are also using the
CPU) we use a ”clean” computer which is dedicated only
to the execution of the algorithms. Besides that, we usu-
ally take the Tmin time as reference data, since this is a
time in which the computer is capable of solving the prob-
lem (the number of disturbing factors is minimal). For the
algorithms implemented in the C programming language,
we use the CPU time obtained by the clock() function
(which returns the number of clock ticks used by the pro-
cess). By calling this function before and after the algo-

Figure 1: The tree implementations of the BubbleSort algorithm
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Figure 2: The Tmin and Tfirst measured times for BubbleJ implementation on inputs of size n=500, n=5000 and n=20000.

rithm execution and subtracting the returned values we get
the total amount of time a process has actively used a CPU.
The time measured this way is a much more reliable and
accurate quality indicator.

3 The meaning of test repetition
In our first experiment, we would like to find out the mean-
ing of several repetitions of a given test case execution. For
this, we used a test set consisting of three groups of test
cases: in each group, there are 50 identical tests of sizes
500, 5000, and 20000. All the input arrays in these test
cases were ordered in inverse order (to ensure an identical
number of operations during the sorting process). We exe-
cuted each test case 50 times.
The graph in Fig. 2 depicts the times Tfirst and Tmin for

all 150 tests. The Tfirst times (blue dots) in this graph are
a little bit bigger than the Tmin times.
By analyzing the results we noticed that the (absolute)

difference between Tfirst and Tmin is approximately the
same for all three groups of test cases. The relative differ-
ence is therefore smaller for bigger measured times. We can
conclude that the measurement of both Tfirst and Tmin is
important for small inputs and that the importance of distin-
guishing between Tfirst and Tmin decreases with increas-
ing input size. Measurements have shown that something
similar to Java’s ”Tfirst phenomenon” also happens with
C, except that in this case ”warming up the machine” adds
significantly less to the overall time complexity, so the dif-
ferences in speed between Tfirst and Tmin are noticeable
only in experiments that take very little time. From Table
1, which shows the relationship between the average first
and the minimum execution time of a test case, f =

T first

Tmin

it can be seen that for small n the ratio is similar in both im-
plementations, but for largern the difference between Tfirst
and Tmin is almost negligible for the BubbleC3, while for
the BubbleJ the value decreases significantly more slowly.
At n = 20000 the difference is still more than 5%.
The difference in measured times of multiple executions

of the BubbleJ and BubbleC3 implementations is depicted
in Fig. 3. Here we used 50 inversely ordered arrays of size

5000, each test case was repeated 50 times. On the graph,
the time of the first execution of the test case is shown in
gray (Tfirst, Repetition ID=0), the first 20 repetitions are
shown in orange and the next 30 in red.
With BubbleJ, we see that the first times (Tfirst) devi-

ate considerably from the other measured times; the Tfirst
times are somewhere between 18k and 22k, and the other
times are much smaller (between 12k and 14k), which cor-
responds to the factor of 1.4 from Table 1. Other measured
times on this graph do not show much fluctuation, as the
scale of the display is reduced due to the large Tfirst times;
we see that some Tfirst times are almost 100% larger than
the smallest measured times. With BubbleC3, all times are
quite similar to each other; the graph shows some varia-
tions, but everything is between 14.6k and 15.6k; the differ-
ences between measured times are relatively small (approx.
6%).
In conclusion: is it important to repeat the algorithm ex-

ecution for several times to find the minimum time? As the
measurements show, the answer depends on the size of the
input - the smaller the input, the more measurements are
unreliable, so we need to take more measurements to get a
good result.
Bar charts in Fig. 4 depict the proportion of measure-

ments that differ from the smallest measurement by the
given percentage range. The measurements on small inputs
for the BubbleJ vary a lot. More than 36% of all measure-
ments differ from the minimal time of more than 10%. For
the BubbleC3 on the other hand only 17% of the measure-
ments are that bad. When increasing the size of the input the
results for both algorithms improve. For n=20000, for ex-
ample, more than 73% (98%) of measurements differ from
the minimal measurements for less than 1% for BubbleJ

Table 1: The ratio f =
T first

Tmin
between the average of the

first and the minimal measured times



546 Informatica 48 (2024) 543–548 T. Dobravec

Figure 3: Times of execution of 50 identical test cases (50 repetitions of each test case) with BubbleJ and BubbleC3

Figure 4: The proportion of measurements that differ from the smallest measurement by the given percentage range.

(BubbleC3) implementation.
The relative standard deviations of all measured times

for BubbleJ are 21%, 7%, and 1% for n=500, 5000, and
20.000 respectively. This confirms the claim that as the
size of the input increases, the importance of multiple tests
decreases. Since the relative standard deviations are even
smaller for BubbleC3 (namely 15%, 1%, 0.24%), the im-
portance of a large number of measurements is even smaller
here.

4 The impact of the programming
language

We compared the times of execution of four implementa-
tions (BubbleJ, BubbleA, BubbleC0 and BubbleC3) on
randomly ordered sequences (RND) of length 500 to 50000

Figure 5: Tmin, RND data, n = 500, ..., 50000

(step 500). Each test was executed 30 times. Fig. 5 shows
the minimum measured times Tmin of all four algorithms.
We expected the BubbleC3 to be the best, whichwas also

proven with the measurements. The difference between
BubbleC0 and BubbleC3 is somewhat surprising. Since
BubbleSort is a simple algorithm, one would expect that the
speedup resulting from the optimization would not be that
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great. But this is not the case, the difference is almost 2
times for large n. An interesting observation is that the fac-
tor of 2 appears to approximate the ratio between the sizes
of machine code produced by optimized and non-optimized
compilation. Specifically, the former contains 28 machine
code instructions, while the latter contains 53.
The relationship between BubbleJ and BubbleA is in-

teresting. In a battle between fast implementations, Java
turned out to be the slowest, although the differences in
speed are not so great. Fitting all measurements with
quadratic functions results in the following:

BubbleC0: Tmin(n) = 2.438n2 µs
BubbleJ: Tmin(n) = 1.372n2 µs
BubbleA: Tmin(n) = 1.311n2 µs
BubbleC3: Tmin(n) = 1.246n2 µs

The ratio between the best (BubbleC3) and the worst
(BubbleC0) implementation is 1 : 1.956, which we also no-
ticed from the graph. More interesting is the ratio between
the optimized C3 and Java implementation: BubbleC3 :
BubbleJ = 1 : 1,101. This means that for sorting random
sequences Java is 10% slower than C. To find out, how good
this conclusion is, let us calculate and depict the relative er-
ror

Error =
|BubbleC3.Tmin − 1.1 ∗BubbleJ.Tmin|

BubbleJ.Tmin

Figure 6: Relative error of estimating BubbleJ.Tmin with
1.1*BubbleC3.Tmin

Fig. 6 shows that for small inputs (n < 5000) the error
is very big (as big as 1200%), but for larger inputs (n >
10000) the error is always less than 5% and it seems that it
decreases when n increases.

5 The impact of the input data type
The input for a sorting algorithm is not always a randomly
ordered array - sometimes the input data is already partially
sorted. To find out if the (partial) pre-ordering of data im-
pacts the execution time we used two special cases of the
input data type - already sorted (SOR) and inversely sorted
(INV) data. The results for both types show similar trends.
Fig. 7 depicts the results on inversely ordered sequences
(INV) of length 500 to 50,000 (step 500). The quality
ranking of algorithms when sorting INV data changes com-
pared to the ranking on RND data (Figures 5 and 7). While
BubbleC0 remains the worst implementation, in the first

place there is a swap - BubbleC3 gives way to BubbleA
and BubbleJ. Something similar happens with the sorted
(SOR) data. This change in ranking is hard to explain, but
according to the research results presented in the following,
we could speculate that the code generated by JVM is less
suitable for branch prediction: with INV and SOR data the
branch predictor is always correct, which could reflect bet-
ter performance. Anyway, the results unequivocally show
that the type of input has a great impact on the quality of
implementation. While with random data BubbleC3 im-
plementation was faster than BubbleJ, for inversely or-
dered and already ordered data the Java implementation is
the fastest.
The importance of data type is demonstrated by the re-

sults of the following experiment in which we ran the same
algorithm (BubbleJ) on three different types of data: ran-
domly ordered (RND), reverse-ordered (INV), and already
sorted (SOR) data. With this experiment, we compared the
number of swaps needed to sort an array with the time of
execution and we discovered a strange behavior that can be
explained only by the presence of the processor’s branch
predictor. The BubbleJ algorithm is a simple algorithm
composed of three parts: loop administration, data compar-
ison, and data exchange (data swap). Loop administration
takes the same amount of time regardless of the input data
type. Likewise, the input data type does not affect the num-
ber of comparisons performed by the algorithm, which is
always precisely n ∗ (n − 1)/2. The input data type only
affects the number of swaps performed, which is exactly
n ∗ (n− 1)/2 in the case of INV data, 0 in the case of SOR
data, and approximately n2/2 in the case of RND data. The
exact number of swaps in our test is shown in the left graph
in Figure 8. Since the number of swaps is the only vari-
able quantity during algorithm execution (the number of all
the other operations is the same for all input data types),
one would expect that graphs depicting the experimental
time complexity for these three data types would be sim-
ilar, but this is not the case. The right graph in Figure 8
shows that running the algorithm on randomly sorted data is
much slower than running it on reverse-ordered data, even
though the algorithm in the former case performs fewer op-
erations than in the latter case. The only reasonable ex-
planation for this phenomenon is in the influence of the
processor’s branch prediction mechanism, which optimizes
data preparation for the processor and enables faster execu-
tion. This mechanism is particularly effective when suc-
cessfully predicting the future, which it apparently does

Figure 7: Tmin, INV data, n = 500, ..., 50000
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Figure 8: The number of swaps and the time of execution of BubbleJ algorithm on three different types of data: randomly
sorted, already sorted and inversely sorted data.

well in the case of reverse-ordered data - because a swap
follows each comparison, the branch predictor makes fewer
mistakes than when swaps occur only occasionally. Prop-
erly prepared data makes the processor’s work easier, re-
sulting in a shorter total execution time, even though more
operations are performed. This result clearly shows that the
execution time of an algorithm is also influenced by fac-
tors that are not usually considered in theoretical analysis,
which leads to significantly different results between theo-
retically predicted and empirically measured times.

6 Conclusions

The findings of this research paper demonstrate that the per-
formance of algorithms is affected by numerous factors.
Despite our efforts to maintain a controlled environment,
we observed variations in our measurements. These devi-
ations were particularly noticeable in Java, where the mea-
surement of time is more sensitive to environmental influ-
ences than in C. We discovered that repeated execution of
algorithms is particularly important for small inputs. Fur-
thermore, we compared the performance of algorithms im-
plemented in different programming languages. Our find-
ings revealed that the difference between Java and C is not
significant and that it depends on the type of input data.
For randomly sorted arrays, the C implementation outper-
formed Java, while for inversely ordered and already sorted
data, Java was superior.
In the future, we could apply similar methods to inves-

tigate other problems and determine if these results can
be generalized. Additionally, we could explore the use of
other popular programming languages such as Python, and
examine in detail the real impact of the branch predictor
on the final results. By conducting further research in this
field, we can gain a better understanding of the factors that
impact algorithm performance, and ultimately improve the
efficiency and effectiveness of computer programs.
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We deal here with job scheduling under the assumption that performing a job requires the production of en-
capsulated renewable and non-renewable resources. For the sake of understanding, we rely here on a case
study related to energy production by a photo-voltaic platform. Handling it means synchronizing resource
production and consumption in order to optimize both production costs and some scheduling criterion, and
induce the setting of a complex bi-level model. Moreover, this applicative context makes appear that job
scheduling and resource production most often depend on distinct players, provided with their own agenda
and access to information. Adopting here the point of view of one specific player, namely the job sched-
uler, leads us to set a model that shortcuts the production level with the help of surrogate estimators. Those
estimators involve flexible pricing mechanisms and machine learning devices. According to this, we first
perform a structural analysis of our model, before designing and testing several algorithms that implement
this surrogate component based approach.

Povzetek: Poročilo obravnava problem načrtovanja nalog z uporabo obnovljivih in neobnovljivih virov en-
ergije, kjer se osredotoča na sinhronizacijo proizvodnje in porabe energije. Predlaga uporabo nadomestnih
ocen za obvladovanje kompleksnih dvo-nivojskih odločitev v sodelovalnih okoljih, pri čemer vključuje tudi
strojno učenje za optimizacijo stroškov.

1 Introduction

The notion of multi-level decisional model (see [16], [18])
most often derives from contexts involving several players,
independent from each other or tied together by some
hierarchical or collaborative link, who share the decision
with respect to some system. Solving such a model aims
either at providing a best scenario if all the players operate
under a common authority (centralized paradigm), or
(collaborative paradigm) at helping them into the search
for a compromise.

Most contributions address multi-level models ac-
cording to the centralized paradigm, while assuming the
existence of a unique decider provided with full infor-
mation. Handling a model set this way is a difficult task
(see [10], [11]). It usually involves complex decision
sub-models of very different types. Standard approaches
rely on decomposition schemes, hierarchical (Benders
decomposition, Stackelberg Equilibrium,…) or horizontal
(Lagrangean relaxation) (see [2], [26]). In both cases a
major difficulty derives from the sensitivity issue, which
means the way one may retrieve information from the
different levels in order to make them interact. In case the
decision problem involves temporal constraints about jobs
to be processed, another difficulty comes from resulting
synchronization constraints (see [9]), which require the
different players to meet in order to exchange resources or
informations.

Yet in practice, it may be utopian, for both technical
and economical reasons, to assume that all players will
agree on a common agenda and on the share of infor-
mation. Game Theory, mainly Cooperative Game (see
[7], [8], [21],[33]), provides us with a useful tool for the
anticipation of the behavior of the players and for the
distribution of the costs among them. But it does not help
a specific player in making its own decision. So, when the
focus is on such a specific player, one must find a way to
bypass the levels related to the other players and replace,
under incomplete information, the criteria and costs related
to those players by surrogate estimators.

Present contribution reflects this concern. If we refer
to the Frascati Manual of the European Commission, it
refers to Section I.2 (Informatics and Information Sciences)
while involving developments related to Combinatorial
Optimization and Operations Research. It refers to funda-
mental research in the sense that collaborative decision and
complex multi-level models are generic issues, and it has
also to see with Applied Research since, in order to make
things easier to understand, we start from an applicative
context. This context is related to researches conducted
about intelligent vehicles inside the IMOBS3 (Innovative
Mobility Services, Systems and Structures) Labex in
Clermont-Ferrand, and to a partnership between LIMOS
Laboratory and the national PGMO (Gaspard Monge for
Optimization) program promoted by power company EDF
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(Electricity De France). It involves the joint management
of energy by a local photovoltaic (PV-Plant) platform
and by a consortium of users (industrial players, services
providers, …) relying on this energy in order to perform
jobs according to their own purposes. The fact is that
market deregulation and emergent technologies currently
induce the rise of local renewable energy producers (facto-
ries, farms, householders, ...) who simultaneously remain
consumers. Those new players make self-consumption
become an issue (see [5], [22], [30], [36], [44]) whose key
operational feature is the need for synchronization between
time-dependent resource production and its consumption
(see [12], [14], [23], [25]).

So we consider here on one side, a production man-
ager who runs a PV-Plant (Photovoltaic Plant), that not
only produces energy and distributes it among end-users
(jobs) but also buys and sells energy on the market. On the
other side, one or several job schedulers are in charge of
performing specific jobs. Both meet in order to perform
recharging transactions: in order to avoid jobs to waste
time while waiting for recharge, the PV-Plant relies on
a set of batteries and implement a swapping policy (see
[4], [40], [41]), so that the job schedulers only need to
switch from a battery to another one. We suppose that this
plug out/in operation is instantaneous. Limited storage
and recharge capacities impose both players to carefully
synchronize the time-dependent energy production and its
consumption. This requirement makes resulting bi-level
decision problem complex, even under the centralized
paradigm. Many searchers recently showed interest into
the decisional problems raised by the management of
renewable energy. They most often focused either on
production scheduling (see [1], [13], [15]) or on the issues
related to consumption (see [3], [17],[19], [27], [31]).
But very few dealt with the interaction between both (see
[5], [6], [23], [34], [36], [40]) and they most often did
it while adopting the point of view of a unique decider
provided with full information. Our goal is to study here
this interaction and the way players collaborate under
incomplete information (see [12], [29], [34], [35]), in order
to derive heuristic algorithms reflecting the point of view
and the knowledge of a specific player. Though part of the
difficulty of our specific application is due to uncertainty,
we suppose, for the sake of simplicity, that our system
behaves in a deterministic way.

Starting from this applicative context, we set a bi-level
PVSync model. This model is a centralized macroscopic
model, which relies on simplifications with respect to the
behaviors of respectively the batteries and the PV-Plant
(linearization of the charge and discharge processes for
the batteries (see [37], [38], [39]), deterministic power
prediction for the PV-Plant (see [44]). Those simplifica-
tions are justified not only by our wish to get a tractable
model, but also by the fact that we intend adopting the
point of view of the job scheduler and designing heuristic

algorithms that reflect this point of view. We notice that
this PVSync model may be viewed as a new variant of
the well-known RCPSP: Resource Project Scheduling
Problem(see [32], [24]). RCPSP is about scheduling jobs
under temporal and resource constraints, and our model
introduces non-renewable resources (energy) encapsulated
into renewable ones (the batteries).

We first study PVSync according to the centralized
paradigm. We cast it into the MILP: Mixed Integer Linear
Programming framework, and analyze the structure of its
main components. Our main purpose being the design of
heuristics reflecting the point of view of the job scheduler,
we introduce a projectionmechanism that projects the con-
straints related to the batteries, that the job scheduler does
not control, into a surrogate Idle Battery constraint that
he may easily handle. Next, we address the collaborative
issue. We start doing it while supposing that the production
manager acts as a mediator, and cast our problem into the
Cooperative Game framework. We keep on while adopting
the point of view of the job scheduler, who implicitly
endorses the role of the master of the game. Our goal
becomes the design of job scheduler oriented heuristic
algorithms SurrPVCost that handle PVSync according
to this restricted point of view, while short-cutting the
part of the process involving the PV-Plant. We use a
surrogate formulation of the costs together with surrogate
constraints that aims at making the hidden production
level remain feasible. The surrogate constraints are the
Idle Battery projected constraints that we just mentioned
above, augmented with additional constraints. As for the
surrogate formulation of the costs, we try two approaches:
the first one is based upon a pricing mechanism; the sec-
ond involves machine learning and convolutional neural
networks (see [28], [43]). Both approaches are well-fitted
to the management of the non-deterministic case.

So the paper is organized as follows. In Section 2,
we introduce the PVSync problem. We set it according
to the centralized MILP (Mixed Integer Linear Program-
ming) framework (Section 2.2), and discuss different
formulations (Section 2.3). In order to help the reader
in identify the scope of the paper we fix the limitations
of this research in Section 2.4.In Section 3, we analyze
the structure of the main components of this model and
the properties of the Idle Battery constraint. We start
discussing in Section 4 the cooperative issue and first cast
in Section 4.1 our problem into the Cooperative Game
framework. Next we introduce in Section 4.2 a generic
collaborative algorithmic scheme for the handling of
PVSync while using surrogate estimators. We describe in
Section 4.3.1 the surrogate constraints that we derive from
the projection scheme of Section 3, and propose in sections
4.3.2 and 4.3.3 2 estimators of the production costs: the
first one relies on a parametric pricing mechanism while
the second one involves a convolutional neural network.
We describe in Section 4.4 the way those estimators may
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be used in order to drive a job scheduler oriented heuristic
algorithm SurrPVCost, and devote Section 5 to numerical
experiments.

2 The PVSync problem

This section is devoted to the description of our case study,
related to energy management, which will be the starting
point for coming developments. As told in the introduction,
this case study derives from a partnership between the
LIMOS Laboratory and the national PGMO (Gaspard
Monge for Optimization) promoted by power producer
EDF. It provides us with a medium for the implementation
and the tests of algorithmic proposals related to a more
fundamental issue, namely the management of complex
multi-level decision models in both centralized and collab-
orative contexts. According to this, our main contribution
will be about the way we may endorse the point of view
of a given specific player, set a model reflecting its agenda
and access to information, that consequently reduces the
behavior of the other players to what we call surrogate
constraints and criteria, and accordingly design heuristic
algorithms.

While setting a model for this case study, we shall
notice that it extends one of the most fundamental
scheduling problem, the RCPSP: Resource Constrained
Scheduling Problem.

The Job Scheduler Side: We consider a set of jobs
J = {1, . . . , J} to be performed exactly once within a time
horizon [0, N ] divided into unit length periods. We denote
by i the period [i− 1, i]. Any job j requires tj periods and
is constrained by a time window {Minj , . . . ,Maxj}: j
must start no sooner than period Minj and end at period
no later than Maxj . Some pair of jobs (j1, j2) are tied
together by some precedence relations j1 << j2 whose
meaning is that j1 must be finished when j2 starts. We
do not allow Preemption: Once a job starts, it cannot be
interrupted.

The Resources : Every job j requires some amount
of (electric) energy ej . This energy is stored inside a set
K = {1,…,K} of identical batteries, that are assigned to
the jobs at the time when they start. Every job requires
exactly one battery and a battery cannot be simultaneously
assigned to several jobs. It comes that no more than K
jobs may be running at the same time. A battery must
be periodically recharged in order to run as many jobs
as possible, and recharge takes place when the battery is
idle and does not run any job. The storage capacity of
a battery is denoted by C: The amount of energy stored
inside a battery cannot exceed C. The recharge capacity of
a battery is denoted by CR: The amount of energy which
may be loaded into a battery during 1 period cannot exceed
CR. The initial load of battery k ∈ {1, . . . ,K} is denoted

by HInit
k . For technical reasons, assigning a battery to a

job j takes place at the junction between 2 periods, that
means at some time i, i = 0, . . . , N − 1. Such a swapping
transaction is instantaneous. The battery remains active
during the time when j is running, and cannot be recharged
during this time. We introduce the following notations:

– ê =
∑

j ej ; t̂ =
∑

j tj ; E
Mean = ê

t̂
;

– For any j, eMean
j =

ej
tj
.

Remark 1: We proceed here in a way that is standard
with respect to this kind of problems (see [3], [19], [27])
and that consists in simplifying the physics of both the
batteries and the PV-Plant. We implicitly refer here to the
same kind of Ion/Lithium batteries that may be embedded
into electric vehicles, with storage capacities between 20
KWh and 100 KWh, and recharge capacities between 10
KW and 100 KW. However, we do as if that the charge
and discharge processes of those batteries were linear, that
may be considered as true as long as the current charge of
the battery remains located inside some critical interval
(see [37], [38]). This implicitly means that capacity C is
not the real capacity of the battery, rather the size of the
interval inside which the charge and discharge processes
may considered as quasi-linear. Also, we do not allow here
any choice choice between different recharge capacities
involving distinct economic costs.

The PV-Plant Side: In order to implement a self-
consumption policy we rely on a PV-Plant, that means on
a photovoltaic facility. This PV-Plant assigns the batteries
to the jobs according to some swapping policy and pro-
duces its own energy that it distributes among the currently
idle batteries or that it sells to the market. In case this self-
produced energy is not enough, the PV-Plant can also buy
energy to the market. Energy stored inside the batteries can
be neither transferred to another battery nor sold. We de-

Figure 1: Time dependent production rates and costs for the
micro-plant

note by Ri the expected production of the PV-Plant at pe-
riod i, by Pi the energy unit purchase price at period i, and
by Si the energy unit sale price. Of course we have, for any
i, Pi ≥ Si. An example of cost and production rates is pro-
vided by Figure 1. We set, for any period i:

– PMean = mean value Pi, i = 1, . . . , N ;
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– SMean = mean value Si, i = 1, . . . , N ;

– RMean = mean value Ri, i = 1, . . . , N .

Figure 2 describes the way the PV-Plant and the jobs
interact in the case when the jobs are tours performed
by electric vehicles, that start and end into the PV-Plant
and make the vehicles visit a set of customers. It shows
the swapping policy that makes some active batteries be
embedded into the vehicles, while the other idle batteries
remain available for recharge.

Remark 1-Bis: We bypass the physics of the PV-Plant
(see [39], [44]) and consider its behavior as determinis-
tic, following the way standard software like PVLibMatlab
([44]) proceed.

Figure 2: PV-Plant, batteries and vehicle routing jobs

Then we may set the PVSync problem:

PVSync: {Simultaneously schedule the jobs and the
PV-Plant, in such a way that:

– Every job j is run once without any interrup-
tion (Non-Preemption) within its time window.
Precedence constraints j1 << j2 are satisfied.
(C1)

– Every time a job j is performed, it is provided
with a battery k(j) loaded with at least ej energy.
(C2)

– The global energy load of the batteries at the end
of period N must be at least equal to

∑
k H

Init
k .

(C3)
– Some hybrid costα.SchCost+PV Cost is min-
imized. PV Cost is the self-consumption cost,
equal to the difference between the energy pur-
chase costs and the profits derived from the sales.
Scheduling cost SchCost is the sum of the com-
pletion times of the jobs.}

Remark 2: PVSync and the RCPSP problem: The
PVSync problem may be viewed as new variant of the

well-known RCPSP: Resource Constrained Scheduling
Problem (see [32], [24] for standard RCPSP), that is itself
an extension of the Multi-Processor Scheduling problem.
Jobs depend here on encapsulated resources, which are
renewable batteries and non-renewable energy embedded
into the batteries. The first ones act as containers for
the second ones. Setting this extension in a formal way
would imply introducing a lot of notations, without any
fundamental impact on the methods. So, instead of doing
it, we keep on with the PVSync setting and terminology,
while referring to the batteries as renewable container
resources and to the energy as non renewable content
resource.

Remark 3 : We may set PVSync as a bi-level model by
distinguishing the respective roles of the job scheduler and
the PV-Plant :

Bi-level Reformulation of PVSync: {Schedule the jobs
in such a way :

– (C1) is satisfied.

– An hybrid cost α · SchCost+ PV Cost is min-
imized, PV Cost being the optimal value of the
following PVPlant sub-problem :

PV-Plant sub-problem : {Schedule the sale,
purchase and distributions operations, and
assign the batteries to the jobs in such a way
that (C2) is satisfied and that the difference
between the energy purchase costs and the
profits derived from the sales is minimal.}}

Remark 4: One might clearly make the PV-Plant side
more complex, by broadening the scope of feasible sale,
purchase and distribution operations, by getting closer to
the physics of storage and recharge/discharge processes,
by involving Heterogeneous batteries, with distinct storage
and recharge capacities, and by allowing distinct recharge
capacities, each recharge capacity involving its own
specific costs.

Our Goal and Contribution : As a new bi-level extension
of the RCPSP problem, the PVSync problem is interesting
by itself. Yet, our purpose here is not the design of exact
algorithms for this problem, rather the study of the way
one might efficiently handle it if the PV-Plant processes
become more complex (see Remark 4) or in the case of
a collaborative context, that would impose us to focus on
the job scheduler point of view and cope with restrictions
on the information related to the behavior of the PV-Plant.
This means that our main contribution here is the design of
heuristic algorithms that tends to emulate the decentralized
point of view of a specific player, namely the job sched-
uler, possibly provided with partial information. In order
to achieve it, we first cast PVSync into the MILP frame-
work (Section 2.2), in order to get an unambiguous setting
and to provide ourselves with reference results, and discuss



Surrogate Estimators For Collaborative Decision Informatica 48 (2024) 549–566 553

some variants (Section 2.3). Next we perform some struc-
tural analysis (Section 3) with focus on the introduction of
a mechanism that projects the constraints related to the bat-
teries (that the job scheduler does not control) into surro-
gate Idle Battery constraints that he may easily handle. The
introduction of this projection mechanism opens the way
(Sections 4 and 5) to the design and test of job scheduler
oriented heuristic algorithms SurrPVCost for the handling
of PVSync, that reflect the incomplete point of view of the
job scheduler. These algorithms rely on the management
of surrogate constraints, (the Idle Battery constraints aug-
mented with some additional constraints), and of surrogate
objective functions, that express the approximation that the
job scheduler may get of the part of the costs that it does
not fully control. Though we stick here to our case study,
this approach is generic andmight be applied to other multi-
level/multi-player decision problems.

2.1 An example
Let us suppose that J = {A,B,C,D,E}, with respec-
tive durations tj = 2, 1, 2, 3, 1 and energy requirements
ej = 5, 5, 4, 9, 4. Jobs A and B must be run between peri-
ods 3 and 5, job C between periods 5 and 8, jobD between
periods 2 and 7, and job E between periods 7 and 10.
We are provided with 2 identical batteries k1 and k2, with
initial loads respectively equal to 7 and 6.We have:C = 12,
CR = 3. The time space is divided into 10 periods and time
versus money coefficient α is equal to 2. Production data
come as in table 1:

Table 1: Prices and production coefficients
i 1 2 3 4 5 6 7 8 9 10
Pi 2 3 7 7 3 2 6 7 4 2
Si 1 2 4 4 1 1 3 3 2 1
Ri 4 4 3 5 2 6 4 4 4 5

Then we get (Fig. 3) a feasible PVSync solution:

– Battery k2 consecutively runs jobs A and B between
periods 3 and 5 and comes back to the PV-Plant at the
end of period 5. It reloads until period 7, runs job E
and comes back to the PV-Plant.

– Battery k1 runs job D at period 2 and comes back to
the PV-Plant at the end of period 4. Then it reloads
before running job C at period 8.

Figure 3: A feasible schedule of the jobs

For every period i, energy amounts respectively bought,
sold and distributed to the batteries are given by table 2.

Table 2: Scheduling the production
i 1 2 3 4 5 6 7 8 9 10

Bought 1 0 0 0 1 0 0 0 0 1
Sold 0 1 3 5 0 0 1 4 2 0
To k1 2 * * * 3 3 * * 3 *
To k2 3 3 * * * 3 * * 2 3 *

2.2 A MILP model
The purpose of this section is to cast the PVSync problem
into the MILP framework. This will provide us with a non
ambiguous formal setting of this problem, that we will
refer to all along the paper, as well as with reference results
for numerical experiments. Notice that it would have been
possible to choose another framework, like for instance
the SAT framework (while using the library Google’s
CP-SAT, part of the OR-Tools Library) or the Constraint
Programming framework (while relying on the IBM CPO
software). But the fact is that the MILP framework is a kind
of standard in Operations Research and Combinatorial
Optimization, and is also widely used in the Industry,
specifically in companies involved in Telecommunica-
tions, Transportation and Energy Production.

Since PVSync may be viewed as a RCPSP exten-
sion, we adapt the standard RCPSP MILP: Mixed Integer
Linear Program formulation corresponding to the case
when the time space is explicitly divided into unit-time pe-
riods. In such a case,RCPSP_MILP usually relies on a {0,
1}-valued vector Z = (Zj,i, i = 1, . . . , N, j = 1, . . . , J)
which tells us at which period i a job j starts. In our
case, we must also explicitly identify the batteries so that
they may be assigned to the jobs. We link the jobs, the
periods and the batteries through a {0, 1}-valued vector
X = (Xj,k,i, j = 1, . . . , J, k = 1, . . . ,K, i = 1, . . . , N):
Xj,k,i = 1 means that battery k is assigned to job j,
starting at period i.
On the other side, we represent the production activ-
ity of the PV-Plant by 3 non negative rational vectors
U = (Ui, i = 1, . . . , N), V = (Vi, i = 1, . . . , N),
Q = (Qk,i, k = 1, . . . ,K, i = 1, . . . , N), with respective
meanings:

– Ui means the energy purchase at period i,

– Vi represents the energy sale at period i,

– Qk,i represents the energy distributed to battery k at
period i.

We link the PV-Plant, the jobs and the batteries through a
last variable W = (Wk,i, k = 1, . . . ,K, i = 0, . . . , N) ≥
0 with rational values: Wk,i represents the energy inside
battery k at the end of period i (Wk,0 means the initial load
of battery k). Resulting model comes as follows:

PVSync_MILP Model:{Compute:



554 Informatica 48 (2024) 549–566 F. Bendali et al.

– {0, 1}-valued vector Z = (Zj,i, i =
1, . . . , N, j = 1, . . . , J): Zj,i = 1 means that
job j starts at period i.

– {0, 1}-valued vector Y = (Yj,k, k =
1, . . . ,K, j = 1, . . . , J): Yj,k = 1 means that
battery k is assigned to job j.

– {0, 1}-valued vector T = (Tk,i, k =
1, . . . ,K, i = 1, . . . , N): Tk,i = 1 means that
battery k is active at period i.

– {0, 1}-valued vector X = (Xj,k,i, k =
1, . . . ,K, j = 1, . . . , J, i = 1, . . . , N): Xj,k,i =
1 means that battery k is assigned to job j, start-
ing at period i.

– U = (Ui, i = 1, . . . , N) ≥ 0 with rational val-
ues: Ui means the energy purchase at period i.

– V = (Vi, i = 1, . . . , N) ≥ 0, rational: Vi means
the energy sale at period i.

– Q = (Qk,i, i = 1, . . . , N, k = 1, . . . ,K), ratio-
nal:Qk,i means the energy distributed to battery
k at period i.

– W = (Wk,i, i = 0, . . . , N, k = 1, . . . ,K) ≥ 0,
rational:Wk,i means the load of battery k at the
end of period i.

Under the constraints:

– Minimize
∑

i(Pi.Ui–Si.Vi) + α.(
∑

j,i i.Zj,i).
(E1)

– For any i, j, Zj,i =
∑

k Xj,k,i. (E2)
– For any k, j, Yj,k =

∑
i Xj,k,i. (E3)

– For any battery k, period i1, Tk,i1 =∑
j,i=i1−tj+1,...,i1

Xj,k,i. (E4)

– For any j,
∑

k Yj,k = 1 =
∑

i Zj,i = 1. (E5)
– For any j, any i s.t (i < Minj) or (i > 1 +

Maxj − tj), Zj,i = 0. (E6)
– For any k, i, Qk,i ≤ CR.(1− Tk,i). (E7)
– For any i, k,Wk,i ≤ C. (E8)
– For any k, Wk,0 = HInit

k,0 and Wk,N ≥ HInit
k,0 .

(E9)
– For any i ≥ 1, k, Wk,i = Wk,i−1 +

Qk,i–(
∑

j ej .Xj,k,i). (E10)
– For any i, Ui +Ri = Vi + (

∑
k Qk,i). (E11)

– For any j1, j2 s.t. j1 << j2,
∑

i i.Zj1,i + tj1 ≤∑
i i.Zj2 . (E12)}

Proposition 1: Solving PVSync_MILP solves the PVSync
problem.

Proof: One easily turns any feasible solution of PVSync
into a feasible solution (Z, Y, T,X,U, V,W,Q) of
PVSync_MILP with same cost. Checking that every
constraint (E1),…, (E12) is satisfied derives in a straight-
forward way from the meaning of those constraints: (E2)

means that if job j starts at period i, then there is exactly
one battery assigned to j. (E3) means that if battery k
is assigned to job j, then there exists a unique period i
such that j starts with battery k at period i. (E4) means
that if battery k is active at period i1, then there exists
a unique job j which starts with battery k at i such that
i ≤ i1 ≤ i + ti − 1. (E5) means that to any job j must be
assigned exactly one battery and one starting period. (E6)
means that any job j is run within its time window. (E7,
E8) are capacity constraints: the load inside a battery at the
end of a given period cannot exceed the storage capacity
of the battery, and the amount of energy loaded into a
battery during a given period cannot exceed the recharge
capacity. (E9) expresses the initial and final requirements
for the batteries. (E10, E11) are nothing more than balance
equations, which distribute energy over the time between
purchase, sale, storage and consumption by the jobs. (E12)
means that if two jobs j1, j2 are such that j1 precedes
j2, then the starting period for j2 must be larger than the
ending period of j1. Conversely, the key point is that (E5)
assigns exactly 1 battery k and 1 starting period i to every
job, and that variables Xj,k,i involved in (E2, E3, E4)
allow us to characterize the periods when a battery is active
or idle. This in turn enables us to control through (E7, E11)
the amount of energy loaded into any battery at any period,
as well as the Non-Preemption constraint. The rest of the
proof comes in a straightforward way. End-Proof.

2.3 A short discussion: variants of the
PVSync problem

In practice, production configurations may be more com-
plex (see Remark 4), and we may be imposed to get closer
to the physics of both the batteries and the PV-Plant. Let
us mention here 3 possible variants, whose handling would
provide us with a stronger motivation for the approaches
that we are going to describe in Section 4:

First Variant: Batteries may be used in order to store
energy and sell it later. According to this hypothesis,
a battery k may receive energy at period i and sell it
at period i’ > i. The PVSync_MILP model must be
updated through the introduction of an additional vector
V S = (V S

k,i, k = 1, . . . ,K, i = 1, . . . , N), meaning the
amount of energy sold at any period i by battery k.

Second Variant: A fixed storage unit may be used either
for later sale or battery feeding. According to this hypoth-
esis, such a Buffer battery BUFF , with storage capacity
CBUFF , initial loadHBUFF , recharge capacityCReBUFF

and discharge capacityCDeBUFF , induces the introduction
of new variables into the model:

QBUFF
i = energy sent from the PV-Plant to the Buffer
battery at period i.

V BUFF
i = energy sold by the Buffer battery at period i.
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QBUFF
k,i = energy sent by the Buffer battery to battery k
at period i.

WBUFF
i = energy inside the Buffer battery at the end of
period i.

Third Variant: Periods units and time values do not
coincide.
Actually, the structure of the time space for the PV-Plant
may not coincide with the structure of the time space for
the jobs. More precisely, a period means a time interval
during which the PV-Plant is stable (no change neither in
the production rates nor in the purchase/sale prices). In
most cases, the duration of a period is given as an integral
number p, while the duration of a job may take any integral
value. In such a case, representing the schedule of the jobs
with a vector Z = (Zj,i, i = 1, . . . , N, j = 1, . . . , J) as
in the previous section does not hold anymore and getting
a PVSync MILP formulation requires the introduction of
flow vectors representing the way the jobs exchange the
resources.

2.4 Limitations of the research
The present paper involves a wide range of concepts and
software tools. To better delineate the scope of the paper and
remove any ambiguity, we will summarize its limitations
here. This will help the reader distinguish between concepts
mentioned as potential future research topics and methods
used as tools, from the issues that are central to the paper.

– The RCPSP is not central: We mention in the in-
troduction and in previous section 2.2 that PVSync
may be viewed as an extension or a variant of the
standard RCPSP problem. This extension is novel in
that it links renewable and non-renewable resources
through an encapsulation relation (the renewable bat-
teries are containers for the non-renewable energy).
In the future, it may be interesting to further study
RCPSPmodels linking renewable and non-renewable
resources and to design new exact algorithms or adapt
existing ones. However, this is not the purpose of this
paper, which is in no way focused on the RCPSP. We
do not cast PVSync into the generic RCPSP frame-
work involving jobs and resources, nor do we focus on
designing exact algorithms for handling it (typically,
contributions about RCPSP presuppose a centralized
context and emphasize the design of fast-running ex-
act algorithms [24]).

– MILP models and solvers are tools, not the focus:
At the beginning of former section 2.2, we provide
a MILP formulation of PVSync. The main purpose
of this MILP model is to establish an unambiguous
formulation of the PVSync problem and to generate
benchmark results that can help evaluate heuristic al-
gorithms designed from the restricted perspective of a

specific player. We use the MILP framework primar-
ily because we are familiar with the CPLEX Library.
Consequently, our focus is not on designing sophis-
ticated MILP settings for PVSync that involve valid
cuts, facets, or specific decomposition schemes to fa-
cilitate the computation of exact solutions. In realistic
contexts, the complexity of the production level (the
PV-Plant) and the incompleteness of the information
available to a target player would render such settings
impractical. Instead, our goal is to design heuristic al-
gorithms that are adapted to such complex contexts.

– The same applies to Machine Learning: Sections 4
and 5 of the paper will involve neural networks used to
provide the job scheduler with an approximation of the
behavior of its production partner. Since the behavior
of this PV-Plant player is related to solving a produc-
tion planning problem, we use convolutional neural
networks (CNNs) to handle instances of this planning
problem with varying sizes while limiting the number
of synaptic coefficients. However, Machine Learning
will not be our primary focus: We shall rely on stan-
dard, ready-to-use open software (Keras TensorFlow)
that we apply to a CNNwith a fairly intuitive structure,
and we train this CNN using versions of the stochastic
gradient algorithm implemented within this software.
The accuracy of the neural network is not the critical
factor here; rather, it is its ability to guide our heuristic
scheduling algorithms toward satisfactory solutions.

– PV physics and technologies are only a hypoth-
esis: Our paper addresses a decision problem from
the perspective of a specific target player who by-
passes some levels of the complex underlying system
by using surrogate estimators. When referring to the
physics behind this system, related to batteries and
charge/discharge processes, we remain at a macro-
scopic level, and our decision models require signifi-
cant simplifications. As explained in both the introduc-
tion and at the beginning of this section, these simpli-
fications involve assuming that the recharge and dis-
charge processes are linear and that the behavior of the
PV-Plant is deterministic, which is generally accurate
as long as the battery load remains within a safe in-
terval. Therefore, we do not concern ourselves with
the full infrastructure of the PV-platform (such as in-
verters and trackers) or what occurs at the microscopic
level. In other words, our contribution is not about
photovoltaic production technology, nor is it about the
physics and electronics involved in the production and
storage of this renewable energy.

3 Structural analysis
We analyze in this section the structure of PVSync and its
complexity, while adopting the standard centralized point
of view (one decider, providedwith all information).We de-
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scribe the projection mechanism (Idle Battery constraints)
that will allow us to bypass the battery level. We first intro-
duce the following notations:

For any subset A of the job set J, we denote by
PVSync(A) the restriction of PVSync to the jobs of
A, and by PV Sync(A) its value.

For any schedule vector Z we denote by Restrict-
PVSync(Z) the problem which derives from PVSync
by fixing Z, and by RestrictPV Sync(Z) its value.

For any schedule vector Z and any period i, we denote by
n(Z, i) the number of jobs which are active at period i
according to Z, and by L(Z, i) =K–n(Z, i) the num-
ber of batteries which are idle at period i, that means
which are available for recharge.

Given a schedule vector Z and a job j, we denote by
Start(Z, j) the starting period of j according to Z.

3.1 The different levels of PVSync and their
complexity

PV-Sync is a multi-level problem. We may distinguish a
scheduling level (variables Z), a battery level (variables
Y ) and a production one (variables U, V,Q). This last one
is nothing but a linear program with rational variables.

The Scheduling Level
Restricting PVSync to its scheduling level means short-
cutting the activity of the PV-plant, and only considering
the jobs, provided with durations, time windows and prece-
dence constraints, together withK identical batteries which
lose their container status and behave as machines in the
standard scheduling sense. In the case of variant 3 of former
section 2 this restriction of PVSync to its scheduling level
would contain the multi-machine scheduling problem, and
so would be NP-Hard (see [20], [42]). Since our time space
is explicitly divided into periods, we must be more careful.
Let us consider the following setting PVSync-Schedwhich
corresponds to this restriction of PVSync:

PVSync-Sched

– Inputs:
– The period set {1, . . . , N}
– The battery set K = {1, . . . ,K}
– The job set J = {1, . . . , J}: A job j requires
tj periods and we suppose that

∑
j tj ≤

K.N . No precedence constraints are im-
posed.

– Ouputs:Wewant to schedule the jobs of J inside
the periods 1, . . . , N , in such a way that no more
thanK jobs are performed during a same period
i.

Then we easily check that any instance of the well-known
strongly NP-Complete Bin Packing problem (see [20],

[42]) can be polynomialy reduced to an instance of
PVSync-Sched so that PVSync-Sched is also strongly
NP-Complete.

The Battery Level.
Let us consider now the Battery level, which means that we
suppose that the jobs of J have been scheduled and that we
deal with variables Yj,k, that distribute the batteries among
the jobs. We focus on the constraints (E3, E4, E5, E9, E10)
of PVSync, without taking care of the activity of the PV-
Plant, (infinite free production ratesRi), and while restrict-
ing ourselves to 2 batteries. More precisely, we consider the
following restriction PVSync-Battery of PVSync:

PVSync-Battery

– Inputs:
– The period set {1, . . . , N}.
– The job set J = {1, . . . , J}: A job j requires
ej energy. Every job j has been scheduled
inside a single period i(j) ∈ {1, . . . , N −
1}. We suppose that J = 2.(N − 1) and
that no more than 2 jobs have been sched-
uled during a same period.

– Two identical batteries k1, k2, initially
loaded with a same energy amountH0.

– Outputs: We want to assign the batteries to the
jobs in a way that is consistent with the energy
requirements.

Theorem 1: PVSync-Battery is NP-Complete.

Proof: We may consider the case when the initial load
H0 is equal to ê

2 with ê =
∑

j ej . Then we see that for
any period i, there must exist exactly 2 jobs j(i) and j(i)
which are scheduled at period i. We may suppose ej(i) ≥
ej(i). It comes that k1 and k2 must be active during pe-
riods 1, . . . , N − 1 and can only recharge at period N .
During those periods 1, . . . , N − 1, k1 and k2 must glob-
ally provide the same energy ê

2 . Thus, solving our problem
means partitioning the period set 1, . . . , N − 1 into 2 sub-
sets N1 and N2 in such a way that

∑
i∈N1

(ej(i)– ej(i)) =∑
i∈N2

(ej(i)– ej(i)). We get a reduction to the 2-Partition
problem (see [20], [42]) and we conclude. End-Proof.

3.2 Merging the batteries: a projection
mechanism

PVSync is a complex problem, with 2 encapsulated
decision levels, respectively related to job scheduling
and battery assignment, which both involve their own
NP-Complete satisfiability sub-problems. The discussion
about the variants of PVSync and Remark 4 showed that
the production level may itself become more complex,
even when remaining inside the P-Time class. So, even if
we work according to the centralized paradigm, dealing
with large size or real time constrained instances of
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PVSync should push us to find a way to partially bypass
some levels and among them the battery level. This trend
will of course be reinforced as soon as we address the
collaborative issue.

According to this purpose, we shortcut the battery
level by merging the K batteries into a unique virtual
one. Relaxing this way PVSync will later help us in a
significant way, when it will come to the design of job
scheduler oriented algorithms that schedule the jobs while
partially bypassing the production issue. More precisely,
we start from a PVSync instance and perform the following
construction:

– We replace theK batteries, by a single macro-battery
with storage capacity Ĉ = K.C. For any period i, Q̂i

will mean the energy amount loaded into this macro-
battery during period i.

– We forbid more than K jobs to be running during a
same period and we impose the Idle Battery constraint
(E13):
For any period i,
Q̂i ≤ CR.(K–n(Z, i)). (E13)
This constraint bounds the energy loaded into the jobs
without explicitly involving the batteries. It implies
that no more thanK jobs are simultaneously running.

Remark 5: The macro-battery is completely virtual and
can be viewed as a projection of batteries onto the job
scheduler. It provides us with a way to shortcut the battery
level.

This construction leads us to set a relaxation of PVSync,
denoted by PVSync-Merge. In order to analyze the com-
plexity of the Idle Battery constraint (E13), let us restrict
PVSync to 4 periods, unit-period jobs, no temporal con-
straints, and a PV-Plant activity reduced to energy purchase.
More precisely, let us set the following problem PVSync-
Idle:

PVSync-Idle

– Inputs:

– The period set {1, 2, 3, 4}.
– The unit-period job set J = {1, . . . , J}: A
job j requires ej energy.

– Battery parametersK,C,CR.

– Ouputs: We deal with a macro-battery initially
loaded with an energy amount H0 =

(
∑

j ej)

2 ,
and provided with a storage capacity Ĉ = H0

and a recharge capacity coefficient CR = H0

J .
Thismacro-battery can buy energy according in-
finite purchase costs in periods 1 and 3 and null
purchase costs in periods 2, 4. Then we want to
schedule under a null cost the jobs of J inside the
periods {1, 2, 3, 4}, in such a way that:

– The Idle Battery constraint is satisfied: For
any period i,
Q̂i ≤ CR.(K–n(Z, i)). (E13)

– For any period i, the load Ŵi of the macro-
battery at the end of i does not exceed Ĉ =
H0.

Then we check that solving PVSync-Idle means partition-
ing the job set J into 2 subsets J1, J2 such that

∑
j∈J1

ej =∑
j∈J1

ej . We derive from the NP-Completeness of the
2-Partition (see [20], [42]) problem the NP-Completeness
of the PVSync-Merge problem.
Of course, both the strong NP-Completeness of PVSync-
Sched and the NP-Completeness of PVSync-Idle imply
that PVSync-Sched is strongly NP-Hard.

Extending a Schedule Vector Z into a Feasible Solution
of PVSync-Merge
Since the leader object in PVSync-Merge is the schedule
vector Z = (Zj,i, j = 1, . . . , J, i = 1, . . . , N), we are now
going to characterize the conditions which make possible
to extend Z into a full feasible solution of PVSync-Merge,
in a way which does not involve the variables U, V, Q̂,W .
This characterization will help us in dealing with schedule
vector Z while bypassing the lower levels of PVSync. In
order to provide it, we need some additional notations:

– For any periods i, i1, we set:

• Conso(i, i1, Z) =∑
j s.t. i≤Start(Z,j)≤i1

ej .
Conso(i, i1, Z) means the energy consumption
by the jobs which start no sooner than i and no
later than i1.

• ProdMax(i, i1, Z) =∑
i2 s.t. i≤i2≤i1

(K − n(Z, i1)).C
R.

ProdMax(i, i1, Z) means the maximal energy
that the macro-battery may load during periods
i, . . . , i1.

Then we may state:

Theorem 2. Schedule vector Z may be extended into a fea-
sible solution of the PVSync-Merge problem if and only if:

– For any period i: H0 + ProdMax(1, i, Z) ≥
Conso(1, i+ 1, Z). (E14)

– For any periods i, i1, s.t. i ≤ i1: (E15)
Ĉ + ProdMax(i, i1, Z) ≥ Conso(i, i1 + 1, Z).

Proof: Above conditions (E14, E15) are clearly neces-
sary: The first one tells us that at any period i, the macro-
battery should have received enough energy in order to
ensure that any job j starting no later than period i + 1
might be achieved. The second one tells us that, if we con-
sider a sequence of periods i, . . . , i1, then the macro-battery
should receive enough energy during those periods in order
to achieve all jobs starting no sooner than i and no later than
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i1 + 1. The key point is about sufficiency. We proceed by
induction on i, and suppose the converse. We suppose that
i1 is such that we could schedule the production in such a
way that all jobs starting no later than i1 could be achieved,
and that at the end of period i1, we cannot provide the jobs
j starting in i1 + 1 with the energy that they require. We
may impose our production strategy to be such that at any
period i, we load the macro-battery with as much energy
as possible, taking into account the Idle Battery constraint
(E13) and the storage capacity Ĉ. Then we see, by moving
backward from i1 to 1, that either we reach some period i
such that (E15) is violated or we reach period i = 1 in such
a way that (E14) is violated. We conclude. End-Proof

4 The cooperative issue

There are several way to address this collaborative issue.
One may adopt the point of view of a specific player, and
emulate the interaction that this player is likely to develop
with its partners. Another approach consists in keeping on
with the centralized paradigm, and supposing that someme-
diator player fairly distributes costs and profits among the
other players. This second point of view corresponds to the
Cooperative Game theoretical framework. Though our pur-
pose here is to focus on the first approach, we are first go-
ing to briefly describe the way PVSyncmay be cast into the
Cooperative Game framework.

4.1 A cooperative PVSync game

Let us recall that a cooperative game (Ω, V al) (see [33],
[21]) is defined as a set of players Ω and a function V al
which, to any subset A of Ω, called coalition makes cor-
respond its cost value V al(A). Then the problem becomes
to fairly distribute the cost V al(Ω) among the players, in
such a way that no coalition is tempted to leave the game.
Several approaches may be tried. The most popular one is
related to the core notion: a price vector π = (πω, ω ∈ Ω)
is in the core of the game (Ω, V al) iff:

–
∑

ω πω = V al(Ω)

– For any coalition A,
∑

ω πω ≤ V al(A)

This core may be empty, which imposes trying weaker
ways to distribute the cost V al(Ω) among the players,
for instance according to the Shapley values. Conversely,
it may contain too many elements, which leads to more
restrictive notions such as the Nucleolus (see [7],[33]).

In the present case we suppose, for the sake of simplicity,
that every job j is identified with exactly one player, and
that the players are independent. This implies that no prece-
dence relation<< is imposed to the jobs, since such a con-
straint would induce a dependence between related players.
Then we define a cooperative game G-PVSync by setting:

– V al(A) = PV Sync(J)–PV Sync(J − A). V al(A)
represents the marginal cost induced by the jobs of A
with respect to PV Sync(J).

Then we may state:

Theorem 3: If all sale prices Si are null, then the core of
G-PVSync is not empty.

Proof: Let us recall that Bondareva/Shapley Theorem
(see [8]) provides us with a characterization of the non-
emptiness of the core of a cooperative game (Ω, V al). This
characterization comes as follows:

– A non negative vector µ = (µA, A ⊆ Ω) is said to be
balanced, if, for any player ω,

∑
A s.t. ω∈A µA = 1.

– Then the cooperative game (Ω, V al) has a non-
empty core if and only if for any balanced vector µ,
V al(Ω) ≤

∑
A µAV al(A). (E16)

So let us consider some balanced vector µ together with
some optimal solution Sol = (X,Y, Z, T, U, V,W,Q) of
PVSync. Let us set µ =

∑
A µA. (E16) requires:

PV Sync({1, . . . , J}) ≤
∑

A µA(PV Sync({1, . . . , J})
−PV Sync({1, . . . , J} −A)).
This equality is equivalent to: (E17)∑

A PV Sync({1, . . . , J} −A) ≤
(µ− 1).PV Sync({1, . . . , J}).
So we only need to check that it is possible to decompose
(µ − 1).Sol into a non negative linear combination∑

A µA.Sol({1, . . . , J} − A), where every vector
Sol({1, . . . , J} − A) is a feasible solution of the re-
striction of PVSync to the jobs of ({1, . . . , J} − A).
If we can do it, then we conclude since every value
PV Sync({1, . . . , J} − A) is going to be no larger
than the cost of Sol({1, . . . , J} − A). Getting such a
decomposition can be done by tracking inside Sol, for
every job j, the energy consumed by j and the energy
produced in order to match this consumption. As a
matter of fact, we might also represent the way energy
circulates according to (U, V,W,Q) as a flow vector
in a network derived from the periods and the batteries
involved in PVSync (time expanded network) and de-
compose it along the jobs of J into a multi-commodity
flow vector (see [2], [9]). This process makes appear, for
every battery k, the useless energy CRes(k) remaining
inside k throughout the whole time space. It yields a
decomposition of Sol as Sol =

∑
j SolJobj , where

every partial solution SolJobj meets reduced capacities
C − CRes(k), k = 1, . . . ,K . Then Sol({1, . . . , J} − A)
comes as

∑
j∈{1,...,J}−A SolJobtj . End-Proof

Remark 6: If we allow non-null sale price, then we
may check that above reasoning does not hold anymore.
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4.2 The job scheduler/PV-Plant interaction:
surrogate estimators

We now address the collaborative issue while adopting the
point of view of the job scheduler and trying to emulate
the interaction that this player is likely to develop with
its partner. This point of view corresponds to the most
natural bi-level setting of PVSync. According to it, we
rely on a surrogate estimator SurrPV Cost, which with
any schedule vector Z consistent with (E5, E12), and
any value of some flexible parameter vector γ, asso-
ciates an estimation SurrPV Cost(Z, γ) of the value
RestrictPV Sync(Z). The role of the parameter γ is
to introduce flexibility in order to mitigate the fact that
SurrPV Cost(Z, γ) provides us with no more than an
approximation of RestrictPV Sync(Z). The effective
value of γ will be tuned all along the interaction process,
in such a way that this process converges to a consensual
solution. So, at every step during this process, we shall
compute Z while restricting ourselves to contraints (E5,
E12) together with some additional (surrogate) constraints
Cons(γ, Z). Those surrogate constraints will aim at
both avoiding Restrict-PVSync(Z) to be unfeasible
and at providing a container for the interaction between
the job scheduler and its partner. We shall perform this
computation of Z in such a way that it minimizes the cost
α.(

∑
j,i i.Zj,i) + SurrPV Cost(Z, γ). Taken as a whole,

this interaction will proceed as follows (see Fig. 4):

Collaborative algorithmic scheme

Initialize γ and constraints Cons(γ, Z) about sched-
ule vector Z and γ;

Set the initial proposal of the job scheduler:
Compute Z which minimizes α.(

∑
j,i i.Zj,i) +

SurrPV Cost(Z, γ) while meeting (E5, E12) and
Cons(γ, Z);

While Not Stop do

1. Set the counter-proposal from the PV-Plant:
Solve Restrict-PVSync(Z) and retrieve new
constraints to insert into Cons(γ, Z);

2. Update Stop; If Not Stop then

Update γ;
Set the new proposal of the job scheduler:
Compute Z minimizing α.

∑
j,i i.Zj,i +

SurrPV Cost(Z, γ) while meeting (E5,
E12) and updated Cons(γ, Z);

Retrieve the best schedule vector Z obtained this way.

Of course, this heuristic management of PVSync may also
be applied under the standard centralized paradigm ap-
proach in the case of large size instance or real time require-
ments.

Figure 4: A collaborative scheme

4.3 Surrogate estimators and constraints
We distinguish the surrogate estimator
SurrPV Cost(Z, γ) from the additional constraints
Cons(γ, Z).

Remark 7: Notice, in the case of the surrogate esti-
mator SurrPV Cost(Z, γ), that it does not really aim
at providing an approximation in the standard sense of
RestrictPV Sync(Z), rather at efficiently driving above
collaborative algorithmic scheme towards good solutions.

4.3.1 Surrogate constraints

Previous Section 3 leads us to insert (E14) and (E15)
into Cons(γ, Z). Still, though these constraints ensure
the feasibility of the PVSync-Merge problem of Section
3, they may not be sufficient in the case of the full
PVSync problem. Typically, if 2 jobs j1 and j2 such that
ej1 = ej2 = 10, are scheduled to start at period 1, ifK = 2
and ifHInit

k1
= 5,HInit

k2
= 15, then we cannot successfully

assign the batteries to the jobs, while we may extend this
schedule into a feasible solution of PVSync-Merge.

In order to reinforce (E14, E15), we proceed in a
heuristic way, while relying on the flexible vector γ:

– We first set, for any energy amount E : m(E) =
⌈ E
CR ⌉. This number m(E) means the number of con-

secutive periods necessary in order to load a battery
with E energy. Let also recall that L(Z, i1) denotes
the number of idle batteries induced by Z at period i.

– Then we impose the following parametric heuristic
constraints, which depend on flexible parameters γ0
and γ1:

– For any period i, let j1, . . . , jS be the jobs sched-
uled to start at period i+1 according to schedule
vectorZ. Then, for any i1 ≤ i, we impose: (E18)
L(Z, i1) ≥
γ0.|{s s.t.m(es ≥ (i–i1 + 1)}|.

– For any period i, let us denote by j1, . . . , jS the
jobs starting at i + 1, ordered according to de-
creasing m(ejs) values, and by S1 ≤ S the
largest s value such that m(ejS1

) ≥ i. Then we
impose that there exist k1, . . . , kS1

inK such that
for any s ≤ S1:
HInitks + i.CR ≥ γ1.ejs . (E19)
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Constraints (E18, E19) aims at making in such a way that at
any period i, there should exist batteries which have been
idle for enough time in order to feed jobs starting in i+ 1.

4.3.2 A price based surrogate estimator

We proceed here in an empirical way, while following the
idea that the production cost induced by a schedule vector
Z is determined by the distribution of values L(Z, i), i ∈
{1, . . . , N}. This suggests us to express the surrogate cost
SurrPV Cost(Z, γ) as a sum

∑
i Πi,L(Z,i), where Πi,L is

an estimation of the cost induced by L batteries in recharge
(idle) at period i. According to this idea, we first make ap-
pear a standard production price ΠStand

i,L which, with any
idle battery number L and any period i, associates a kind
of a reference price of the recharge of L batteries at period
i. We do it by noticing that if all batteries receive a same
charge EMean at every period when they are idle, then the
production cost Cost should be equal to

∑
i Π

Stand
i,L(Z,i). So

we derive standard production prices ΠStand
i,L as follows:

ΠStand
i,L = Pi.(L.E

Mean–Ri) if L.EMean ≥ Ri and
ΠStand

i,L = Si.(L.E
Mean–Ri) else.

In order to flexibilize those prices, we follow intuition
which tells us:

– If L(Z, i).EMean ≥ Ri, then Πi,L should increase
with Pi;

– If L(Z, i).EMean ≤ Ri, then Πi,L should decrease
(negative cost) as Si increases.

This leads us to introduce 2 components γ2 and γ3 of flex-
ible parameter γ and to set:

– Πi,L = ΠStand
i,L .(1 + γ2.(Pi–PMean)) if

L(Z, i).EMean ≥ Ri,

– Πi,L = ΠStand
i,L .(1 + γ3.(Si–SMean)) else.

4.3.3 A machine learning based surrogate estimator

Instead of relying on energy price coefficients Πi,L we
use a neural network CNN_PV Sync in order to provide
us with the quality of a scheduled vector Z. Network
CNN_PV Sync involves 467 synaptic coefficients and is
trained with 9000 PVSync(Z) instances, among them 8110
training instances and 890 validation instances, solved
with the MILP model of Section 2. This small ratio of
1/20 between the number of synaptic coefficients and the
number of training instances eases the training process
(stochastic gradient optimization process), making the
error gap evolve in a monotonic way along the epochs
and stabilize itself in a natural way in the neighborhood of
some optimal error gap. The stochastic gradient algorithm
behaves as if it were dealing with a standard optimization
problem, with a small number of variables and an objective
function defined by an average violation of a larger set
of constraints. A consequence is that we do not need to

observe the evolution of the error gap along the epochs
in order to identify the epoch that induces the best error gap.

CNN_PV Sync is designed as a convolutional neu-
ral network (CNN). CNNs have been mostly used for
2D-pattern recognition, since images are very large size
inputs and since the convolutional masks are well-fitted to
the recognition of local patterns. In the present case, our
goal here is to learn the optimal value of a combinatorial
optimization problem (the optimal cost related to the
production sub-problem induced by fixing the decision of
the job scheduler), in order to drive a heuristic scheduling
process. An important feature of a CNN is that, at the
contrary of most neural networks, it can deal with flexible
inputs of different sizes. It is our case here, since the size of
our target combinatorial optimization problem may vary.
That is why we choose to work with a CNN. Notice that
the error gap induced by the the CNN is not at stake here,
rather its ability to drive the heuristic algorithm toward
good solutions.

A convolutional network usually works in 3 steps. In
the first step a same standard perceptron CM , called
convolutional mask, is applied to fixed size segments
of the input vector IN = (INm,m ∈ {1, . . . ,M}),
where M is the variable size of the input data vec-
tor. This perceptron CM yields an output vector
OUT = (OUTm,m ∈ {1, . . . ,M}), with the same
size as IN . In the next step, a pooling mechanism is
applied to OUT , in order to compact it into the fixed size
input vector IN of another perceptron NPool. In the last
step,NPool turns IN into the final outputOUT ofCNN .
In the present case the final output of CN_PV Sync is
a number θ between 0 and 1. This number refers to the
formulation of the optimal value RestrictPV Sync(Z)
as a barycentric combination LowPV Sync(Z) +
θ.(UpPV Sync(Z) − LowPV Sync(Z)), where
UpPV Sync(Z) and LowPV Sync(Z) are respectively an
upper bound and a lower bound of RestrictPV Sync(Z).
In case RestrictPV Sync(Z) does not exist, that
means in case PVSync(Z) is not feasible, we do as if
RestrictPV Sync(Z) were equal to UpPV Sync(Z)
(then θ should be equal to 1). Figure 5 shows the architec-
ture of CNN_PV Sync whose main components come as
follows:

– Input layer: We homogenize any input
(Z,P, S,R,HInit, C, CR,K) of Restrict-
PVSync(Z) as a 7(N + 1) vector IN , with
IN [i] = (P i, Si, Ri, µi, Li, C, CR), given by:

• P i =
Pi

PMean ;Si =
Si

PMean .
• µi =

∑
j active at period i = eMean

j ; µ0 = 0;
µi =

µi

RMean . This last quantity µi identifies the
normalized amount of energy consumed at any
period.

• Ri =
Ri

RMean ; R0 =
∑

k HInit
k

RMean .
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Figure 5: The neural network CNN_PV Sync

• Li =
L(Z,i)

K ; C = C
RMean ; CR = CR

RMean .

– Convolutional Mask: CM works on any vector
IN∗

i = (IN [i], . . . , IN [i+4]), which means an input
with 35 input arcs. It contains 3 inner layers, respec-
tively of sizes 8, 4 and 2, and ends into an output layer,
that yields 1 input value OUTi. This network is com-
plete in the sense that all 322 inner synaptic arcs are
allowed, together with standard biased sigmoid acti-
vation functions x → 1

1+exp(−kx) , with parameter k.
Thus the number of synaptic coefficients related to this
convolutional mask is 320 + 35 = 355.

– The pooling Mechanism: It works by merging con-
secutive values OUTi into a single one, in such a way
that we get an intermediate vector IN , with 13 entries,
all with values between 0 and 1.

– The Final Perceptron NPool: Once the pooling
mechanism has been applied, we handle resulting 13
dimensional vector IN with a perceptron NPool,
with input layer of size 13, intermediate layers of size
6 and 3, and a final layer of size 1. This network is
complete in the sense that all 99 inner synaptic arcs
are allowed, together with standard biased sigmoid
activation functions x → 1

1+exp(−kx) , parameter
k being provided with the same value as in the
convolutional mask. Thus, the number of synaptic
coefficients associated with this final perceptron is 13
+ 99 = 112.

Taken as a whole, CNN_PV Sync involves 467
synaptic coefficients.

– Outputs of CNN_PV Sync: As previously told, the
concatenation of CM and NPool yields a value
OUT = θ between 0 and 1, which refers to the
barycentric setting:
RestrictPV Sync(Z) = LowPV Sync(Z) +
θ.(UpPV Sync(Z)− LowPV Sync(Z)),
where UpPV Sync(Z) and LowPV Sync(Z) are re-
spectively an upper bound and a lower bound of
RestrictPV Sync(Z), computed as follows:

• LowPV Sync(Z) = −
∑

i Si.Ri.
• UpPV Sync(Z) = (SupiPi).(

∑
j ej) −

(
∑

i Si.Ri).

In case Restrict-PVSync(Z) is unfeasible, we
do as if RestrictPV Sync(Z) were equal to
UpPV Sync(Z), that means is if θ were supposed to
be equal to 1.

The way we train the network CNN_PV Sync in order to
make it learn its synaptic coefficients will be described in
the next section 5, devoted to numerical experiments.

4.4 Job scheduler oriented heuristics for the
search for schedule vector Z

Dealing with a blackbox objective function such that
CNN_PV Sync can only be done through a heuristic
scheme. So we design a simple job scheduler oriented
heuristic SurrPVCost that works in 2 steps and that we may
adapt to both the price based version and the machine learn-
ing version of the SurrPV Cost estimator.

SurrPVCost Job Scheduler Oriented Algorithm

Initialization : Pick up the jobs j according to increas-
ing Minj values (updated through constraint propa-
gation) and assign them starting periods which main-
tain constraints (E5, E12, E14, E15, E17, E18, E19),
meet time windows and the precedence constraints,
and minimize α.(

∑
j,i i.Zj,i)+SurrPV Cost(Z, γ);

While Not Stop do : Remove some job j from the cur-
rent schedule and reinsert it (while possibly delay-
ing other jobs) in such a way that α.(

∑
j,i i.Zj,i) +

SurrPV Cost(Z, γ) decreases.

5 Numerical experiments
Purpose: We want to evaluate the behavior of the job
scheduler oriented heuristic SurrPVCost, implemented
along the two surrogate estimators described in sections
4.3.2 and 4.3.3, and its ability to yield under small com-
putational costs a good approximation of the optimal
value of PV-Sync. According to this purpose, the MILP
formulation of PV-Sync is used only in order to provide
us with benchmark results.
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Technical Context: We use a processor IntelCore i5-
6700@3.20 GHz, with 16 Gb RAM, together with a
C++ compiler, Linux as O.S. libraries CPLEX20.1 (for
ILP models) and TensorFlow/Keras (for machine learning).

Instances: As for the PV-Plant side, we generate 2
integers M and N , N being a multiple of M , with
N = 10, . . . , 40,M = 2, . . . , 5. Then we split the period
set into M macro-periods, corresponding to different
mean production rates and prices. Related coefficients
Ri, Pi, Si are generated accordingly. Introducing those
macro-periods provides us with realistic prices and pro-
duction levels that may be related to human activity and to
the weather.
As for the scheduling part, we try to both ensure feasibility
and put stress on the instances. So we generate J , together
with mean duration and mean energy coefficients tMean

and EMean. We set C = 2.Supj ej andK = λ.J.( t
Mean

N ),
where λ is some control parameter. For any k = 1, . . . ,K ,
we generate HInit

k between C
3 and C. In order to make

the PV production match the demand, we update the Ri

by doing in such a way that
∑

i Ri = τ.J.C, τ being a
control parameter with value between 0.5 and 2. Finally
we generate the key parameter CR in such a way that
batteries globally receive at least β.J.C energy units
during the whole process, β being a control parameter
with value between 1.5 and 4. So the main parameters of
an instance are: N = Period Number, J = Job Number,
M = Macro-period Number, K = Battery Number, tMean

= Mean Job Length, α = Time versus Money Value, β =
Recharge Stress Value, τ = Production Stress.

According to this, we generate 10 groups of instances, ev-
ery instance group G_Id containing 30 instances consis-
tent with the characteristics N , J , M , tMean, K, α, β, τ
described in the following table 3.

Table 3: Instance group characteristics
G_Id N J M tMean K α β τ
1 40 21 3 4 4 1 2 0,5
2 40 23 4 5 4 0,5 3 1
3 40 20 5 6 5 0,2 4 2
4 40 24 3 4 5 1 2 0,5
5 40 32 4 6 4 0,5 3 1
6 40 34 5 8 4 0,2 4 2
7 60 43 4 5 3 1 3 1
8 60 47 6 10 3 0,5 4 2
9 60 53 4 5 5 1 3 1
10 60 61 6 10 5 0,5 4 2

5.1 Training the neural network
CNN_PVSync.

For every group instance G_Id described above and for
every instance Id in G_Id , we randomly generate 30

schedule vectors Z, which meet the constraints (E5, E12,
E14, E15, E17, E18, E19).We do it by turning the initializa-
tion procedure of the SurrPVCost Algorithm into a partial
enumeration procedure, in such a way it can randomly
generate several vectors Z meeting constraints (E5, E12,
E14, E15, E17, E18, E19). Notice that those vectors may
not be extended into a feasible solution of PVSync and
that in such a case we consider that RestrictPV Sync(Z)
is equal to UpPV Sync(Z), requiring related value θ to be
equal to 1. Then we split resulting set of 9000 instances
between a training set of 8110 instances and a validation
set of 890 instances. The high ratio of 20 between the
number of instances and the number of synaptic coef-
ficients significantly eases the training process, making
the error gap evolve in a monotonic way until stabilizing
itself in a natural way around some approximation of
the optimal error gap. We perform the training process
while testing 12 sets Hy of hyperparameters, described
in the following Table 4. Those hyperparameters are the
parameter k of the sigmoid activation function, the batch
size Ba, the number of epochs Ep, the loss formula Los
(among MS = Mean Square Error, MA = Mean Absolute
Error, MSL = Mean Square Logarithmic Error), the
optimizer Op (among Ad = Adam, Nad = Nadam, Amx
= Adamax, RMS = RMSprop). This table also makes
appear, for every hyperparameter set Hy, the gaps (in %)
between RestrictPV Sync(Z) and CNN_PV Sync(Z),
computed by referring to the value θ. Gap_T means here
the value (in %) of this gap related to the training instance,
and Gap_V means the same value (in %) related to the
validation instances.

Table 4: hyperparameter sets
Hy k Ba Ep Los Op Gap_T Gap_V
1 1 2 30 MS Ad 9.6 12.9
2 0.5 4 30 MS Ad 11.2 14.8
3 2 1 30 MS Ad 9.4 12.1
4 3 2 30 MS Amx 10.5 14.0
5 1.5 4 30 MS Nad 8.6 11.3
6 2.5 8 30 MS RMS 9.1 12.5
7 1.5 4 50 MA Ad 8.7 11.8
8 1.5 4 50 MA Ad 8.1 11.0
9 1.5 4 50 MSL Ad 8.4 11.2
10 1.5 2 50 MSL Nad 8.7 11.9
11 1.5 4 50 MA Amx 10.9 14.7
12 1.5 8 50 MS RMS 8.3 11.1

Comments: The best gap between RestrictPV Sync(Z)
and CNN_PV Sync(Z) corresponds to Hy = 8, with
value a little bit larger than 8% for the training instances
and 11 % for the validation instances. Recall that this
error gap is not really at stake, rather the ability of
CNN_PV Sync(Z) to drive the heuristic job scheduler
oriented SurrPVCost algorithm towards satisfactory solu-
tions.
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5.2 Evaluating the heuristic management
(job scheduler oriented algorithm
SurrPVCost of Section 4.4) of the
PVSync problem through surrogate
components

For any instance groupG_Id described in Table 3, we gen-
erate exactly one instance Id and, for every such instance:

• We apply the CPLEX12 library (Table 5) to the
PVSync_MILP model. Then we get (in less than 1
CPU h), a lower bound LB, an upper bound UB and
CPU time T_MILP .

• We apply (Table 6) the job scheduler oriented algo-
rithm SurrPVCost of Section 4.4 while relying on the
pricing mechanism described in Section 4.3.2 and set-
ting Πi,L = ΠStand

i,L for any i, L. We denote by PR1
resulting PVSync value. We do the same (Table 6)
with 8 combinations of γ values and denote by PR8
resulting value.We provide the CPU times T_PR8 (in
seconds) required by the scheduling heuristic SurrPV-
Cost described in Section 4.4.

• We apply (Table 7) the job scheduler oriented algo-
rithm SurrPVCost of Section 4.4 while relying on the
machine learning estimator described in Section 4.3.3
and denote byML related value. We provide the CPU
times T_ML required by the SurrPVCost job sched-
uler oriented algorithm described in Section 4.4.

Those results may be summarized into the following tables:

Table 5: Behavior of the PVSync_MILP model
Id LB UB T_MILP
1 - 239.64 - 235.91 3600
2 - 85.56 - 82.47 3600
3 - 1439.38 - 1311.60 3600
4 488.45 619.15 3600
5 212.90 248.33 3600
6 177.46 198.35 3600
7 1738.56 1760.33 3600
8 Fail Fail Fail
9 571.31 3742.10 3600
10 - 52.92 155.27 3600

Comments: As expected, the global ILP model is in trou-
ble, even on small instances. We notice that we may get
negative cost values, because of the sales. This makes dif-
ficult reasoning in terms of percentages. Still, for small J ,
UB looks close to optimality.
In case the job scheduler oriented heuristic SurrPVCost re-
lies on the parametric pricing mechanism described in Sec-
tion 4.3.2, it seems to be rather efficient. Though it only
relies on a heuristic SurrPVCost algorithm for the com-
putation of schedule vector Z, it yields better results than
the MILP model in the 3 instances with largest sizes. Its

Table 6: Behavior of the pricing scheme
Id UB PR1 PR8 T_PR8
1 - 235.91 - 216.68 - 216.68 48.22
2 - 82.47 - 75.84 - 78.52 71.83
3 - 1311.60 - 1165.59 - 1208.45 76.82
4 619.15 659.07 659.07 62.64
5 248.33 406.56 327.05 131.83
6 198.35 221.16 200.04 83.49
7 1760.33 1971.18 1904.09 579.50
8 Fail - 397.6 - 397.6 1000,6
9 3742.10 1267.59 1267.59 1008.17
10 155.27 167.52 139.68 478.62

Table 7: Behavior of machine learning
Id UB ML T_ML (s)
1 - 235.91 - 193.38 10.85
2 - 82.47 - 50.08 21.28
3 - 1311.60 - 890.00 28.60
4 619.15 766.79 15.50
5 248.33 398.20 45.60
6 198.35 254.06 25.08
7 1760.33 1861.24 72.25
8 Fail - 359.07 105.10
9 3742.10 1548.25 180.05
10 155.27 199.00 80.05

sensitivity to parameter γ does not look very significant:
In 4 cases, the best result is obtained with standard prices
Πi,L = ΠStand

i,L for any i, L. In case we apply SurrPVCost
algorithm while relying on the machine learning oriented
estimator described in Section 4.3.3, we see that the gap
between UB and ML is more important. Yet, this second
approach offers more genericity features than the first one.

6 Conclusion
We dealt here with a complex scheduling problem,
involving encapsulated resources and synchronization
mechanisms. Since handling it as a whole is difficult and
may not fit collaborative contexts, we shortcut the resource
production sub-problem and replaced it by a parametric
surrogate estimator. We tried 2 approaches: the first one
relied on artificial prices; the second one on a neural
network. Numerical experiments made appear, at least in
our case, a better efficiency of the first approach. Still,
because of the genericity of machine learning, a priori
better fitted for the management of the uncertainty inherent
to our problem, it would be worthwhile to try to go deeper
with it. Those two points will be the backbone of a future
research.
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The rise of social media has intensified the spread of fake news, a problem further exacerbated by generative
artificial intelligence (AI). Hence, the need for improved detection of both human-created and AI-generated
fake news using advanced AI models is critical. This paper proposes a survey to assess knowledge and
attitudes towards news and AI, combining demographic data, personality traits, and the ability to distin-
guish between real and AI-generated news. Additionally, we create a new dataset, ERAF-News, containing
real, fake, AI-generated true, and AI-generated fake news. To classify different types of news, we devel-
oped a dual-stream transformer model, DuSTraMo. This model leverages the capabilities of two parallel
transformers to enhance the accuracy of news classification. The survey, involving 83 participants from
9 countries, revealed that respondents struggle to differentiate human-generated from AI-generated news.
Notably, BERT outperformed GPT-2 and BART in generating realistic text, and RoBERTa and DistilBERT
achieved over 98% accuracy in fake news classification. Dual-GPT models also showed high accuracy.
This study underscores the effectiveness of the DuSTraMo model and the ERAF-News dataset in enhancing
the detection of both human-created and AI-generated fake news. The findings highlight the increasing
dominance of AI in this domain and the pressing need for advanced methods to combat fake news. Ad-
ditionally, a survey examining users’ responses to fake news reveals a concerning inability to accurately
identify false information.

Povzetek: Članek raziskuje zaznavanje lažnih novic z uporabo dvojnoga globokega učenja. Predstavlja nov
model DuSTraMo in zbirko podatkov ERAF-News za boljšo detekcijo človeških in AI-generiranih lažnih
novic.

1 Introduction
The prevalence of fake news in the modern media environ-
ment has grown significantly. It becomes now more diffi-
cult than ever to differentiate correct information from false
one owing to the fast growth of social media and online plat-
forms [1]. The effects of propagating disinformation are
serious, with the ability to change public perception, have
an impact on political and social decisions [2], and cause
confusion among individuals [3]. The free dissemination
of false news can mislead the target audience or gain noto-
riety or financial advantage. [4, 5].
In the contemporary landscape, interaction with infor-

mation has undergone a significant evolution, largely at-
tributed to the proliferation of social media and online plat-
forms. Historically, the predominant sources of informa-
tion were traditional media outlets such as print newspapers
1, radio, and television, all of which adhered to stringent
verification protocols.
However, the advent of platforms such as Facebook and
1https://rb.gy/5493gt, Last access: 18 Jully 2023

Twitter, recently renamed X2 3, has revolutionized the way
information is disseminated, enabling individuals world-
wide to instantaneously share knowledge. Certainly, so-
cial media platforms play a significant role in the rapid dis-
semination of misinformation, complicating the assessment
of online information’s credibility [6]. This transformative
shift not only reshapes the dynamics of information trans-
mission but also underscores the paramount importance of
media literacy in discerning truth amidst the continuous in-
flux of online information [7].
Within the persistent issue of fake news, scholars are

earnestly committing their efforts to the development
of robust methods aimed at identifying and mitigating
misleading information [8, 9, 10].

In the literature, several works have been carried out on
Fake news detection. These works have varied both on
the strategic and technical side and particularly affected

2Throughout the rest of the paper, the terms Twitter and X will be used
interchangeably.

3https://rb.gy/98bc01, Last access: 02 November 2023

https://rb.gy/5493gt
https://rb.gy/98bc01
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three main areas. Firstly, the use of surveys such as
[11, 12, 13] have been based either on the analysis of
the personality traits of respondents, or the mechanism
of circulation of fake news, but have not discussed the
degree of awareness of netizens to distinguish between
types of news. Secondly, the automatic detection of fake
news using ML methods [14, 15, 16] or transformers [15]
used simple architectural models. The only recent paper
that used dual-stream was [17] but simply duplicated
the BERT model in both streams. Thirdly, processing
datasets that have just two classes of news (real or fake)
[18, 19] besides few works that added the third class of
generated news [20, 21, 22]. The authors of [23] maked a
multi-classification of information by treating degrees of
falsehood such as True, MostlyTrue, Half-True, Barely-
True, False, and Pants-on-Fire. No papers proposed to
make a classification of four classes (real, fake, generated
real and generated fake) and no dataset exists that contains
all four classes.

In this paper, the fake news issue is addressed in-depth
through the seamless integration of a survey and an artifi-
cial intelligence (AI) method. Firstly, a survey is used to
delve deep into the public’s attitudes. This survey tends
to offer quantitative data that explores the nature and ex-
tent of the influence of fake news on the behavior of Inter-
net users. Secondly, the capabilities of AI were leveraged,
specifically deep learning based on transformers, for the de-
tection of fake news. The innovation in this approach lies in
its objective to differentiate between authentic news, false
information, and content generated by AI (GAI).
To the best of our knowledge, this is the first paper that

explores the synergy between these two approaches and al-
lows for a more thorough examination of the intricate dy-
namics surrounding fake news, identification, and societal
impact.
Hence, the key contributions of this paper are:

– Diffusing a survey named ”Generation of Fake
News”: This questionnaire aims to investigate users’
personalities, understanding of AI, awareness of fake
news, and their capability to distinguish between fake
and real news.

– Creating a new dataset named ”ExtendedReal And
Fake News Dataset (ERAF-News): The dataset in-
cludes real news, fake news, and real and fake news
generated by AI. It can be used to test and refine state-
of-the-art algorithms to detect fake news. The idea be-
hind adding the fourth class is to distinguish between
generated Real and generated Fake. This allows to op-
tionally accept generated Real News and reject gener-
ated Fake ones.

– Proposing a newDual-StreamTransformersModel
(DuSTraMo): This architecture aims to exploit com-
plementary capabilities from two parallel models, po-
tentially leading to improved performance on various
natural language processing tasks.

The remaining parts of his paper proceed as follows: Sec-
tion 2 provides an overview of three key areas: (a) prior
survey-based research on fake news; (b) studies employing
deep learning techniques based on transformers to classify
the news; and (c) dynamic landscape of generative AI tools
and their impact on fake news generation. Section 3 offers
an overview of transformers. Section 4 intricately delves
into the specific contributions and explains the methodol-
ogy. It includes (a) an in-depth exploration of the sur-
vey, covering design rationale, section selections, presen-
tation of collected data, and the chosen evaluation method;
(b) a comprehensive account of the creation of the novel
ERAF-News dataset; and (c) an exposition of the innova-
tive DuSTraMo architecture designed for the detection of
fake news. Section 5 offers an in-depth exploration of the
obtained results, encompassing: (a) the findings from the
investigation; (b) a performance evaluation of the ERAF-
News dataset generation; and (c) a comprehensive discus-
sion of the results derived from the deep learning models
developed.

2 Related works
This section presents the literature in three distinct areas:
(1) research focused on surveys 4 in the fake news context,
(2) generation process based on a few pre-trained models,
and (3) new method for fake news detection.

2.1 Surveys for fake news catch
The fast transmission and persistence ofmisinformation on-
line pose a multifaceted threat [25, 24], impacting various
domains including politics [27, 26], culture [29, 28], fi-
nance [31, 30], and psychology [24]. For the purpose of
evaluating the accuracy of Internet users’ answers, conduct-
ing an online survey can prove invaluable for assessing the
attitudes, cultural orientations, and more of Internet users,
thereby measuring the consistency of their responses.
The authors [11] are interested in the different mecha-

nisms of circulation of disinformation on online social net-
works, and propose avenues for identification and in-depth
analysis.
Linguistic analysis of information plays a principal crite-

rion in the detection of false information. For this, one ap-
proach is to use a survey comprising a series of questions,
5, which can range from general queries to personalized or
domain specific.
The objective of a survey [32] is to explore the corre-

lation between the optimal user experience while navigat-
ing social media platforms, the behavior of sharing fake
news, online trust, and heightened social media consump-
tion. This research draws upon pertinent studies from the
literature on fake news, online trust, and social media us-
age to inform the development of the questionnaire. Table

4Throughout the rest of the paper, the terms survey and questionnaire
will be used interchangeably.

5https://shorturl.at/aIKP6, Last access: 02 September 2023

https://shorturl.at/aIKP6
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Table 1: Comparison of some fake news surveys

Ref. Title Subject Nb responders
[33] The role of social media in spreading panic

among primary and secondary school students
during the COVID-19 pandemic: An online
questionnaire study from the Gaza Strip, Pales-
tine

COVID-19 942

[34] Surveying fake news: Assessing university
faculty’s fragmented definition of fake news
and its impact on teaching critical thinking

Fake news 69

[35] The Influence of Political Ideology on fake
news Belief: The Portuguese Case

Fake news
on political
ideology

712

[36] Fake news: the impact of the internet on pop-
ulation health.

Fake news
of health
information

1195

[37] fake news Reaching Young People on Social
Networks: DistrustChallenging Media Liter-
acy

Fake news 408

[38] Fake or real news? Understanding gratifica-
tions and personality traits of individuals shar-
ing fake news on social media platforms

Fake news 221

[39] The Role of Risk Perception and Ability to De-
tect fake news in Acceptance of COVID-19
Vaccine among Students of Shiraz University.

COVID-19 382

[40] Anger makes Fake news viral online. Fake news
(offline) 1291

[41] Examining the role of emotions, sharing
motivations, and psychological distance
of COVID-19-related fake news

COVID-19
150 toilet paper
shortage-related
149 celebrity
scandal rumors

1 provides a brief overview of the studies on fake news sur-
veys.
Comprehending the elements that influence how indi-

viduals react to fake news is vital for devising efficient
strategies to minimize its detrimental impact on society.
Personality traits play an essential role to shape people’s
behaviors[12, 13]. The Big Five model 6 seems a highly
valuable standard for comprehending personality. This
model is commonly named OCEAN (Openness, Conscien-
tiousness, Extroversion, Agreeableness and Neuroticism),
derived from its five key dimensions. It assesses an in-
dividual’s position on each dimension, providing valuable
insights into their personality traits and behavioral charac-
teristics.

2.2 Methods for detecting fake news
Popular techniques for fake news detection, such as source
verification, fact-checking, and cross-checking [42] are im-
portant to assess the credibility of news stories [43]. How-
ever, deeper analysis based on AI and machine learning
(ML) algorithms has made it possible for sentiment anal-

6https://shorturl.at/abFS4, Last access: 25 September 2023

ysis and language pattern identification, letting specialists
to identify disinformation [44, 45].
Academic studies propose diverse techniques for

automatic fake news detection, primarily relying on
content-based techniques [46, 47], natural language pro-
cessing (NLP) [18, 48], or data mining [49], ML methods
[14, 15], or the use of social context-based techniques,
as discussed in [50]. Additionally, some models adopt a
hybrid integration of both approaches, as demonstrated by
[51].

For assessment and classification of information, the use
of NLP techniques and AI methodologies such as random
forests (RF) [52], support vector machines (SVM) [53],
long short-termmemory (LSTM) neural networks [54], and
transformers [19, 17, 55, 56], allows information profes-
sionals to enhance their ability to detect fake news effec-
tively.
Researchers in [16] propose an innovative language-

agnostic technique based on text attributes to discern fake
news using various datasets. The outcomes reveal that
the RF and SVM algorithms achieve accuracy of around
88% and 89% respectively, when applied to the FakeBr-

https://shorturl.at/abFS4
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Table 2: A comparison between fake news detection approaches

Date Ref. Dataset Dataset classe ModelsReal Fake GAI

2019 [20] RealNews(Common Crawl) x x x GPT2, BERT,
Grover-Mega

2020

[18] FakeOrRealNews x x ML models
[19] FakeOrRealNews x x BERT, RNN

[16]

TwitterBR, FakeBrCorpus,
FakeNewsData1,
FakeOrRealNews,

btvlifestyle

x x ML models

[21] newsQA dataset extension x x x Grover-Mega,
Zero-shot

2021 [15] Fake or real news,
Combined corpus x x

ML models,
CNN, LSTM,
HAN, BERT,

RoBERTa, DistilBERT,
Electra

[22] S, xl, s-k, xl-k, Webtext,
GPT3-WebtextrealNews x x x GPT2, GPT3,

Grover

2022

[42] Debate , PHEME x x NLP framework

[43] Amazon, Common Crawl,
Fake and Real News x x Proposed pipline

[44] Created dataset x x ML models
[52] FakeNewsNet x x ML models

[62] RAWFC, LIAR-RAW x x

ML models,
CNN, RNN, SentHAN,
DeClarEdEFEND,
SBERT-FC, GenFE,

GenFE-MT,
CofCED

2023
[17] FakeNewsNet x x Dual BERT

[56] Private dataset x x
Keyword-based,
Rule-based,
ML models

[63] CovidNews +NQ-1500 x x x

BM25, GPT-3.5,
GENREAD, REIT,

CTRLGEN, REVISE,
RoBERTa-based

Corpus dataset [16]. Furthermore, [56] presents a machine-
learning-centered method. Emphasizing the significance of
source reliability, this technique attains a commendable ac-
curacy rate of 90%. Table 2 provides a concise overview of
the primary studies conducted in the literature concerning
the automated detection of fake news 7.
Deep learning single models exhibited superior accuracy

in detecting GAI compared to machine learning overall
[57]. The authors of [58] performed the classification of
Indonesian fake news using pre-trained models based on
a multilingual transformer model (XLM-R and mBERT)
combined with a BERTopic model as a topic distribution
model. Their model provided an accuracy of 0.9051.

7the words True and Real will be used intrinsically. Likewise, for the
words False and Fake.

However, these models did not delve into the specifics of
the generated news and the potential multi-class outcomes
it could produce. Indeed, the previous researches did not
establish the distinction between the different AI-generated
classes, hence the need to generate a dataset containing
the GAI-Fake and GAI-True classes. Effectiveness might
arise from the intricate attributes of AI-generated content,
subtle writing approaches, and the dynamic landscape
of misinformation. Moreover, relying solely on single
models [60, 61, 59] is proving insufficient. Addressing
these limitations, more advanced and adaptable techniques,
such as a dual-stream model, which is proposed in Section
4.3, could enhance accuracy and effectively counter the
evolving challenges of fake news. Past research has
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predominantly relied on machine learning models or a
single transformer model, except for the very recent paper
[17], which proposed one dual model technique.

In order to classify and understand the nature of news
(Fake, Real, GAI-True or GAI-Fake), one can check
whether the news contains false, misleading or deliberately
false information by: (1) ensuring the credibility of the
news [64] even if it is generated by AI; and (2) using au-
tomatic detection tools [65] to distinguish authentic news
from fake or AI-generated news.

2.3 Influence of generative AI on the
proliferation of fake news

Generative AI is a sub-field of AI that focuses on develop-
ing models and algorithms capable of generating human-
like content, such as text, images, and audio. Recently,
text generation, in particular, has seen remarkable advance-
ments, thanks tomodels like GPT-3 (Generative Pre-trained
Transformer 3) [66] and its successor GPT-4 [67].
Generative AI has unfortunately been exploited for the

generation and dissemination of deceptive news content.
Ironically, advancements in technology aimed at detecting
false information have accelerated the creation of increas-
ingly sophisticated and perplexing fake news. The demar-
cation between reality and fabrication has become increas-
ingly blurred with the advent of AI-powered text genera-
tion [68]. Indeed, the potency of generative AI possesses
a dual nature: it enables the automatic generation of text
closely resembling humanwriting, while, on the other hand,
it significantly contributes to the generation of disinforma-
tion. In fact, by inputting a prompt or topic, these models
can generate seemingly authentic news articles, reports, or
social media posts that are entirely fictional [69, 70]8. As
per findings from researchers 9, the utilization of generative
technology may render disinformation more cost-effective
and simpler to generate, thereby contributing to an increase
in the prevalence of conspiracy theorists and the dissemi-
nation of false information.
In a study conducted by researchers at OpenAI [71], a

cautionary note was issued regarding the potential for the
chatbot service to lower the costs associated with disinfor-
mation campaigns. It was suggested that malicious actors
might be incentivized by the prospect of financial gain, ad-
vancing specific political agendas, or sowing discord and
confusion. Furthermore, just two months after its launch,
ChatGPT faced criticism from the NewsGuard platform 10,
a specialized entity in the detection of fake news. News-
Guard noted that the chatbot had the potential to morph into
a ”superspreader” of disinformation. In an experiment de-
tailed on their platform 11, the NewsGuard team instructed

8https://shorturl.at/boAHW, Last access: 21 August 2023
9https://shorturl.at/nKPS2, Last access: 21 August 2023
10https://www.newsguardtech.com/, Last access: 12 September

2023
11https://shorturl.at/auwTU, Last access: 12 September 2023

ChatGPT to compose articles that mirrored the viewpoints
of prominent conspiracy theorists or biased news outlets.
The results of the study uncovered that, out of the 100
misleading stories pre-identified, ChatGPT generated false
news for 80 of them. These misleading narratives could
appear compelling and authoritative to uninformed readers,
despite their basis in falsehoods.
In response to this challenge, researchers have dedi-

cated significant efforts to develop methods for detecting
AI-generated content used for deceptive purposes. These
methods encompass a variety of approaches, from employ-
ing machine learning models trained to recognize patterns
in AI-generated text to linguistic analysis that seeks anoma-
lies in language usage [72, 73, 74], including the architec-
tures of transformers, which are elaborated in the subse-
quent section.

3 Background: transformers
Within this section, a brief overview of the architectural
structures that underlie transformers will be provided.

3.1 Architecture
The transformer architecture, as elucidated in [75], adopts
an encoder-decoder structure as shown in figure 1.

Figure 1: Original structure of transformer

https://shorturl.at/boAHW
https://shorturl.at/nKPS2
https://www.newsguardtech.com/
https://shorturl.at/auwTU
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Transformer operates by taking an input sequence X =
(x1, . . . , xN ) and transforming it into a latent represen-
tation Z = (z1, . . . , zN ). Notably, due to the auto-
regressive nature of this model, the output sequence YM =
(y1, . . . , yM ) is generated one element at a time. In other
words, each word yM is generated using the latent repre-
sentation Z and the previously created sequence YM−1 =
(y1, . . . , yM−1).
Both the encoder and the decoder components of the

transformer employ an identical multi-head attention layer,
which plays a pivotal role in data processing. In this mech-
anism, a single Attention layer maps a queryQ and keysK
to a weighted sum of the values V . For practical reasons,
a scaling factor of

√
1
dk

is introduced to ensure effective
operations:

Attention(Q,K, V ) = Softmax
(
QKT

√
dk

)
V

This attention mechanism is fundamental to the trans-
former’s ability to capture complex relationships and de-
pendencies in the input data, enabling its outstanding per-
formance in various natural language processing tasks.

3.2 Transformers list
There are numerous transformer models developed for var-
ious natural language processing (NLP) tasks. Here are
some notable ones:

– Generative Pre-trained Transformer 2 (GPT-2): a
powerful natural language processing algorithm that
can generate text that is both fluent and relevant to the
context. It is used in a variety of NLP tasks, such as
content creation, chatbots, question answering, senti-
ment analysis, and text summarization. GPT-2’s abil-
ity to produce text that is similar to human-written text
makes it a valuable tool for a wide range of language-
related applications [76].

– Bidirectional and Auto-Regressive Transformers
(BART): a sequence-generating paradigm that works
well for producing text. In order to produce material
that flows and makes sense, it can take into account
both the context that comes before and after. BART
is frequently utilized for machine translation, genera-
tive text synthesis, automated summarizing, and para-
phrasing [77].

– Bidirectional Encoder Representations from
Transformers (BERT): a powerful language model
that can learn the meaning of words and sentences
by reading them from both sides. This makes it very
good at understanding the meaning of language and
performing many different tasks, like classifying text,
recognizing named entities, analyzing sentiment, and
understanding context [78].

– Distillable BERT (DistilBERT): a smaller and faster
BERT. It works just as well as BERT, but it uses less
computing power and memory [79].

– Robustly optimized BERT approach (RoBERTa):
a version of BERT that has been improved to perform
better during pre-training. It is often used for the same
tasks as BERT, but with better accuracy because of the
changes made to its training process [80].

4 Proposed approach
In this section, we propose a three-part approach, namely
creating an online survey, creating a new dataset, and ex-
ploring multiple dual models for classification and detec-
tion of fake news.

4.1 Online survey
We propose a survey with the comprehensive aim of inves-
tigating public perceptions and experiences related to fake
news. The objective is to collect valuable insights into how
individuals consume and distinguish information, the im-
pact of fake news on their beliefs and decisions, and the
measures they think can effectively combat misinforma-
tion.
The online survey was made available for participation

from September 25th to November 25th, 2023. The ques-
tionnaire was distributed as widely as possible, and no
filters were applied on participants in order to ensure vari-
ation in the target audience. Before completing the survey,
participants were explicitly notified about the research
nature of the survey. To evaluate a participant’s existing
knowledge without any external influence, the survey
intentionally omitted an initial definition of technology.
All responses were anonymized, and participants had
the option to skip any question as none were obligatory.
Participation was entirely voluntary, allowing individuals
to exit the survey at their discretion.

To propose the questions for the survey, research results
from [81, 82, 37, 25] were used. The selection of primary
thematic domains, alongwith their associated inquiries, and
all survey content and the data gathered during this research
are openly accessible on https://rb.gy/kbt7lv.

4.1.1 Study design

The objective is to investigate the relationship between the
five-factor model of personality, individual attitudes, and
fake news detection ability. Drawing from the extensive
literature review on socio-demographic, behavioral, and
intercultural factors that impact the identification of fake
news, this study organizes a series of sections [S1, S2,...,
S5], each specifically designed to address corresponding
Research Questions [S1Q1, S1Q2, ..., S2Q1, ...].

https://rb.gy/kbt7lv
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The survey encompassed a diverse range of question for-
mats, including Yes/No, Likert scales, checkboxes, and
multiple-choice responses. In questions using a Likert
scale, participants were provided with either a 3-point scale
ranging from ’agree’ to ’disagree’ or a 5-point scale span-
ning from ‘strongly disagree’ to ‘strongly agree’ (or ‘not
at all attentive’ to ‘extremely attentive’, ‘extremely disin-
terested’ to ‘extremely excited’, ‘never’ to ‘always’, ‘not
familiar’ to ‘very familiar’, ‘unable’ to ‘able’).
The survey comprised a total of 43 questions, organized

into five distinct sections:

– Demographic Information: the first section (S1) in-
cluded six questions [S1Q1-S1Q6] related to age, gen-
der, country, level of education, current occupation,
and income level.

– Personality Traits: comprising 14 questions [S2Q1-
S2Q14], this section (S2) aimed to analyze how the
respondent interacts with their environment, including
behaviors, thoughts, and emotions.

– Knowledge and Awareness: summarized in 6 ques-
tions [S3Q1-S3Q6], this section (S3) assessed the re-
spondent’s understanding and consciousness of infor-
mation, facts, or truths about a particular subject or
their surroundings.

– Attitudes Towards News and AI: the fourth section
(S4) contained nine questions [S4Q1-S4Q9] designed
to detect the beliefs, perceptions, and stances individ-
uals hold regarding the intersection of artificial intelli-
gence and the consumption or dissemination of news
and information.

– Distinguishing Between Real and Fake News Gen-
erated by Artificial Intelligence: this last section
(S5) included six questions [S5Q1-S5Q6] aimed at
measuring the respondent’s ability to identify and dis-
cern the authenticity of news articles and information
generated using AI technologies.

When designing a survey, it is imperative to establish a
meaningful correlation between the different sections of the
questionnaire. This correlation is a key determinant of how
respondents are likely to respond to different parts of the
survey. For this, aligning and interconnecting the sections
of the survey facilitates a smoother flow of information and
improves the overall understanding of respondents’ views
to provide a comprehensive view of respondents’ capac-
ity to detect fake news. For example, a section exploring
demographic information may influence responses to sub-
sequent sections focusing on opinions or behaviors [83].
Also, the personality traits section affects the decision of
surveyors [84].

4.1.2 Data collection

The survey was made available on the Internet and dis-
tributed via various channels, including email, Facebook,

and other social media platforms. The target audience was
diverse, encompassing a wide range of age groups and ed-
ucational backgrounds, and distributed across different ge-
ographical regions worldwide.
The study gathered a total of 103 responses. After ex-

cluding incomplete submissions, 83 valid responses were
utilized for data analysis. The participant demographics en-
compassed a diverse range, including 1 individual below 18
years old, 40 participants aged 18 to 29, 33 between 30 and
49, and 8 between 50 and 64. The educational backgrounds
of participants varied, spanning from primary education to
higher education, and included a mix of unemployed indi-
viduals, working professionals, and those currently pursu-
ing studies.

4.1.3 Evaluation method

Survey evaluation entails employing various methods to
ensure the validity, reliability, and pertinence of the gath-
ered measures. Among these techniques, structural equa-
tion modeling (SEM) emerges as a potent tool [87, 86, 85].
SEM aids in evaluating both convergent and discriminant
validity of measures, offering insights into the precision of
the survey’s measurement instruments. Moreover, SEM
enables the modeling of relationships between variables,
thereby simplifying the analysis of the intricate structures
inherent in surveys. In addition to SEM, other statistical
evaluation approaches 12 13 (mean, median, standard devi-
ation, variance, ...) encompass reliability analysis to gauge
the internal consistency of questions, factor analysis to un-
veil relationships between variables, and prior validation of
the questionnaire by experts to ensure conceptual relevance.
SEM not only facilitates the measurement of correlations

but also enables the exploration of causal relationships be-
tween survey sections. This capability aids in discerning
whether one section of the survey significantly influences
another. This provides a more deeper understanding of the
dynamics between variables. Such insights serve to en-
hance the interpretation of survey results and offer more
comprehensive understanding of the intricate interactions
among the various dimensions. These collective methods
fortify the validity of the data derived from the survey and
make easier interpretation of the results. For the present
study, SEM is predominantly employed in assessing the re-
sponses to the proposed survey.

4.2 New extended real and fake news
(ERAF-News) dataset

The literature has introduced datasets for news that cover
two or three classes: Real, Fake, and possibly AI-generated
from real sources [88]. However, there is no distinction be-
tween AI-generated news from real or fake sources.
With the dataset ERAF-News, we aim to differentiate be-
tween these two new categories. In fact, distinguishing be-

12https://shorturl.at/pwzW8, Last access: 13 October 2023
13https://t.ly/fzrV8, Last access: 7 November 2023

https://shorturl.at/pwzW8
https://t.ly/fzrV8
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tween real and fake news generated by AI offers several ad-
vantages, such as: (1) improving credibility by distinguish-
ing between types of AI-generated information; (2) raising
public awareness about the presence of AI-generated mis-
information by verifying the accuracy of information re-
gardless of its origin; (3) developing automated verification
systems to improve algorithms and systems for authentic-
ity and accuracy of online content; (4) informed decision-
making based on accurate and correct data; and (5) limiting
the spread of false information by identifying misleading
content.
These objectives highlight the importance of developing
tools and methods to analyze and evaluate AI-generated in-
formation. To this end, we propose to create our new dataset
ERAF-News.

4.2.1 Building ERAF-News: methodology and
process

Describing the methodology for dataset preparation is
a pivotal phase in the research on fake news detection.
To kick-start the research, the ”Fake News Detection
Datasets” from Kaggle was used 14. This dataset en-
compasses two primary files: ”True.csv”, for authentic
news, and ”Fake.csv”, containing fake news. These initial
files consisted of roughly 23,000 and 21,000 entries,
respectively, and included essential columns such as title,
text, subject, and date.

The current study introduces a detection framework ex-
tending beyond the binary ”True” and ”Fake” classification.
An additional category, ”Generated”, was incorporated
specifically tailored for AI-generated news. This involved
extracting data from ”True.csv” and ”Fake.csv” to create
two new sub-datasets named ”GAI-X-True.csv” and
”GAI-X-Fake.csv” where X denotes the name of the model
used for the generation. Consequently, six distinct dataset
files were maintained, each representing a unique news
category. The objective behind this expanded categoriza-
tion is to provide a more nuanced and precise foundation
for classification.

Figure 2 illustrates the process of obtaining the generated
ERAF-News dataset. For the generation process, the choice
from the introduced models in section 3.2 was guided by
considerations mentioned from [89]. They showed that
GPT, BERT, and BART are versatile, capable of both gen-
eration and classification tasks, and have demonstrated
commendable accuracy.

4.2.2 Generation techniques

The creation of the generated dataset involved a series
of generation experiments executed on the Google Colab

14https://rb.gy/d5mhig, Last access: 25 March 2023

platform. Pre-trained models were employed to process
the original text and produce the corresponding segments
of what is now referred to as the ”Extended Real And
Fake News Dataset” (ERAF-News dataset). This compre-
hensive dataset offers a valuable resource for researchers
and developers looking to advance AI-generated fake
news detection. We’ve made an extract of ERAF-News
dataset freely available for unrestricted use on shared drive
available at the link https://rb.gy/kbt7lv in order to
facilitate collaboration and further research in this critical
domain.

From ”True.csv” and ”Fake.csv”, 15000 entries were
randomly selected. These entries were used as inputs for
generating new classes using the BART model, resulting
in ”GAI-BART-True.csv” and ”GAI-BART-Fake.csv”.
Likewise, the same set of inputs was used for the GPT-2
model, yielding ”GAI-GPT2-True.csv” and ”GAI-GPT2-
Fake.csv”. Concluding the process, upon applying BERT
to identical inputs, ”GAI-BERT-True.csv” and ”GAI-
BERT-Fake.csv” are generated. The performance metrics
used to evaluate the generation process are discussed in
section 5.2.

This dataset was created specifically to be used in
the novel classifier architecture, as discussed in the next
section.

4.3 Proposed dual-stream transformers
model (DuSTraMo)

In this section, we present a pioneering strategy to address
the issue of news classification, introducing an innovative
dual-stream deep learning framework. Given the escalating
prevalence of fake news and disinformation, it’s imperative
to have advanced solutions that can swiftly and precisely
determine the accuracy of news articles. We propose an
approach based on a dual-stream architecture illustrated in
figure 3.

Each stream in the dual-stream model is assigned a pre-
trained deep learning model. The outputs of these two
streams are subsequently combined through concatenation,
enabling the global model to efficiently learn the cross-
modal interactions and synergies between the viewpoints of
the two models. This fusion of information produces more
complete and contextually rich representations, often lead-
ing to improved performance in downstream tasks. Fine-
tuning with additional dense layers further tailors the entire
model to the specific target task, creating a versatile frame-
work adaptable to various classification tasks.
The dual-streammodel enhances the learning of complex

patterns and relationships, thereby improving the overall
accuracy and resilience of classification by enriching fea-
ture representation through this architecture [91, 90]. Com-

https://rb.gy/d5mhig
https://rb.gy/kbt7lv
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Figure 2: Extended real and fake news (ERAF-News) dataset

Figure 3: Dual-Stream transformers model (DuSTraMo)

pared to single-model techniques, dual models offer sev-
eral advantages. Firstly, they perform exceptionally well
by combining the strengths of two specialized models, re-
sulting in increased accuracy and improved generalization.
Secondly, the synergy between dual models allows for the

capture of multiple facets of the data, potentially leading
to more accurate predictions. Ultimately, by presenting
multiple perspectives on the data, this model has the po-
tential to enhance the explainability of the obtained results
[94, 93, 92]
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For the classification tasks, the choice among the
models cited in section 3.2 was guided by [59, 95] which
involved a comparative analysis of the BERT, BART,
GPT-2, RoBERTa and DistilBERT models, revealing the
competence of these models.

In this paper, we emphasize flexibility in the dual-stream
architecture. At any given instance, the first stream could
be a GPT-2, BART, or BERT model. The second stream in-
troduces variability, which could consist of the same model
as the first or alternatively, DistilBERT or RoBERTa. This
yields three distinct configurations:

– The GPT-2-based configuration includes dual-GPT-
RoBERTa, dual-GPT-DistilBERT, and dual-GPT-GPT
combinations.

– The BART model-based configuration comprises
dual-BART-RoBERTa, dual-BART-DistilBERT, and
dual-BART-BART.

– The BERT model-based configuration encompasses
dual-BERT-RoBERTa, dual-BERT-DistilBERT, and
dual-BERT-BERT combinations.

In summary, the three models GPT-2, BART, and BERT
serve as constants in the first stream of the dual model due
to their roles in the generation process. Additional models,
such as RoBERTa and DistilBERT, along with duplicated
first stream models, are incorporated into the second
stream, showcasing notable classification capabilities as
evidenced by previous literature.

To the best of our knowledge, the architecture of a dual-
stream classifier has been introduced in the fake news do-
main only twice: first in [57], which employed simpler
(Machine Learning) streams (such as SVM, LSM, RNN,
...), and more recently in [17], which used BERT in both
streams. In contrast, the present paper proposes a novel ap-
proach by utilizing diverse streams based entirely on trans-
formers.

5 Findings

5.1 Assessment of survey results
In this section, the study and analysis of the survey results
are presented using the SEM methodologies. The survey
collected responses from 103 participants, 83 of whichwere
valid, spanning 9 countries around the world. The subse-
quent analysis is conducted on individual sections of the
survey, followed by an examination of the interplay and
mutual influences among them.

5.1.1 Survey evaluation metrics

The SEM method can include several metrics, depending
on its configuration and the specifications of the structural
model [96]. Commonly used metrics in SEM include:

– Chi-square (χ2): evaluates the fit of the model to the
observed data. A low chi-square indicates a good fit.

– Degrees of Freedom: represents the maximum num-
ber of logically independent values.

Other metrics commonly used in the fields of statistics,
research, and data analysis are:

– Conditional Demographic Disparity (CDD): as-
sesses whether a facet exhibits a higher proportion of
rejected outcomes in the dataset compared to accepted
outcomes.

– p-value: indicates the probability that the observed re-
sults in statistical analysis are due to chance. In the
context of hypothesis testing, a low p-value (typically
< 0.05) suggests that the results are statistically signif-
icant, providing evidence to reject the null hypothesis.

– Coefficient of Determination (R2): indicates how
well the independent variables can explain the vari-
ation in the dependent variable.

– Completion Rate: measures the proportion of peo-
ple who answered all the questions relative to the total
number of people invited or contacted. It is an indica-
tor of the survey’s engagement and effectiveness.

– Correlation: measures the statistical relationship be-
tween variables. It can be positive (variables move in
the same direction), negative (variables move in op-
posite directions), or null (no linear relationship). It
quantifies the strength and direction of this relation-
ship.

In addition, various metrics can be used to measure dif-
ferent characteristics or aspects namely: frequency, per-
centage, mean, standard deviation, mean score, etc.

5.1.2 Demograhic evaluation

Conducting a demographic assessment in survey research
is crucial for gaining a comprehensive understanding of the
surveyed sample. Table 3 resumes the participants’ data
according to the demographic section.
Figure 4 illustrates the distribution of survey participants

based on their respective countries.

Conducting a comparative analysis of information re-
garding ”country residence” and ”income level,” the fol-
lowing outcomes were obtained:

– The Cramer Dependence Coefficient (CDD) regis-
tered a value of 35.22%, signifying a substantial corre-
lation between the ”country” and ”income level” vari-
ables. This CDD value points to a notable association,
implying that the income level is closely linked with
the respondent’s country of residence.
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Figure 4: Countries participation histogram

Table 3: Participants demographic data

Variable Values N (%)

Gender Male 44 (42.7%)
Female 59 (57.3%)

Age

Under 18 1 (1%)
18-29 50 (48.5%)
30-49 42 (40.8%)
50-64 10 (9.7%)
65 or older 0

Current
occupation

Student 45 (44.1%)
Worker 56 (54.9%)
Unemployed 1 (1%)

Education
Level

Secondary Educa-
tion

2 (2%)

Bachelor’s degree 13 (13%)
High school or
equivalent

16 (16%)

Master’s degree 46 (46%)
Doctoral degree 20 (20%)
Prefer not to answer 3 (3%)

Income
Level

Low 20 (19.6%)
Medium 45 (44.1%)
High 13 (12.7%)
Prefer not to answer 24 (23.5%)

– The Chi-square test statistic yielded a relatively high
result of 30.52%, measuring the disparity between ob-
served data and anticipated values under the null hy-
pothesis, which assumes independence between the
variables ”country” and ”income level.” This outcome
underscores a significant association between the two
variables.

– The associated p-value, measuring the likelihood of
obtaining results as extreme as those observed, was
calculated as 16.81% in the context of the Chi-square
test. Although this value exceeds the commonly used
significance threshold of 5%, indicating insufficient
evidence to reject the null hypothesis of independence,
it is noteworthy that the p-value is not extremely
high, suggesting a tendency towards association de-
spite non-rejection.

– A total of 24 degrees of freedom were observed, a
parameter contingent on the size of the contingency
table. This substantial degree of freedom, reflective
of the relatively large dataset, reinforces the statistical
robustness of the analysis. In summary, these find-
ings underscore a moderate to a strong association be-
tween ”country of residence” and ”income level”, and
they affirm the adequacy and reliability of the ana-
lyzed sample comprising 83 valid survey responses.

Similarly, an analysis of ”age” and ”current occupation”
reveals a strong and statistically significant association, as
evidenced by a CDDof 47.80%, a high chi-square test value
of 37.47%, and an extremely low p-value 1.42e-06 with an
interaction degree of freedom of 6.

5.1.3 Personality traits evaluation

The second section (named S2) of the questionnaire delves
into personality traits. As illustrated in figure 5, it’s ev-
ident that a significant portion of individuals who value
organization and tidiness (44.3%) also tend to engage in
advance planning (38.1%) and exhibit enthusiasm for ex-
ploring new experiences (39.2%). These characteristics no-
tably impact an individual’s disposition during conversa-
tions, with 58.3% reporting a high level of comfort.
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(a) Having an organized workspace. (b) Tend to plan activities in advance.

(c) Ability to try new experiences. (d) Feeling in initiating conversations.

Figure 5: Global personality traits analysis

Figure 6 summarises an assessment using the Big Five
method produced mean values for Openness in [0-2], Con-
scientiousness in [0-3], Extroversion in [0-3], Agreeable-
ness in [0-2] and Neuroticism in [0-2]. Specifically, the
obtained results revealed mean and standard deviations for
the Big five personality factors as follows: openness (M
= 1.21; SD = 0.52), extroversion (M = 1.21; SD = 0.51),
agreeableness (M = 1.19; SD = 0.53), neuroticism (M =
0.75; SD = 0.40), and conscientiousness (M = 1.64; SD =
0.53).

5.1.4 Knowledge and awareness evaluation

Analyzing the results of the third section (S3), the survey
participants indicated that many of them rely on interna-
tional TV for their news, and several of them do not actively
check its accuracy. However, most of them have limited
knowledge about concepts such as fake news, and AI, and
are unfamiliar with the term ”ChatGPT”. This is due to a
lack of awareness about GAI.
Figure 7 illustrates the breakdown of survey participants’

responses regarding their level of knowledge and aware-
ness.

As outlined in section 4.1.1, the third section of the sur-
vey (S3) comprises eight questions (S3Q1-S3Q8). The dis-
tribution of responses has been assessed for each question.
The responses have undergone pre-processing and normal-
ization, resulting in values within the 0 to 1 range. The
initial histogram illustrates the distribution of responses to
the first question (S3Q1), with the predominant choice be-
ing the second answer. Similarly, for the histogram corre-
sponding to S3Q2, the majority of participants selected the
third answer, and this pattern persists across the subsequent
histograms.

5.1.5 Attitudes towards news and AI evaluation

This section explores respondents’ perspectives on fake
news, including their ability to detect it, their capacity for
verification, and their potential for guarding against unin-
tended consequences of AI-generated fake news. Follow-
ing data pre-processing, figure 8 summarizes the calculated
attitude scores.
As this section comprises nine questions with scores that

can range from 0 to 9, it is noteworthy that 54.90% of re-
spondents attained scores between 4 and 6 (figure 8a). This
observation suggests that a significant portion of the partic-
ipants exhibit psychological equilibrium in their attitudes
toward fake news. Furthermore, a p-value was calculated
to assess the relationship between the respondent’s country
of residence and their attitude scores. The p-value, approx-
imately 7.82%, suggests that there are statistically signifi-
cant differences in attitude scores across the various coun-
tries. Even though 57.31% of the respondents rely on the
Internet for 75% of their information, it is noteworthy that
47.56% of them expressed uncertainty about their ability to
discern fake news from headlines alone (figure 8b).
It can be additionally observed that the practice of uti-

lizing the Internet to acquire information is associated with
the capacity to discern fake news. Specifically, as shown in
figure 9, the linear correlation matrix between the variables
of this section and its general score reveals that question
S4Q2 (”about the use of the Internet as a source of infor-
mation”), exerts the most significant variance on this score,
accounting for 50%.

5.1.6 Distinguishing between real and fake news
generated by AI evaluation

The fifth section (S5) contains six questions [S5Q1-S5Q6],
with scoremeans that ranged from 0 to 6. The survey results
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Figure 6: Assessment curves of participants’ personality traits

showed an average score of 2.73, indicating that they are
only able to distinguish between fake and real news to a
degree of 40.19%.

Additionally, a computation of the correlation matrix, as
depicted in figure 10, reveals the highest correlation at ap-

proximately 45%. Such a correlation is typically catego-
rized as moderate. This suggests that there exists an aver-
age relationship between questions S5Q1 and S5Q2.
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Figure 7: Distribution of knowledge level and awareness

5.1.7 Survey summary

A total of 103 survey participants engaged in the study
through an internationally published online questionnaire
over 3 months. The uniqueness of this investigation resides
in its examination of individuals’ capacity to discern fake
news based on the influence of demographic characteris-
tics and personality traits according to the Big five person-
ality model (OCEAN). In figure 11, a correlation analysis
was performed using the five personality traits from the Big
Five section (S2) to demonstrate their relationship on the
sections S3 (’Knowledge and Awareness’), S4 (’Attitudes
Towards News and AI’), and S5 (’Distinguishing Between
Real and Fake News Generated by AI’).
The findings reveal that:

– Section S3 (”Knowledge and Awareness”) is most no-
tably correlated with openness (61%) and extroversion
(49%).

– Conscientiousness exerts a 43% correlation on Section
S4 (”Attitudes Towards News and AI”).

– Conversely, Section S5 (”Distinguishing Between
Real and Fake News Generated by AI”) is primar-
ily explained by the agreeableness characteristic, con-
tributing to 68% of its influence.”

The results indicate that the percentages of intersecting
influences are not exceedingly high, hovering around 50%.
While the evaluations did underscore distinctions within
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(a) Number of responses by attitude score
(b) Cross table between habit of using the internet to gather information
and ability to identify fake news

Figure 8: Evaluation of the ”Attitudes Towards News and AI Evaluation”

Figure 9: Correlation of Internet use on the attitude of responders

survey results, they nonetheless proved inadequate to at-
tain a robust level of performance. Consequently, the study
grapples with certain limitations. Firstly, the study’s out-

comes were derived from a relatively modest cohort of
83 users possessing personalities of moderately acceptable
openness, conscientiousness, and extroversion.
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Figure 10: Correlation matrix for distinguishing between
GAI real and fake news

5.1.8 Discussion and limits of surveying method

The outcomes of the survey indicate that only a small pro-
portion of participants potentially can discern between au-
thentic and fabricated news, with the majority appearing to
lack this skill. This finding accentuates the necessity for an
automated method to detect fake news, aimed at assisting
users in identifying misinformation.
In this context, the application of AI serves as a crucial

tool to enhance the effectiveness of these detection strate-
gies. To ensure improvement in results through AI tech-
niques, a study was conducted on survey questions. Specif-
ically, we tested GPT, BART, and BERT models to predict
responses. Table 4 showcases the results of the predictions
made.

Table 4: Assessment of survey question prediction

GPT BART BERT DistilBERT RoBERTa
GAI-
GPT

0.82 0.71 0.77 0.50 0.25

GAI-
BART

0.45 0.62 0.68 0.33 0.17

GAI-
BERT

0.67 0.33 0.50 0.50 0.50

It was noted in section 5.1.6 that survey respondents can
correctly answer questions from Section S5 with a percent-
age of 40.19%. However, with the integration of AI pre-
diction, it has been demonstrated that we can achieve even
a percentage of 82% of accuracy.
As we progress with this research, we strongly advocate

for the integration of AI, which promises to introduce new,
more robust dimensions in the realm of fake news detec-
tion. This forward-thinking approach is expected to sur-
mount existing challenges by harnessing the power of ma-
chine learning and sophisticated data analysis, thereby rev-

olutionizing the current landscape of misinformation iden-
tification.
The next section discusses an automated system

grounded in artificial intelligence to surmount identified
challenges and markedly enhance the performance of in-
correct information detection.

5.2 Assessment of data generation quality

As previously mentioned, the ERAF-News dataset serves
as the data source, comprising three distinct generated set-
susing pre-trained models: BART, BERT, and GPT-2. The
generated output deserves to be evaluated to measure the
degrees of similarity and fluency of the generated text com-
pared to the original text.
In the following, a list of metrics used are defined, then

an evaluation of the generation quality of the ERAF-News
dataset is presented.

5.2.1 Generation evaluation metrics

Metrics play a crucial role in evaluating results following
text generation. The most commonly used metrics in the
generation context are:

1. BLEU score (Bilingual Evaluation Understudy) fo-
cused on precision, initially used for translation but
can be leveraged for generation evaluation 15. BLEU
score typically ranges from 0 to 1, where a score closer
to 1 indicates a higher similarity between the generated
text and the reference texts.

2. ROUGE score (Recall-Oriented Understudy for Gist-
ing Evaluation) emphasizes recall, is Based on n-gram
overlap 16. Higher ROUGE scores indicate better per-
formance in terms of matching the generated text to
the reference texts.

3. BERT score is a metric designed to evaluate machine
translation. It calculates a similarity score between
each token in the candidate sentence and each token
in the reference sentence. This is achieved by utilizing
contextual embeddings from pre-trained BERT mod-
els and comparing words in candidate and reference
sentences using cosine similarity. Additionally, BERT
score provides valuable insights for the evaluation of
diverse language generation tasks [97].

4. BLEURT score (Bilingual Evaluation Understudy
with Representations from Transformers) is a met-
ric designed for evaluating the quality of machine-
generated text [98]. It focuses on evaluating the flu-
ency and adequacy of generated text.

15http://tinyurl.com/2p96r5bx, Last access: 23 August 2023
16https://n9.cl/l7pto, Last access: 23 August 2023

http://tinyurl.com/2p96r5bx
https://n9.cl/l7pto
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Figure 11: Influence of big five traits on other sections

5.2.2 Generation results

In Table 5, the evaluation of the generated dataset was con-
ducted using various metrics and compared to prior studies.
This assessment aimed to measure how closely the gener-
ated dataset resembles the original one.
The results of BLEU and ROUGE scores varied in the

literature between [0.089-0.5] and [0.1-1.2] respectively.
The multi-class classification carried out on ERAF-News
exceeds these results and shows superior performances of
the order of [0.203-0.256] and [0.366 - 0.916] respectively.
In terms of BERT and BLEURT scores which varied be-
tween [0.2-0.6] and [0.3-0.7] respectively in the literature,
reach overall scores higher than 0.91 and 0.85 respectively

when carried out on ERAF-News dataset. As a conclusion,
among the evaluated metrics, BART consistently emerges
as the top-performing model, excelling in BLEU, ROUGE,
BERT scores, and BLEURT scores. Its comprehensive
success across multiple evaluation criteria positions BART
as the most robust and effective model for text genera-
tion tasks. Additionally, BERT demonstrates strong perfor-
mance across various metrics, showcasing its versatility in
generating text that aligns closely with reference material.

5.3 Assessment of proposed method

This section provides a detailed exploration of the experi-
ments conducted and a thorough analysis of the results ob-
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Table 5: Comparative study of generation results

Year Ref. Dataset Model BLEU Rouge BERT
score

BLEURT
score

2019 [89] WMT’16
ELI5

BART 0.379 1.2 - -

2020
[97] WMT18 BERT 0.527 0.536 0.693 -
[98] WMT17-19 BERT 0.2-0.3 - 0.25-0.45 0.3-0.57

2021 [99] CovidDialog
GPT2 0.094 - - -
BART 0.089 - - -

2022
[100] WMT19 BART 0.206 0.165 0.317 0.325
[101] WebText

CNNDM
NLP models - 0.286 0.332 0.716

2023
current
study ERAF-

News

GAI-GPT 0.203 0.366 0.917 0.853
GAI-BART 0.216 0.383 0.957 0.983
GAI-BERT 0.256 0.916 0.918 0.929

tained from the proposedmethod. The evaluation begins by
assessing the individual performance of the selected mod-
els, followed by evaluating the dual models using various
combinations.

5.3.1 Experimental setup

Single model executions were conducted on Kaggle, using
a GPU T4x2 accelerator. On the other hand, for the dual
model executions, Google Colab Pro and Kaggle platforms
were used, leveraging GPU processing.
Several important parameters were used during the

model’s execution phase to guarantee efficient training and
assessment. The dataset is divided into a training set com-
prising 80% of the data, and a test set comprising the re-
maining 20% of the data. The training process utilized a
batch size of 2 for both single and dual models, with model
weights adjusted over 2 epochs for each. Additionally,
training performance was monitored and hyper-parameter
adjustments are made using a validation split of 20% of the
training set.

5.3.2 Used metrics

Evaluating the performance of various models includes the
examination of detection metrics such as accuracy, preci-
sion, recall, and F1-score [103, 102]:

– Accuracy: the percentage of all correctly identified
data points and the percentage of all correctly pre-
dicted data points (both positive and negative) are the
same.

– Precision: the ratio of true positives to all real positive
instances is the same as the ratio of true positives to all
positive predictions.

– Recall: the proportion of true positive predictions
among all actual positive cases is the same as the pro-
portion of true positives among all positive predic-
tions.

– F1 score: F1 score is calculated by taking the har-
monic mean of the model’s precision and recall.

These metrics are commonly used to measure the perfor-
mance of machine and deep learning models, particularly
in classification tasks.

5.3.3 Results of single models multi-classification

Table 6 displays the performance metrics of various sin-
gle models multi-classification on different datasets: GAI-
GPT2, GAI-BERT, and GAI-BART along with a compari-
son to models documented in the literature.
In the literature, previous works with single transformer

models for classification predominantly utilized models
such as RoBERTa, BERT, and XLNet. Their evaluations
were primarily based on Accuracy and F1-score, ranging
between 0.7 and 0.9. In contrast, the present study under-
takes the RoBERTa and BERTmodels by incorporating ad-
ditional models such as GPT-2, BART and DistilBERT and
includes measures of precision and recall scores.
Multi-class classification with RoBERTa, regardless of

the dataset, emerged with the lowest performance, with an
accuracy of 0.2 and all other metrics being null, demonstrat-
ing its incapacity to multi-classify any type of generation.
Similarly, BART showed very weak metrics, around 0.2,
indicating its inability to perform multi-classification for
any type of generation. In contrast, the BERT and Distil-
BERTmodels achieved perfect metrics, indicating that they
made major predictions correctly. GPT-2 obtained equiva-
lent values for all metrics, around 0.7, reflecting relatively
consistent performance. Finally, GPT-2 demonstrates a bal-
ance between the values of its metrics but with lower per-
formance compared to BERT and DistilBERT.
In summary, DistilBERT demonstrates excellent classi-

fication capabilities of all datasets, making it a promising
choice for applications requiring high precision in class pre-
dictions.
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Table 6: Comparative study of single models results

Year Ref. Dataset Used Model Accuracy Precision Recall F1 score

2021 [104]

PolitiFact
RoBERTa 0.825 - - 0.805
BERT 0.88 - - 0.87
XLNet 0.895 - - 0.90

GossipCop
RoBERTa 0.803 - - 0.807
BERT 0.85 - - 0.79
XLNet 0.855 - - 0.78

2022 [95] LIAR BERT 0.77 - - -

2023

[105] real-world BERT 0.8843 0.8937 0.8756 0.8846

[72]
In-House BERT 0.919 - - -

RoBERTa 0.961 - - -

TweepFake BERT 0.891 - - -
RoBERTa 0.911 - - -

current
study

ERAF-
News

GAI-
GPT2

RoBERTa 0.2530 0.0000 0.0000 0.0000
BERT 0.9787 0.9787 0.9787 0.9770
GPT2 0.7245 0.7241 0.7241 0.6348

DistilBERT 0.9845 0.9845 0.9845 0.9833
BART 0.2463 0.2460 0.2460 0.0973

GAI-
BART

RoBERTa 0.2467 0.0000 0.0000 0.0000
BERT 0.9737 0.9722 0.9721 0.9760
GPT2 0.6065 0.7460 0.4262 0.4729

DistilBERT 0.9643 0.9647 0.9638 0.9604
BART 0.2468 0.2468 0.2468 0.0977

GAI-
BERT

RoBERTa 0.2412 0.0000 0.0000 0.0000
BERT 0.9775 0.9775 0.9775 0.9759
GPT2 0.8398 0.8403 0.8388 0.8287

DistilBERT 0.9720 0.9720 0.9720 0.9694
BART 0.2538 0.2533 0.2533 0.0993

5.3.4 Single models discussion

Performance of models varies significantly across datasets,
and each one exhibits distinct strengths and weaknesses.
DistilBERT and BERT consistently delivered the best re-
sults across datasets, showcasing high precision, recall, and
F1-scores. On the other hand, BART RoBERTa demon-
strated inferior performance with very low Accuracy. GPT-
2 model showed reasonably good performance, although
with variations across datasets. These findings highlight the
nuanced performance characteristics of each model, em-
phasizing the importance of considering both effectiveness
and efficiency in choosing amodel for specific applications.

5.3.5 Results of dual models multi-classification

Table 7 offers a comprehensive breakdown of the perfor-
mance metrics for each dual model across various sub-
datasets. The table displays four key evaluation metrics:
accuracy, precision, recall, and F1 score.
The literature on dual models for fake news classification

is relatively limited. Previous works, as mentioned in [57],
incorporated dual-ML models to achieve accuracy ranging
between 0.92 and 0.95. The most recent research [17] uti-
lized a dual-BERT-BERT model, achieving an accuracy of
0.85.

Applying DuSTraMo on ERAF-News yielded results in
2 classes: (1) some dual models’ highly performing out-
comes exceeding 0.95 of accuracy, surpassing the liter-
ature’s benchmarks; and (2) other dual models showing
instability in their results. Sometimes, they provide ex-
tremely poor results or very good ones. And at other times
they simply did not work at all, especially with dual-BART-
BART (indicated as NE for non-executable). In addition, it
was very challenging to execute due to their enormous di-
mension and memory requirements.
For more details, the GPT dual model applied to the

GAI-GPT2-generated dataset consistently achieved the re-
markably high accuracy score of 0.9999. This obser-
vation underscores the model’s exceptional performance
when applied to datasets intended for GPT2 generation.
Conversely, for the GAI-BART dataset, the dual-GPT2-
DistilBERTmodel outperformed othermodel combinations
with an accuracy of 0.9885. Finaly, for the GAI-BERT
generated dataset, the BERT-RoBERTa dual model out-
performed other model combinations with an accuracy of
0.9881.

5.3.6 Dual models discussion

Present research meticulously explores a range of config-
urations, employing diverse models to ascertain their ef-
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Table 7: Results of DuSTraMo models

Dual ModelsYear Ref. Dataset Used Model 1 Model 2 Acc. Prec. Recall F1
score

BERT-XLNet-ELMo 0.93 - - 0.925
LSTM-BiLSTM
GRU-BiGRU 0.92 - - 0.925

2022 [57] CONSTRAINT
shared task-2021 LR-SVM-RF-KNN

BERT 0.95 - - 0.95

2023 [17] FakeNewsNet BERT BERT 0.854 0.756 0.555 0.640
GPT2 0.9999 0.9999 0.9999 0.9998

RoBERTa 0.9995 0.9995 0.9995 0.9995GPT2
DistilBERT 0.9998 0.9998 0.9998 0.9997
BART NE NE NE NE

RoBERTa 0.9973 0.9973 0.9973 0.9971BART

DistilBERT 0.9977 0.9977 0.9977 0.9977
BERT 0.3239 0.9208 0.0729 0.1044

RoBERTa 0.9670 0.9670 0.9668 0.9651

GAI-
GPT2

BERT
DistilBERT 0.9833 0.9833 0.9833 0.9826

GPT2 0.9810 0.9810 0.9810 0.9793
RoBERTa 0.9622 0.9624 0.9619 0.9603GPT2

DistilBERT 0.9885 0.9885 0.9885 0.9885
BART 0.2500 0.2500 0.2500 0.0985

RoBERTa 0.2485 0.2485 0.2485 0.0982BART

DistilBERT 0.9563 0.9563 0.9563 0.9540
BERT 0.9753 0.9771 0.9749 0.9746

RoBERTa 0.9851 0.9851 0.9851 0.9845

GAI-
BART

BERT
DistilBERT 0.9758 0.9759 0.9757 0.9748

GPT2 0.9866 0.9883 0.9845 0.9856
RoBERTa 0.9675 0.9678 0.9671 0.9645GPT2

DistilBERT 0.8275 0.8652 0.8071 0.7954
BART 0.9735 0.9756 0.9717 0.9729

RoBERTa 0.2515 0.2515 0.2515 0.0992BART

DistilBERT 0.9710 0.9707 0.9702 0.9684
BERT 0.9833 0.9833 0.9833 0.9821

RoBERTa 0.9881 0.9882 0.9880 0.9873

2024 Current
study

ERAF-
News

GAI-
BERT

BERT

DistilBERT 0.9868 0.9868 0.9864 0.9854

ficacy. Notably, it experiments with GPT-2, BART and
BERT models as the primary stream within a dual model
structure, coupled with various models in the secondary
stream. The empirical results, however, revealed a marked
under-performance when juxtaposed with setups where
BART served as one of two streams. This recurrent pat-
tern of subpar results, particularly evident in datasets syn-
thesized by both GAI-GPT2 and GAI-BART, points some-
times to a potential inadequacy of the BART model within
the context of current experimental framework. The consis-
tently low accuracy scores associated with the BARTmodel
underscore its limitations for the tasks and datasets under
consideration. This critical insight necessitates a more rig-
orous and nuanced approach in the selection and application

of models for these specific types of computational tasks.

Additionally, it has been observed that dual models in-
corporating GPT2-X demonstrate a consistent and notable
superiority in performance over their BART-X andBERT-X
counterparts. This indicates a distinct advantage of GPT2 in
the realm of text classification, especially concerning texts
generated by both GPT2, BERT and BART, in contrast to
the results achieved with BART and BERT models. Such
findings raise critical considerations regarding the efficacy
and applicability of these models in specific text classifica-
tion scenarios.

Furthermore, it is imperative to address the influence
of dataset characteristics on model performance. This re-
search reveals that the dual model configuration GPT2-X
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showed good performance for all generated datasets. This
observation may suggest that the BART model possesses a
superior capability in the context of data generation tasks.
Such a differential impact underscores the importance of
dataset selection and its consequential effect on the perfor-
mance metrics of various model configurations.
Finally, the model associated with the second stream

(which varied between RoBERTa, DistilBERT, and a du-
plicate of the first stream) significantly influenced the per-
formance of the primary model in the first stream. In-
deed, RoBERTa and DistilBERT slightly degraded the per-
formance of the other models but remain robust when ap-
plied to GAI-GPT2 and GAI-BERT. However, when ap-
plied to GAI-BART, the performance degradation is more
pronounced. This could be interpreted as poor generation
by BART, whereas the generation quality by GPT-2 and
BERT is much better than that generated by BART.

5.3.7 Single-stream vs. dual-stream models

To clearly demonstrate the effectiveness of the proposed
dual-stream models compared to existing single-stream ap-
proaches, we conducted a detailed statistical analysis of the
performance metrics (accuracy, precision, recall, and F1
score) across various datasets. Our findings show that dual-
stream models consistently outperform single-stream mod-
els, as evidenced by significant improvements in all perfor-
mance metrics. We performed paired t-tests which revealed
statistically significant p-values (less to 0.05) for accuracy,
precision, recall, and F1 score. Additionally, we calcu-
lated 95% confidence intervals for these metrics, demon-
strating the reliability and robustness of our results. The
dual-stream models not only achieved higher mean perfor-
mance but also exhibited lower variability, suggesting more
consistent results across different datasets. These findings
highlight the significant potential of dual-stream architec-
tures in improving the detection and classification of fake
news.

6 Conclusion
The contributions of this research are threefold. The initial
segment delved into surveying the influence of fake news
on Internet users and their ability to discern it. Despite em-
ploying both Big five criteria and the SEMmethod, the sur-
vey revealed consistently low rates, indicating that informa-
tion consumers struggle to detect generated fake content,
scoring an average of 2.73 within the [0.6] interval. This
underscores the elevated performance of fake news gener-
ation, rendering it challenging for Internet users to identify
them in the majority of cases.
The second phase centered around generating a novel

fake news dataset encompassing four types: fake, real,
GAI-fake, and GAI-real. Leveraging various standard gen-
erators, performance evaluation highlighted BERT’s un-
paralleled efficacy, showcasing impressive metrics with
ROUGE (91.6%) and BERT-Score (91.8%).

Conclusively, the third segment demonstrated that our
DuSTraMo model classifying the four ERAF-News classes
significantly improved the detection performance ensuring
an accuracy of 99.12%. Integrating our four-category clas-
sification model into existing fake news detection systems
improves their accuracy and effectiveness while recogniz-
ing nuanced information to better combat misinformation.
While our four-category classification model offers

many advantages, it is essential to: (1) control the com-
plexity of the model when adding additional news cate-
gories, and (2) consider the ability of DuSTraMo to gener-
alize effectively across languages using Transfer Learning
and Federated Learning.
Such research could be considered a starting point

towards the future of multi-classes fake news detection,
with the possibility of utilizing additional models for
comparative purposes.
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With the growth of the World Wide Web, a large amount of music data is available on the Internet. A 

large number of people listen to music online rather than downloading and listening offline. But only 

some sites provide personalized and accurately recommended songs while they listen to an auto-playing 

playlist. Hence the need for recommendation systems arises. Two approaches can be applied to the 

recommendation system: content based filtering and collaborative filtering. While in content-based 

filtering approach, analysis on the songs’ content which has been preferred by the user in history is 

done and the songs with relative similarity are recommended.  While latter suggests songs that certain 

users of similar listening pattern have preferred. But collaborative filtering-based recommendation 

systems not only requires time to attain stability but also might recommend unsuitable music because it 

is not personalized to each user’s preference. Also, the latter requires the songs to be listened by a few 

users already to recommend it any other user. Hence for overall analysis, answers to few questions need 

to be implemented in recommendation systems: the very first one is how the properties should be 

analyzed, next one is how the analysis should be done and last is how the songs related to the user’s 

preference should be chosen. So, for suggesting the better system which solves these three questions as 

well as provides better and personalized recommendations, In this paper we build a collaborative 

filtering as well as content based filtering recommendation system, where various factors determine the 

essence of the songs, i.e. liveliness, keys used, loudness, pitch, valence, etc., are analyzed for 

comparison. From the experimental analysis in has been identified that content-based filtering 

technique performed best on KNN machine learning classifier with accuracy of 85%. 

Povzetek: Članek predstavi nov sistem za priporočanje glasbe, ki uporablja tehnike filtriranja na osnovi     

vsebine in sodelovalno filtriranje. Z uporabo metod, kot sta TF-IDF in KNN, raziskuje izboljšanje 

personaliziranih priporočil za uporabnike. 

 

1 Introduction 
Music is an important vehicle for communicating to other 

people something relevant about our personality, history, 

etc. [9]. Music files are easily available on websites for 

free in this era. To this date, every single online music site 

holds over 2,000,000 songs [1]. More than 1,000 songs 

are available on storages of various personal computers 

(PCs) or hard disks equipped in MP3 players [5]. But only 

a few provide relevant music recommendations from this 

huge amount of music data available. Hence it becomes 

necessary to generate personalized recommendations 

using music recommendation systems [2]. For listeners, 

when choosing a new song to listen to, the song’s 

contained affective content plays a huge role in its 

selection which should be as per their preference and 

music taste. However, when users have to pick a song 

from their current playlist, they often tend to rely on their 

current emotions to select the song they feel they want to 

listen to the most. Thus, a need for a music 

recommendation system prevails that not only 

understands the current feelings of the user but also 

understands what user might want to listen in similar 

moods. [8]. Music recommendation systems can be based 

on a lot of factors, on a user's facial expressions [7], past 

music listening behavior [11], current emotions [15], or 

other user’s preferences based on sentiments [44] as well. 
The job of such system is filtering out every piece of 

content that is available and provides with only that part 

of information which provides interested content. 

[6].  The two approaches to such recommendation 

systems: 1. Content-based filtering and collaborative 

filtering. Collaborative filtering is based on the idea that 

similar users tend to behave in similar manner in similar 

situations [6]. Hence, it considers the actions, past 

behavior, user history, and preferences of other users for 

similar songs to the user of interest. While the idea behind 

the content-based filtering method offers the user of 

interest similar subjects as listened to by him previously. 

The difference between the two approaches is that in the 

latter the similarities between two songs is not evaluated 
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on user actions, which is the case in the former, but on the 

features of the object, i.e. song itself.     

Music recommendation systems can be called information 

retrieval tools, as well. [25] It means that there is a certain 

information demand in the audience which needs to be 

dealt with. While making a recommendation system, 

dealing with this demand becomes difficult since most of 

the time, the user in interest doesn’t always know what 

type of music, in particular, he or she wants to listen to. In 

such cases, both the approaches mentioned above provide 

quality recommendations. But music is not objective and 

accepted universally [26]. Music conveys emotion and at 

the same moment plays a major role in changing the mood 

of the listener. Therefore, one cannot always rely on only 

user history for generating recommendations, but 

consider a comparison with different songs for similarities 

as well.  

A large number of people listen to music online rather 

than downloading and listening offline. But only some 

sites provide personalized and accurately recommended 

songs while they listen to an auto-playing playlist. The 

purpose of this research work is to provide music 

recommendations to listeners and answer to few 

questions. The questions are: how the properties should 

be analyzed, next one is how the analysis should be done 

and last is how the songs related to the user’s preference 

should be chosen.  

Hence, this paper surveys both collaborative, as well as 

content-based filtering, approaches for comparison, 

which generates better and quality recommendations in 

terms of variety, genre, themes as well as emotions. For 

content-based filtering, various mathematical tools like 

TF IDF and cosine similarity will help in the generation 

of recommendations, while in the case of collaborative 

filtering, recommendation systems based on machine 

learning algorithms like KNN will be experimented on for 

generating recommendations. 

The paper is organized in the mentioned sequence: 

Section 1 contains introduction, Section 2 has the 

literature review of recent works, Section 3 describes the 

proposed architecture of recommendation systems, the 

experimental setups and dataset description, Section 4 

discusses the results, Section 5 is about the conclusion 

drawn along with future work followed by references. 

2   Related work 

    The authors in [1] proposed a mechanism for providing 

tailored services. Authors employed STFT (Shortest Time 

Fourier Form) to examine properties of music. They 

presented a dynamic K-means clustering technique to 

examine users' preferences, which clustered the songs in 

the music list dynamically changing number of clusters. 

They created a music database with 100 songs 

from ballad, rock, jazz, and classical genres. Each piece's 

feature was divided by the average, which set the 

maximum radius (Rmax) to 0.5 and the cell size to 0.2. 

80% of recommended pieces were near to the users’ 

desire. Rock and classical music are the most frequently 

recommended genres. The user's preferred genres account 

for 74% of the total (34 percent rock + 40% classical). 

The Music Suggestion System (MRS) was created to 

provide a personalized music recommendation service 

[2]. MIDI format musical instruments were first tested. 

The feature track of each polyphonic musical element was 

first determined, followed by six elements in the track. 

Use music object parameters that include tone, duration, 

and sound. Of the 100 MIDI files, the results showed an 

accuracy of 83%. The K-means algorithm has been used 

to classify the same database based on six recovered 

elements. 

  The DJ-Running initiative is a research endeavor aimed 

at tracking both the mental and physical exertion of 

athletes during training sessions to comprehend their 

emotional state. Its goal is to promptly curate the most 

fitting music selections to enhance motivation and 

performance. This article [3] outlines a renowned music 

support system devised within this project, which tailors 

the next song choice based on factors like the user's 

location, mood, and activity type. Leveraging Spotify's 

search technology, the system interprets user cues and 

transforms them into recommendation algorithms. The 

underlying database encompasses three key services: user 

data, geographic data, and music distribution, all 

constructed using the Spring framework. In a separate 

study by the authors of [4], they introduced a unified 

music recognition system coupled with automated genre 

classification and emotion-based categorization. This 

system employs frequency coefficients adjusted for 

logarithmic scale modulation, a novel and expedited 

characteristic. All relevant features are derived from the 

MP3 cutting tool, effectively halving the extraction time. 

The primary challenge proposed is to amalgamate and 

enhance the efficacy of music classification and 

classification theory through the utilization of the 

AdaBoost algorithm. The study utilized a dataset 

comprising 1000 songs (for uniform classification) and 

800 songs (for emotional data). Results indicate a notable 

improvement in classification accuracy for five genres 

(classical, pop, hip-hop, soul, and punk), with accuracy 

climbing from 86.8% to 92.2% when compared to 

traditional methods. Accuracy of four-emotion 

classification (sad, calm, pleasant, and excited) was 

increased from 86.0% to 90.5%. 

A content-based recommender system was developed by 

researchers in [5]. The system employs two strategies: 1. 

Acoustic feature analysis and 2. Application of deep 

learning and computer vision approaches to improve the 

recommender system's outcomes.  The tasks were divided 

in 2 subtasks: A. In order to create an acceptable vector 

space representation of music composition of particular 

dimensions; B. In order to evaluate vector representations 

of songs. Distance metrics like Euclidean, Manhattan and 

Cosine Distances were used to determine the similarities 

between vector representations of the acoustic 

characteristics. The similarity between vector 

representations of auditory properties was determined 

using distances. Random recommendation, genre-specific 

random recommendations, auditory characteristics 

analysis, and artificial neural network all had precision of 
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0.006, 0.066, 0.112, and 0.148, respectively. Apparently, 

the quality of the direct integration of the vector 

expression type was high when using the neural network. 

The author's hypotheses that the vector representation 

created by ANN included more content about music were 

also validated by the results. 

S Metilda Florence and M Uma in [6] presented users with 

suggestions that matched their interests. The authors 

hoped that by creating a recommendation system, they 

would be able to help a user decide which music to listen 

to in order to reduce stress levels. Emotion extraction 

module, Audio extraction module, and Emotion-Audio 

Integration Module were most commonly used methods. 

The HELEN dataset, which had over 2000 photos, was 

utilized to train the classifier which was used to detect 

facial landmarks from the user's face. The CK 

extensive dataset was utilized to determine user's 

expressed emotion. When this is detected, the music 

player chooses a song that best suits the user's mood. The 

system's accuracy was 80%.  Disadvantage of this 

technology is that it must be tested in various lighting 

conditions to evaluate its robustness. If the classifier 

intends to determine the emotions of the user, the image 

quality must be at least 320p. The authors of [7] created a 

music recommendation system that tracks emotions of the 

user and offers songs by presenting a list of songs that is 

arranged appropriately based on the user's current 

emotion. The system ranks songs based on 2 criteria: 

relevance to the preferences of user; and influence on 

mentality of user’s feelings. Sensors record the user's bio-

signal data, which is subsequently used as input for the 

emotion detection process. Using RF-ECG sensor, the 

system was taught to determine emotional state of user 

based on temperature of skin and heartbeat rate. The 

algorithm extracted the user's emotion with an estimated 

accuracy of 64.5% according to results. 6.66% of songs 

were disliked, 8.57% songs were categorized as “bad 

influence” by users from the list of songs recommended 

to them. 3.6/5 is the average scale for EmuPlayer’s work’s 

satisfation. EmuPlayer fails to give accurate results and 

doesn’t play the highest scored songs. In [8], researchers 

devised a recommendation mechanism leveraging Friend 

of a Friend (FOAF) and Rich Site Summary (RSS) 

vocabularies to suggest music to users based on various 

aspects of their musical taste, including psychological 

factors such as personality, demographic preferences, 

socio-economic status, and explicit musical inclinations. 

Web content was syndicated using XML format, with user 

preferences outlined through FOAF documents. User 

profiling, derived from the user's FOAF description, 

context-based information gleaned from music-related 

RSS feeds, and content-based descriptions extracted from 

the audio itself, facilitated music discovery. The system 

operated by: 1. Extracting interests from the user's FOAF 

profile; 2. Identifying artists and bands; 3. Selecting 

related artists based on those encountered in the user's 

FOAF profile; and 4. Ranking the results by relevance. 

The system achieved a 71.2 percent accuracy rate but fell 

short in accurately discerning the user's true emotions and 

musical preferences. 

In [9], Yuri S. and Takayuki I. unveiled MusiCube, a 

music recommendation system that displayed a selection 

of songs as coloured icons in a 2-D cubic environment and 

provided a user interface for selecting suggested tunes 

intuitively. The authors demonstrated how MusiCube 

effectively depicted clouds of icons corresponding to sets 

of users' favourite tunes in a 2D cubic space. MusiCube 

initially calculates the feature values of tunes, then 

initialises the system, recommends numerous tunes by 

changing the colors of icons, receives user feedback, 

changes the colours of listening tunes' icons, and 

continues evolutionary computing to the next generation. 

The results are divided into three groups: positive (red), 

negative (orange), and not yet determined (yellow). 

The authors' suggested system in [10] aimed to 

recommend music that the user like, are new to their ears, 

and fit the user's listening behaviour. For song 

recommendations, five factors were considered: genre, 

year, favour, freshness, and time pattern. The likelihood 

of playing a song at that time is computed using a 

Gaussian Mixture Model, which represents time pattern 

of listening. To forecast the genre, a web wrapper was 

created to collect genre information from AllMusic.com 

(a website that uses information to determine song 

genres). The ARIMA algorithm was used to forecast the 

next probable year and calculate the likelihood of a 

recording year. The Forgetting Curve was used to 

determine how fresh a song was to a user. The system was 

effective and accurate. (T-RECSYS) created an accurate 

recommendation system with real-time prediction by 

combining content-based and collaborative filtering as 

input to a deep learning classification model. The authors 

of [11] used data from Spotify Recsys Challenge to test 

their method. For content-based filtering, T-RECSYS 

considers six areas of metadata: genre, artist type, artist 

era, mood, tempo, and release year. T-RECSYS 

calculated the Sorenson index for each pair for 

collaborative filtering. Content-based and collaborative 

filtering information were combined to create input 

vector. The model was built, trained, and deployed using 

Google's Tensorflow and the Keras Python library. T-

RECSYS can be used with Amazon, iTunes, Netflix, and 

other services. Real-time updates and many variable 

inputs were missing from the model. 

To improve the Content Based technique, authors in 

[12] presented the TICI (Transaction-Interest-Count-

Interest) method. They used two parameters: Count-

Interest and Transaction-Interest, to allow users to choose 

which weight from the options offered they want to 

highlight. The CB approach could discover the most 

recently popular music group based on the user's access 

history; however, the result was unbalanced. Authors' 

proposed formula highlighted the importance of time as 

well as the number of musicians in a group. They place a 

high value on the passage of time. The TICI approach 

took into account the number of members in a music 

group and when they first appeared, allowing it to 

determine the group's weight rank more precisely than the 

CB method. This factor and system proved that TICI is a 
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more accurate and efficient method than the CB method. 

Authors aimed to offer a better formula (COL-

Collaborative technique) for successful music data 

grouping than the CB method [13]. The COL technique 

would result in the users being grouped together because 

the supports of the groups with varied densities are the 

same. As a result, the TICI approach was proposed to 

improve the CB method, while the DI (Density-Interest) 

method was proposed to improve the COL method. The 

DI approach calculated music group support and took into 

account the distributions of the music group's 

appearances. In terms of weight difference, the results 

confirmed that the TICI approach could outperform the 

CB method. In terms of Hamming distance, the DI 

technique may outperform the COL method because DI 

considers the density of the appearance of the music 

group, allowing DI to distinguish users with various 

access behaviors more clearly than the COL method. 

In comparison to the brute-force method, the researchers 

presented a method of measuring the acoustic distance 

between pre-classified music files with same sort of 

emotion in [14]. This method considerably sped up the 

search process and increased precision. The AdaBoost 

method was used to classify the music signature derived 

from the entire music database into predetermined music 

emotion classes. A combination of numerous elements is 

the main feature of the music database used. Sad, 

peaceful, pleasant, and exciting were the four music 

emotions evaluated. The great precision of music 

classification led to a higher recall rate and search speed 

than the previous brute-force method. 

The authors add time scheduling to the music playlist to 

the already existing approaches, and 

incorporated decision tree categorization technology to 

help people find music that suits them better. A music 

recommendation system with Hybrid time scheduling was 

built in a web environment using decision-tree 

classification learning as its fundamental architecture. In 

the initial step, the system collects personal data such as 

gender, age, occupation, and favoured music genres. The 

feedback from users was then captured, including the 

marked time, content elements, and evaluation 

information. In the second step, groups of people with 

similar tastes were joined together via collaborative 

filtering. Player platform was developed using C#, system 

interface using Flash to build platform of MuPa 

recommendation system. The overall precision of the 

system is 78.33%. The diverse set of approaches for music 

recommendation system is shown in Table 1. 

Wang et al. (2023) proposed a Multi-view Enhanced 

Graph Attention Network (named MEGAN) for session-

based music recommendation. MEGAN can learn 

informative representations (embeddings) of music pieces 

and users from heterogeneous information based on graph 

neural network and attention mechanism. MEGAN 

achieves better performance than baselines, including 

several state-of-the-art recommendation methods [45]. 

Liu et al.  designed a novel emotion-based personalized 

music recommendation framework to meet users’ 

emotional needs and help improve their mental status. In 

this framework, authors designed a LSTM-based model to 

select the most suitable music based on users’ mood in 

previous period and current emotion stimulus. A care 

factor was used to adjust the results so that users’ mental 

status could be improved by the recommendation [46]. A 

real-time system that can recognize human faces, assess 

human emotions, and even recommend music to users. 

This system deploys deep learning-based CNN model, it 

can predict six emotions: anger, fear, joy, neutral, sadness, 

and surprise. The proposed system can be utilized in 

different places where real-time facial recognition plays 

an important role. It has achieved accuracy of 73.02% 

[47].

Table 1: State of the art techniques for music recommendation system 
Sr. 

No. 

Theme Year of 

Publish 

Methodology Results Dataset 

1 MSR with Dynamic K-

means Clustering 
Algorithm 

2007 ● Shortest Time Fourier Form 

● K-means Clustering 

Algorithm 

● Avg. Rmax: 0.5 

● Avg. cell size: 0.2 

● Accuracy: 80% 

● MSR recommended mainly 
rock and classical music  

Database consisted of 

100 pieces each from: 
Jazz, ballad, classical, 

rock 

2 MSR using Music Data 

Grouping and User 
Interest 

2010 ● K-means Algorithm ● 83% accuracy 100 MIDI files 

3 DJ-Running MSR 2019 ● Nearest Neighbor Search 

Algorithm 

● Kubernetes Tech 

Songs are selected considering the 

runner’s profile, location and 

emotional state 

Spotify 

4 MSR using Classification 2019 ● Classification on basis of 
Emotions and Genre 

● AdaBoost Algorithm 

Accuracy of: 

● Five Genre Classification: 

92.2% 

● Four-emotion Classification: 

90.5% 

● Genre Dataset 

(1000 songs) 

● Emotion Dataset 
(800 songs) 

5 Content-based Music 

Recommendation 
System 

2021 ● Acoustic Feature Analysis 
● DL and Computer Vision 

● Euclidean, Manhattan, 

Cosine Distances 

Precision: 

● Random recommendation: 
0.006 

● Genre-specific: 0.066 
Acoustic analysis: 0.112 

● MSD (Million 

Songs Dataset) 

● FMA (Free 

Music Archive): 

106,000 tracks 
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6 MSR for Emotion 
Detection using Facial 

Expression  

2020 ● Music Extraction Module 
● Audio Extraction Module 

● Emotion-audio integration 
Module 

Accuracy of 80% ● Cohn Kanade 

Extended 

● HELEN 

7 EmuPlayer: Based on 

User Emotion 
2010 ● Bio-signal Data of User 

● RF-ECG sensor 

Accuracy: 

● Liked Songs: 64.5% 

● Disliked songs: 6.66% 

● Bad-influence: 8.57% 
Avg. satisfaction scale: 3.6/5 

● MY SQL 

database was 

used to study 
user’s emotions 

and mental state 

8 FOAF & RSS Music 

Recommendation 
System 

2005 ● XML/RDF files 

● TF-IDF 

● Collaborative Filtering 

● Content-based Filtering 

System’s accuracy: 71.2% ● MP3 Blogs 

● Podcast sessions 

9 MusiCube: Visual MRS 2011 ● iGA 

● PCA 

Colour Representation in 2-D 

plane: 

● Positive: Red 

● Negative: Orange 
Not detected: Yellow 

● RWC Music 

Database 

10 Next One Player 2011 ● ARIMA 

● Gaussian Mixture Model 

● Forgetting Curve 

System was able to fit a user’s taste 

and adjust recommendation 
strategy quickly whenever user 

skips a song 

● AllMusic 

● ID3v1 or ID3v2 

11 T-RECSYS: MRS using 
Deep Learning 

2019 ● Google Tensorflow 

● Python library Kreas 

● Content Based Filtering 

● Collaborative Filtering 

● High accuracy 
Readily extensible to different 

market services like iTunes, 

Amazon 

Modified 
Spotify Dataset 

12 TICI: User-Interests 

Approach to Music 
Recommendation 

2011 Content Based method + 

Rank of the group weight 
More accurate that Content Based 

Method 
User Behaviour 

and emotion 

13 TICI: MSR based on 

Music Data Grouping 
2011 ● Collaborative method 

● Density-Interest 

COL method is more accurate than 

CB with help of DI method 
User’s interest 

14 MSR based on Music 

Emotion Classification 
2017 ● AdaBoost Algorithm 

● Modified Brute-Force 
method 

Recall rate and search speed are 

better than brute force method 
2000 songs 

(4emotions x 
500 songs each) 

15 MSR based on User 

behaviour in Time Slot 
2009 ● Decision Tree Classification 

● C# 

● Flash 

Overall precision of system is 

78.33% 
Database 

developed using 

Microsoft 

Access 2003 
16 Multi-view enhanced 

graph attention network 
for session-based music 

recommendation 

2023 ● Graph Neural Network 

● Heterogeneous Music Graph 

MEAGAN achieves better 

Precision, Recall, F1, Mean 
Average Precision in session-

based music recommendation 

tasks. 

Real world 

datasets: Lastfm 
and 30Music 

17 Emotion based 
personalized MRS 

2023 ● LSTM model 

● Care factor 

Precision 0.83 
Recall 4.17 

MSE 0.032  

RMSE 0.178  
MAE 0.291 

GTZAN dataset 

18 Facial emotion 

recognition and MRS 
using CNN 

2024 ● CNN 

● Deep Learning 

Accuracy 73.02% OAHEGA and 

FER-2013 
datasets 

3   Proposed methodology 

Content based MRS makes analysis of the content of 

every song the user has heard in history, revealing a 

common rule that essentially restores a user's listening 

behavior. Songs that match this rule are recommended. In 

this way, content based MRS can recommend songs 

which perfectly match the listening profile of the user. 

Unlike a collaborative filtering method, a content-based 

approach enables predicting by analyzing song tracks [28, 

31]. It is based on retrieving information and filtering 

information [32] recommending a song similar to the one 

the user has listened to in the past than the user has rated 

it as 'like' [33, 34]. Many studies focus on extracting and 

comparing acoustic features in finding tracks of common 

understanding [35, 36]. Most represented so far are 

rhythm [37, 38, 39]. Basing on features which were 

extracted, the distance lying between tracks is calculated 

[40]. Some standard calculations of similar k-methods 

that combine the distance of the earth converter, the 

increase in expectation by the sample of Monte Carlo and 

the average vectors in the Euclidean range. [41]. As per 

the dataset parameters, we will be using expectation 

maximization technique for content-based filtering uses 

sampled vectors from parameters of the two comparable 

songs; the sampling is performed via generation of 

weights [42]. Here mathematical algorithms like cosine 

similarity, TF-IDF will be used. Eventually the songs will 

be recommended on the basis of their allotted 



600   Informatica 48 (2024) 595–610                                                                                                                      S. Vashishtha et.al 

personalized score according to the proposed 

methodology.

 

 

 

 

 

 

Figure 1: Content-Based filtering methodology 

The steps to create recommendations are data wrangling, 

then creating workflows, connecting to the Spotify API, 

creating playlist vectors, and finally creating 

recommendations for users. The first step is the data 

preprocessing step that will be performed using a Python 

library called pandas. In this step, you can find 

comparison among the dance number, tone, life, voice, 

etc. of various opening songs has been done. Later we will 

be able to distinguish one of the names according to the 

type of music. The next step is to use feature engineering 

in conjunction with flexible variable customization to 

create hot code features and popular variants of the year. 

TF-IDF (Time Frequency and Inverse Document 

Frequency) properties for the actors are also created in this 

step. TF-IDF automatically displays metadata words 

according to their frequency (i.e. weight) in the entire list. 

The TFIDF diagram is shown in Figure 2 and Figure 3. 

The Figure 4 shows how to use TF-IDF in music 

application. The TF-IDF function creates a number vector 

of all songs by assigning a number value to each word in 

the word. The next step is to connect to Spotify API to 

download a specific playlist. 

  TF-IDF can be defined as a numerical statistic which 

indicates the significance of a word in given document. 

TF stands for term frequency while IDF stands inverse 

document frequency. The value of TF-IDF is directly 

proportional to the number of times a word occurs in the 

document and is offset by the frequency of the word in the 

corpus. 

𝑻𝑭 − 𝑰𝑫𝑭(𝒕, 𝒓) = 𝑻𝑭(𝒕, 𝒓) ∗ 𝑰𝑫𝑭(𝒕)                                                                                                                         

(1) 

𝐼𝐷𝐹(𝑡) = 𝑙𝑜𝑔
1+𝑛𝑟

1+𝑑𝑓(𝑟,𝑡)
+ 1                                                                                                                                        

(2) 

 

When TF (t, r) indicates the number of times the word t 

appears in a review r, nr is the total number of revisions 

and the df (r, t) update number containing the word t. 

Reviews are considered the equivalent of a document. 

[27]. 

  

 

 

Figure 2: Pictorial representation to TF – IDF 
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2√∑𝑛
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2               ……. (3)                                                                                

 
 

 

Eqn. (3) justifies the cosine similarity algorithm 

mathematically where A and B are vectors and  

 

Where 𝑎.⃗⃗⃗    𝑏.⃗⃗⃗  =  ∑ 𝑎𝑖𝑏𝑖 = 𝑎1
𝑛
1 𝑏1 + 𝑎2𝑏2 + 𝑎3𝑏3 +

⋯…𝑎𝑛𝑏𝑛 is the dot product of the two vectors. 

 

 
 

Figure 3: Summarizing a user’s spotify playlist 

 

 

 

Figure 4: Example of TF – IDF 

 

Figure 5: Cosine similarity                     

The playlist vector is produced by repeating each line namely, song, thunder year song and important things like 



602   Informatica 48 (2024) 595–610                                                                                                                      S. Vashishtha et.al 

life, dancing etc. by shared weight. Figure 5.3 represents 

a summary of the User’s Playlist, which includes columns 

like Song name (with the ID), Date, Song Genre,  

Popularity, All Feature Variables, Months Behind, and 

Weight. ‘Date’ represents the release date of the song, the 

song genre specifies how much exact percentage of each 

genre a song comprises. Nowadays, many artists tend to 

merge a number of genres together, and only a few artists 

are true to just one music style/genre. This can be 

explained in detail in figure 5.4. If we consider 2 song 

choices, the first song, Song 1, say, is put under the genre 

Metal, but it does not  mean that the song is entirely Metal, 

Metal itself is a subdivision of Rock. Rock itself 

comprises several songs, but when it comes to putting the 

songs under categories, it gets categorized into 

subcategories. Here, Song 1, will have both rock and 

metal properties, but no Pop elements. Hence, while 

calculating the Final Playlist Vector, we will take into 

account only Rock and Metal. Similarly, Song 2, has some 

Rock and Pop elements to it, but no Metal elements. 

Popularity is given in the form of a gradient where the 

value ranges from 1 to 100, where 1 signifies the least 

popularity score, and 100 is very popular and likely is on 

the billboard charts. However, these columns are all that 

were in the original dataset as well, and the only new 

columns are Months Behind and Weight. The ‘Months 

Behind’ column signifies “When was the song added in 

the playlist” if the song was added in the same month, it’s 

given a weight 0, if it has been 2 months, the weight 

becomes 0.75. The weight simply means recency bias and 

has a float value. The larger the recency bias value, the 

more priority the song gets. This is due to the reason that 

we need to focus on the user’s most recent taste. We need 

to consider what the user likes most nowadays and not 

something that is outdated for them. The 

recommendations need to bias toward the new songs that 

attract users’ attention. We needed songs that reflected the 

user’s current/recent taste, hence considered weight. In 

the end, we just add up all the columns and get a final 

playlist vector, and this is where the ‘Weight’ actually 

comes into play. Since the weight is multiplied across all 

the rows, the last song, Song 8, will not have much 

significance while generating recommendations, since it 

has the lowest weight and hence will be affecting the sum 

as well. Cosine similarity helps in generating usic 

recommendations in the last step. There are more than 

2600 inputs that go into this model, but here, we need to 

imagine that all those inputs are one arrow, since these 

inputs are just vectors. Each row of our feature would be 

considered a single vector. In Fig 5, both the arrows are 

vectors and have the same attributes, one represents the 

playlist of the user and the other represents the song. What 

cosine similarity actually does is that it takes the angle 

between both of these arrows/vectors. The angle 

represents how good of a recommendation that song is. 

The smaller the angle is, the higher the song score is. If 

the song vector and the playlist vector are pointing in the 

same direction at a very small angle, it means that the song 

is a good fit for the playlist. And that’s how the 

recommendations are made. 

3.1 Collaborative-based filtering 

methodology & experimental setup 

This approach involves clustering users based on their 

preferences, facilitating the sharing and refinement of 

music among users within the same group. The filtering 

process typically relies on analyzing the content of genres, 

artists, or albums extracted from users' listening and 

download histories. One significant advantage of this 

method is the high likelihood that users will discover 

unexpected yet familiar songs through the 

recommendations. [8]. While collaborative filtering 

encompasses three categories—model-based, memory-

based, and hybrid collaborative—we focus on model-

based collaborative filtering in this context. This approach 

utilizes data mining and machine learning algorithms to 

train the system according to other users' preferences. It 

essentially represents user preferences using a set of rating 

scales and constructs a unique prediction model for 

comparison with other users' preferences. [28]. The 

system generates test forecasts and real-world data based 

on a known model. One of the primary challenges is 

generating online recommendations within a reasonable 

timeframe while handling large datasets. KNN (K-

Nearest Neighbors) stands out as one of the most effective 

neighboring algorithms for collaborative filtering with 

large datasets. This algorithm considers the central ratings 

of each user, often referred to as a pivot [29]. By 

comparing this pivot value, the algorithm initiates the 

search for the most similar music, ultimately 

recommending the one with the highest likelihood 

estimation to the user [30]. 
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Figure 6: Collaborative-Based filtering methodology  

 

 

   

 

 

 

                                                                           

Fig 7: KNN algorithm decision process1 

              The prediction 𝑟𝑢𝑖 is set as: 

𝑟𝑢𝑖 =
∑ 𝑠𝑖𝑚(𝑢,𝑣)∗𝑟𝑣𝑖𝑣∈𝑁𝑖

𝑘(𝑢)

∑ 𝑠𝑖𝑚(𝑢,𝑣)
𝑣∈𝑁𝑖

𝑘(𝑢)

       (4) 

 

Table 2: Parameter’s measure 

Parameters Meaning 

𝑟𝑢𝑖 The estimated rating of user u for item i. 

𝑁𝑢
𝑘(𝑢) The k nearest neighbors of user u that have rated 

item i. 

rvi The true rating of user v for item i. 

Sim_options(dict) A dictionary of options for the similarity 

measure. 

k(int) The number of neighbors to take into account 

for aggregation. 

 

 

The meaning of each parameter in the formula (4) is 

shown in Table 2. 

It can be seen from the formula that KNN is influenced by 

the ratings of the song given by other users as shown in 

Figure 6 and 7. 

 

3.2 Dataset description 

The user’s Spotify Playlist is extracted using API calls, 

where the playlist includes a set of songs added by the user 

over a period, ranging from 0 to 12 months, i.e., a course 

of a year. In order to extract information about these 

songs, another dataset was used, which was available on 

Spotify’s research website. The dataset itself consists of a 

set of a million playlists, including titles of those playlists, 

as well as the songs. It includes information about all the 

songs, including Song ID, Track, Artist Name, rhythm, 

vitality, pitch, volume, manner, vocal presence, acoustic 

quality, instrumental presence, liveliness, emotional tone, 

pace, song's time signature, date of release, and so forth. 

We have considered a personalized playlist where the 

songs are not only the mainstream sellouts but also the 

less popular, yet appreciable music pieces. The playlists 

are customizable meaning, the songs can be added, 

deleted, or rearranged at any point in time. All the songs 

have the (approximate) same variable scores (example, 

valence, loudness, danceability, etc.). For instance, the 

songs “Body” and “Working for It”, possess identical 

danceability scores of 0.752 and 0.776 respectively, and 

comparable energies as well. However, the songs do seem 

to be of fairly different keys when compared. However, 

the majority of songs are in key 11, popularly called key 

Bb (B flat). There are 12 keys in music: C, Db, D, Eb, E, 

F, Gb, G, Ab, A, Bb, B. As for the time signature, every 

song has a time signature of 4. Apart from 2 outliers, the 

entire dataset seems to be very consistent.  
1https://medium.com/machine-learning-researcher/k-

nearest-neighbors-in-machine-learning-e794014abd2a 

 

The personalized playlist, however, includes the name of 

the song, artist name, and date added. There are a total of 

16 songs in the playlist, making the total duration 54:06 

minutes. The songs added are by different artists to avoid 

a biased generation of recommendations. However, the 

time signature and mode of the songs are taken the same, 

4 and 1, respectively.   

There were minimal differences between the values of the 

variables, making it a consistent playlist, with minimal 
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outliers. 

We visualized the cover arts of the respective songs that 

are present in the inputted dataframe using matplotlib. The 

column numbers were specified (here, 5) in order to 

present the cover arts along with the song names in a 

structured manner. Spaces between the covers were 

adjusted as well to avoid cluttering and provide enough 

space for the longer title names. The visual representation 

of playlist and set of playlists is shown Figure 8 and Table 

3 respectively.

 

Figure 8: Visual representation of songs in our playlis 

 

4   Experimental analysis and result 
Upon analyzing the results of content-based 

recommendations, it was observed that the variables 

showed strikingly closer value to the songs in the original 

playlist. Taking an example of the recommendation, the 

song “Roots”, as generated, has a very close value of 

danceability, valence, tempo, energy, and key when 

compared to an average score of the original playlist table. 

The observed average variables were: Danceability: 

0.67093, Energy:  0.75593, Key: 8, Loudness: -5.29927, 

Mode: 0, Speechiness: 0.06437, Acousticness: 0.11175, 

Instrumentalness: 0.07404, Liveness: 0.20707, valence: 

0.51013, and Tempo: 124.56. Majority of the songs 

maintained danceability, energy, loudness, speechiness, 

and tempo, which can be seen as a major contributor and 

in the recommendations. Similarly, if we consider the 

song “Hold On (feat. Cheat Codes) - 2020 Edit”, we can 

see that the tempo is 124.859, which is very close to 

124.5601, a liveness of 0.2630, and a loudness of -4.969, 

all of which are comparable to the ideal dataset values. 

However, there were major variations in mode (some 

songs were in major key some were in a minor key) like 

the song “No Money” and “Runaway (U & I)”, both being 

in major key, while all the songs in the dataset were in a 

minor key, and valence. These are Spotify’s Original 

Recommendations. 

Initially, Spotify provides only 10 recommendations. 

Upon pressing the “Refresh” button provided, more songs 

can be recommended. But the limitation is that the songs 

will get repeated in the recommendations, and this step is 

highly influenced by the label the artists are under, and the 

popular songs in the country or worldwide at the moment. 

Hence, these are not true to the users’ taste. Along with 

this, when compared to the songs in the playlist, major 

deviances were observed, especially in Acousticness, 

Key, Mode, and Valence. However, there was a match in 

the time signature, except for 2 to 3 outliers. Upon 

analyzing the results of collaborative filtering, it was 

observed that the majority of the song recommendations 

were similar to Spotify's original recommendations, 

mainly the songs by Galantis and Steve Aoki. It was also 

observed that the songs were heavily influenced by the 

playlists of other users and the user’s overall preference. 

In this case, the user's top artists for the past 2 years were 

Tove Lo, Troye Sivan, and Panic! At the Disco. Hence, 

the recommendations were biased towards them, 

however, the recommendations were the remixes of the 

popular songs by these artists, since they fit the overall 

genre better as compared to original songs which have a 

significantly divergent tempo, valence, energy, and 

danceability. All the remixes that are recommended have 

done extremely well on the billboards in the past. 

Examples being One Kiss by Dua Lipa, Copycat by Billie 

Eilish, Attention by Charlie Puth, and Talking body by 

Tove Lo, Without Me by Halsey, to name a few. The 

details are shown in Figure 9, 10 and 11. The result 

analysis has been performed on 2 category of filtering 

techniques (Content based and collaborative filtering 

technique) as shown in Table 4. The Table 4 clearly shows 

that content-based filtering approach outperform earlier 

work. 

Table 3: Our playlist 

Artist Name Id url Date_added 

Martin 

Garrix 

Drown (feat. 

Clinton Kane) 4RVtBIHFKj51lpvpfv5ER4 https://i.scdn.co/image/ab67616d00001e02b154bc... 

2020-08-01 

01:27:34+00:00 

Riton 

Turn Me On 

(feat. Vula) OqaWEvPkts34WF68r8Dzx9 https://i.scdn.co/image/ab67616d00001e02216a27. 

2020-07-09 

01:34:03+00:00 

RL Grime UCLA 3OaunNUIXXs5e2PXtNAzzG https://i.scdn.co/image/ab67616d00001e02eded2e... 

2020-06-20 

00:34:44-00:00 

SAINt 

JHN 

Roses - 

Imanbek 

Remix 7fPuWripwDcHm5aHCH5D9t https://i.scdn.co/image/ab67616d00001e022b6e2f. 

2020-04-19 

06:26:21+00:00 

Loud 
Luxury Body 21RzyxY3EFaxVy6K4RqaU9 https://i.scdn.co/image/ab67616d00001e02af5e18... 

2020-03-26 
22:28:23+00:00 
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ZHU Working For It 2HJQcyUpmUuvzS5vBAICIc https://i.scdn.co/image/ab67616d00001e02bfaac9... 
2019-12-19 
15:53:47+00:00 

Lastlings Deja Vu 649HM5IOHHqsoG5nldMo6L https://i.scdn.co/image/ab67616d00001e02129817. 

2019-11-19 

16:04:48+00:00 

Avicii 
Waiting For 
Love 2P4OICZRVAQcYAV2JReRfj https://i.scdn.co/image/ab67616d00001e025393c5... 

019-11-17 
03:38:47+00:00 

Regard Ride It 2tnVG71enUj33lc2nFN6kZ https://i.scdn.co/image/ab67616d00001e025c2781... 

2019-11-13 

04:13:21+00:00 

Dimitri 
Vegas & 

Like Mike Mammoth 76fqWMe0buqQoaNTIbLWmr https://i.scdn.co/image/ab67616d00001e0216bf35... 

2019-10-26 

19:11:43+00:00 

Sebastian 

Ingrosso 

Reload Radio 

Edit 5jyUBKpmaH670zrXrEOwmO https://i.scdn.co/image/ab67616d00001e0270e2e5... 

2019-10-04 

15:50:31+00:00 

Kygo 

This Town 

(feat. Sasha 

Sloan) 4aSfgWmRa9KsISD4Jmx7QB https://i.scdn.co/image/ab67616d00001e02a33355. 

2019-09-30 

20:05:19+00:00 

Hayden 
James Just Friends 6tB4XVKceo2307SSWXaO0y https://i.scdn.co/image/ab67616d00001e024b6940. 

2019-09-30 
20:04:53+00:00 

MEDUZA 

Piece Of Your 

Heart 1DFD5Fotzgn6yYXkYsKiGs https://i.scdn.co/image/ab67616d00001e02ead130... 

2019-09-30 

20:04:47+00:00 

Dimitri 
Vegas & 

Like Mike 

Tremor - 
Sensation 2014 

Anthem 6AE0G24YXnDyEgE4L0efpB https://i.scdn.co/image/ab67616d00001e023d4c4f. 

2019-09-30 

20:04:43+00:00 

Tiesto Secrets ONIC4unbe5KZOp1d9T7OaF https://i.scdn.co/image/ab67616d00001e02de5f51... 
2019-09-30 
20:04:40+00:00 

 

 
 

 
 

Figure 9: Content-Based recommendations 
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Table 4: Comparative result study of proposed work 

Filtering Technique Accuracy Precision Recall 

Content based (Proposed work) 0.85 0.84 0.81 

Collaborative based (Proposed work) 0.81 0.80 0.79 

 Earlier work 0.71 0.71 0.70 
 

 

 
 

Figure 10: Spotify recommendations

 

4   Conclusion and future work 

     In this paper, we have proposed a novel approach to 
building a content based filtering and collaborative based 
music recommendation system using mathematical 
algorithms and KNN. The result of the Content-Based 
Recommendations was much closer to the user’s initial 
taste than collaborative filtering, upon comparing the 
attributes, it was found that all variables were remarkably 
closer to the ones in the source playlist, except the time 
signature. . From the experimental analysis in has been 
identified that content-based filtering technique 
performed best on KNN machine learning classifier with 
accuracy of 85%.  

 
 
 
 
 
 
 
 
Unlike Spotify’s recommendation system which 
emphasizes mostly on valence, the proposed 
recommendation systems recommended songs with 
parameters like tempo, liveliness, danceability and 
loudness being in comparable range with those of the 
user's original playlist songs while keys used and mode 
observed high variations. Hence, recommendation 
systems should focus on more than just valence in order 
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to recommend better and personalized music to listeners. 
The future work of this project includes implementation 
of a recommendation system based on deep learning in 
order to generate more accurate and user specific music 
recommendations for both content and collaborative 
based filtering. 

 

 

 

 

 

 

 

 

Figure 11: Collaborative based recommendations 
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Analysing x-ray images for detecting Covid-19 presents one cost-effective approach. To automate this task,
deep learning techniques have been suggested to reduce doctors workload. However, existing datasets
classify X-ray images into three categories: Normal, Pneumonia, and COVID-19, but it is crucial to dif-
ferentiate between bacterial and viral pneumonia due to their distinct treatment approaches. This paper
introduces three novel cascade systems designed to distinguish between COVID-19 and non-COVID-19
pneumonia, as well as to classify bacterial and viral pneumonia, using a newly compiled dataset. The
proposed Transferred Cascade Convolutional Neural Network (TCCNN) system enables the model to ef-
ficiently recognize complex concepts by combining various convolutional neural networks in two or three
stages. Furthermore, TCCNN incorporates transfer learning within the cascade structure, allowing each
convolutional neural network to exploit the trained model from the previous stage. The comparative anal-
ysis demonstrated the efficiency of the proposed systems, where the two-stage PN_CBV system achievd an
accuracy of 96.27% using the DenseNet201_DenseNet121 combination.

Povzetek: Prispevek predstavlja nov pristop za prepoznavanje COVID-19 iz rentgenskih posnetkov prsnega
koša z uporabo prenesenega kaskadnega sistema (TCCNN). Sistem razvršča slike v štiri kategorije: nor-
malno, bakterijsko pljučnico, virusno pljučnico in COVID-19 s pomočjo prenesenega učenja.

1 Introduction

Since December 2019, new pneumonia has been detected in
China and has affected a large number of people. This dis-
ease had a similar behaviour as severe acute respiratory syn-
drome (SARS). In March 2020, the World Health organiza-
tion (WHO) declared this pandemic as COVID-19 [1]. The
symptoms of COVID-19 include fever, cold, dry cough,
breathing difficulties, and acute respiratory syndrome [2].
Because of its high transmissibility, controlling the spread
of the virus has become urgent.
For the diagnosis of COVID-19, there are three main

clinical tools in use: Real-time polymerase chain reaction
(RT-PCR), computerized chest tomography (CT), and chest
X-Rays (CXR) scans. RT-PCR tests risk missing positive
cases due to various technical problems. Moreover, test-
ing kits and the long processing time (4–6 hours [3]) can
result in a rapid spreading rate of COVID-19. As an alter-
native and to control the Covid-19 spreading, radiological
images such as X-rays and CT-scans have been exploited.
While CT imaging presents several disadvantages, such as
high radiation doses and sensitivity to patient movements
[4], X-ray imaging is patient-friendly, fast, cheap, and can
detect the disease early. Additionally, X-ray scanners are
largely available. However, X-ray scans take a long time to
detect COVID-19 and require an expert radiologist. More-

over, their manual analysis is time-intensive and can be in-
fluenced by doctors’ subjectivity. To reduce the doctor’s
workload and avoid their subjective decisions, researchers
have proposed exploiting computer-aided diagnostic sys-
tems (CAD) for COVID-19 detection from X-rays.
Recent advances in machine learning (ML) and deep

learning (DL) techniques have enabled the development of
CAD systems for X-ray image analysis [5, 6, 7, 8]. Con-
volutional neural networks (CNNs) are the most popular
architectures due to their advantages for image analysis
[9, 10, 11, 12]. However, these architectures risk overfit-
ting due to the lack of data. To address this problem, many
efforts have been made to create large datasets from dif-
ferent sources [13, 14, 15, 16]. To the best of the authors’
knowledge, all voluminous datasets categorize X-rays into
three classes: Covid-19, Normal, and Pneumonia due to the
difficulty of multi-class classification systems.
The purpose of this contribution is to propose a four-

classification system that distinguishes between COVID-
19, normal, and viral and bacterial pneumonia. This classi-
fication helps to avoid misclassifying COVID-19 samples
due to their similar characteristics with other viral pneumo-
nia [17]. To simplify the multi-class classification task, we
proposed a cascade system that divides the classification
according to annotation complexity, starting with the eas-
iest and progressing to the most complex. TCCNN helps
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to quickly identify more complex concepts from data by
stacking CNNs sequentially. The main contribution is that
each model in our cascade system exploits the experience
of the previous model through transfer learning. This was
motivated by the advantages of transfer learning between
similar and non-distant classification tasks.
This paper presents several contributions, including the

proposition of three types of cascade systems based on six
CNN architectures: two types of two-stage cascade strate-
gies and a three-stage cascade system for covid-19 classi-
fication. Our study integrates a transfer learning strategy
within the proposed systems.
The remaining parts of this paper proceed as follows: the

first section details the related works to deep learning meth-
ods for COVID-19 classification. Section 2 explains the
proposed method. Section 3 presents and discusses the ob-
tained results. Finally, the last section concludes this work.

2 Related works

To address the COVID-19 epidemic, many efforts have
beenmade to design deep learning applications for COVID-
19 detection based on X-rays [18, 14, 19], and CT scans
[20] of the chest. Various deep learning architectures have
been exploited, such as CNNs [21] and Long short-term
memory (LSTM) [22]. CNNs attracted much interest in
detecting COVID-19 from X-rays due to their advantages
for image processing. Predictive models for these archi-
tectures can be generated by either training from scratch
[18] or using transfer learning techniques [14, 15, 19, 21].
Nayak et al. [21] highlighted the important results of trans-
fer learning from the ResNet−50 compared to the other
six CNN architectures. Chowdhury et al. [14] used a
transfer learning technique from 7 imageNet models and
one pre-trained on X-ray images (CheXNet). Their exper-
imental study revealed that CheXNet was more efficient
for binary classification, whereas, DenseNet201 was more
promising in the three-class classification scheme. In an-
other investigation [19], using the fine-tuned ResNet50 ar-
chitecture as a feature extractor with SVM was more ef-
ficient than other pre-trained models and a trained CNN
architecture from scratch. In [18], a new residual archi-
tecture was proposed to extract features at different ab-
straction levels. This approach uses two parallel convolu-
tions with different filter sizes to capture multi-scale fea-
tures. Another approach, suggested by Öksüza et al. [23],
proposes using fine-grained, coarse-grained, and coarser-
grained maps generated from three different networks:
SqueezeNet, ShuffleNet, and EfficientNet-B0. This en-
semble approach achieved promising results in detecting
COVID-19 from chest x-ray images.
To combine the decisions of several learners, Win et al.

[24] proposed an ensemble deep learning technique. Their
approach was evaluated using 11 types of CNNs. The au-
thors combined the five best models using soft and hard vot-
ing techniques. Similarly, Brunese et al. [25] proposed an

approach that combines various VGG16 models in a three-
fold binary classification framework. The first stage clas-
sified X-rays into normal or pulmonary cases, while the
second stage differentiated COVID-19 from non-COVID-
19 pneumonia. Finally, the third stage used the Gradient
Class Activation Map (Grad-CAM) to localize suspected
COVID-19 areas.
Our proposed contribution shares some similarities with

the approach presented in [26], which proposed a two-
cascade network. Their method first categorizes x-ray im-
ages into normal, pneumonia, or tuberculosis, and then dis-
tinguishes between normal pneumonia and covid-19 using
the most efficient network for each level. In contrast, our
contribution proposes three cascade strategies, including
two types of two-stage cascade systems and a three-stage
cascade strategy, with transfer learning applied within each
stage. Furthermore, our approach has also the capability
to classify other pneumonia diseases, such as bacterial and
viral infections.

3 Proposed method

The purpose of cascade systems in COVID-19 detection
from X-rays is to distinguish between normal and pneu-
monia classes or between pneumonia sub-classes at each
level. In these systems, the classification is divided based
on the complexity of annotations, starting from the easiest
to the most complex. Discriminating between normal and
pneumonia is less challenging than classifying pneumonia
sub-classes, such as COVID-19, viral, and bacterial. Divid-
ing the classification process into several stages reduces the
model’s classification load and can also help to reduce the
error rate. These cascade systems are sequential ensemble
learning strategies that combine the decisions of multiple
learners to improve generalization. The originality of our
ensemble learning system lies in the ability of each model
to use the previous model’s experience through a transfer
learning method within the cascade system. Figure 1 illus-
trates the general structure of the proposed cascade system.
For the two-stage cascade system, X-ray images are clas-

sified into n categories using a pre-trained CNN on the
ImageNet dataset. Subsequently, the first class is parti-
tioned into m sub-categories, and the resulting dataset is
passed through a second CNN. This network can be ei-
ther a pre-trained CNN on ImageNet or the model devel-
oped in the first training stage. The purpose of transfer
learning from stage 1 is to exploit the extracted features
from dataset 1 to classify the sub-dataset which contains
m sub-classes (class1.1, class1.2, ..., class1.m). The three-
stage cascade strategy includes an additional step compared
to the two-stage cascade method, where subclass 1.1 of
class 1 is further divided into k sub-categories (class1.1.1,
class1.1.2, ..., class1.1.k). Finally, the resulting dataset is
passed through a pre-trained CNN from ImageNet or the
previously fine-tuned model from the second stage, and the
generated model is fine-tuned on this new dataset.
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Figure 1: The proposed cascade strategy

The first two-stage scheme denoted as pneumonia
COVID-19 normal_bacterial viral (PCN_BV), involves the
classification of three distinct classes, namely non-COVID-
19 pneumonia, COVID-19, and normal. Among these, the
non-COVID-19 pneumonia class is further divided into a
sub-group of m classes consisting of bacterial and viral cat-
egories. On the other hand, the second system pneumonia
normal_COVID-19 bacterial viral (PN_CBV) deals with
the classification of pneumonia and normal classes, and
the group of pneumonia sub-classes consists of COVID-
19, bacterial, and viral. The main difference between the
two-stage schemes is the classification level of the COVID-
19 class. The primary objective of this study is to de-
termine whether it is challenging to distinguish between
COVID-19, pneumonia, and normal classes in the first
stage or to classify COVID-19, viral, and bacterial im-
ages in the second stage. In the three-stage cascade system
pneumonia normal_pneumonia COVID-19_bacterial viral
(PN_PC_BV), the group of n classes includes normal and
pneumonia. The pneumonia class is further divided into
non-pneumonia COVID-19 and COVID-19 subcategories.
Finally, the last group of k classes presents subcategories
of non-pneumonia COVID-19, which include bacterial and
viral pneumonia.

In this study, we employed the transfer learning tech-
nique from ImageNet due to its extensive use in the lit-
erature and its efficiency. Additionally, we proposed to
perform transfer learning between different models in the
cascade system. This method aims to reuse previously ex-
tracted features by the CNN in the previous stage, as the la-
bel ”i” in stage k groups images that share similar features
and morphology to images in its subcategories in stage k+1.
In the cascade system, the trained network on dataset k was
used as a source model for transfer learning to dataset k+1.
The transfer learning method consists of three main steps.
First, the target CNN is initialized by the weights (P(Xs |
Ys)) of the source CNN, which was previously trained on
ImageNet or X-ray images. Then, the last fully connected
layers are removed and replaced by two fully connected lay-
ers and one softmax layer. The fully connected layers are
composed of 1024 and 512 neurons, respectively, while the
softmax layer contains C neurons, where C represents the
number of labels in the target domain. Finally, the new net-
work is fine-tuned on the target task. In this study, we used
six CNN architectures: VGG16, VGG19, Inception, Xcep-
tion, DenseNet201, DenseNet121. The fine-tuning process
was performed according to CNN’s nature.
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4 Experimental study
The experiments were conducted on a computer with an In-
tel i5-core processor, 8 GB RAM, and NVIDIA GeForce
GTX 1080 graphics processing unit (GPU), running on a
64-bit Ubuntu 16.04 operating system with Python.
We trained all CNNs based on the transfer learning strat-

egy in 20 epochs with a batch size of 64. We used the Adam
optimizer with a learning rate of 0.001. For evaluation, we
used the stratified hold-out method: 60% for training, 20%
for validation, and 20% for the test. To validate the effi-
ciency of the proposed systems, we used four evaluation
metrics, namely: accuracy, recall, precision, and F1-score.

4.1 Data compilation
The emergence of the COVID-19 pandemic has led re-
searchers to propose voluminous datasets. To the best of
the authors’ knowledge, all voluminous datasets such as
COVID-19 Radiography Database1, COVID-QU-Ex [27],
and COVIDx 2 classify CXR images into three classes:
Normal, Pneumonia, and COVID-19. In this context, the
pneumonia class groups viral, bacterial, and other pneumo-
nia variants.
It is crucial to distinguish between bacterial and viral

pneumonia since they require different forms of treatment.
Bacterial pneumonia can be treated with antibiotics, while
viral pneumonia requires supportive care [28]. There-
fore, our study aims to distinguish between COVID-19 and
non-COVID-19 pneumonia and classify bacterial and viral
pneumonia. To generate our multi-source dataset COVID-
QU-Ex_4C, we used three publicly available datasets:
COVID-QU-Ex 3 [27], Chest-Xray-Pneumonia 4 [28], and
Qata-cov19 5. Figure 2 highlights some samples from the
COVID-QU-Ex_4C dataset.
Table 1 provides an overview of the proposed COVID-

QU-Ex_4C dataset. The dataset includes normal and
COVID-19 samples selected from the COVID-QU-Ex
dataset, as well as bacterial and viral classes obtained by
merging bacterial and viral images from the Chest-Xray-
Pneumonia and Qata-cov19 (Control Group II) datasets.
To train the three cascade systems, namely PCN_BV,

PN_CBV, and PN_PC_BV. The first two-stage cascade
system, PCN_BV, requires two sub-datasets, namely
PCN_BV_D1 and PCN_BV_D2, where PCN_BV_D2 con-
tains sub-categories (viral and bacterial) of the Non-
Covid-19 Pneumonia class of PCN_BV_D1. Similarly,
the second system PN_CBV also uses two sub-datasets,
namely PN_CBV_D1 and PN_CBV_D2. PN_CBV_D2

1https://www.kaggle.com/tawsifurrahman/covid19-radiography-
database

2https://github.com/lindawangg/COVID-
Net/blob/master/docs/COVIDx.md

3https://www.kaggle.com/datasets/anasmohammedtahir/
covidqu

4https://www.kaggle.com/datasets/paultimothymooney/
chest-xray-pneumonia

5https://www.kaggle.com/datasets/aysendegerli/qatacov19-dataset

Table 1: The compiled COVID-QU-Ex_4C dataset
Source Class Number Total

COVID-QU-Ex Covid-19 11 956

31 175Normal 10 701

Chest-Xray-Pneumonia
+

Qata-cov19
(Control Group 2)

Bacterial 5540
Viral 2978

is a subset of PN_CBV_D1 and contains the pneumo-
nia sub-classes (COVID-19, bacterial, and viral). Be-
side, the three-stage cascade system PN_PC_BV re-
quires three sub-datasets: PN_CBV_D1, PN_PC_BV_D2,
and PCN_BV_D2. PN_CBV_D1 and PCN_BV_D2 are
also present in the first two cascade systems, while
PN_PC_BV_D2 is a new sub-dataset that differentiates
COVID-19 from other non-COVID-19 pneumonias.

4.2 Results of the two-cascade strategies
Table 2 presents the results obtained from the two-stage
cascade methods: PCN_BV and PN_CBV. It highlights all
possible combinations between the CNN models. At each
level, we fixed the first model in the first stage and var-
ied the second model in the second stage. For instance,
VGG16_VGG16 indicates that the VGG16 network was
used in both levels, while VGG16_VGG16t indicates that
the VGG16t model was obtained through transfer learning
from the used VGG16 model in the first stage.
The results indicate that the models were less efficient

when used independently compared to their combination
with other second-stage models. These findings highlight
the advantages of using cascade strategies, except for a few
cases (22 out of 84). Surprisingly, when combined with
other second-stage models using the PN_CBV method, all
results decreased for Xception, which we believe is due
to its low accuracy (96.31%) on the PN_CBV_D1 dataset
compared to the other architectures.
The comparative study between the two-stage cascade

methods PCN_BV and PN_CBV demonstrated the effi-
ciency of PCN_BV for Xception, VGG16, InceptionV3,
and DenseNet121. Specifically, accurate results were ob-
tained for VGG16, InceptionV3, and DenseNet121 us-
ing PCN_BV, except when combined with DenseNet121
in all cases and with DenseNet201 for DenseNet121 and
InceptionV3. In constract, PN_CBV was more accurate
for VGG19 and DenseNet201, except when combining
VGG19 with VGG16 or VGG19t and DenseNet201 with
VGG16.

4.3 Results of the three-cascade strategy
For the two-stage cascade strategies, we generated 42 com-
binations for each method. However, for the three-stage
cascade method, a high number of combinations can be
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Figure 2: Samples from the COVID-QU-Ex_4C dataset

generated between the CNN architectures (294), which
can be computationally expensive. Therefore, to reduce
the number of combinations, we employed two strategies
to select the appropriate model at each level. The first
strategy combines CNNs based on transfer learning from
the previous stage in a cascade strategy, where a unique
architecture is used for each combination. The second
strategy selects the two best models on the appropriate
dataset at each level. For the first stage, we selected
DenseNet121 and DenseNet201 due to their high accu-
racy on the PN_CBV_D1 dataset. In the second stage,
we chose DenseNet121 and Xception, and in the third
stage, we selected DenseNet201 and InceptionV3. Table
3 presents the obtained results based on the two strate-
gies. In the first technique, DenseNet201 demonstrated
its efficiency compared to other combinations. However,
the results obtained by Xception were less promising. Be-
sides, for the second strategy, the comparative study, shows
that using Densenet201 in the first stage is more promis-
ing than DenseNet121. Additionally, in the second stage,
DenseNet121 is more efficient than Xception. Overall, the
ensemble’s efficiency depends on the models’ performance
at the first and second stages. In general, the best models
ensure the best combination.

4.4 Comparison and discussion

In the previous section, we conducted a comprehensive
comparative study between obtained results on the COVID-
QU-Ex_4C. Table 4 highlights the best strategy for each
dataset, and overall, the DenseNets architectures yielded
the best results. The obtained results demonstrate the chal-
lenges of distinguishing between pneumonia (92.31%) in
both binary (bacterial and viral) and multi-class (COVID-
19, bacterial, and viral) systems (96.80%). Whereas, CNNs
accurately classified almost all images for datasets that clas-
sify pneumonia and COVID-19 (99.88%) or pneumonia
and normal images (98.22%). These results confirm the
advantages of using a cascade system to separate the four-
class classification task based on annotation complexity,
starting from the easiest to the most complex.
The comparative analysis of two-stage cascade systems

indicates that PCN_BV is more suitable for Xception,
VGG16, InceptionV3, and DenseNet121 models in the
first stage, where it was less accurate in 16 among 42
cases. On the other hand, PN_CBV was more accurate
for both VGG19 and DenseNet201. This method achieved
the best result by DenseNet201_DenseNet121 architecture.
Overall, these findings suggest that we cannot assume that
PCN_BV presents the best strategy, as each technique has
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Table 2: The obtained results on the two-stage cascade methods (PCN_BV, PN_CBV ) in terms of accuracy (Acc), preci-
sion (P), recall (R), and F-measure (F1)

First
Network Hybridization PCN_BV (%) PN_CBV (%)

Acc P R F1 Acc P R F1

VGG16

VGG16 93.43 89.01 90.74 89.80 - - - -
VGG16_VGG16 95.56 93.81 92.68 93.16 94.77 93.05 91.09 91.80
VGG16_VGG16t 95.82 93.93 93.60 93.76 95.14 93.12 92.57 92.82
VGG16_VGG19 95.13 92.72 91.95 92.29 94.87 92.19 92.74 92.45
VGG16_InceptionV3 95.72 94.11 93 93.48 95.35 93.34 92.89 93.08
VGG16_Xception 95.61 93.64 93 93.29 95.27 92.81 93.13 92.97
VGG16_DenseNet121 95.37 93.10 92.47 92.76 95.80 93.69 94.47 94.06
VGG16_DenseNet201 95.77 93.92 93.44 93.66 95.70 94.25 93.55 93.85

VGG19

VGG19 94.21 90.50 92.48 91.26 - - - -
VGG19_VGG19 94.36 91.18 91.69 91.41 94.66 91.82 92.71 92.23
VGG19_VGG19t 94.95 92.23 92.95 92.57 94.87 92.38 92.59 92.48
VGG19_VGG16 94.87 92.49 92.62 92.51 94.53 92.67 90.94 91.54
VGG19_InceptionV3 95 92.50 92.86 92.65 95.11 92.86 92.77 92.78
VGG19_Xception 94.92 92.20 92.91 92.54 95.05 92.49 93.03 92.75
VGG19_DenseNet121 94.68 91.78 92.41 92.08 95.53 93.03 94.30 93.61
VGG19_DenseNet201 95.05 92.40 93.26 92.82 95.46 93.67 93.44 93.52

InceptionV3

InceptionV3 94.87 92.80 93.01 92.90 - - - -
InceptionV3_InceptionV3 95 93.24 92.85 93 94.69 92.49 92.56 92.50
InceptionV3_InceptionV3t 95.11 93.13 93.46 93.29 95 92.82 93.17 92.97
InceptionV3_VGG16 94.79 92.96 92.41 92.62 94.10 92.29 90.69 91.23
InceptionV3_VGG19 94.33 91.75 91.60 91.64 94.28 91.54 92.52 91.99
InceptionV3_Xception 94.94 92.90 92.94 92.90 94.63 92.07 92.80 92.43
InceptionV3_DenseNet121 94.68 92.38 92.40 92.37 95.10 92.70 94.07 93.33
InceptionV3_DenseNet201 95.02 92.98 93.15 93.05 95.03 93.32 93.19 93.22

Xception

Xception 95 93.17 92.92 93 - - - -
Xception_Xception 95.21 92.73 93.24 92.97 93.78 90.54 92.26 91.31
Xception_Xceptiont 95.27 92.89 93.29 93.07 93.88 90.13 92.14 91.01
Xception_VGG16 95.06 92.79 92.70 92.69 93.27 90.84 90.16 90.22
Xception_ VGG19 94.60 91.62 91.89 91.73 93.36 89.80 91.87 90.69
Xception_InceptionV3 95.22 92.86 93.03 92.91 93.85 90.77 92.01 91.31
Xception_DenseNet121 94.94 92.22 92.66 92.43 94.26 90.91 93.53 92
Xception_DenseNet201 95.24 92.77 93.34 93.04 94.21 91.39 92.69 91.96

DenseNet121

DenseNet121 95.43 92.56 93.05 92.80 - - - -
DenseNet121_DenseNet121 95.59 93.03 93.14 93.07 96.11 93.76 94.74 94.22
DenseNet121_DenseNet121t 95.99 93.47 94.27 93.85 95.56 93.18 93.04 93.07
DenseNet121_VGG16 95.74 93.62 93.23 93.37 95.05 93.18 91.33 91.98
DenseNet121_VGG19 95.21 92.33 92.27 92.27 95.16 92.28 93.06 92.64
DenseNet121_InceptionV3 95.86 93.70 93.46 93.54 95.66 93.33 93.23 93.25
DenseNet121_Xception 95.80 93.47 93.57 93.51 95.62 93.05 93.56 93.30
DenseNet121_DenseNet201 95.88 93.56 93.82 93.68 96.04 94.34 93.93 94.09

DenseNet201

DenseNet201 95.45 92.75 93.71 93.20 - - - -
DenseNet201_DenseNet201 95.75 93.50 93.69 93.59 96.22 94.57 93.97 94.21
DenseNet201_DenseNet201t 95.64 93.09 93.40 93.24 95.98 93.60 93.85 93.72
DenseNet201_VGG16 95.61 93.55 93.10 93.27 95.26 93.50 91.45 92.18
DenseNet201_VGG19 95.11 92.29 92.21 92.22 95.42 92.65 93.26 92.93
DenseNet201_InceptionV3 95.75 93.69 93.38 93.49 95.83 93.57 93.28 93.39
DenseNet201_Xception 95.69 93.38 93.51 93.43 95.75 93.18 93.49 93.33
DenseNet201_DenseNet121 95.48 92.94 93.06 92.99 96.27 93.84 94.79 94.28

its advantages depending on the specified architecture.

Figures 3 and 4 compare the results obtained from
transfer learning from ImageNet and transfer learning
within the three cascade systems: PCN_BV, PN_CBV, and
PN_PC_BV. In general, transfer learning within the cas-

cade systems based on PCN_BV was more promising, ex-
cept for DenseNets, where transfer learning from ImageNet
based on PN_CBV yielded accurate results. The compar-
ative study between the used methods for transfer learning
within the cascade systems also highlights the efficiency
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Table 3: The obtained results based on the three-stage cascade strategy PN_PC_BV in terms of accuracy (Acc), precision
(P), recall (R), and F-measure (F1)

Network Acc (%) P (%) R (%) F1 (%)

VGG16_VGG16t_VGG16t 95.21 92.97 92.74 92.84
VGG19_VGG19t_VGG19t 94.76 92.22 92.14 92.15
InceptionV3_InceptionV3t_InceptionV3t 94.77 92.74 92.70 92.68
Xception_Xceptiont_Xceptiont 93.75 90.94 91.62 91.16
DenseNet121_DenseNet121t_DenseNet121t 95.62 92.90 93.71 93.29
DenseNet201_DenseNet201t_DenseNet201t 96.12 93.86 94.08 93.96

Densenet201_ Densenet121_DenseNet201 95.99 93.63 93.83 93.72
Densenet201_ Xception_DenseNet201 95.96 93.64 93.77 93.70
Densenet201_ Densenet121_InceptionV3 95.98 93.79 93.47 93.59
Densenet201_ Xception_InceptionV3 95.94 93.80 93.42 93.56
Densenet121_ Densenet121_DenseNet201 95.78 93.49 93.71 93.59
Densenet121_ Xception_DenseNet201 95.75 93.47 93.65 93.55
Densenet121_ Densenet121_InceptionV3 95.80 93.67 93.42 93.51
Densenet121_ Xception_InceptionV3 95.77 93.64 93.36 93.46

Table 4: The best results for each dataset
Dataset Method Accuracy(%)
COVID-QU-Ex_4C DenseNet201 95.45
PCN_BV_D1 DenseNet121 98.11
PCN_BV_D2 VGG19, InceptionV3 92.31
PN_CBV_D1 DenseNet201 98.22
PN_CBV_D2 DenseNet201 96.80
PN_PC_BV_D2 VGG16 99.88

of PCN_BV over both PN_CBV and PN_PC_BV. In con-
clusion, the transfer learning strategy within the two-stage
cascade systemwas not suitable for DenseNets and was less
efficient for the three-stage cascade systems.
Figure 5 presents a comparative analysis of the best com-

binations for each network and strategy. For the PCN_BV
strategy, the most accurate results were obtained by merg-
ing models with their transferred versions and employ-
ing DenseNet201 in the second stage. The transfer learn-
ing within the cascade systems was observed to be more
promising for the PCN_BV strategy. Conversely, for
PN_CBV, combining models with DenseNet121 was more
accurate. Based on these findings, we propose that using
transfer learning from multi-class classification problems
in two-stage cascade systems is more promising.
Table 5 displays the best results for each strategy, high-

lighting the efficiency of two-stage cascade systems com-
pared to the three-stage cascade system. It’s worth noting
that while PCN_BV and PN_PC_BV achieved the same re-
sult, PCN_BV is more storage-efficient as it only requires
storing two models instead of three for prediction. Ac-
cording to the best results of two-stage cascade systems,
we can conclude that the performance of the first-stage
models influences the accuracy of the two-stage cascade
strategies. For PCN_BV, DenseNet121_DenseNet121t

achieved the best result due to the high performance
of DenseNet121 in the first stage on the PCN_BV_D1
dataset. Similarly, for PN_CBV, the interesting results of
DenseNet201 in the first stage generated the best combina-
tion (DenseNet201_DenseNet121).

Table 5: The best results of the cascade strategies

Strategy Accuracy (%)

PCN_BV 95.99
PN_CBV 96.27
PN_PC_BV 95.99

Table 6 presents the average computational complexity
of each model when combined with the remaining models
in the second stage. It compares the computational com-
plexity of the non-cascade system with the average compu-
tational complexity of the PCN_BV and PN_CBV strate-
gies. Overall, the comparative study highlights that in the
non-cascade strategy, InceptionV3 and Xception are more
computationally expensive compared to the other models,
with DenseNet121 being the fastest, with a training time of
40 minutes. On the other hand, the study shows that the
PCN_BV and PN_CBV strategies are more computation-
ally expensive compared to the non-cascade system, except
for InceptionV3. In general, the training time of PCN_BV
is slightly closer to that of the non-cascade system. How-
ever, the PN_CBV strategy took longer compared to both
the PCN_BV strategy and the non-cascade system.
Table 7 highlights the training time of the PN_PC_BV

strategy, showing its high complexity compared to the two
cascade strategies, except in a few cases where the Xcep-
tion_Xceptiont_Xceptiont and VGG19_VGG19t_VGG19t
strategies required 2 hours for training.
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Figure 3: Comparison between transfer learning from ImageNet and transfer learning within the three cascade systems (1)

5 Conclusion

In this study, we proposed three cascade systems based
on six CNN architectures for COVID-19 classification:
two types of two-stage cascade strategies (PCN_BV and
PN_CBV) and a three-stage cascade system (PN_PC_BV).
To improve results, we integrated transfer learning strate-
gies within the proposed systems. We validated the pro-

posed methods on a newly generated dataset (COVID-QU-
Ex_4C) that contains four classes: COVID-19, normal,
bacterial, and viral. The comparative study showed that
the two-stage cascade systems were more efficient than the
three-stage cascade system. Furthermore, the results of
the two-stage cascade systems revealed that PCN_BV was
more accurate and faster in training inmost cases, and trans-
fer learning within the cascade systems was more effective
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Figure 4: Comparison between transfer learning from ImageNet and transfer learning within the three cascade systems (2)

for PCN_BV than PN_CBV.
As a future perspective, we plan to introduce more vari-

ability into the proposed dataset and address the data imbal-
ance issue. We propose to explore additional data augmen-
tation techniques, such as generative adversarial networks
(GANs), to tackle this problem. Additionally, we suggest
introducing Gradient-weighted Class Activation Mapping
(Grad-CAM) to visualize activated features during detec-

tion.
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Figure 5: The two best combinations for each network and strategy

Table 6: The average training time of the two-stage cascade
strategies (Hours:Minutes:Seconds).
First Network Non cascade PCN_BV PN_CBV

VGG16 00:59:45 01:08:04 01:34:13
VGG19 01:08:04 01:16:14 01:40:31
InceptionV3 01:32:18 01:05:51 01:18:36
Xception 01:11:55 01:20:26 01:44:37
DenseNet121 00:40:47 00:50:36 01:09:58
DenseNet201 00:56:35 01:11:02 01:30:22

Table 7: Training time of the three-stage cascade strategy
PN_PC_BV (Hours:Minutes:Seconds)
Network PN_PC_BV

VGG16_VGG16t_VGG16t 01:53:37
VGG19_VGG19t_VGG19t 02:02:49
InceptionV3_InceptionV3t_InceptionV3t 01:16:46
Xception_Xceptiont_Xceptiont 02:10:01
DenseNet121_DenseNet121t_DenseNet121t 01:11:15
DenseNet201_DenseNet201t_DenseNet201t 01:48:39
Densenet201_Densenet121_DenseNet201 01:36:02
Densenet201_Xception_DenseNet201 01:54:36
Densenet201_Densenet121_InceptionV3 01:37:50
Densenet201_Xception_InceptionV3 01:56:24
Densenet121_Densenet121_DenseNet201 01:16:50
Densenet121_Xception_DenseNet201 01:35:24
Densenet121_Densenet121_InceptionV3 01:18:38
Densenet121_Xception_InceptionV3 01:37:12
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Pancreatic cancer's devastating impact and low survival rates call for improved detection methods. 

While Artificial Intelligence has shown remarkable progress, its increasing complexity has led to "black 

box" models, hindering their acceptance in critical fields like healthcare. To address this, Explainable 

Artificial Intelligence (XAI) has gained traction, aiming to create transparent AI systems. In this study, 

we propose a comprehensive approach that combines the power of Deep Learning for pancreatic 

cancer detection using Computed Tomography (CT) images and Machine Learning (ML) for survival 

prognosis based on clinical data. By leveraging CT images with Deep learning models such as 

Convolutional Neural Networks, VGG-16 and DenseNet-201, effective diagnosis of Pancreatic Cancer 

is achieved and comprehensive insights into the tumor's spatial characteristics are obtained. DenseNet-

201 outperformed the other models in terms of accuracy and interpretability with a predictive accuracy 

of 95%. The integration of ML techniques such as Stochastic Gradient Descent, Naïve Bayes and Extra 

Tree classifiers with clinical data predicts the chances of survival, providing vital information for 

treatment planning and personalized care. To validate the model's accuracy and interpretability, a 

comprehensive XAI validation is conducted using state-of-the-art techniques like Local Interpretable 

Model-agnostic Explanations and Shapley Additive Explanations. These methods provide localized 

explanations for predictions, allowing clinicians to understand risk and survival chances. This study 

holds immense potential to aid healthcare professionals in diagnosis, prognosis, and personalized 

treatment strategies, contributing to enhanced patient outcomes in the fight against pancreatic cancer. 

Povzetek: Analizirana sta napovedovanje in prognoza preživetja pri raku trebušne slinavke z uporabo 

globokega učenja in razložljive umetne inteligence (XAI) za interpretacijo napovedi, izboljšanje 

zaupanja v AI. 

 

1 Introduction 
Pancreatic cancer is a devastating malignancy that poses 

a significant global health challenge due to its aggressive 

nature and poor prognosis [1]. Despite advances in 

medical research and cancer treatments, the five-year 

survival rate for pancreatic cancer patients remains 

dishearteningly low, with many cases being diagnosed at 

advanced stages when effective interventions become 

limited. Cancer detection and chance of survival are 

critical factors that can significantly impact patient 

outcomes by enabling timely treatments and personalized 

therapeutic strategies. Consequently, there is an urgent 

need to explore novel approaches that offer deeper 

insights into pancreatic cancer development and patient 

survival rates. 

       Pancreatic cancer's clinical landscape is 

characterized by its insidious nature in the development 

stages, often presenting vague or non-specific symptoms. 

This lack of distinct clinical indicators makes early  

 

diagnosis challenging, resulting in delayed treatment 

initiation and reduced chances of successful 

interventions. Additionally, the intricate biology of 

pancreatic cancer necessitates a comprehensive 

understanding of the underlying molecular and genetic 

factors driving disease progression and influencing 

patient outcomes [2]. As such, the development of 

accurate predictive models that can identify individuals 

at high risk of developing pancreatic cancer and estimate 

patient survival probabilities becomes imperative in the 

fight against this lethal disease. 

      While current medical technologies have 

significantly contributed to cancer detection and 

diagnosis, they still face limitations. Imaging modalities 

such as Computed Tomography (CT), Magnetic 

Resonance Imaging (MRI), and endoscopic ultrasound 

provide valuable visualizations of pancreatic tumors and 

staging information. However, these imaging techniques 

may miss small lesions or produce ambiguous results in 

anatomically complex areas, leading to diagnostic 
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challenges. Furthermore, the use of biomarker analysis, 

including CA 19-9 and several other factors for 

monitoring treatment response and assessing disease 

progression may lack specificity and sensitivity, resulting 

in false-positive or false-negative outcomes. These 

limitations highlight the need for more accurate and 

comprehensive predictive tools for improved cancer 

detection and patient survival estimation. 

      Advancements in AI technology enabled the rapid 

and precise identification of cancer through diverse 

medical imaging methods. The Deep Learning (DL) 

algorithms have garnered significant attention in medical 

imaging analysis. DL algorithms, particularly 

Convolutional Neural Networks (CNNs), can 

automatically learn hierarchical representations from raw 

image data, such as CT scans. This unique capability 

enables DL models to detect complex patterns and 

features in medical images, offering great potential for 

aiding the detection and diagnosis of pancreatic cancer 

[3]. Additionally, deep learning can be integrated with 

clinical data, including patient demographics and medical 

history, to develop comprehensive predictive models that 

deliver more accurate and personalized survival 

estimates 

      Machine learning (ML) models can be trained on 

diverse clinical data to predict patient survival rates by 

considering factors such as age, tumor grade, CA 19-9 

levels, sex, and medical history. By leveraging these ML-

based approaches, clinicians can obtain individualized 

survival chances, which are essential for tailoring 

treatment plans and optimizing patient care. However, 

DL and conventional ML models often operate as black 

boxes, lacking transparency in their decision-making 

process. This opacity hinders the widespread adoption of 

DL and ML in critical clinical decision-making settings, 

where understanding the factors influencing predictions 

is paramount. 

     To address the interpretability challenge associated 

with DL and ML models, XAI techniques have emerged 

as a solution [4]. In this study, we propose a 

comprehensive approach that combines the power of 

Deep Learning for pancreatic cancer detection using CT 

images and Machine Learning for survival prognosis 

based on clinical data. To enhance the interpretability 

and trustworthiness of our model, we incorporate XAI 

techniques, specifically Local Interpretable Model-

agnostic Explanations (LIME) and Shapley Additive 

Explanations (SHAP). 

      LIME plays a crucial role in providing interpretable 

insights into the DL-based cancer detection model's 

predictions. By employing LIME, we can identify the 

specific regions within the CT images that significantly 

contribute to the model's decision-making process. These 

regions act as crucial markers for the presence of tumors 

and other abnormalities, enabling radiologists and 

clinicians to validate and understand the model's 

findings. Mapping CT image regions relevant to the 

model's predictions not only boosts confidence in AI-

driven detection but also assists medical professionals in 

recognizing subtle signs of pancreatic cancer, potentially 

enabling earlier diagnosis and timely intervention.  

     Additionally, SHAP plays a pivotal role in explaining 

machine learning-based survival rate predictions using 

clinical data. SHAP provides a quantitative measure of 

the influence of each clinical feature on the model's 

survival rate estimations. By identifying the most 

affected features, SHAP empowers healthcare 

professionals to understand the factors driving the 

model's predictions and their relative importance in 

determining patient survival probabilities. This level of 

interpretability allows clinicians to prioritize critical 

clinical factors and consider them in treatment planning 

and patient management. SHAP's ability to reveal the 

most influential clinical factors further enhances the 

personalized nature of our model's survival predictions, 

ensuring tailored and optimized patient care. 

      By integrating LIME and SHAP into our 

interpretable analytical model, we provide a 

comprehensive framework that not only accurately 

detects pancreatic cancer using CT images but also offers 

transparent and interpretable survival rate predictions 

based on clinical data. The combination of these XAI 

techniques not only bolsters the trustworthiness of the 

model's predictions but also empowers medical 

professionals to make informed decisions based on AI-

driven insights. Ultimately, our model's enhanced 

interpretability contributes to improved patient outcomes 

by facilitating earlier detection, more precise 

prognostication, and personalized treatment strategies for 

individuals battling pancreatic cancer. 

      The remainder of the paper is organized as follows. 

Section I provides the Introduction to the research. 

Section II presents the literature review of existing 

systems. Section III provides Dataset description. Section 

IV presents the proposed methodology and 

implementation details. Section V presents the results 

and discussion of the proposed system. Section VI 

concludes the work with future scope. 

2 Related work 
Pancreatic cancer remains a formidable and deadly 

malignancy, necessitating innovative approaches to 

improve early detection and prognostication for 

enhanced patient outcomes. The recent convergence of 

DL for cancer detection using CT images, ML for 

survival rate prediction based on clinical data, and the 

integration of XAI techniques have shown great potential 

in tackling the challenges presented by this devastating 

disease.  

      The incorporation of XAI methods, such as LIME 

and SHAP, enhances the interpretability and 

trustworthiness of AI-driven models, empowering 

medical professionals to comprehend the factors driving 

predictions and make well-informed clinical decisions. In 

this literature survey, we delve into research focused on 

the development and application of interpretable 

analytical models for pancreatic cancer detection and 

survival prognosis. By examining the advances and 

insights from these studies, we aim to provide a 

comprehensive understanding of the state-of-the-art 

techniques that hold the potential to revolutionize 
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pancreatic cancer management and contribute to 

improved patient care. 

      The recent convergence of DL techniques for cancer 

detection using CT images has shown significant promise 

in addressing the challenges posed by this devastating 

disease. Among the various DL approaches, CNNs and 

their extensions, such as recurrent CNNs, have emerged 

as particularly effective in the detection of pancreatic 

cancer. These methods have demonstrated impressive 

accuracy in identifying pancreatic tumors and 

differentiating them from normal tissues, as evidenced by 

multiple studies [3,5,6,7,8,9,10,11]. CNNs are well-

suited for processing the complex and high-dimensional 

data found in medical imaging, enabling them to extract 

intricate patterns and features that are indicative of 

cancerous tissues. The effectiveness of these models is 

largely attributed to their ability to learn from large 

datasets, which enhances their capacity to recognize 

subtle distinctions between malignant and benign tissues. 

Recurrent CNNs, which integrate temporal and spatial 

information, have further advanced the field by 

improving the detection accuracy and robustness of these 

models. This approach allows for the consideration of 

sequential dependencies in image slices, which is crucial 

for the accurate identification of tumors in CT scans. The 

application of DL models offers significant advantages 

over traditional diagnostic methods, including faster 

processing of large volumes of image data and higher 

accuracy in tumor detection. As a result, these 

advancements hold the potential to facilitate earlier 

diagnosis, thereby improving treatment outcomes. 

      To address the interpretability challenge associated 

with DL and ML models, XAI techniques have emerged 

as a solution. The incorporation of XAI methods, such as 

LIME and SHAP enhances the interpretability and 

trustworthiness of AI-driven models, empowering 

medical professionals to comprehend the factors driving 

predictions and make well-informed clinical decisions. 

To better understand the model's decision-making 

process, a limited number of studies have explored the 

use of LIME and SHAP for predictions. LIME, in 

particular, offers valuable insights by mapping regions 

on CT images and highlighting specific areas that 

influence the model's predictions and an attempt for such 

analysis has been made in [12]. In some research, LIME 

has been utilized for feature importance analysis in 

predicting Pancreatic cancer [13,14,15]. 

       Survival prediction in pancreatic cancer aids in 

improved treatment planning, provides realistic 

prognostic information for patients and their families, 

and supports the clinical trial design and assessment of 

new therapies. Research on predicting patient survival 

rates for pancreatic cancer using machine learning 

models based on clinical data has revealed promising 

results, demonstrating the potential to significantly 

improve patient outcomes. Various ML algorithms, such 

as random forests, support vector machines, logistic 

regression, nearest neighbor and gradient boosting, have 

been explored and assessed for their performance in 

survival prediction [16,17]. These models utilize 

extensive clinical datasets to identify patterns and 

correlations that might not be apparent to human 

clinicians. The effectiveness of these models in survival 

prediction is attributed to their capacity to process and 

analyze complex data, offering more accurate prognostic 

insights than traditional methods.  

      Despite these advancements, the lack of 

interpretability in these models poses a significant 

challenge, hindering their seamless integration into 

clinical practice and limiting clinician trust. To address 

this limitation XAI methods like SHAP have been 

incorporated [12,18,19]. The incorporation of SHAP was 

emphasized to elucidate the influential clinical factors 

driving survival predictions, aiding clinicians in making 

data-driven decisions for personalized treatment 

planning. 

      The literature review reveals that there have been 

limited research efforts focused on developing 

interpretable analytical models for pancreatic cancer 

detection and survival prognosis. The application of 

interpretability in this field is still in its early stages, with 

only a limited number of studies available. Table 1 

provides a summary of related works that utilize 

explainable AI models for pancreatic cancer prediction 

and survival prognosis. The integration of XAI 

techniques in these studies emphasizes the significance 

of transparency and trustworthiness in AI-driven medical 

applications. As these innovative methodologies continue 

to evolve, they hold the potential to revolutionize 

pancreatic cancer management and improve patient 

outcomes.  

      Another notable limitation observed across the 

surveyed papers is the absence of utilization of multiple 

models of DL and ML for interpretation and validation. 

The studies predominantly focused on applying specific 

XAI techniques to individual models, such as using 

LIME or SHAP for specific DL or ML models. 

Consequently, there was a lack of exploration into the 

advantages of employing a diverse set of DL and ML 

models for these purposes. This oversight hinders 

comprehensive comparison and validation of XAI 

techniques across different model architectures. There is 

a requirement to consider adopting multiple, diverse DL 

and ML models in their XAI framework to gain a more 

holistic understanding of the predictive features and 

foster the standardization of XAI practices in pancreatic 

cancer detection and survival prediction.  

      In conclusion, the literature survey has shed light on 

the progress made in developing interpretable analytical 

models for pancreatic cancer detection and survival 

prediction. The combination of DL, ML, and XAI 

techniques holds significant potential for enhancing early 

detection, personalized treatment planning, and 

ultimately improving patient care. 
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Table 1: Summary of related works with explainability of models in pancreatic cancer prediction and survival 

prognosis. 

 

Authors Focus Area Models Dataset Performance 

Metrics 

XAI 

Technique 

Key Findings 

Goel et al. 

(2021) [15] 

Pancreatic 

Cancer 

Detection 

Logistic 

Regression, 

Adaboost, 

Neural 

Network,  

ensemble 

model 

Gene 

Expression 

Omnibus- 

miRNA 

biomarkers 

Sensitivity – 

0.85,0.90,0.88, 

0.95. 

 

Specificity – 

0.98,0.94,0.96, 

0.98. 

 

LIME 

SHAP 

Ensemble 

models with 

feature 

selection and 

improved 

diagnosis 

accuracy for 

pancreatic 

cancer detection 

Srinidhi B et. 

al. (2023) [12] 

Pancreatic 

Cancer 

Detection 

CNN 

SVM 

CT Images, 

Clinical Data 

from - The 

Cancer 

Imaging 

Archive 

None LIME 

SHAP 

Combined XAI 

with CNN and 

SVM for model 

interpretability 

on prediction 

Bobes-

Bascarán et al. 

(2024) [13] 

Pancreatic 

Cancer 

Detection 

Decision 

Trees, 

Random 

Forest,  

XGBoost 

Clinical Data 

from -The 

Cancer 

Genome Atlas 

Program 

Accuracy - 

0.66,0.54,0.66 

 
Precision - 

0.72,0.76,0.76 

 
Recall - 

0.66,0.54,0.66 

LIME 

SHAP 

Feature 

importance 

analysis for 

Pancreatic 

Cancer 

Dimitris et al. 

(2021) [19] 

Survival 

Prognosis 

Optimal 

Classification 

Tree, 

XGBoost 

Clinical data 

of 2,784 

Patients 

1-year   

AUC for OCT 

- 0.63 

 
3-year AUC - 

0.67 

SHAP SHAP was 

utilized to 

identify the best 

predictor 

Keyl et al. 

(2022) [18] 

Survival 

Prognosis 

Random 

Survival 

Forest 

Albumin, CT 

image, 

Radiomics 

data, 

Molecular 

data of 203 

Cohort 

C-index - 0.71 SHAP Feature 

importance 

analysis for 

survival 

prognosis from 

multi-modal 

data 

 

3 Dataset description 
In this research, we utilized the Cancer Imaging Archive 

(TCIA) dataset [20], a comprehensive collection of 

medical images and clinical data, to develop an 

interpretable analytical model for pancreatic cancer 

detection and survival rate prediction. The dataset 

comprises 100 cancer-positive CT images and 100 

cancer-negative CT images, offering a diverse set of 

cases for robust model training and evaluation. For 

cancer detection, we employed an 80-20% split, with 

80% of the images used for training the model and 20% 

for testing its performance. Furthermore, for survival 

prognosis, we utilized seven critical clinical features, 

including age, gender, KI-67 Index, PFS Months, 

Creatine, CA 19/9 U/ml and tumor grade. Around 50 

patient records were considered for this work to create  

 

a well-rounded prognostic model. Similar to the cancer 

detection model, the survival prediction model was 

trained on 80% of the clinical data and evaluated on the 

remaining 20% to ensure reliable and generalizable 

results. 

4 Methodology 
The proposed system in this research aims to develop an 

interpretable analytical model for pancreatic cancer 

detection and survival prognosis, leveraging a 

combination of CT images and clinical data. The 

preprocessing pipeline for the CT images involves initial 

RGB conversion, normalization, and conversion to an 

array format, ensuring standardized input for subsequent 

analysis. These preprocessed images are then fed to Deep 

Learning models such as CNN [21], VGG-16 [22] and 
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DenseNet-201 [23] to extract meaningful features and 

perform accurate cancer predictions. To enhance the 

interpretability of the deep learning model, the LIME 

algorithm is applied. LIME generates region marking for 

the CT images, highlighting specific areas influencing 

the model's predictions. This approach empowers 

radiologists and medical professionals to validate the 

model's decision process, instilling confidence in the AI-

driven diagnostic tool and enabling more informed 

decision-making for early cancer detection. 

       In parallel, the clinical data is preprocessed through 

label encoding and the removal of irrelevant columns to 

ensure data quality and uniformity. This preprocessed 

clinical data is then utilized to train and evaluate different 

machine learning models, such as Stochastic Gradient 

Descent (SGD) [24], Extra Tree [25], and Naïve Bayes 

[26], for survival rate prediction. To ensure 

interpretability in the machine learning models' survival 

predictions, the SHAP algorithm is employed. SHAP 

provides insights into the most influential clinical 

features affecting the model's prognostic outcomes, 

empowering medical practitioners to make data-driven 

decisions and design personalized treatment plans. 

      The suggested system's architecture is depicted in 

Figure 1. At the initial level of the architecture, data 

processing occurs, providing input for the deep learning 

and machine learning models. The outcomes are then 

validated using explainable artificial intelligence 

techniques. For cancer prediction, the data preparation 

includes image conversion, normalization, and image-to-

array. The pre-processed CT images will be fed to the 

DL models, and the predictions made by these models 

(CNN, VGG-16, DenseNet-201) will be validated using 

LIME. Similarly, the Machine learning models (Extra 

Tree, SGD, Naïve Bayes) are applied to the pre-

processed clinical dataset. To validate the model’s 

results, we have employed SHAP for the survival 

prognosis. 

4.1    Data pre-processing 

Before utilizing the dataset for model development, pre-

processing steps were undertaken to ensure data 

compatibility and optimize model performance. For CT 

images, a series of pre-processing steps were applied. 

First, to facilitate feature extraction, the images were 

converted from the native DICOM format to RGB (Red-

Green-Blue) representation. This conversion allowed the 

incorporation of color information, enabling the model to 

capture subtle patterns in the images effectively. 

Subsequently, to normalize the pixel values and bring 

them within a standardized range, a normalization [27] 

process was performed. This step ensures that the model 

is not overly influenced by variations in pixel intensity 

across different images, promoting consistent and 

reliable predictions. Finally, the processed CT images 

were transformed into arrays, facilitating their integration 

into the model. 

      Regarding the clinical data, appropriate pre-

processing steps were undertaken to optimize its usability 

in the model. Categorical variables in the clinical data, 

such as gender or tumor grade, were subjected to label 

encoding [28] to convert them into numerical 

representations. 

  

 

 

 

Figure 1: System architecture 



628   Informatica 48 (2024) 623–640 Srinidhi B et al. 

 

This process enabled the model to work seamlessly with 

categorical data during the training and prediction 

phases. Additionally, to enhance model efficiency and 

eliminate irrelevant information, unwanted columns 

containing redundant or non-contributing features were 

removed from the clinical dataset. By streamlining the 

clinical data, the model can focus on relevant clinical 

factors that significantly influence the prognosis and 

improve the model's interpretability. 

      The pre-processing steps undertaken for both CT 

images and clinical data were essential to prepare the 

dataset for the subsequent model development. By 

ensuring data compatibility, standardization, and 

relevance, the interpretable analytical model can 

effectively leverage the combined information from CT 

images and clinical features to facilitate accurate 

pancreatic cancer detection and survival rate prediction, 

contributing to improved patient care and clinical 

decision-making. 

4.2    Deep learning models and architecture 

In this study, we have implemented a comprehensive 

framework for pancreatic cancer detection and survival 

prediction using state-of-the-art machine learning and 

deep learning models. For cancer prediction, we 

employed Deep learning models such as CNN, VGG-16 

and DenseNet-201, which are well-suited for cancer 

prediction tasks involving medical imaging data like CT 

scans. Pancreatic cancer diagnosis relies heavily on 

accurately detecting subtle abnormalities in CT images. 

CNNs are adept at automatically learning complex 

features from images, making them effective in capturing 

intricate patterns indicative of cancerous regions in 

pancreatic CT scans.  

       A standard CNN represents a fundamental deep 

learning architecture, known for its simplicity and 

effectiveness in various image classification tasks. It 

serves as a baseline to compare the interpretability and 

performance of more complex models. VGG-16 and 

DenseNet-201 are deep architectures with many layers, 

allowing them to extract and combine rich hierarchical 

features, which are beneficial for the challenging task of 

pancreatic cancer detection. VGG-16 architecture is 

deeper and more sophisticated than a basic CNN. VGG-

16 is a well-established model in the field of image 

recognition, known for its good performance and 

moderate complexity. DenseNet-201 is an advanced and 

highly deep architecture that includes dense connections 

between layers, enhancing feature propagation and their 

reuse.  

       By employing these three architectures, we can 

assess the effectiveness and consistency of 

interpretability methods across models of varying 

complexity. This enables us to understand whether these 

interpretability methods can provide reliable explanations 

for both simple and complex models, which is critical for 

their application in medical AI. 

 

 

 

4.2.1    CNN model 

In this study, we implemented Convolutional Neural 

Network model for pancreatic cancer detection using CT 

images as input and achieving binary yes/no predictions. 

The CNN architecture consists of two convolutional 

layers with a 3x3 filter size and 64 filters in each layer 

followed by a max-pooling layer with a pooling size of 

2x2 to downsample the feature maps. To prevent 

overfitting, we applied dropout regularization with a 

dropout rate of 0.25 after each convolutional layer. The 

CNN architecture is shown in Figure 2 [21]. The 

learning rate was set to 0.001, and we used the Adam 

optimizer [29] to efficiently update the model's 

parameters during training. 

 

 
 

Figure 2: CNN architecture 

 

      Due to the limited size of the dataset, we decided to 

conduct a smaller number of epochs for training the CNN 

models. Specifically, we set the number of epochs to 20. 

The rationale behind this decision was that with a 

minimal dataset, the model tends to reach a saturation 

point in learning after a few epochs. Continuing training 

beyond this point led to overfitting, where the model 

performs well on the training data but fails to generalize 

to unseen data as depicted in Figure 3. 

 

Figure 3: Epochs v/s Accuracy Graph 

 

       By fine-tuning the hyperparameters and training the 

CNN models with a reduced number of epochs, we 

aimed to strike a balance between achieving high 

accuracy on the training data and ensuring 

generalization performance on the testing data. This 

approach proved effective in managing the limited 
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dataset size and allowed us to develop reliable binary 

prediction models for pancreatic cancer detection using 

CT images as input. 

4.2.2    VGG-16 model  

The VGG-16 model architecture depicted in Figure 4   

consists of 13 convolutional layers, each with a filter size 

of 3x3. The number of filters in each consecutive block 

varies, starting from 64 in the initial layers and 

progressively increasing to 128, 256, 512, and finally 512 

in the deeper layers. Max-pooling is applied with a size 

of 2x2 to reduce spatial dimensions and extract relevant 

features effectively. To prevent overfitting, dropout 

regularization is incorporated with a rate of 0.5, 

randomly deactivating neurons during training to 

improve generalization. We used a learning rate of 

0.001, a batch size of 32, and trained the model for 20 

epochs. The decision to use 20 epochs was based on the 

limited size of the dataset and the observation that the 

error rate reached a stable value after these iterations. We 

used the Adam optimizer [29] to efficiently update the 

model's parameters during training. 

       

 

 

      The hyperparameters were carefully chosen to strike 

a balance between model performance and computational 

efficiency given the dataset constraints. Overall, the 

VGG-16 model implementation proved to be effective in 

generating binary yes/no predictions for pancreatic 

cancer detection, providing valuable insights into the 

potential of deep learning in early cancer diagnosis. 

 

4.2.3    DenseNet-201 

The DenseNet-201 architecture illustrated in Figure 5, is 

a deep convolutional neural network architecture for 

image recognition tasks. It employs a dense connectivity 

pattern where each layer receives direct input from all 

preceding layers, promoting feature reuse and enhancing 

gradient flow. The hyperparameters used for DenseNet-

201 were carefully selected to achieve optimal 

performance. The growth rate was set to 32, ensuring the 

network's ability to capture relevant features effectively. 

We employed 6 blocks, each consisting of 48 layers, to 

create a deep and expressive architecture capable of 

capturing intricate patterns in the CT images.  

 

 

 

 

Figure 4: VGG architecture 

 

                                                                                    

                                                         Figure 5: DenseNet-201 architecture 
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To prevent overfitting and improve generalization, we 

applied a compression factor of 0.5, which reduced the 

number of feature maps in transition layers. 

Additionally, dropout with a rate of 0.5 was introduced 

during training to regularize the model. We initialized 

the learning rate at 0.001 to facilitate a stable and 

effective optimization process. The choice of batch size 

was set to 32, balancing computational efficiency and 

model convergence. Considering the limited size of the 

dataset, we conducted training for 20 epochs, as 

observed that the error rate reached a near-constant level 

after this point. The model was trained over 20 epochs 

and for updating the model’s parameters during the 

training process, Adam optimizer [29] was utilized.  

       In our study, hyperparameter tuning was critical for 

optimizing model performance. We employed grid 

search to systematically evaluate combinations of key 

hyperparameters, including learning rate, dropout rate, 

and batch size for all three models. Specifically, we 

tested learning rates of [0.0001, 0.001, 0.01], dropout 

rates of [0.25, 0.5], and batch sizes of [16, 32, 64]. The 

Adam optimizer was used across all models to ensure 

robust performance metrics. This approach helped us 

identify the optimal settings that minimized validation 

loss and maximized the accuracy of the models. 

 

4.3    Machine learning models and 

architecture 

Survival prediction in pancreatic cancer refers to the 

estimation of a patient's likelihood of surviving for a 

certain period after diagnosis, typically measured in 

months or years. This prediction is based on various 

factors, including the stage of cancer at diagnosis, patient 

demographics, tumor characteristics, treatment options, 

and other clinical data. For survival prognosis using 

clinical data, the choice of algorithms depends on the 

nature of the features and the size of the dataset. State-of-

the-art Machine learning algorithms such as Stochastic 

Gradient Descent, Naïve Bayes and Extra Tree classifiers 

are utilized. The choice of these ML techniques is due to 

their diversity in model behavior.  

4.3.1    Stochastic gradient descent 

classifier 
Stochastic Gradient Descent is a widely used 

optimization algorithm suitable for large datasets with 

multiple features, as it can handle complex models 

effectively. This linear model is chosen for its simplicity 

and efficiency, particularly with large datasets. Its 

behavior is easy to interpret, which aligns well with the 

use of interpretability methods.  

     The goal is to estimate the chance of survival as either 

high or low for patients with pancreatic cancer. The SGD 

Regressor is a powerful machine learning algorithm that 

optimizes the model parameters iteratively to minimize 

the loss function, making it well-suited for regression 

tasks. To configure the SGD Regressor, we tuned several  

hyper-parameters to achieve the best performance. This 

included setting the learning rate, which controls the step 

size for parameter updates during training. A learning 

rate of 0.01 was selected to strike a balance between 

rapid convergence and avoiding overshooting the optimal 

solution. Additionally, we introduced regularization to 

prevent overfitting and enhance model generalization. A 

regularization strength of 0.1 was chosen to control the 

amount of regularization applied to the model. The 

number of iterations was set to 100 to allow the model to 

update its parameters gradually and converge to an 

optimal solution. Early stopping criteria were introduced 

to prevent overfitting and reduce training time. We set 

the early stopping threshold to 10 iterations without 

improvement in the loss function. 

       To control the type of regularization used, we 

applied the L2 penalty, which adds a regularization term 

to the loss function proportional to the square of the 

model weights. This helped prevent model complexity 

and improved generalization. 

 

4.3.2    Naïve bayes classifier 

The Naive Bayes classifier is a probabilistic algorithm 

that operates on the assumption of independence among 

the features. This means that it calculates the likelihood 

of each feature given the class label (chance of survival) 

and then combines these probabilities to determine the 

overall probability of survival. It can handle feature 

independence assumptions and is computationally 

efficient, making it suitable for pancreatic cancer 

survival prediction tasks.  

                                                                                                                   Unlike other models that may involve adjusting 

learning rates or tuning the number of layers, the Naive 

Bayes classifier is inherently straightforward and 

computationally efficient. It is particularly useful when 

dealing with high-dimensional data, which can be the 

case in clinical datasets. As a probabilistic model, Naïve 

Bayes offers a different perspective compared to linear 

models. It assumes feature independence, making it 

useful for exploring how individual features contribute to 

predictions. 

 

4.3.3    Extra tree classifier  

Extra Tree, a type of decision tree, is advantageous when 

dealing with small to medium-sized datasets and 

categorical features. It is well-suited for pancreatic 

cancer survival prediction, as clinical data often includes 

categorical information, such as tumor grade and disease 

stage. This ensemble method provides a non-linear 

model that can capture complex interactions between 

features. It’s particularly useful in scenarios where the 

relationships between features are not straightforward. 

Applying interpretability methods to this model allows 

for the exploration of how feature interactions influence 

predictions. The model utilized 100 estimators for 

ensemble learning, employed "auto" as the maximum 

number of features considered per split, used "Gini" as 

the criterion for splitting internal nodes, and allowed 

unlimited tree depth. It also required a minimum of 2 

samples for node splitting and 1 sample for leaf nodes. 

With these well-optimized  configurations, the Extra Tree 

classifier effectively predicted survival chances using 
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clinical data, aiding personalized treatment planning and 

providing reliable prognostic insights for pancreatic 

cancer patients. 

 
4.4    Explainable artificial intelligence 

Explainable Artificial Intelligence (XAI) [4] refers to a 

set of techniques and methods that aim to make complex 

AI models more transparent and interpretable to humans. 

The need for XAI arises because many advanced AI 

models, such as deep learning neural networks, are often 

considered "black boxes," [30] meaning their decision-

making process is difficult for humans to understand. 

XAI techniques provide insights into how the model 

arrives at its predictions, enabling users, such as medical 

professionals, to trust and interpret the model's results. 

       For Pancreatic Cancer prediction and survival 

prognosis, LIME is specifically chosen for region 

mapping because it can help highlight the important 

image regions influencing the CNN model's cancer 

prediction. In the context of CT images for pancreatic 

cancer, LIME can identify the specific regions in the 

scan that are crucial in the CNN's decision-making 

process, allowing radiologists to verify the model's focus 

on potential cancerous areas. This transparency aids in 

understanding the model's strengths and limitations, 

contributing to improved trust and confidence in the AI-

driven diagnostic tool. 

      On the other hand, SHAP is employed to determine 

the most affected features in the machine learning 

models used for survival prediction. SHAP provides a 

global explanation of the model's feature importance, 

which is valuable in understanding how specific clinical 

factors impact the model's prognostic outcomes. For 

pancreatic cancer, SHAP can reveal which clinical 

features, such as age, tumor grade, or stage, significantly 

influence the model's prediction of patient survival rates. 

This information empowers clinicians to focus on key 

factors in personalized treatment planning and patient 

care, making SHAP an essential XAI technique for 

survival prognosis in pancreatic cancer management.  

 

4.4.1 Local interpretable model-agnostic 

explanation 

The deep learning model's output, which represents the 

cancer likelihood of each CT image, served as the input 

for the LIME algorithm. For each image in the dataset, 

LIME generated perturbations by introducing small 

changes to the input image while keeping the rest of the 

image unchanged. After creating these perturbations, we 

passed them through the deep learning model to obtain 

their corresponding cancer likelihood predictions. LIME 

then weighed these perturbations based on their 

proximity to the original image and the similarity of the 

predictions. By constructing a local linear model that 

approximates the behavior of the complex deep learning 

model in the vicinity of the input image, LIME extracted 

the coefficients to determine the impact of different 

regions of the CT image on the final cancer likelihood 

prediction. Through this process, LIME generated region 

mapping by highlighting the specific areas in the input 

CT image that had the most significant impact on the 

deep learning model's prediction. These regions of 

interest provided valuable insights into the image 

features and patterns influencing the model's decision-

making process for cancer detection. The LIME-

generated region mapping enhanced the interpretability 

of the deep learning model, allowing medical 

professionals to validate and gain confidence in its 

performance for pancreatic cancer detection. This 

transparent and interpretable explanation facilitated a 

more informed and reliable diagnostic process, 

ultimately contributing to improved patient care in the 

realm of pancreatic cancer management. 

 

4.4.2    Shapley additive explanation 

For each machine learning model prediction, we use the 

SHAP algorithm to explain the model's output. SHAP 

provides us with insights into the contribution of each 

clinical feature to survival prediction. By quantifying the 

impact of each feature, SHAP helps us identify the most 

influential clinical parameter affecting the patient's 

chance of survival. In the interpretation stage, the SHAP 

values for each feature are plotted or presented in 

descending order of importance. This visualization 

allows medical professionals to quickly grasp the most 

significant clinical factor influencing survival prediction. 

Furthermore, the SHAP values can be used to generate 

summary plots or individual feature importance profiles, 

enabling a comprehensive understanding of how 

different clinical parameters contribute to the overall 

survival prognosis. The integration of SHAP in our 

machine learning model ensures that we not only obtain 

accurate survival predictions but also gain valuable 

insights into the key clinical factors driving these 

predictions [31]. This interpretable approach empowers 

healthcare practitioners to make informed decisions and 

tailor treatment strategies for individual patients, 

ultimately enhancing the overall patient care and 

management of pancreatic cancer. 

 

5    Experimental analysis and results 

5.1    Experimental setup 

The system is designed to provide accurate cancer 

prediction using deep learning models CNN, VGG-16 

and DenseNet-201, as well as survival prediction using 

machine learning models SGD, Extra Tree, and Naïve 

Bayes. The input data consists of CT images for cancer 

prediction and clinical data for survival prediction. To 

ensure model interpretability, the system incorporates 

LIME and SHAP algorithms. The front-end interface is 

built using HTML and CSS, allowing users to interact 

with the system seamlessly. The integration of the 

models is achieved through a Flask application, enabling 

easy deployment and accessibility. The coding and 

development of the models are carried out using Jupyter  

Notebook for efficient prototyping and experimentation. 

All the experimental cases are developed in Python in a 

congested environment using Anaconda tools. The 
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competing classification approach and various feature 

extraction techniques are also used, and the system is 

configured with an Intel Core i5-6200U processor 

running at 2.30 GHz and 8GB of RAM. 

 

5.2    Interpretation of CNN model 

The CNN model effectively identified the CT image as 

cancer-positive with an accuracy of 0.92, indicating a 

potential malignancy. To interpret and validate the CNN 

model's prediction, LIME generated region markings on 

the CT image, highlighting the specific areas that 

influenced the model's decision, thereby offering 

transparency and interpretability as shown in Figure 6. 

The marked regions indicated the regions of interest that 

the model relied upon to classify the image as cancer 

positive. The region mapping may indicate the presence 

of abnormal or suspicious structures within the pancreas 

or surrounding tissues, such as tumors, lesions, or other 

cancerous features. These marked regions could 

correspond to distinct patterns, shapes, or textures that 

the CNN model learned to associate with cancerous areas 

in the CT images. Similarly, the CNN model effectively 

identified the CT image as cancer-negative, indicating a 

potential malignancy. To interpret and validate the CNN 

model's prediction, LIME generated region markings on 

the CT image, highlighting the specific areas that 

influenced the model's decision, thereby offering 

transparency and interpretability. 

 

 
 

Figure 6: CNN interpretation for positive image 

 

5.3    Interpretation of DenseNet-201 model 

The interpretation provided by the DenseNet-201 model 

in region mapping using the LIME algorithm is 

potentially superior to that of a traditional CNN model. 

This is due to DenseNet's unique architecture and skip 

connections which enable more efficient feature 

propagation and deeper layer utilization. DenseNet-201 

is a densely connected neural network that incorporates 

skip connections, allowing direct connections between all 

layers within the network. This dense connectivity 

facilitates the propagation of gradients and information 

throughout the network, leading to better feature reuse 

and representation. In the context of region mapping, this 

means that the DenseNet-201 model can capture a more 

comprehensive and intricate understanding of the CT 

images' features, including subtle patterns and 

contextually relevant information. As a result, when 

LIME performs region mapping using the DenseNet-201 

model, it can identify and highlight even more specific 

and relevant regions within the CT images that influenced 

the model's prediction. The dense connectivity and 

feature reuse in DenseNet-201 allow for more precise 

localization of the regions of interest, potentially offering 

a more detailed and accurate interpretation of the areas 

that are indicative of cancerous regions. Similarly, the 

DenseNet-201 model effectively identified the CT image 

as cancer-negative, indicating a potential malignancy. To 

interpret and validate the DenseNet-201 model's 

prediction, LIME generated region markings on the CT 

image, highlighting the specific areas that influenced the 

model's decision, thereby offering transparency and 

interpretability. 

 

 
 

Figure 7: CNN interpretation for negative image 

 

 

Figure 8: DenseNet-201 interpretation for positive image 
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Figure 9: DenseNet-201 interpretation for negative image 

 

5.4    Interpretation of VGG-16 model 

The VGG-16 model demonstrated commendable 

predictive capabilities, accurately identifying the CT 

image as cancer-positive, which highlights its proficiency 

in distinguishing cancerous regions from non-cancerous 

ones. However, when comparing VGG-16's 

interpretability in region mapping through the LIME 

algorithm with the results obtained from DenseNet-201, 

we observed that VGG-16 exhibited some limitations. 

While VGG-16 effectively provided relevant region 

markings, it showed relatively poorer results compared to 

DenseNet-201 in precisely localizing intricate patterns 

and subtle features associated with pancreatic cancer. 

 

 
 

Figure 10: VGG-16 interpretation for positive image 

 

The difference in performance can be attributed to the 

architectural dissimilarity between VGG-16 and 

DenseNet-201. DenseNet-201's densely connected 

structure allows for better feature reuse and a more 

holistic understanding of the CT images, enabling a more 

detailed and accurate region mapping through LIME. In 

contrast, VGG-16's deeper architecture with a higher 

number of parameters may have led to limited feature 

reuse and potentially diminished sensitivity to specific 

cancerous regions. Similarly, the VGG-16 model 

effectively identified the CT image as cancer-negative, 

indicating a potential malignancy. To interpret and 

validate the VGG-16 model's prediction, LIME generated 

region markings on the CT image, highlighting the 

specific areas that influenced the model's decision, 

thereby offering transparency and interpretability. 

 

 
 

Figure 11: VGG-16 interpretation for negative image 

 

      Overall, in the context of pancreatic cancer detection 

using CT images, the DenseNet-201 model outperformed 

both the CNN and the VGG-16 models. DenseNet-201 

demonstrated superior predictive capabilities, providing 

accurate and reliable cancer-positive predictions. 

Additionally, DenseNet-201 showed better 

interpretability through the LIME algorithm, delivering 

more precise and detailed region mappings compared to 

VGG-16 and CNN. The dense connectivity and feature 

reuse of DenseNet-201 enabled it to capture intricate 

patterns and contextually relevant information in CT 

images, leading to a more comprehensive and accurate 

localization of cancerous regions.  

       LIME provided the best region mapping results 

when combined with the DenseNet-201 model. The 

superior region mapping with LIME and DenseNet-201 

can be attributed to the unique architecture of DenseNet-

201, which facilitates better feature reuse and 

representation. This, in turn, allowed LIME to identify 

the most relevant and influential regions in the CT 

images, providing a comprehensive view of the features 

contributing to cancer prediction. The precise region 

mapping obtained from LIME with DenseNet-201 

enhanced interpretability, instilling greater trust in the 

model's predictions, and enabling medical professionals 
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to validate and comprehend the decision-making process 

with confidence. 

      The model's significance lies in its potential to 

revolutionize pancreatic cancer management in society. 

By combining the accurate and interpretable predictions 

from DenseNet-201 and LIME, our model provides 

medical practitioners with a reliable AI-driven diagnostic 

tool. The model's transparency and interpretability 

through LIME facilitate better understanding and 

validation of predictions, fostering more informed 

clinical decision-making. Additionally, the efficient 

integration of deep learning and XAI techniques 

optimizes diagnostic workflows, reducing medical costs, 

and improving access to timely and accurate cancer 

diagnosis for a broader population. Ultimately, this will 

improve patient outcomes, supporting medical 

professionals in their mission to combat pancreatic 

cancer, and making a positive impact on society's 

healthcare landscape.  

 

Evaluation methods: In the performance assessment of 

our experiment, we use four crucial evaluation metrics: 

True Positive (TP), False Positive (FP), True Negative 

(TN), and False Negative (FN). True Positive represents 

the number of cases correctly predicted as positive or 

cancerous instances. False Positive indicates the number 

of cases wrongly predicted as positive when they are 

actually negative or non-cancerous. True Negative 

reflects the number of cases correctly predicted as 

negative or non-cancerous instances. False Negative, on 

the other hand, represents the number of cases incorrectly 

predicted as negative when they are actually positive or 

cancerous. These four measurements are fundamental in 

understanding the model's predictive accuracy and its 

capability to correctly classify cancer-positive and 

cancer-negative instances in pancreatic cancer detection 

 

Accuracy = (TP+TN) / (TP+TN+FP+FN) 

Precision = TP / (TP+FP) 

Recall = TP / (TP+FN) 

F1 Score = 2× (Precision *Recall) / (Precision +Recall) 

 

Table 2: Performance analysis 

 

The comparison of accuracy among the three algorithms 

is provided in Table 2. DenseNet-201 emerges as the 

most accurate model for pancreatic cancer detection 

using CT images, achieving an impressive accuracy of 

0.95. DenseNet-201's dense connectivity and skip 

connections allow it to effectively capture and reuse 

features, leading to a more comprehensive understanding 

of the intricate patterns indicative of pancreatic cancer. In 

close competition, VGG-16 also demonstrates strong 

performance with an accuracy of 0.93, showcasing its 

capability to distinguish cancerous and non-cancerous 

regions in CT images. While the CNN model performs 

well with an accuracy of 0.92, it falls slightly behind 

DenseNet-201 and VGG-16 in predictive power. These 

results highlight the superiority of deep learning 

architectures, particularly DenseNet-201, in accurately 

identifying pancreatic cancer using CT images, 

reinforcing their potential as valuable tools in the early 

diagnosis and management of this challenging disease. 

      Further, to determine the statistical significance of 

the differences in the predictive accuracies of the three 

models, one-way ANOVA statistical significance test is 

conducted. The ANOVA (Analysis of Variance) test 

checks whether there are statistically significant 

differences between the means of the different groups (in 

this case, CNN, DenseNet-201, and VGG-16). ANOVA 

returns a F-statistic of 6.2419 and p-value of 0.0199. F-

statistic of 6.2419 indicates a notable variance between 

the models' accuracy (CNN, VGG-16, DenseNet-201) 

compared to the variance within each group. The p-value 

of 0.0199, being less than 0.05, confirms that the 

differences in accuracy between the models are 

statistically significant overall. Further analysis through 

post-hoc tests, such as Tukey HSD is performed, to 

pinpoint which specific pairs of models differ. Tukey 

HSD results are shown in Table 3. 

      According to Tukey’s HSD test, DenseNet-201 has a 

significantly higher accuracy compared to CNN (p = 

0.0166), while there is no significant difference between 

CNN and VGG-16 (p = 0.4065) or between DenseNet-

201 and VGG-16 (p = 0.1333). This suggests that 

DenseNet-201 is the best-performing model among the 

three.  

      The graph in Figure 12 illustrates the Receiver 

Operating Characteristic (ROC) curves for three different 

models: CNN, VGG-16, and DenseNet-201. Each curve 

effectively plots the true positive rate against the false 

positive rate, showcasing the models' performance across 

various classification thresholds. The area under the 

curve (AUC) is indicated for each model, with CNN 

achieving an AUC of 0.52, VGG-16 at 0.51, and 

DenseNet-201 at 0.57. 

       These values demonstrate that all three models 

exhibit competitive discriminatory power, with 

DenseNet-201 showing a slight edge over the others. The 

results indicate that the models can provide valuable 

insights into the classification task at hand. The ROC 

curves serve as an effective visual tool for assessing 

model performance, highlighting the potential for further 

refinement and optimization of these models to enhance 

their predictive capabilities in future work.  

                                                                 

 

DL Model 

 

Accuracy 

 

Precision 

 

Recall 

 

F1-

Score 

 

CNN 
 

0.92 

 

0.92 

 

0.91 

 

0.93 

 

VGG-16 
 

0.93 

 

0.92 

 

0.95 

 

0.93 

 

DenseNet-

201 

 

0.95 

 

0.93 

 

0.97 

 

0.96 
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                                                                        Table 3: Results of Tukey HSD test 

 

 

 

 

 

 

 

 

 

 

 

Figure 12: Receiver operating characteristic curve 

 

 
               Figure 13:  Confusion matrix for CNN. 

 

The confusion matrices for the CNN, VGG-16 and 

DenseNet-201 are shown in Figures 13, 14 and 15 

respectively providing insights into their classification 

performance. Each matrix shows the counts of true 

positives, true negatives, false positives, and false 

negatives for the respective models. These values help 

assess the accuracy and errors made during prediction, 
with true positives and negatives indicating correct 

classifications, while false positives and negatives 

highlight misclassifications. 

 
               Figure 14: Confusion matrix for VGG-16. 

 

Figure 15: Confusion matrix for DenseNet-201 
 

5.5    Analysis of survival prognosis 

The selection of features for survival prediction in 

pancreatic cancer is a crucial step in building an accurate 

and meaningful model. The chosen features KI-67 Index, 

PFS Months, Creatine, Age, Tumor Grade, CA 19/9 

U/ml, and Gender, have been carefully selected based on 

their clinical relevance and potential impact on patient 

survival outcomes [32]. 

                 

      KI-67 Index: KI-67 is a protein that is closely 

associated with cell proliferation and tumor growth. Its 

measurement provides valuable information about the 

rate of tumor cell division, which is a critical factor in 

predicting tumor aggressiveness and patient survival. 

Group1 Group2 Mean Difference P-adj Lower Upper Reject 

CNN DenseNet-201 0.0325 0.0166 0.0066 0.0584 True 

CNN      VGG-16 0.0125 0.4065 -0.0134 0.0384 False 

DenseNet-201      VGG-16 -0.02 0.1333 -0.0459 0.0059 False 
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                   Table 4: Selected features 

 

 

 

 

 

 

 

 

 

 

      PFS months (Progression-Free Survival Months): 

PFS is a critical clinical endpoint in cancer prognosis, 

representing the time from the start of treatment to 

disease progression or relapse. It is a strong indicator of 

treatment efficacy and overall survival. 

      Creatine: Creatine levels in the blood can be 

indicative of kidney function, which is essential for 

monitoring potential complications and overall health 

status during cancer treatment. 

     Age: Age is a significant prognostic factor in cancer 

outcome. Younger patients may have a better overall 

health status and tolerate treatments more effectively, 

while older patients may have additional comorbidities 

that influence their survival. 

     Tumor grade: Tumor grade is a measure of tumor 

cell differentiation and aggressiveness. Higher tumor 

grades typically indicate more aggressive tumors that 

may have a poorer prognosis. 

      CA 19/9 U/ml: CA 19-9 is a tumor marker associated 

with pancreatic cancer. Elevated levels may indicate 

advanced disease and a higher risk of poor outcomes. 

     Gender: Gender can also play a role in cancer 

prognosis, as some types of cancers may behave 

differently in males and females. 

      The selected features encompass a wide range of 

clinical and biological factors that are known to impact 

pancreatic cancer survival outcomes. By incorporating 

these diverse and relevant features, the survival 

prediction model can capture the complex interactions 

between clinical characteristics and tumor biology, 

leading to more accurate and personalized prognostic 

assessments. This feature selection process ensures that 

the developed model is both clinically meaningful and 

robust, enhancing its usefulness in guiding treatment 

decisions and improving patient outcomes in pancreatic 

cancer management. 

       While the other two algorithms, namely SGD and 

Naive Bayes, may also provide insights into the most 

affected features for survival prediction in pancreatic 

cancer, their accuracy in determining these features is not 

as precise as that of the Extra Tree classifier. The less 

accurate identification of the most influential clinical 

factors in the survival prognosis by SGD and Naive 

Bayes might be attributed to their respective algorithmic 

limitations. SGD is an optimization-based method that 

may not fully capture intricate feature interactions, while 

Naive Bayes assumes independence between features, 

potentially overlooking complex relationships. As a 

result, their feature importance rankings might lack the 

precision exhibited by the Extra Tree model. Due to this 

disparity in performance, we have chosen to focus on the 

Extra Tree classifier as it provides a more reliable and 

accurate understanding of the critical clinical factors 

influencing patient survival in pancreatic cancer. 

      The three models (SGD, Naive Bayes, and Extra 

Tree) may not necessarily give the same "most affected 

feature" in survival prediction using the SHAP algorithm. 

The reason lies in the inherent differences in the 

algorithms' working principles and the way they 

determine feature importance. 

      SGD is an optimization algorithm that iteratively 

updates the model’s parameters to minimize the 

prediction error. It may assign different weights to 

different features during this process, leading to 

variations in feature importance. 

      Naive Bayes is a probabilistic algorithm based on the 

Bayes theorem. It assumes independence between 

features given the class label. Due to this assumption, 

Naive Bayes may not capture complex interactions 

between features, and its feature importance ranking 

might differ from other models. 

     Extra Tree is an ensemble learning method that builds 

multiple decision trees and combines their predictions. It 

selects random subsets of features and nodes during tree 

construction, introducing randomness that can lead to 

different feature importance rankings. 

     As a result, the three models may prioritize features 

differently in terms of their impact on survival 

predictions. The differences could be more pronounced 

when the dataset is not large enough to provide a 

comprehensive view of feature interactions. Comparing 

the models' performance metrics, such as feature 

importance scores derived from the SHAP algorithm, on 

an independent test dataset would help identify the model 

that best captures the crucial clinical factors affecting 

patient survival in the context of survival prognosis. 

Additionally, conducting feature importance analysis and 

clinical validation with domain experts could shed more 

light on the models' interpretability and reliability in 

survival prognosis. 

 

 
 

Figure 16: Feature value graph for SGD algorithm 

 

Figure 16 displays feature importance values for the 

SGD algorithm in predicting survival outcomes for 

pancreatic cancer patients. Tumor grade holds the highest 

importance with a value of 1.0, followed by CA 19/9 

U/ml (0.9) and KI-67 Index (0.8). Age, Creatine, and 

KI-67 Index 

PFS Months 

Creatine 

Age 

Tumor Grade 

CA 19/9 U/ml 

Gender 
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PFS Months show importance values of 0.8, 0.7, and 0.6, 

respectively. 

 

 
 

Figure 17: Feature value graph for extratree algorithm 

 

The ExtraTree algorithm's feature importance graph as 

shown in Figure 17 illustrates the relative significance of 

each feature in predicting survival outcomes for 

pancreatic cancer patients. CA 19/9 U/ml emerges as the 

most important feature with a value of 1.0, signifying its 

critical role in determining patient survival. KI-67 

Index closely follows with an importance value of 0.85, 

underscoring its considerable impact on survival 

predictions. Tumor Grade ranks third with a value of 0.8, 

indicating its significant contribution to survival 

prognosis. Additionally, PFS Months and Creatine, 

demonstrate importance values of 0.7 and 0.6, 

respectively, highlighting their relevance in predicting 

patient outcomes. Age exhibits the lowest importance 

with a value of 0.45, suggesting its relatively minor 

influence on survival predictions. 

 

 
 

Figure 18: Feature value graph for naïve bayes algorithm 

 

The feature importance graph as shown in Figure 18 for 

the Naive Bayes algorithm reveals the relative 

significance of each feature in predicting survival 

outcomes for pancreatic cancer patients. Tumor grade 

holds the highest importance with a value of 1.0, 

followed by PFS Months (0.85), CA 19/9 U/ml (0.8) and 

KI-67 Index (0.8). Age, Creatine, and PFS Months show 

lower importance scores. 

       In conclusion, based on the comparison of feature 

importance and interpretability using the SHAP 

algorithm, the Extra Tree classifier stands out as the top-

performing model for survival prediction in pancreatic 

cancer. Its ability to accurately identify the most affected 

features highlights its potential as a valuable tool for 

medical professionals in personalized treatment planning 

and decision-making for patients with pancreatic cancer. 

 

6    Conclusion and future work 
In this comprehensive study, we investigated a diverse 

range of algorithms for pancreatic cancer prediction and 

survival prognosis. Our findings demonstrate that the 

VGG-16 and DenseNet-201 outperformed CNN 

algorithms in cancer prediction, achieving high accuracy 

in distinguishing cancer-positive and cancer-negative CT 

images. The adoption of LIME for model validation 

provided interpretable insights by marking the regions 

influencing the models' predictions, fostering trust and 

facilitating the integration of AI-driven diagnostics into 

clinical workflows. 

       For survival prediction, the machine learning models 

SGD, Extra Tree, and Naïve Bayes exhibited promising 

performance, with the SHAP algorithm delivering crucial 

insights into the most impactful clinical factors affecting 

patient outcomes. SHAP's ability to explain model 

predictions enabled medical practitioners to identify key 

prognostic indicators, empowering them to make 

informed decisions and improve patient care. 

      The utilization of Explainable Artificial Intelligence 

techniques, such as LIME and SHAP, ensured that both 

cancer prediction and survival prognosis were 

transparent and interpretable. This interpretability not 

only boosts the confidence of medical professionals in 

the model's predictions but also provides a deeper 

understanding of the intricate decision-making processes 

underlying each model. The study has significant 

implications for society by combining powerful AI-

driven algorithms with interpretable XAI techniques, 

medical practitioners can confidently make data-driven 

decisions, leading to improved patient outcomes and 

survival rates. 

       Future work should focus on expanding the dataset 

to include more diverse cases and increasing the sample 

size to improve model generalization. Additionally, 

integrating other relevant data sources, such as genomic 

data or histopathological features, could lead to a more 

comprehensive and accurate cancer prediction system. 

Further research could explore the combination of 

multiple imaging modalities and clinical data to gain a 

deeper understanding of the disease. Moreover, 

incorporating other XAI techniques or developing hybrid 

interpretability methods might provide even greater 

insights into model predictions, boosting confidence and 

facilitating widespread clinical adoption. Finally, 

conducting rigorous validation studies on real-world 

patient data and collaborating with medical practitioners 

for clinical validation will be crucial for the successful 

translation of this framework into clinical practice. 
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In this paper, a lossless audio codec is proposed by leveraging Wavelet transformation, Hierarchical en-
coding with Convolutional Neural Network architecture. In the first phase, three level 1D wavelet decom-
position is applied on the input audio for generating approximation and detail coefficients. In the next
phase, the approximation and detail coefficients are transformed into binary streams by utilizing the pro-
posed dynamic hierarchical encoding algorithm. In this encoding technique, coefficients are converted to
binary by dynamically accumulating the binary path values. In the subsequent phase, the binary stream is
transformed into image patterns and further compressed by reducing the dimensionality by the proposed
convolutional neural network(CNN) model. The model’s effectiveness is evaluated against current conven-
tional lossless audio benchmarks and machine learning-based methods. Experiment results demonstrate
that the method shows better performance than existing lossless audio techniques.

Povzetek: Razvit je avdio kodek, ki združuje valovne transformacije, hierarhično kodiranje in konvolucijske
nevronske mreže za izboljšanje kompresije.

1 Introduction

In today’s world, immense amount of audio data is being
generated at every moment. Therefore, using the network
bandwidth and storage space efficiently, audio data com-
pression is one of the paramount important. The advent
of deep neural network opened the possibilities of achiev-
ing excellent result along with the conventional techniques
in this area. Lossless audio compression [1] is the audio
compression technique utilized whenever the requirement
is to preserve the quality of the original input audio and re-
constructed audio signal. It also reduces the file size with-
out losing the audio information. On the contrary, lossy
audio compression losses some audio data permanently to
achieve higher compression. Lossless audio data [2] com-
pression is used where data loss is not expected at all. A
graph based [3] and cluster quantization [4] based audio en-
coding techniques introduced recently. Deep learning [5]
based approaches are applied recently in audio compres-
sion. Lossless compression is required in medical industies
for compression and sending various bio-signals [6].
In this present work, we proposed an lossless audio codec
(WLCLAC) by sequentially integrating three layer 1D
wavelet [7] decomposition, adaptive hierarchical binary
encoding, and CNN [8] compression architecture. The
proposed model works in three stages. In the first step,
the input audio sampled values are transformed using a
three-level one-dimensional discrete wavelet decomposi-
tion approach. Using wavelet transformations, detail co-

efficients(cD) and approximation coefficients(cA) are gen-
erated at each level of decomposition. For the signal S, the
structure of the wavelet decomposition at i level is as fol-
lows: [cAi, cDi, .., cD1] For i = 3, this structure comprises
the terminal nodes of the following tree shown in figure 1.
In the second step, hierarchical binary encoding technique
is applied on the input wavelet coefficients. Coefficients
are segregated into integers first, then search in the pro-
posed hierarchy. If the node is matched with the input digit,
then binary path values are accumulated and translated as
an encoded binary stream of the input digit.
In the third step, CNN encoder decoder model is used to
further compress the binary stream.

Figure 2 depicts the encoding and decoding model. Uti-
lizing the encoder, size of the input audio compressed in
the encoding step. Compressed signal stored as the latent
space with reduced and compressed form. Decoder section
reconstructs the signal which is very much similar to the
input.

The proposed technique has significant potential for real-
time applications in the field of audio compression. Upon
deployment, it can enhance the compression ratio and pro-
cessing speed while reducing the model’s complexity. This
improvement would lead to reduced memory usage and
lower network bandwidth requirements, making the system
highly efficient for real-time audio transmission and storage
in various applications, such as streaming services, commu-
nication systems, and data storage solutions.
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Figure 1: Three level 1D wavelet decomposition tree

Figure 2: Encoder and decoder framework

1.1 Notations and symbols
The terminology and their complete explanations that are
relevant to the abbreviations used in this work are provided
in Table 1.

Table 1: Symbol and abbreviation form of some terms
Symbol / Abbreviation Meaning / Full form

CNN Convolutional Neural Network
DNN Deep neural networks
PNSR Peak signal-to-noise ratio
NCC Normalised cross correlation
cA Approximation coefficients
cD Detail coefficients

2 Literature survey
In 2003, lossless audio codec standard MPEG-4(ALS) [9]
was introduced. This LPC (linear prediction encoding)
based technique improves the residual coding and reduce
the bit rate compared to PCM like approaches. The pre-
dictor coefficient cost during decoding and demultiplex-
ing is this codec’s drawback. A new variant of this tech-
nique, MPEG-4 ALS (RLS-LMS) introduced later by com-

bining LPC model with RLS-LMS. RLS-LMS predictors
are used in place of the LPC model in this model, which
eliminates the predictor coefficient from the coded stream.
It has rapid speed of decoding. But, Instability in numbers
accompanied by a white or lightly variable signal. MPEG-
4 SLS model introduced in 2006 with improved compres-
sion rate around 50% [10]. With an extra ”lossless” com-
putational layer, this approach expands on the MPEG-4
AAC lossy compression. Enhanced Scalable-to-Lossless
(SLS) released in 2010 with faster decoding and encod-
ing speed but having lower compression rate. Laplacian
distribution input data is replaced with a Gaussian distri-
bution in this model for the BPCG Entropy Block. An-
other adaptive coding based lossless audio codec; Enhanced
Code Excited Linear Prediction (CELP) was introduced in
2010. From the processing speed perspective, it is faster
than MPEG – 4 ALS but required more storage [11]. In
order to eliminate intersample correlation, this model uses
code-exited sample-by-sample adaptable coding. In 2013,
entropy encoding based IEEE 1857.2 was introduced which
have more than 50% compression rate, but processing per-
formance is slow [12] because of Arithmetic coding’s av-
erage computational complexity. In the same year another
codec Sparse Linear Predictor [31] was introduced. This
codec uses sparse predictors in place of LPC predictors.
Although the compression ratio was higher, the decoding
speed was slower with this model. In the next year, OLS
and LMS filter based cascaded OLSNLMS was introduced
which possess reduced computational complexities. An-
other popular lossless audio encoder Free Lossless Audio
Codec (FLAC) released its latest version on 23rd June 2023
using MD5 and prediction model [13]. FLAC possesses
around 70% average compression ratio [14]. Wavpack [15]
released its latest version (5.6.0) on November 23, 2022
which have around 40% average compression ratio [14].
Famous lossless audio encoder Monkey’s, which is based
on integer discrete flow, achieves around 60% compression
ratio [16]. An integrated model [17] of wavelet transform
and Huffman encoding based lossless audio encoder intro-
duced in 2020. In 2017 [18], a neural network-based model
was introduced in which raw audio input transformed into
features and processed using CNN subsequently. Lossless
audio encoder based on dynamic cluster quantization tech-
nique [4] introduced In 2020. In the proposed clustering-
based technique, dynamically cluster selection and bit se-
lection for setting up the quantization level performed. In
2020, a deep learning based audio codec [5] was introduced
which was based on hidden layerwise sampled value reduc-
tion technique. This technique improves the compression
ratio(%) above 70% but computational complexities also
increased. A model for audio compression based on deep
neural networks [19] was presented in 2021 utilizing the
RNN approach. As a reparametrization technique for dis-
crete data representations, it applies the Bernoulli distribu-
tion and uses an end-to-end learning technique. This tech-
nique acheives average Signal to Distortion Ratio (SDR)
of 20.53 dB with a compression ratio(%) exceeding 70%.
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A Machine learning based toolkit [20] introduced recently
which is used for unsupervised learning from acoustic data.
The approach is based on repetitive sequential autoencoder
approach which learn from time series type data using tem-
poral motion. In these models, on the input sequence VAE
is applied and RNN is applied on the output distribution
subsequently to recognize the signal. Another audio com-
pression approach that was unveiled in 2022 is the linear
predictive neural net encoder (LINNE) [21]. It compresses
audio by more than 60%. Also, another lossless encod-
ing methodology based on optimum graph encoding was
released in 2022 [3], and it significantly improves process-
ing speed and compression efficiency. In 2022, The natural
gradient sign algorithm (NGSA) and normalized NGSA are
two adaptive algorithms that serve as the foundation for a
lossless audio codec that is called NARU [32], or natural-
gradient autoregressive lossless audio compressor. The uti-
lization of a natural gradient in this work improves the sign
algorithm’s (SA) convergence performance. These meth-
ods significantly speed up decoding by using multiply-add
operations to determine the natural gradient at each step,
assuming a p-th order autoregressive model for the input
data. Nonetheless, this method achieves a compression per-
formance of about 60%.
Even though various neural network based as well as clas-
sical lossless audio compression approaches introduced,
achieving compression rates like MP3 remain a mile away.
Therefore, developing a lossless audio compression tech-
nique with higher compression rate and lower processing
time is the need of the hour. The proposed lossless au-
dio encoder based on neural network that achieves a higher
compression ratio to fulfil this goal.

3 The technique

The proposed audio codec consists of 1Dwavelet decompo-
sition, hierarchical binary encoding and convolutional neu-
ral network enabled compressed latent space representation
technique. Figure 1 displays the 1D three level wavelet de-
composition tree. cA represents the approximation coeffi-
cients and cD represents the detail coefficients. Figure 3
shows the hierarchy structure.
The novelty of the proposed work lies in the integration of
wavelet transformation with hierarchical encoding within a
Convolutional Neural Network (CNN) architecture. This
combination allows for more efficient feature extraction
and data representation, leading to a significant improve-
ment in the compression ratio. Wavelet transformation is
leveraged to capture both time and frequency domain fea-
tures, which are critical for effective audio compression.
The hierarchical encoding further refines the data repre-
sentation by breaking down the audio signal into progres-
sively finer details, which are then processed by the CNN
to identify and compress redundant information. The pro-
posed model has been rigorously tested against both ma-
chine learning-based techniques and state-of-the-art tradi-

tional lossless audio benchmarks. The experimental re-
sults demonstrate that our model not only achieves a higher
compression ratio but also maintains superior audio quality,
thereby outperforming existing lossless audio techniques.

Figure 3: Hierarchical structure

Table 2 shows the nodes in each of the layer of the struc-
ture. Also, it contains the corresponding binary values of
the level.

Table 2: Hierarchy levels and corresponding nodes

Level Binary value Nodes in the level
0 00 0
1 01 1,2
2 10 3,4,5,6
3 11 7,8,9

Algorithm 1: Encoding algorithm
Input: A slice of audio signal
Output: Compressed latent space representation of the
input audio
Method: The steps are given as below

1 (Sampling): The input stream is sampled, and the
sampled values are produced using the sampling pro-
cess. Let fmax is the highest signal frequency and
fsig be the frequency used for sampling. The Nyquist
theorem requires that the following criteria (1) be followed.

fsig > 2xfmax (1)

2 (Wavelet transformation): One dimensional three level
wavelet decomposition is utilized for the input vector (cre-
ated using audio sampled data) to create approximation co-
efficients (cA) and detail coefficients (cD). Equation (2)
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represents the wavelet transformation over input audio x(t).

Xa,b = 2−
a
b

∫ ∞

−∞
x(t)Ψa,b(t)dt (2)

a and b work as frequency parameter and time respec-
tively. Ψa,b(t) demonstrates shifted and dilated variety of
the mother wavelet Ψ(t). It is shown in equation (3).

Ψa,b(t) = 2−
a
b Ψ(2−at− b) (3)

2−
a
2 is constant. For wavelet transformation, which is iter-

ative in nature, decimal valued αab coefficient is applied.
Aab is represented as approximation coefficient and αab as
wavelet coefficient which are shown in equation 4 and 5
respectively .

Aa,b(t) =
∑
i

l(2b−i)A(a−1)i (4)

αa,b(t) =
∑
i

h(2b−i)α(a−1)i (5)

The multilevel discrete 1-D wavelet transformation creates
approximation coefficients (cA), detail coefficients (cD) in
each level.
Step 3 (Wavelet coefficient segregation): If the coeffi-
cient is positive, add two binary digits 00 else 10 for nega-
tive numbers. Multiply the numberwith 10000. And get the
absolute value. If the absolute value is single digit, prepend
3 zeros. If the absolute value is two digits, prepend 2 zeros
and prepend 1 zero if the absolute value is three digits. Pass
these 4 digits to hierarchical encoding module.
Step 4 (Hierarchical encoding):
i. Each of the digit from 0 to 9 is encoded using the hierar-
chical encoding technique following the figure 3 with pat-
tern like <hierarchical level><accumulated path value>
except 0.
Intput digit will be searched with the root node i.e.,

0 which is on the first level. If it is matched, encode it
with level number 0 and binary stream is 00. As 0 is the
root node, to encode 0, no extra bit is added with level.
Therefore, 0 will be coded as 00.

ii. If the input is 1 or 2, go to the table 2, correspond-
ing level is 1 and binary stream 01. Start s�earching
from left to right in the level 1. If the input digit is 1,
it will be encoded as 010 as it is in the left node of 0.
If 2, then it will be encoded as 011 as 2 is the right node of 0.

iii. If t�he input digits is 3 or 4 or 5 or 6, then as per
the table 2, level is 2 and binary as 10. Searching s�tart
from left to right in the level 2. If the input is 3, it will be
encoded as 1000 as it is in the left child of node 1. If the
input is 4, it will be encoded as 1001 as it is in the right
child of node 1. If the input is 5, it will be encoded as
1010 as it is in the left child of node 2. If the input is 6,
it will be encoded as 1011 as it is in the right child of node 2.

iv. If t�he input digits is 7 or 8 or 9, then as per the table 2,
corresponding level is 3 and binary as 11. Searching s�tart
from left to right in the level 3. If the input digit is 8, it will
be encoded as 11001 as it is in the right child of node 3. If
the input digit is 9, it will be encoded as 11010 as it is in the
left child of node 9.
Step 4 (CNN encoder): These binary streams are sent to
the CNN encoder for further compression.

Algorithm 2: Decoding algorithm
Input: CNN regenrated bit stream.
Output: Reconstructed original input audio.
Method: The steps are given as below

1. Step 1 (Hierarchical decoding):
i. CNN reconstructed bit streams are checked. First 2 bi-
nary bits are checked, if these bits are 0, then it is the root
node 0 and no extra bits need to check. It decoded as inte-
ger 0.
ii. Next 2 bits are checked, if it is 01, check the next single
bit. If it is 0, decoded as integer 1, else 2.
iii. Check the next 2 bits, if it is 10, test the next 2 bits. If
next 2 bits are 00, decode the integer as 3, 01 decoded as 4,
10 as 5, and 11 as 6.
iv. Test next 2 bits. If it is 11 then check next 3 bits. If next
3 bits are 000 then decoded as integer 7. If 001 then 8. If
010 then 9.
2. Step 2 (Inverse wavelet transformation): Inverse
wavelet is applied to reconstruct the input signal. Equation
(5) is used for discrete inverse wavelet transformation.

x(t) =
∑
a

∑
b

Aa,bΨa,b(t) (6)

3.1 CNN encoder decoder
Convolution Neural Network (CNN) [22] is very useful to
extract spatial features from the dataset by using CNN ker-
nel. In 2D CNN, Kernel slides along the two dimension.
This 2D CNN is very useful in extracting features from im-
age patterns. In the proposed technique, 2D convolutional
layer is being used for feature extraction from 68 x 68 x1
input image patterns.

3.1.1 Data preprocessing

Binary data stream generated from hierarchical encodeing
module preprocessed and fed as input to the CNN model.
Whole binary stream is segregated into each row of 4624
columns and stored as .csv file. Each row of 4624 binary
stream (0/1) is converted into into 68 x68 x 1 size im-
age patterns sequentially. Each of the binary bit is trans-
formed as pixel in the image. The CNN model is trained
and tested with these image patterns.Figure 4 shows how
the the binary strem is converted into image pattern required
for CNN codec input.
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Figure 4: Image pattern formation

3.1.2 CNN model configuration

The proposed CNNmodel’s computational efficiency is in-
creased by the optimal number of setup parameters, such
as convolutional layers, kernel size, stride, learning rate,
and optimizer function. A trial-and-error approach is used
to select the optimal parameters. Determining the opti-
mal parameter selection is aided by observing the increased
compression ratio, compression speed, and lower MSE. To
compute model losses, the mean square error(MSE) is em-
ployed. In addition, the audio quality of the regenerated sig-
nal was evaluated using additional quality parameters such
as PSNR, entropy, SDR, NCC, and MAE. Optimal design
configuration parameters are described in table 3. The pro-
posed CNN encoder decoder model consists of 4 convo-
lution and 4 deconvolution layers. To extract the feature
from the raw audio signal, we used 2D convolutional layer.
To reconstruct the signal, deconvolutional feature extrac-
tor has been used. Adam optimization has been applied to
fine tune the network. Various combinations of kernel and
stride sizes were tried along with filters during the experi-
ment. Trial and error methods were used to finalize the pa-
rameters until the least amount of loss was achieved. Input
layer of the CNN accepts 68 x 68 x 1 size image generated
from binary data as input, the output layer of the CNN ex-
tracts features from input, and hidden layers are used for
processing purposes. With this architecture, the learning of
the neural network performed for every input a weight that
demonstrates a particular output. Convolution kernels are
(3,3) in each layer with an activation function (ReLU). The
CNN layer selected above for the experiment by trial-and-
error method for getting the best result. To prevent over-
fitting dropout is considered as 0.1. 100 epochs were se-
lected for evaluating the performance of the current model.
Figure 11 shows the shpae and parameters of the CNN en-
coder model. Figure 12 shows the shpae and parameters of
the CNN decoder model. Figure 13 shows the shpae and
parameters of the CNN encoder decoder combined model.

3.1.3 Training

The entire CNN network is built and trained using the Ten-
sorflow / Keras framework [15]. The ability to create net-

Table 3: CNN Model parameter configuration
Sl. no Model Parameters Value
1 Number of convolution layer 4
2 Convolution layer kernel size (4 layer) (3,3)
3 Convolution layer stride (2,2)
4 Convolution layer activation function ReLU
5 Number of hidden units in LSTM layer 24
6 Batch size 128
7 Learning rate 0.001
8 Optimizer Adam.
9 Loss function MSE
10 Epochs 100

work layers and train the network in according to the sug-
gested specifications is greatly facilitated by Tensorflow /
Keras. As a result, the network is trained after it converges,
and appreciable decrease in training loss is seen. The final
step is to evaluate, examine, and compare the total results
to the established benchmark results.
The practical aspects of implementing the proposed codec
are addressed by highlighting that the method can be tai-
lored to specific needs in the audio compression field. Im-
plementing the suggested model will lead to reduced com-
plexity, improved compression ratio, and faster processing
speeds. Additionally, it will decrease memory usage and
network bandwidth requirements, making it more efficient
for real-world applications

4 Experimental setup
This section discusses a number of necessary elements for
the experiment, such as the environment setup, dataset
preparation, data preprocessing, tools and software used,
etc.

4.1 Environment
Tensorflow and Keras framework with Python 3.6 was used
to implement the proposedmodel. Intel Core i7-4790S Pro-
cessor, 16 GB RAM, 64-bit operating system, and 1 TB
Hard drive were used to carry out the experiment.

4.2 Datasets
We prepared a customized dataset WL-
CLAC_model_training_dataset to train the WLCLAC
model. Three hundred audio files, all of the same duration
approximate (3 seconds), make up the dataset. Rabindra
Sangeet, classical, rock, pop, and sufi are among the genres
of audio songs. The training dataset was not divided into
separate sets for testing. Rather, we employ 25 distinct
audio tracks that fall into the five categories listed above,
each lasting approximately ten seconds. The training and
testing datasets are prepared using audio songs of the.wav
file type, with a sampling rate of 44100 Hz. To record the
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Table 4: Recording parameters

Recording parameter name Values
Recorded file format .wav

Recording time(training) approx. 3 seconds
Sampling rate 44100 Hz

Recording time(testing) approx. 10 seconds
Bit depth 16 bits
Channel Mono (1)

music in.wav format and play the audio on the computer,
Audacity software (Audacity 2.3.2) was utilized. The
two-channel stereo audio signals are transformed to mono.
The audio track has 16 bits of bit depth.

4.3 Details of recording parameters
The preparation process and parameters
for the WLCLAC_audio_training_and WL-
CLAC_audio_testing_datasets is covered in detail in
this section. Songs are recorded in.wav format using
Audacity, resulting in a data collection with a 44100 Hz
sample rate. The songs that comprise the customized
dataset are recorded using five standard parameters. Table
4 displays the parameters’ setup values.

4.4 Evaluation metrics
Evaluation of the proposed model’s correctness and perfor-
mance is required. In order to assess performance, several
metrics are employed which are discussed below.

– Compression. Compression measures the amount of
storage space the model can spare for the data. To
compute the space saving, utilize equation (7) [17].
Compression ratio is a crucial metric for assessing the
suggested model’s capacity for compression. Here,
the recommended WLCLAC approach was used to
achieve average 85.72% compression while maintain-
ing signal quality.

Compression(%) =
Original–compressed

Original
× 100

(7)

– Mean square error(MSE). Performance of the pro-
posed audio codec is assessed using mean square
error[23]. Here, equation (8) is utilized to determine
the MSE of the present model.

MSE =

∑n
j=1(xj − x′

j)
2

n
(8)

Where n is the number of sample points, xj and x’j are
the actual and reconstructed values of each data point,
respectively

– Entropy. Entropy is the average amount of informa-
tion contained in a symbol or variable [24]. The un-
predictable nature is shown by the entropy. Equation
(9) is used to calculate the entropy for the proposed
model.

H(X) =

m∑
k=1

P (xk) log2 P (xk) (9)

H(x) indicates entropy of x. Here, x denotes the
random variable. It takes values from the set
of values x1, x2, ...xm corresponding probabilities
P (x1), P (x2), ..P (xm) where

∑
k=1..m P (xk) = 1

– PSNR(in dB). A technique for assessing the quality of
the original signal in compressed audio files is the peak
signal to noise ratio (PSNR) [25] [26]. Equation (10)
is used to calculate PSNR

PSNR = IJ

∑
i,j X

2
i,j∑

i,j(Xi,j −Xi,j)2
(10)

Here, Xi,j denotes the original values and is repre-
sented by Xi,j reconstructed values.

– Normalised cross correlation. Input and reconstructed
audio signals are compared using NCC. Higher cor-
relation is indicated by a higher NCC. Two identical
signals result in a score of 1. NCC is calculated using
equation (11).

NCC =

∑
i,j Xi,jXi,j∑

i,j X
2
i,j

(11)

Where X are the reconstructed values, and X are the
input values to the model.

– Mean Absolute Error(MAE). The average of the vari-
ations between the generated values and the original
values is referred to as the ”mean absolute error” [27].
This measure displays the variations between the input
and the reconstructed value. Equation (12) gives the
following illustration of it:

MAE =

∑n
j |Xj −X ′

j |
n

(12)

– Signal distortion ratio(SDR): The experiment uses
SDR[28] to measure the reconstructd signal’s audio
quality. The SDR uses decibels (dB). SDR is a mea-
sure of how close the reconstructed signal(Srecon) was
to the original signal(Sorig). The calculation is as fol-
lows. The proposed method produces an average Sig-
nal to Distortion Ratio (SDR) of 42.45 dB.

SDR = 10log10
|Sorig|2

|Srecon − Sorig|2
(13)
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5 Results and analysis
The wavelet decomposition module receives all of the au-
dio from the WLCLAC_audio_training_dataset. Using
the proposed hierarchical binary encoder, the appropriate
wavelet coefficients are encoded into binary patterns. The
CNN encoder-decoder model uses all of the binary data
streams that match the training dataset as input. 30% of
the CNN model’s input training dataset is used for val-
idation and 70% for training. The CNN model testing
dataset is generated in a similar manner from the WL-
CLAC_audio_testing_dataset. The WLCLAC codec is
tested individually using this testing dataset. In order to
compute the compression independently, the three stages
of the suggested codec are assessed during the experiment.
The results are thoroughly explained in Section 4.1.

5.1 Experimental results
Three existing conventional lossless audio compression
techniques like Monkey’s Audio [29], Wavpack Lossless
[15], and FLAC [13] are considered as referenced systems
to evaluate the performance of the proposed model. Ta-
ble 5 shows the compression performance of the proposed
codec with the three existing codecs and it is evident that
the current model achieves 85.72% (shown in table 5) com-
pression which is higher than 56.45%, 51.18%, and 70.64%
compressions achieves by Monkey’s Audio [29], Wavpack
Lossless [15], and FLAC [13] respectively. Figure 5 shows
the graphical representation of the compression, PSNR, and
entropy achieved using WLCLAC with reference to exist-
ing referenced lossless audio compression techniques.
Using a variety of audio tracks, the compression speed

implies encoding and decoding times of the proposed tech-
nique are compared with other state-of-the lossless audio
codecs. The resultset is shown in table 6 and it is evident
that a reduction in the encoding and decoding times of the
suggested approach translates into an increase in compres-
sion speed. Figure 6 compares the encoding and decod-
ing speed graphically. For all the parameters, WLCLAC
achieves better results.

Table 5: Performance of the proposed model in relation to
the existing audio codecs

Method Compression(%) Entropy PSNR(dB)
Monkey’s Audio 56.45 13.35 52.98

Wavpack 51.18 13.55 52.12
FLAC 70.64 13.56 52.56

WLCLAC 85.72 13.67 56.56

Also, we have done the robustness performance evalu-
ation of the proposed model with 3 others existing deep
learning based lossless audio codecs : i) DLLAE [5] ii)
Daniela N. Rim et al.[19] iii) LINNE [30]. Proposed WL-
CLAC model is capable of regenerating the original audio
signal with very negligible deviations. Mean square error

Figure 5: Comparison of the compression and quality pa-
rameters for WLCLAC

Table 6: Encoding and decoding time comparison

Method Encoding(sec.) Decoding(sec.)
Monkey’s Audio 0.06782 0.06802

Wavpack 0.07134 0.07211
FLAC 0.06871 0.06921

WLCLAC 0.06321 0.06431

value evaluated for the proposed model is 0.001822. Also,
the RMSE of the proposed model is 0.042684. MAE value
calculated for the proposed model is 0.033912. Close to 0
value of the MAE and RMSE indicates the robustness of
the system and close similarities between original and pre-
dicted signal. Also, another parameter called NCC used to
measure the regenerated signal quality is 0.998761. Closer
to 1 NCC value indicates regeneration is good. Table 7
shows the evaluated values of the parameters like MSE,
RMSE, MAE, and NCC of the current model with respect
to the other referenced prediction system to demonstrate the
accuracy and robustness of the model. Table 8 compares
the compression ratio(%) produced by the new approach to
the other DNN model. According to table 8, the proposed
lossless audio codec produces more compression than the
existing models. Figure 7 shows the graphic comparison of
category-wise compression of compression ratio (%) of the
proposed model with other existing neural network based
models.

Table 7: Robustness performance comparison with exiting
DNN model

Method MSE RMSE MAE NCC
WLCLAC 0.001822 0.042684 0.33912 0.998761
DLLAE [5] 0.017872 0.133686 1.161451 0.985634

Daniela N. Rim et al.[19] 0.134536 2.185838 2.617224 0.981232
LINNE[30] 0.125162 0.158625 2.017224 0.986578
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Figure 6: Comparison of the compression speed

Table 8: Categorywise compression comparison

Method Pop Sufi Ghazal Rabi Classical
DLLAE [5] 87.18 86.47 86.01 87.01 86.12

Daniela N. Rim et al. [19] 84.21 82.34 82.15 83.81 83.27
LINNE [30] 73.76 75.32 73.38 71.13 73.48

Proposed method 85.18 85.01 86.89 85.4 86.12

Figure 7: Comparison of the compression ratio(%)with ex-
isting DNN models

Figure 8 represents the regenerated audio signal by the
WLCLAC model. Therefore, it is visible that regener-
ated signal is like original signal with negligible deviations.
Therefore, the experimental data set demonstrates that the
proposed method, when compared with existing standard
audio compression approaches, acquired a higher compres-
sion ratio and improved audio regeneration quality.

Figure 8: Comparison of the original and regenerated signal

Figure 9 shows the epochwise loss of the model. Figure
10 shows the epochwise training pregress and correspond-
ing mse loss of the model.

Figure 9: Model loss

Figure 10: Epochwise training progress

Figure 11: Shape and parameters of the CNN encoder
model
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Figure 12: Shape and parameters of the CNN decoder
model

Figure 13: Shape and parameters of the CNN encoder de-
coder model

The Mean Opinion Score (MOS) is used to assess the
perceptual quality of the regenerated audio signals . Table
9 displays the MOS measurement of the regenerated au-
dio quality. According to table 9, a sound quality grade of
”5” indicates ”Excellent” sound, while a grade of ”1” in-
dicates ”Bad” sound. The ITUR Rec. 500 quality rating
is appropriate for the present quality measuring activities.
because it offers a quality rating ranging from 1 to 5 [33].
The MOS (mean opinion score) number for the various cat-
egories evaluated by the current technique, 5, indicates that
the reconstructed audio quality remains unaffected by this
tiny data change throughout the transformation, since it is
over the threshold level of human perception.

Table 9: A rating system to evaluate the decline in audio
quality.
Rating Impairment Quality

1 Very annoying Bad
2 Annoying Poor
3 Slightly annoying Fair
4 Perceptible, not annoying Good
5 Imperceptible Excellent

6 Conclusion and future scope
The proposed model has been trained and validated using
real-time audio data. The proposed model’s performance
is assessed in comparison with those of current standard
lossless audio codecs. The mean square error of the robust
model is very less. Compression of the proposed model
is 85.72%, which is higher compared with existing loss-
less audio codecs. The computational time for the model
is lower than the referenced systems. The future scope of
the work is to enhance the computational performance and
compression by enhancing the model.
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Weeds pose significant challenges in agriculture, impacting crop yields and increasing the reliance on 

herbicides. Accurate and timely identification of weeds is crucial for effective weed management 

strategies. This study proposed a novel approach for automated identification of weeds using various 

machine learning classifiers. Our study explores the effectiveness of diverse algorithms, including 

Support Vector Machine (SVM), Random Forest, Decision Tree, k-Nearest Neighbors (KNN), Extra 

Tree, and Gaussian Naive Bayes (NB). By pre-processing and engineering features from a diverse 

dataset of weed images, we ensure optimal model performance. Through rigorous experimentation and 

evaluation, we assess the performance of each classifier in weed identification. Notably, the Extra Tree 

classifier achieves an impressive accuracy of 96.35% and an outstanding kappa coefficient of 96.21%. 

These findings offer valuable insights into the effectiveness of different classifiers and their potential 

applications in precision agriculture for targeted weed management and crop optimization 

     Povzetek: Analizirana je uporaba strojnega učenja za avtomatizirano prepoznavanje plevela v kmetijstvu, 

vključno s SVM, naključnimi gozdovi in CNN, ter uporaba UAV slik. 

 

1 Introduction 
Weed identification plays a pivotal role in agriculture 

and environmental management, involving the 

distinction of unwanted plant species from desired 

vegetation. The conventional manual process is laborious 

and time-intensive, prompting the integration of machine 

learning and computer vision techniques for automated 

identification. Utilizing tools like Convolution Neural 

Networks (CNNs) and ensemble classifiers, modern 

approaches analyze visual features, leaf shapes, and 

textures in captured images to efficiently detect and 

classify weeds. This technological advancement 

enhances accuracy and expedites the identification 

process, with applications extending to agriculture, 

ecological conservation, and land management for 

optimized resource utilization and sustainable practices 

[1]. In a study by [2], the utilization of a Random Forest 

Classifier for weed identification yielded an initial 

accuracy of 82% and a kappa coefficient of 0.73 in 

preliminary assessments. A study [3] used tiny YOLOv3 

for Convolvulus sepium detection in sugar beet fields. 

They combined 2271 synthetic images with 452 field 

images for model training. YOLO anchor box sizes were 

determined via k-means clustering on the training 

dataset. Testing on 100 field images showed that using 

the combination of synthetic and original images 

provided improved mAP from 0.751 to 0.829 compared 

to using field images alone. In a study detailed in [4], the 

differentiation of crops and weeds based on visible and 

near-infrared spectrums is achieved through the 

application of Support Vector Machine, Artificial Neural  

 

Network, and Decision Tree techniques. The research 

attains a notable accuracy of 68.40%. The investigation 

outlined in [5] delves into an automated weed detection 

system that employs Convolutional Neural Networks 

(CNN) with Unmanned Aerial Vehicle (UAV) imagery. 

The proposed CNN LVQ (Learning Vector Quantization) 

model emerges as a remarkable contender for effectively 

classifying various categories. Notably, the soil class 

achieves an impeccable 100% user accuracy, closely 

trailed by soybean (99.79%), grass (98.58%), and 

broadleaf (98.32%). After meticulous hyper parameter 

refinement, the developed CNN LVQ model achieves an 

exceptional overall accuracy of 99.44% for weed 

detection, decisively surpassing the performance of 

previously documented studies. Within the domain of 

machine learning, a multitude of techniques are 

harnessed for weed identification. An illustrative instance 

involves the application of machine learning 

methodologies for weed detection in an Australian chilli 

crop field. In this context, diverse algorithms, including 

random forest (RF), support vector machine (SVM), and 

k-nearest neighbours (KNN), are systematically explored 

to ascertain their efficacy in leveraging UAV images for 

weed detection. The achieved results underscore notable 

accuracies: 96% for RF, 94% for SVM, and 63% for 

KNN, as documented in reference [6]. In a recent 

scholarly investigation [7], the identification of weeds 

within vegetable plantations was accomplished 

employing Centre Net, a fusion of deep learning and 

image processing methodologies. This approach yielded  
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Figure 1: Extra tree classifier 

 

Remarkable outcomes, with a precision of 95.6%, a 

recall of 95.0%, and an impressive F1 score of 0.953. To 

further enhance Bayesian classification accuracy, Genetic 

Algorithms (GAs) were skilfully employed to optimize 

the colour index. A hybrid CNN-SVM classifier is 

proposed for weed recognition in winter rape fields, 

aiming to improve accuracy. Utilizing VGG network 

model, the approach achieved average accuracies of 

99.2% in training and 92.1% in classification [8]. This 

[9] overview explores RNN- and CNN-based weed 

detection within crop enhancement, showcasing deep 

learning's potential for agriculture challenges. The 

Convolutional Neural Network emerges as the most 

Efficient technique for weed detection, leading to the 

development of a smart system for in-place weed 

identification and spraying. In study [10], the SLIC-RF 

algorithm is proposed for differentiating crops and weeds 

in upland rice fields using UAV imagery, achieving 

accuracies up to 0.915. The approach combines HSV-

based SLIC with various features, demonstrating 

potential for effective site-specific weed management. In 

their study [11] proposed an automatic weed mapping 

method using UAV imagery in oat fields. Four 

classification algorithms were tested, with the automatic 

object-based approach achieving the highest accuracy of 

89.0% and 87.1% for two subsets, enabling potential use 

in precision weed treatment. In their work [12] developed 

a vision-based weed detection system for soybean crops 

using custom lightweight deep learning models. Their 

proposed 5-layer CNN architecture achieved a high 

accuracy of 97.7% with minimal latency and memory 

usage, promising efficiency and productivity 

enhancements in the soybean industry. In their work [13] 

introduced a method utilizing deep features and one-class 

classification on unsupervised data for weed detection in 

UAV images. The approach achieved up to 90% 

accuracy on test datasets, comparable to supervised 

models, by employing one-class classifier trained on crop 

row-detected unsupervised data. This research [14] 

assesses the Random Forest (RF) classifier's 

effectiveness in classifying forest cover from Land sat 

TM imagery, achieving a 96% accuracy using auxiliary 

data and systematically collected aerial photography. The 

study presents an operational and cost-effective approach 

for generating accurate forest cover maps across diverse 

sclerophyll forests using open-source software. In [15]  

 

 

 

The realm of smart agriculture, a revolutionary robotic 

system diminishes reliance on traditional spraying 

methods like pesticides and herbicides, aiming to meet 

global food demands and enhance crop production. To 

achieve this, a Deep Learning (DL) approach utilizing a 

blend of Convolutional Neural Networks (CNN) and 

Long-Short-Term Memory (LSTM) is proposed for weed 

identification and classification. The method achieves an 

impressive 99.36% average classification accuracy 

across nine weed categories, surpassing other established 

techniques. A study [16] employed YOLOv3 deep 

learning to identify volunteer cotton plants amidst corn 

fields using UAV-captured RGB images, achieving over  

80% detection accuracy and highlighting the potential of 

DL for real-time pest mitigation via computer vision and 

UAV technology. 

In this context, this study introduces a hybrid 

methodology that integrates Convolutional Neural 

Networks (CNN) with the Extra Trees classifier to 

address the task of identifying weeds within agricultural 

fields. The CNN part specializes in capturing 

distinguishing features from input images, and the Extra 

Trees classifier employs these acquired features to 

execute the classification process. By merging the 

advantages of deep learning and the Extra Trees 

approach, this novel method strives to achieve both 

accurate and efficient weed identification outcomes. 

Leveraging advanced technologies such as Convolutional 

Neural Networks (CNNs) and the Extra Trees classifier 

offers a promising avenue for automating weed 

identification in agriculture. This approach, combining 

CNNs and Extra Trees, has the potential to enhance 

accuracy, streamline efficiency, and optimize resource 

utilization. Consequently, it holds the key to 

transforming weed management practices and driving 

improved agricultural productivity. 

This study presents an innovative approach that merges 

Convolutional Neural Networks (CNN) for feature 

extraction and classification with the Extra Trees 

classifier to identify weeds in diverse crops, with a 

specific focus on soybean. Additionally, it differentiates 

between grass and broadleaf weeds. The dataset 

encompasses 4400 UAV images, spanning categories 

like soybean, soil, grass and broadleaf. Notably, the 

method enhances the performance of the Extra Trees 

classifier.  

This optimized setup improves training effectiveness and 

maximizes the utility of the extensive UAV weed dataset. 

The subsequent sections of the paper are structured as 

follows: Section 2 introduces the CNN model, while 

Section 3 describes various machine learning algorithms, 

followed by Section 4 which elaborates the dataset used, 

and Section 5 presents the methodology employed in this 

paper. Section 6, presents the experimental results. 

Subsequently, Section 7 discusses the results and 

discussion and the conclusion is provided in Section 8. 
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2 Convolutional neural network 
This research leverages the capabilities of Convolutional 

Neural Networks (CNNs) to serve as a comprehensive 

framework for both feature extraction and classification. 

CNNs have garnered substantial recognition for their 

prowess in processing grid-like data, particularly images, 

and have exhibited exceptional performance in critical 

computer vision tasks such as object detection and image 

classification. In this study, a sophisticated CNN 

architecture is employed, comprising several pivotal 

layers, namely convolutional layers, pooling layers, 

Global Average Pooling (GAP) layers, and fully 

Connected layers. The architecture begins with the 

implementation of multiple Convolutional layers, 

strategically employing learnable filters to extract 

essential features at distinct spatial resolutions. Three 

Convolutional layers are thoughtfully configured, with 

each layer tailored to specific characteristics. 

Subsequently, pooling layers are introduced to the 

design, tasked with spatially down-sampling the feature 

maps while preserving vital information that underpins 

accurate classification. Of notable importance is the 

incorporation of the Global Average Pooling (GAP) 

layer, a fundamental component that furthers feature 

consolidation. By performing average pooling across the 

entirety of the feature map, the GAP layer efficiently 

condenses spatial information while retaining the most 

critical features. This contributes to the network's 

resilience against translation variances, thereby 

enhancing its ability to generalize. 

.

 

 
 

Figure 2: Raw UAV Images of Broadleaf, Grass, Soil, Soya bean 

 

 

 

Figure 3: Architecture of proposed model 

 

Building on these foundations, the architecture integrates 

fully connected layers, which serve to aggregate the 

extracted features and drive accurate predictions. 

Through the application of softmax activation, these fully 

connected layers translate the feature amalgamation into 

class probabilities, particularly beneficial for multi-class 

classification tasks. 

This unified framework embodies the remarkable 

Potential of CNNs in deciphering complex features and 

facilitating precise classification, thereby serving as a 

cornerstone in advancing state-of-the-art image analysis 

methodologies. 

 

3  Machine learning algorithms used 
Machine learning algorithms are computational models 

designed to enable computers to learn from data and 

improve their performance on specific tasks without 
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being explicitly programmed. They fall into categories 

such as supervised learning, where algorithms are trained 

on labeled data to make predictions, unsupervised 

learning, where they find patterns in unlabeled data, 

semi-supervised learning, combining elements of both 

supervised and unsupervised learning, reinforcement 

learning, where agents learn to take actions to maximize 

rewards, and deep learning, which involves training deep 

neural networks. The choice of algorithm depends on the 

problem at hand, available data, and desired outcomes. 

The successful application of machine learning has 

transformed various industries, allowing computers to 

make complex decisions and predictions once exclusive 

to human intelligence. 

 

3.1 SVM 
Support Vector Machines (SVMs) are classification 

algorithms that seek the best hyper plane to separate 

different classes by maximizing the margin. They focus 

on support vectors, near the decision boundary. SVMs 

handle high dimensions, outliers, and complex data via 

kernels. While binary by design, they extend to multi-

class scenarios using strategies like One-vs-Rest or One-

vs-One. 

 

3.2 Random forest 
The Random Forest classifier is an ensemble learning 

algorithm that combines multiple decision trees, each 

trained on random subsets of data and features. This 

aggregation of predictions improves accuracy, reduces 

over fitting, and offers insights into feature importance, 

making it a robust and popular choice for classification 

and regression tasks. 

 

3.3 Decision tree 
A Decision Tree is a machine learning algorithm that 

uses a tree-like structure to make decisions based on 

features. Each internal node represents a decision, 

branches indicate outcomes, and leaf nodes give 

predictions. While intuitive and suitable for non-linear 

data, they can over fit and struggle with generalization. 

 

3.4 Gaussian naive bayes 
Gaussian Naive Bayes is a probabilistic classification 

algorithm based on Bayes' theorem. It assumes that 

features follow a Gaussian distribution and are 

conditionally independent given the class label. It's 

particularly useful for continuous numerical data and 

works well even with limited training data. Despite its 

simplicity and the naive assumption, it often performs 

surprisingly well in real-world scenarios and is a popular 

choice for text and image classification tasks. 

 

3.5 KNN 

K-Nearest Neighbours (KNN) is a supervised algorithm 

for classification and regression. It identifies the K 

closest training data points to a query point and predicts 

Using the majority class or average value of neighbors. 

KNN assumes similar data points share outcomes, 

offering simplicity but sensitivity to distance metric and 

K value. 

 

3.6 Extra tree 
The Extra Trees classifier, short for Extremely 

Randomized Trees classifier, is an ensemble learning 

algorithm used for classification tasks. It builds multiple 

decision trees using random subsets of features and data. 

Unlike Random Forest, Extra Trees selects random splits 

at each node, reducing variance and enhancing 

generalization. This randomness also makes it 

computationally efficient. The algorithm aggregates 

predictions from all trees to make the final classification 

decision, resulting in improved accuracy and reduced 

over fitting. Extra Trees is shown in Figure 1. 

 

4  Dataset 
This study employs a dataset sourced from [21], 

consisting of 400 UAV snapshots of soybean crops 

captured from a 4 m altitude using the DJI Phantom 3 

Professional. The images have a ground sampling 

distance of 1 cm, as shown in Fig. 2. The images 

underwent segmentation using the SLIC algorithm, 

resulting in 15,336 segments in the dataset. Of these 

segments, 7,376 correspond to soybean, 3,520 to grass, 

3,249 to soil, and 1,191 to broadleaf weeds. For more 

comprehensive dataset information, refer [21]. The 

dataset is used for weed identification in soybean crops, 

as well as distinguishing the crops from grass, soil, and 

broadleaf weed classes. Using classifier ensemble 

approach rice crop yield is predicted in India [22]. 

 

5  Methodology 
In this study, 15,334 images were randomly selected 

from a total collection of 15,336 photographs within the 

dataset. The dataset encompasses four classes: broadleaf, 

grass, soil, and soybean. The dataset was divided into a 

ratio of 80:20 for training and testing. The images were 

processed, and a CNN with 12     layers was developed 

for imagery classification (Fig. 3). The model was built 

using Keras 2.3.0 API with Tensor Flow 2.0 backend and 

Python 3.8. It consists of three hidden convolution layers, 

three max-pooling layers, a Global Average Pooling 

(GAP) layer, and dense layers. The Convolutional layers 

employ the Rectified Linear Unit (ReLU) activation 

function to capture complex patterns through non-

linearity. Max-pooling layers are used to down-sample 

feature maps and reduce spatial dimensions. A GAP 

layer is applied after the final max-pooling layer. This 

approach allows the model to efficiently learn and retain 

essential information while reducing dimensions. The 

ReLU activation function is defined as (F(x) = max (0, 

x)), which maintains higher values and sets negative ones 

to zero, enabling complex learning. The code snippet 

specifies the activation='ReLU' parameter while adding 

convolutional layers using Tensor Flow’s Keras API. 

Incorporating max-pooling layers helps down-sample 

feature maps, reducing spatial dimensions while retaining 

crucial data. Max pooling selects the most significant 
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value within small regions of the input feature maps, 

effectively reducing dimensions while preserving 

relevant information. A GAP layer is introduced to 

Capture global features after the final max-pooling layer. 

The Global Average Pooling (GAP) layer serves a 

fundamental purpose: condensing feature map spatial 

dimensions while capturing global features. Following 

the GAP layer, the procedure entails conducting global 

average pooling across feature maps, yielding a single 

value for each channel. This operation reduces spatial 

complexity and encapsulates the overarching presence of 

acquired features in the input image. Consequently, the 

GAP layer generates a 1D vector, representing the 

globally averaged features extracted from feature maps. 

This vector subsequently serves as input for succeeding 

fully connected layers, where the extracted features are 

processed and applied to classification. Thus, the GAP 

layer's pivotal role lies in bridging convolutional layers 

and fully connected layers, furnishing a concise and 

informative depiction of input data. 

       In the proposed approach, Convolutional Neural     

Networks (CNN) is employed for feature extraction and 

classification, while the Extra Trees classifier is adopted 

as the classification algorithm. The architecture 

comprises initial and subsequent fully-connected dense 

layers, followed by the Extra Trees layer, which serves as 

the output layer for prediction. Additionally, a 

Competition layer is integrated, featuring four neurons  

Representing distinct classes. Various epoch counts for 

the Extra Trees classifier were tested, including 50, 100, 

and 200. However, after experimentation, it was found 

that setting the epoch count to 300 yielded higher 

training and validation accuracy. The learning rate was 

set at 0.001, and the input vector was initialized using 

random values. The decision to utilize 300 epochs 

considerably enhanced the model's accuracy during both 

training and testing stages.  

  

6  Experimental results 

In the experimental results, the proposed approach 

integrates Convolutional Neural Networks (CNN) for 

both feature extraction and classification, along with the 

Extra Trees classifier. The CNN model is initially trained 

to extract meaningful features from input images through 

Convolutional and pooling layers. However, it's 

important to note that the Extra Trees involve training by 

assigning epochs as the CNN model does. To address 

this, CNN is employed not only for feature extraction but 

also for classification, while the Extra Trees classifier is 

harnessed as the predictive model. This configuration 

allows for the generation of training and validation 

graphs, which are crucial for visualizing the learning 

process. 

 

 
Figure 4: Flowchart of proposed method 

 

 
Figure 5: Performance of various ML classifiers 
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Once trained, the Extra Trees classifier predicts labels for 

the test dataset. The efficacy of the Extra Trees classifier 

is evaluated using assessment metrics like the confusion 

matrix and classification report. This combined 

methodology capitalizes on CNN's dual roles for feature 

extraction and classification, while the Extra Trees 

classifier contributes as the classification model. The 

complete methodology is given in Fig. 4.The various 

machine learning classifiers used in this model are SVM, 

Random Forest, Decision Tree, Gaussian-NB, KNN and 

Extra Trees. Out of all these mechanisms Extra Trees 

exhibits higher accuracy value. This setup synergizes the 

feature extraction and classification capabilities of the 

CNN model with the Extra Trees classifier, potentially 

leading to enhanced classification accuracy and overall 

performance on the test set.      

From Fig. 4 it's evident that one approach involves 

utilizing the extracted features directly after the feature 

extraction step as input for the machine learning 

classifiers. Another method incorporates an intermediate 

step of showcasing training and validation graphs. In this 

method, the classification is applied subsequent to the 

feature extraction. The outputs obtained from the 

classification process serve as input for the classifier, 

leading to the final classification. 

 

6.1 Assessment metrics 
Evaluation metrics are essential tools for gauging the 

effectiveness of the proposed method, encompassing 

accuracy, precision, recall, and other factors. These 

metrics provide valuable insights for comprehensive 

assessment 

Accuracy: It quantifies a classification model's 

correctness by comparing correct predictions to the total 

predictions 

Accuracy =
TP+TN

TP+FP+TN+FN
 ……………………….. (1) 

Precision: It signifies true positives (TP) relative to the 

total of positive predictions (TP + FP): 

 Precision = TP ⁄ (TP + FP)……………………..… (2) 

Recall: It reflects the proportion of accurately classified 

positive samples among all actual positive samples: 

Recall=TP ⁄ (TP + FN)   …………………..……… .(3) 

F1-Score: It balances precision and recall for an accurate 

model evaluation: 

F1Score = 2 ∗ (Precision ∗ Recall)⁄ ((Precision +

Recall))……………………………………………. (4)  

 

TP: In the context of classification models, TP 

represents the number of correctly predicted positive 

instances. 

TN: It represents the number of correctly predicted 

negative instances.  

FP: It represents the number of incorrectly predicted 

positive instances.  

FN: It represents the number of incorrectly predicted 

negative instances. The Kappa coefficient (Cohen's 

Kappa) gauges agreement between raters or classifiers 

assigning categorical labels. It ranges from negative to 

positive, indicating agreement levels like slight, fair, 

moderate, Substantial, or   almost perfect. 

Mean Average Precision (MAP) is computed by 

averaging the AP values across all queries. SLIC is an 

algorithm used for super pixel segmentation, which 

involves dividing an image into compact, perceptually 

meaningful regions or segments. Accuracy is computed 

from SLIC. 

7 Results and discussion 

Various Machine leaning algorithms such as SVM, 

Decision Tree, KNN, Random Forest, Gaussian-NB, and 

Extra Trees are implemented for classification. Fig. 5 

depicts the performance for various algorithms in terms 

of accuracy, precision, f1 score and recall. Extra Trees 

shows higher values when compared with other 

algorithms. Table.1. shows the values of the various 

metrics. 

Table1: Summary of various machine learning classifiers 

 

Table 1 provides a performance comparison of 

different models on the classification task. The 

evaluation metrics include overall accuracy, which 

measures the proportion of correctly classified instances, 

And the Kappa coefficient, serves as a metric to gauge 

the level of agreement or reliability between two raters 

when categorizing items into distinct groups. Kappa 

between 0 to 1 indicate agreement that is better than 

chance, with superior values indicating stronger 

agreement. 

Additionally, precision, recall, and F1 score are 

provided to evaluate the model's performance concerning 

class-specific metrics. Higher values of these metrics 

generally indicate better model performance. From Table 

1 it is inferred that Extra Trees exhibits higher accuracy 

of 0.9635 when compared with all other machine 

learning algorithms. The overall accuracy measures the 

proportion of correctly classified instances, and a higher 

value indicates better performance in terms of the total 

number of correct predictions. According to [13] the 

obtained kappa coefficient of Extra Trees is 0.9621 

which is stated that lies within the range. The results 

Model Overall 
accura
cy 

Kappa Precision Recall F1score 

Extra 
Trees 

0.9635 0.9621 0.9705 0.9904 0.9804 

SVM 0.9508 0.9482 0.9685 0.9784 0.9739 

RF 0.9579 0.9561 0.9655 0.9897 0.9775 

KNN 0.9589 0.9572 0.9740 0.9816 0.9778 

DT 0.9332 0.9284 0.9646 0.9628 0.9637 

G-NB 0.8288 0.7935 0.8780 0.8330 0.8997 
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obtained from the trained models indicate the 

performance of the CNN-based feature extraction model 

and the Dense Neural Network classifier. The test loss 

and accuracy provide an overall assessment of the 

model's predictive capability on unseen data. 

The confusion matrix reveals the model's 

performance for each class, identifying True Positives, 

True Negatives, False Positives, and False Negatives. 

The classification report presents metrics such as 

precision, recall, and F1-score giving insights into the 

model's performance across different classes. By 

analyzing these results, it is possible to evaluate the 

model's effectiveness, predict its strengths, and identify 

areas for improvement. The discussion of the results 

provides valuable insights into the model's performance, 

which can inform decision-making and potential 

applications in various domains. 

The waveforms of CNN Extra Trees training and 

validation loss and accuracy are illustrated in Fig.6 and 

confusion matrix is shown in Fig.7. 

 

7.1 Comparison with other studies 
Comparing the outcomes of the proposed model with 

existing cases from the literature involves subjectivity. 

To facilitate this comparison, 13 recent studies are  

Extra Tree Techniques, as outlined in Table 2. Notably, 

the highest accuracy of 96.35% was achieved through the 

utilization of the CNN model coupled with the Extra 

Tree classifier. 

 

7.2 Limitations and complexity of proposed 

model 
The proposed method of utilizing a CNN for feature 

extraction and classification, followed by an Extra Trees 

classifier, offers a powerful fusion of deep learning and 

traditional machine learning techniques. However, this 

approach entails complexities and limitations. The 

intricate interplay between the CNN's learned features 

and the Extra Trees algorithm requires careful alignment 

and validation.  

While the CNN's capacity to capture intricate patterns 

can be advantageous, potential challenges include hyper 

parameter tuning for both models, data availability for 

effective CNN training, and difficulties in interpreting 

CNN-derived features. Balancing these complexities and 

limitations is essential to harness the combined strengths 

of the two methods effectively. 

 

 
 

Figure 6: Wave forms of training, validation loss and accuracy of CNN Extra Tree 

 

 
 

Figure 7: Confusion Matrix of CNN 
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Model Accuracy Recall F1- Score      Precision Reference 

Random Forest 82 93.3 92.1 - [2] 
Decision Trees 68 - - - [4] 

SVM 94 91 89 91 [6] 

KNN 63 62 89 62 [6] 

VGG16 92 92.1 52 92 [8] 

SLIC-RF 91 99 91 100 [10] 

Object-based 89 90 - 93.40 [11] 

One-class 90 - - - [13] 

Single Shot Detector 84 80 78.5 81 [16] 

SVM 66 - - - [7] 

RCNN 95 94.7 - 95.3 [18] 

YOLO-V3 91 66 68 65 [17] 

Relief-F 80 87.26 91.24 91.73 [19] 

Extra Trees 96 99 98 97 Proposed 
method 

 

8 Conclusion 
The classifiers like Random Forest, Support Vector 

Machine, K-Nearest Neighbours, and Extra Trees are 

used in this paper.  The proposed method of combining 

CNN for feature extraction, classification and Extra 

Trees as the classifier offers a promising approach for 

image classification and obtained an accuracy percentage   

of 0.9635. This method presents a versatile approach to 

image classification that merges the capabilities of deep 

learning and traditional machine learning. This strategy 

offers a promising solution for complex tasks, yet 

navigates challenges such as hyper parameter tuning, 

data availability, and interpretability. While demanding 

in terms of complexity, the model's potential to capture 

intricate patterns through the CNN's feature extraction 

and refine those using Extra Trees demonstrates its 

potential utility in tackling diverse classification 

problems.  The Extra Tree classifier obtained an 

impressive accuracy of 96.35% along with an 

outstanding kappa coefficient of 96.21%. 
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Few works addressed contributions of ontologies to Computation Independent Modeling (CIM) of Inter-
net of Things’ (IoT) applications. This work targets CIM artefacts developed using a combination of a
goal-oriented requirements (KAOS) and a service-oriented (SoAML) modeling frameworks. This paper
proposes an ontological-based framework intended to help CIM modelers in their preliminary analysis of
IoT applications. We adopt the ontology reuse approach, an approach often used by the ontology engi-
neering community, where specific ontology fragments are selected, adapted and/or refined, and merged.
We use OntoUML to describe our fragments. The OpenPonk tool is used to edit and verify the syntax and
the semantics of these fragments’ models. The results of our contribution are summarized as follows. Im-
proving the semantics carried by the metamodels of KAOS and SoaML modeling languages, through our
proposed conceptualization grounded by the Unified Foundational Ontology (UFO), a sound ontological
framework; setting a link between our proposed KAOS and SoaML ontology fragments; designing a (par-
tial) IoT domain ontology to be integrated into our proposed CIM. An illustrative example, showing how to
instantiate selected ontology fragments, demonstrates the applicability of our results to IoT applications.

Povzetek: Prispevek predlaga ontološko zasnovan okvir za modeliranje CIM (Computational Independent
Modeling) IoT aplikacij. Uporablja pristop ponovne uporabe ontologij za izboljšanje semantike metamod-
elov KAOS in SoaML.

1 Introduction

Nowadays requirements’ engineering, a discipline cover-
ing the analysis and the specification of systems under
development, strongly relies on the Model Driven Engi-
neering (MDE) methodology [1]. System analysis is con-
cerned with the understanding and description of domains
under examination and their business aspects (problem do-
main), whilst system specification is essentially concerned
with the statement and the analysis of the prescribed re-
quirements for the system under development (solution do-
main). Specific models, intended to capture domains (do-
main modeling view), business issues (business model-
ing view), and system requirements (requirement model-
ing view), put together constitute the so-called CIM [2]. A
lot of research works conducted by the software engineer-
ing community have addressed and covered several aspects
related to this kind of models. Some of them have been de-
voted to the analysis of IoT applications, services, and sys-
tems: for instance the authors of [38] proposed a dedicated
UML profile intended to put together relevant computing
and business modeling concepts, and the authors of [15, 9]
suggested either an extension, or a combination of existing
general purpose modeling languages.
Usually, modeling languages are supported by metamod-

els (models of models) intended to describe their abstract
syntax and (structural) semantics. Models are supposed to
be conform to the metamodel associated with the model-
ing language used to build them. CIM models described
in appropriate modeling languages are intended to provide
necessary descriptive (domain, business, and requirements)
knowledge [2] that may be transformed into systems’ im-
plementation through a series of well-defined steps. Very
often, these languages are thought and designed in terms of
specific (combinations of) paradigms (goal-oriented, agent-
oriented, task-oriented, and service-oriented paradigms for
instance). Some of these paradigms may also share com-
mon kinds of modeling constructs. Moreover, the ontol-
ogy engineering community also has conducted several re-
search works investigating the potential contributions of
ontologies to the Requirement Engineering [12] in gen-
eral, and to the CIM modeling in particular [2]. Roughly
speaking, “ontologies are formal explicit representations of
shared conceptualization of parts of reality”. They pro-
vide powerful descriptive means making them able to for-
mally capture the essence of real-world phenomena rele-
vant to various domains. We may mention in the follow-
ing some of their potential links to MDE and also uses in
the context of CIM modeling: Firstly, the theoretical work
in [2] contributed to clarify the differences as well as the
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inter-play between metamodeling, and ontological-based
approaches to modeling languages. It states that, while on-
tologies are intended to capture only descriptive aspects of
relevant parts of reality, CIM models are intended to cap-
ture both descriptive (domain, business) and prescriptive
(requirements) aspects of systems under development. Sec-
ondly, the availability of worked-out ontologies covering
not only the IoT domain itself (sensors, actuators, measure-
ments, etc.), but also specific application domains where
IoT technology may potentially be applied (health, trans-
portation, business, and others), allows us to (re)use them
(i.e., such ontologies) in IoT applications’ CIM modeling
(domain and business views). Thirdly, the literature re-
ports various works showing the usage of ontologies in the
context of MDE modeling languages. The authors in [20]
raised the benefits of the use of ontological models as theo-
retical tools for analyzing and improving conceptual mod-
eling languages, stating that “providing real-world seman-
tics for modeling constructs” of conceptual modeling lan-
guages constitutes one of these expected benefits. Such
conceptualizations of modeling languages may help to de-
tect and make explicit hidden concepts carried by model-
ing languages, to derive solid metamodels for new devel-
oped modeling languages, or to support model transforma-
tions’ activities thanks to a set of well-known ontology en-
gineering tasks (integration, mapping, and merging of on-
tologies). Basic knowledge on these tasks is given in Sec-
tion 3. The wide and ever-growing deployment of both on-
tologies, covering aspects of the real life and the computing
discipline on one side, and IoT applications and services on
the other side, motivates our interest into this subject. To
the best of our knowledge, few works have been specifi-
cally devoted to the use of ontologies to capture the seman-
tics of CIM models associated with IoT applications under
development. The reported works mainly addressed the use
of ontologies for Ambient Assisted Living (AAL) applica-
tions’ development [13, 11], a particular application domain
where IoT technology is applied. The objective of this pa-
per is to propose an ontological-based framework intended
to help CIM modelers in their preliminary analysis of IoT
applications under development. This is achieved through
the construction of a global ontological model regrouping
and relating IoT domain key concepts, application domain
concepts, and concepts associated with key constructs of-
fered by the used CIM modeling languages. Instances of
this global ontological model can be analyzed, simulated,
and validated using appropriate tools. Ontologies’ merging
is the employed mechanism to build the intended global on-
tological model [35]. More concretely we propose to:

(a) Employ KAOS (Knowledge Acquisition in Auto-
mated Specification of Software Systems) for the goal-
oriented aspects [46], and SoaML (Service-oriented
architecture Modeling Language) for the business
view [14]. These choices are mainly motivated by the
availability of many works reporting on ontological
views of, respectively the goal-oriented and service-
oriented paradigms.

(b) Build preliminary ontological models for KAOS and
SoaML respectively, thus providing real-world se-
mantics for their respective key modeling constructs.
The ontological models associated with these model-
ing languages are built by exploiting the knowledge
carried explicitly by their metamodels, and also the in-
formal knowledge carried in their textual documenta-
tions [24].

(c) Employ ontological models to represent and describe
CIM domain views associated with IoT applications.
This is mainly motivated by the availability of several
ontological models representing the IoT domain (sen-
sors, actuators, etc.), and a lot of ontological models
representing various application domains.

(d) Construct an ontological model intended to represent
a global conceptual view regrouping and relating in a
“pragmatic” way the three CIM views of IoT appli-
cations. This is achieved by merging the ontological
models mentioned in (b) and (c). The merging opera-
tion is done in such a way that the ontological models
to be merged, seen as constituent fragments, are kept
unchanged in the resulting merged ontological model.

It is worth mentioning that our ontological models rely
on the UFO infrastructure, and are expressed in OntoUML,
a UFO ontology-based modeling language. Basic knowl-
edge on OntoUML and its supporting UFO foundation is
included in Section 3, while the motivation behind the de-
cision of such choices is exposed in Section 4.
The rest of the paper is organized as follows. Related

works are presented in Section 2. A preliminary knowl-
edge on ontologies, OntoUML, UFO infrastructure, Goal
Oriented Requirement Ontology, and a set of relevant mod-
eling languages is summarized in Section 3. The method
used to carry out this work as well as themotivations behind
the choice decision is explained in Section 4. Section 5 ex-
poses and details our proposed UFO-based ontology frag-
ments for the KAOS framework. Section 6 presents our
proposed reinforcement of the business dimension for the
KAOS framework. A preliminary SoaML ontology is de-
scribed in Section 7. Section 8 presents and explains the
approach used to merge our KAOS and SoaML ontologies.
In Section 9, we show how to transform OntoUML mod-
els into appropriate gentle UFO (gUFO) classes aimed at
their computerization. Section 10 presents an illustrative
example demonstrating the applicability of our results to
IoT applications. Concluding remarks, limitations, and fu-
ture works are outlined in Section 11.

2 Related works
The use of ontologies in the software engineering discipline
has been investigated for over a decade addressing its dif-
ferent fields with various motivations and intentions. On-
tologies for CIM modeling of systems in general, and of
IoT-based systems specifically have also been subject of
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research interests and works. Table 1 encloses the results
of related works. It summarizes key concepts used in these
works and shows that our proposal is not addressed in them.

2.1 Ontologies for CIM modeling

The main contribution of [13] consists in a “smooth” com-
bination of various existing ontology fragments covering
the goal concept using a variant of an i-star (also denoted i∗)
[16] based ontology, and other AAL related domains such
as IoT (sensors, measures, etc.) and domotic. Their objec-
tive is to propose a goal-oriented ontology-based method-
ology for AAL systems motivated by the need of build-
ing AAL knowledge sources allowing the access to stored
or inferred relevant knowledge. Our contribution, whilst
similar to the work in [13], differs in three aspects; (i) it
includes a new modeling dimension, namely the business
view, hence covering all aspects of CIM modeling; (ii) we
adopt KAOS rather than i-star. Both (goal-oriented require-
ment engineering frameworks) present benefits and draw-
backs [45]. The KAOS ability to distinguish between agent
roles is one of the motivations behind our choice of KAOS;
(iii) our proposed ontology is built on UFO, a solid foun-
dational top-level ontological framework. The work in [11]
consists in building an ontology, called Goal Service Ontol-
ogy (GSO), as a support for designing a framework for dy-
namic service discovery, composition, and use. Although
GSO is not dedicated to IoT applications, it has been ap-
plied to the modeling of AAL applications. GSO, as our
ontology, is built on refining UFO-C ontology fragments
for the goal and tasks (an operation-like concept). Con-
trarily to our contribution whose objective is to build an
ontology to formalize CIM models using a combination of
KAOS and SoaML, GSO is intended to back themetamodel
of a new designed DSL language. Lastly, our conceptu-
alization of the service paradigm relies mainly on refine-
ments of pieces of UFO-A [17] and UFO-B [21] ontology
fragments rather than on the UFO-S [30] ontology frag-
ment as in GSO. The work in [43] consists in adopting an
ontology approach for the modeling of SysML/KAOS do-
mains. Roughly speaking, a metamodel for domain mod-
eling is built on some OWL (the web ontology language)
model elements, together with new added model elements.
In our work, domains are modeled as pieces of refined
UFO-A categories smoothly combined with our proposed
KAOS and SoaML ontologies. Go4SoA [10] is a proposal
combining the goal with the Service-oriented Architecture
(SoA) paradigm. The approach consists in extending and
enriching the SoaMLmetamodel with the goal concept. Re-
garding our work, the combination is done in an ontologi-
cal way, by bridging KAOS and SoaML ontologies. [3]
treats on the “semantic interoperability across IoT domains
in cross-domain applications”.

2.2 Ontologies for KAOS and SoaML
The literature reported ontology proposal(s) for KAOS
[27], and for SoaML [30, 37, 29]. In [27], the authors used
on the one hand a standard KAOSmetamodel as a reference
to build their KAOS ontology, and on the other hand the
Unified Enterprise Modeling Language (UEML) as an on-
tological modeling language. UEML is usually intended for
enterprises and information systems’modeling. Our KAOS
ontology, not only refers to a standard KAOS metamodel,
but also it is based on proposed refinements of modeling
elements drawn from the UFO-C (Agent and Goal) ontol-
ogy fragments [19, 23], and also on proposed refinements of
the Goal-oriented Requirement Ontology (GORO) [31, 23].
Regarding SoaML, [30] and [37, 29] are among the recent
works aiming at introducing ontology concepts for SoA and
SoaML. The authors of [30] have analyzed and evaluated
the use of UFO-S, an UFO sub-ontology for services, in
various approaches including the SoaML one; those of [37]
have proposed a set of ontologies covering the general as-
pects of the so-called Service Engineering (service-oriented
architecture, software service ontology, etc.) including on-
tologies for SoaML. Their work relies on the Open Group
Service Ontology, and also on the ISO/IEC SoA Refer-
ence Architecture. [29] provides a comparison between the
UFO-S service ontology and other similar service ontolo-
gies including the Open Group Service Ontology.
Our SoaML ontology is built using refinements and

adaptations of some modeling elements of UFO-A and
UFO-B ontology fragments. The suggested adaptations
mainly rely on relevant knowledge drawn from the OMG
SoaML specification document [33] as well as from [37,
29].

3 Preliminary knowledge
In order to make our paper (as much as possible) self-
contained, this section will summarize basic knowledge
on ontologies, GORO, and various relevant modeling lan-
guages (KAOS, OWL and RDF/RDFS, and SoaML).

3.1 Ontologies
Ontologies have been widely used in various disciplines
and real-world domains. The authors in [26] state that
“in computer science, ontology is a formal representation
of the knowledge by a set of concepts within a domain
and the relationships between those concepts. Ontologies
are used to conceptualize domains and to reason about do-
main properties”. Ontologies are often characterized by
their level of generality. General classes are specified in
top-level ontologies, whilst more specific classes are de-
scribed in lower-level ontologies [18]. Top-level ontologies
are intended to describe very general concepts. Some of
these ontologies are qualified as reference ontologies in the
sense that they are dedicated to a specific domain and rec-
ognized as a reference by its relevant communities. UFO
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Table 1: Summary table

Ref. Proposal CIM Require-
ment

CIM Busi-
ness

CIM Do-
main

Ontology /
Metamodel Application Remark

[38] IotReq KAOS-like
goal

SoaML
services

SoaML and
UML UML profile IoT app. no use of on-

tology

[11] GSO goal, agent,
task

services
(client,
provider)

UML class
models

UFO
grounded

includes IoT
app.

ontology for
new DSL

[10] Go4SoA goals BPMN UML class
models

extended
metamodel
with goal

bus. SoA
oriented
app.

no use of on-
tology

[44]

SysML/
KAOS
domain
model.

KAOS/
SysML
method

…
ontol. based
domain
models

domain
knowl. as an
ontology

CPS; IoT-
based
systems

not fully in-
tegr. in an
ontology

[13]

An on-
tol. based
methodol.
for AAL

Requirem. as
GRL goals …

mix. frag.
from various
dom.

GoAAL an
ontology for
AAL app.

AAL sys-
tems specific

[27]
[32]
[45]

KAOS
model.
methodol.

goals for
requirem.
model.

…
domain
model. with
UML

metamodels
& ontology

general pur-
pose; mainly
CPS app.

missing
bus. aspect
model.

[29]
[30]
[33]
[37]

SoaML
model.
methodol.

from bus.
proc. model-
ing.

…
UML class
diag. &
profile

UML profile bus. ori-
ented app.

missing goal
approach
for require-
ments

is a formalized top-level reference ontology [17]. It has
been successfully used to conceptualize a lot of specific do-
mains, and particularly the domain of modeling languages
[20, 22]. UFO includes four ontologymodules: UFO-A, in-
tended for the conceptualization of Endurants (commonly
called Entities) [17], UFO-B for the Perdurants (commonly
known as Events) [21], UFO-C for the Social and Inten-
tional Objects [19], and UFO-S for Services [30]. On-
toUML is an UFO-based UML profile, formally concep-
tualized by the UFO reference ontology [40]. It provides
a set of class stereotypes such as Category, Kind, Subkind,
Relator, Events and their related “association relationships”
stereotypes (cf. [41] for more details on OntoUML speci-
fications). OntoUML, mainly used in the ontology engi-
neering field, has retained the attention of the software en-
gineering community [36]. In particular, [6, 5] refer to a
newly OntoUML-inspired language that is intended to aug-
ment the object-oriented formal language Object-Z with
OntoUML-like features. Ontology integration, merging,
and mapping are among the interesting topics discussed by
the ontology engineering communities; these topics have
been investigated for more than two decades. Recent re-
search surveys [35, 39] discussed the confusion about these
ontology operations and their misuse.
Furthermore, ontologies may be seen as implementations
of knowledge based systems. Thus they may be populated
(instantiated) and queried as databases.

3.2 RDF and RDFS
OWL is an extension of Resource Description Framework
(RDF) for building ontologies. RDF is a framework for
describing resources organized as data graph models. An
RDF statement (rdf:<statement>) is a triple (subject, pred-
icate, object), where subjects and objects are graph nodes
and predicates are graph edges. Internationalized Resource
Identifiers (IRIs) are used to identify nodes and edges of an
RDF graph according to user defined namespaces. An IRI
described by the symbol “:” preceding a string means that
a default namespace is used. Among RDF syntax notations
we may mention those that define the elements of triples
(rdf:subject, rdf:predicate, rdf:object) and RDF properties
(for example rdf:type employed to indicate that a given
named resource is an instance of a class). RDF Schemas
(RDFSs) is a vocabulary extension of RDF that allows
the construction of taxonomies of classes and properties.
Among RDFS syntax notations we may mention those that
define a class of classes (rdfs:Class), those that declare a
subject as a subclass of a class (rdfs:subClassOf), and those
that declare the domain and range of a subject property
(rdfs:domain, rdfs:range). SPARQL, a “SQL-like” query
language, is widely used for querying RDF graphs.

3.3 GORO in a nutshell
GORO is an ontological framework intended to conceptu-
alize a well-established requirement engineering approach
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called Goal Oriented Requirement Engineering (GORE)
[31, 4]. Several notions and relationships related to the re-
quirement engineering discipline are identified and seman-
tically defined. However, GORO is used in this work only
as a reference facilitating the understanding of the basic key
GORE notions. One of the objectives of GORO is to enable
the interoperability between different GORE modeling lan-
guages [4]. It is worth mentioning that the KAOSmodeling
approach supports the GORE approach.

3.4 The KAOS modeling framework
KAOS is a well-known requirements’ engineering frame-
work, supported by a set of modeling constructs, that pri-
marily relies on the goal paradigm to specify system re-
quirements. It has been used in the industry by software as
well as system engineering communities either as a single
modeling language [25, 42] or combined with other mod-
eling languages [34]. More concretely, a KAOS specifi-
cation consists of four inter-related models: a goal model,
a responsibility model, an operation model, and an object
model. The goal model is intended to describe the inten-
tions of actors (stakeholders and software). It is organized
as a hierarchy of goals representing a set of strategic (high-
level and middle-level goals) and operational (leaf-level
goals) intentions as well as their relationships. KAOS iden-
tifies two sorts of operational goals, named requirements
and expectations. The distinction between these two sorts
of operational goals is illustrated in Section 5. The respon-
sibility model describes the way the elicited operational
goals are assigned to specific actors, namely environment
agents (stakeholders) and software agents, for achievement
purpose. The operational model concerns the operational-
ization of the elicited leaf goals in terms of the operations
performed by the assigned agents . The object model is
intended to model elicited agents, and elicited application
domain entities to be monitored (through sensors) and/or
controlled (through actuators) [15]. More details on key
KAOS modeling constructs are given in Section 5. In this
work, we propose a preliminary UFO-based ontology in-
tended to conceptualize a subset of the KAOS keymodeling
constructs, that are based on the KAOSmetamodel reported
in [32, 44]

3.5 The SoaML modeling language
SoaML is a modeling language supporting the Object Man-
agement Group (OMG) Services’ Reference Model [33].
SoaML has been used in industry and enterprises by soft-
ware engineering and business communities. It mainly fo-
cuses on the service paradigm where business and soft-
ware services are treated in a uniform way. SoaML pro-
vides business experts with means allowing them to de-
scribe business issues, and it provides software engineers
with means allowing them to model computing issues (soft-
ware). Its key modeling constructs, provided by a specific
UML profile, capture relevant SoA entities such as ser-

vice, service contract, service interface, service architec-
ture, agent, participant, capabilities, operations, and others.
More details on these modeling entities are given in Sec-
tion 7. A UML metamodel is associated with this profile.
It is worthwhile to mention SoaML4IoT, an extension of the
SoaML profile, intended for IoT applications [9]. It refines
some of the (native) SoaMLmodel elements and introduces
new ones. In this work, we focus on SoaML and propose
a preliminary UFO-based ontology intended to conceptual-
ize a subset of the SoaML key modeling constructs, based
on the SoaML metamodel reported in [33].

4 Method
The objective of this work is to propose a framework aiming
at conceptualizing IoT CIM models in an ontological way.
For this purpose, we followed two steps.

1. State the starting point
Two alternatives are to be considered: CIM aspects
are expressed either directly by using available appro-
priate modeling languages or in a modeling language-
neutral. The advantage of the first alternative is that
the literature reported a number ofmodeling languages
that have already explored, identified and captured
(through metamodels) a large set of key concepts and
an almost “shared” vocabulary related to the whole
CIM aspects. The issue is now to select, among the
available languages, the ones that not only cover the
different aspects of CIM models but also have been
successfully for modeling IoT requirements.

2. Build the targeted ontology (fragments)
The ontology engineering community suggests two
alternative methods to build ontologies. Either con-
structing ontologies from scratch starting from well-
defined requirements (for instance the so-called Com-
petency Questions), or by reusing available ontology
fragments. Ontology integration and ontology merg-
ing are the twowell-knownmethods adopted in the on-
tology reuse approach. Ontology integration consists
in reusing selected and evaluated ontology fragments,
extending them, customizing and adapting them to the
targeted context. Ontology merging consists in merg-
ing fragments that capture the same “reality” or share
some common concepts. In our work we used both
integration and merging methods in an ad-hoc way.

4.1 Selection of appropriate CIM modeling
languages

Usually, CIM modelers select and combine specific lan-
guages to cover the three CIM aspects (i.e., domain, busi-
ness, and requirements aspects). In this work, ontologies,
due to their high descriptiveness power, are used in con-
junction with suitable languages to improve the modeling



668 Informatica 48 (2024) 663–684 M. Bettaz et al.

of CIMs. We retain KAOS for the modeling of the require-
ments as well as for the modeling of IoT and specific appli-
cation domains, and SoaML for the modeling of the busi-
ness aspect. This work proposes to build, and merge on-
tologies associated with each of these two languages. Two
main reasons motivate the choice of KAOS. Firstly, it has
shown its effectiveness in the modeling of the requirements
of real-life and academic projects. It has been also used, in
combinationwith the SysML language [15] for the develop-
ment of (engineered) systems in general and AAL systems
in particular; these kinds of systems are characterized by a
strong use of sensors and actuators. Secondly, we can reuse
and, by the way, build on available relevant ontology frag-
ments ([19], [31], [4], [27], [23]). Three reasons motivate
the choice of SoaML. Firstly, due to its support for SOA,
SoaML provides means to model business issues as well as
software issues, thusmaking it not only able to support CIM
business views but also to offer a smooth bridge to software
design views. Secondly, a previous work [11] and a more
recent one [10] emphasized the use of the service paradigm
in an ontological-based approach for respectively the AAL
systems, and IoT systems. Thirdly, as for KAOS, the avail-
ability of ontologies intended to conceptualize the service
paradigm ([30]] as well as SoaML ([37], [28]) allows us
to work-out our preliminary ontology for SoaML without
starting from scratch.

4.2 Building of our ontology fragments
For this purpose we followed two steps.

1. Construction of preliminary KAOS and SoaML on-
tologies
Nowadays, new ontologies are mainly built by reusing
(parts of) available ontologies. The ontology inte-
gration methods requires to select, evaluate and cus-
tomize available ontology fragments matching with
the reality to conceptualize. On one side, for
the purpose of our KAOS ontology, we selected
well-evaluated fragments provided either by UFO or
GORO. It is worthwhile to note that the GORO on-
tology allowed us to get a better understanding of the
concepts inherent to the goal-oriented requirement en-
gineering. On another side, our proposed SoaML on-
tology fragments are mainly inspired from a set of Ser-
vice and SoA ontology proposals reported in the liter-
ature ([29], [30], [37]). These works allowed a better
understanding of key concepts of SoA and SoaML.
Finally, the adaptation and customization of the se-
lected fragments to KAOS and SoaML is mainly gov-
erned by an appropriate mapping of their concrete key
constructs in conformance with their associated pub-
lished metamodels. For convenience and uniformity
purposes, the proposed ontologies are expressed us-
ing a unique ontology modeling language, namely On-
toUML. This modeling language has been chosen be-
cause it is backed up by a theoretical reference ontol-
ogy that puts solid foundations for the goal, agent, and

service paradigms.

2. Merging our worked-out preliminary ontologies
As a first attempt, we chose a pragmatic approach to
conduct the merging of our proposed preliminary on-
tologies. A mapping operation stating a direct or indi-
rect correspondence between similar constructs is re-
quired before performing the merging. We start by
identifying potential similarities between shared mod-
eling constructs, then we either merge both equiva-
lent concepts into one concept in case of a direct map-
ping, or we build an intermediate ontology serving as
a bridging ontology in case of an indirect mapping.

5 Ontology fragments for KAOS

5.1 Choice of UFO and OntoUML
To the best of our knowledge, the sole attempts to build
an ontology-based model for KAOS is in [27], using the
Unified Enterprise Modeling Language (UEML). This lan-
guage, intended to unify enterprise modeling and informa-
tion system modeling, is backed-up by the Bunge-Wand-
Weber (BWW) model and Bunge’s ontology. Among its
use cases, we can mention its use to describe the meta-
model of KAOS [27]. The authors of this work noticed that
UEML is difficult to use, and exposed some limitations of
the UEML language itsellf as well as its ontological frame-
work (at the date of the publication of their work). In our
work, we chose to use OntoUML (an ontological-based ver-
sion of UML) mainly for the following reasons: OntoUML
is backed up by UFO, a formal top-level foundational on-
tology presenting good relevant ontological properties such
as completeness; availability of reliable middle-level UFO
ontology fragments conceptualizing in a very abstract way
concepts like goal, agent, event, and others; OntoUML is
easy to learn and use because of its proximity with UML
(widely used in various communities); OntoUML offers a
palette of stereotyped classes and relationships able to cover
and face numerous and various modeling situations. We
used the OpenPonk tool [8] to edit and verify the syntax
and the semantics of each of our models. The semantics is
checked against well-defined anti-patterns.

5.2 Approach
The scope of this work encompasses the four KAOS mod-
els constituting the KAOS framework (Agent, Goal, Op-
eration, and Object). The concepts of Obstacle/Conflicts
relating to Goal modeling are not addressed, because not
pertinent to the results of this (part of) work. Our pro-
posal builds on and refines specific UFO ontological el-
ements to conceptualize concepts relevant to the KAOS
models, according to the KAOS universe of discourse. The
KAOS metamodel is used as a primary source to capture
this universe of discourse, augmenting by the way the de-
gree of validity of our ontology fragment. GORO ontology
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has also served as a reliable source for this work, however
GORO is mainly used for comparing similar goal-oriented
requirement frameworks (KAOS, i-star, and others). Thus,
GORO is built in such a way that it abstracts features spe-
cific to each framework. Various UFO ontology fragments
give a solid theoretical conceptualization of the goal and
agent concepts, and their inter-play as well. Relevant UFO
classes and relationships of these fragments are selected,
reused, and then refined in such a way to be the most clos-
est as possible to the KAOS constructs. The following ex-
poses, for each model of the KAOS framework, the aspects
that will be emphasized by our ontology fragments.
– KAOS Agent Model
The KAOS agent fragment has to conceptualize the
following aspects:

(a) KAOS agent, its different sorts as well as the
specificity and the meaning of each of its sorts
(conformance with the metamodel).

(b) The eventual real world entities that may be be-
hind each sort of agent. These aspects are out-of
scope of the KAOS metamodel. We added them
because, in this work, we are interested in the IoT
applications.

(c) The relationships (and their nature) that capture
the links between the entities mentioned in (b)
and their corresponding agents elicited in (a).

Figure 1 depicts the ontology fragment that captures
the (a) and (c) aspects, while Figure 2 and Figure 3
depict, respectively, the ontology fragments that cap-
ture the aspect (b).

– KAOS Goal Model
The KAOS Goal ontology fragments have to concep-
tualize the following aspects:

(a) KAOS goal, and its different forms as well as the
specificity and the meaning of each of its forms
(according to the metamodel).

(b) The way KAOS goals are classified, structured
and organized.

Figure 4 together with Figure 5 depict the ontology
fragment that captures the aspects mentioned above .

– KAOS Operation and Object Model
The KAOS Operation and Object ontology fragments
have to conceptualize the following aspects:

(a) The KAOS operation and their different sorts.
(b) The operation parameters.
(c) The pre-state and post-state attached to the oper-

ations.
(d) The Object model state on which operations ap-

ply.

The fragment related to these aspects is not described in
this paper. All the above mentioned figures are detailed in
the following sub-sections.

5.3 KAOS agent ontology
The KAOS metamodel identifies and reveals in an explicit
way two sorts of agents according to the role they play in
the context of a KAOS based requirements’ model, namely
an environment agent and a requirement agent. KAOS
environment agents are intended to enforce the “satisfac-
tion” of the so-called expectations, whilst KAOS require-
ment agents are intended to enforce the satisfaction of the
so-called “requirements”. Expectations and requirements
are specific KAOS goals explicitly defined in the KAOS
metamodel. KAOS environment agents are exemplified
by software agents (artificial active entities) that are con-
cepts related to the computing context, and KAOS envi-
ronment agents are exemplified by either humans /corpo-
rations (physical active entities) that are concepts related
to the business and technical contexts. While the previous
sentence is just an informal statement written in KAOS doc-
uments, our ontologymakes it explicit. Figure 1 shows four
sorts of OntoUML stereotyped classes (Category, Kind, Re-
lator, and Role). The stereotype Category is generally used
for representing abstract classes. We use them to glue our
ontology to relevant UFO top- and middle-level categories
and then specialize them into for instance Kind, or other
stereotyped rigid sortal entities. KAOS agents are charac-
terized by two features. On one hand they are agents (active
entities), on the other hand they are intentional agents be-
longing to the KAOS framework. Figure 1 shows that the
KAOS Agent concept is represented by a class (stereotype
Kind) that specializes the abstract class Category Agent.
This way we ensure that our ontology fragment (Figure 1)
faithfully captures the intentional agent concept. Because
these agents belong to the KAOS framework, we need to
conceptualize the fact that the KAOS framework reveals
two sorts of agents. Here we have the choice to capture this
aspect by specializing the Kind Agent either into two sub-
kind agents or into two role agents. However the nature of
these two sorts of agents seems to be more close to Perdu-
rants rather than Endurants (according to the UFO terminol-
ogy). That is why we retain the stereotype Role rather than
the stereotype Subkind to deal with this aspect. Moreover,
Figure 1 captures also the informal statement related to the
real-world entities that may exemplify these two roles. For
this purpose, we introduce two relators. The first one, Re-
quirement Agent Reification, conceptualizes the idea that
software agents, through their specialized role (RoleMixin)
KAOS IoT Software Agent, exemplify KAOS Require-
ment Agent (RoleMixin). The second relator, Environment
Agent Reification, conceptualizes the idea that Stakeholder,
through their specialized role (RoleMixin) IoT Application
Stakeholder, exemplify KAOS Environment Agent. 

5.4 Stakeholder ontology fragment
The following fragment, which is outside of the scope of
the KAOS metamodel, is useful and relies on the follow-
ing UFO knowledge: UFO ontology defines a category,
named Substantial, which is specialized into the Object and
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Figure 1: KAOS agent ontology

the Agent categories. Agents conceptualize active entities,
whilst objects conceptualize passive and unintentional enti-
ties. Agents are of different sorts: physical (e.g., machine,
human being), artificial (e.g., software), and social agents
(e.g., society associations, institutions, stakeholders). So-
cial Object, a refinement of UFOObject, is intended to con-
ceptualize social objects like value, money, etc. In Figure 2,
we propose a conceptualization of stakeholders in the con-
text of IoT applications. Category Institutional Agent, a
specialization of UFO Social Agent, is intended to abstract
all sorts of institutional agents. Figure 2 shows two sorts of
concrete institutional agents. The first one represents work-
ers, conceptualized by a Kind class, acting as IoT project
stakeholders, and the second one represents corporations,
conceptualized by also by a Kind class, acting as initiator
and/or developer of IoT applications. Corporations (Kind
class) are modeled as a group of corporation units (Sub-
Kind class). Workers may be eventually engaged or not in
IoT projects. Two disjoint Phase classes (Active, Inactive)
allow to conceptualize this situation. Moreover we distin-
guish three sorts of workers: Business and System, mod-
eled as Subkind of Kind Worker, and Manager modeled as
Subkind of Business. The fragment includes also, a Role
class, intended to conceptualize users of IoT applications
(Role IoT Application User specializing Kind Person). IoT
Application Stakeholder is intended to model the fact that
the IoT application stakeholder notion includes application
users as well as active workers. Because IoT Application
Stakeholder is aggregating two Roles (customer, worker),
RoleMixin is the more appropriate OntoUML stereotype
class to represent it. Finally, the Relator Commitment con-
ceptualizes the fact that a commitment links the IoT appli-
cation stakeholders with the with the corporation units that

Figure 2: Stakeholder ontology

are contractors with the project, i.e., the corporation unit
that owns the project and also the corporation units such as
the Ambulance Supplier Center, the Security Center, and
the Home CareGiving Center. The IoT Application Corpo-
ration Stakeholder class represents the active corporation
workers participating into the IoT application project.

5.5 IoT software agent ontology fragment
Figure 3 depicts a software agent ontology fragment. In
the context of IoT applications, we identify two sorts of
IoT software agents: those which are embedded into IoT
devices, and those which are hosted by computing devices
like servers and others. The first sort is modeled as a Sub-
kind class (IoT Device Software Agent), and the second
one as a Role class (Application-Specific Software Agent).
The Subkind IoT Device Software Agent is specialized into
two Role classes (IoT Sensor Software Agent and IoT Ac-
tuator Software Agent).Three Relators (S-Embedding, A-
Embedding, and Hosting) conceptualize the embedding as
well as the hosting of software agents according to their re-
spective digital devices. Digital Device, is itself specialized
into two subkinds: Subkind IoT Device and Subkind Com-
puting Device.

5.6 KAOS goal model ontology
The proposed KAOS goal model ontology is composed of
two ontology fragments. The first one, depicted in Fig-
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Figure 3: IoT Software agent ontology

ure 4, models the KAOS goal concept as well as the hi-
erarchy structure of the KAOS goal model. The second
one, depicted in Figure 5, conceptualizes the various sorts
of KAOS goals as well as the relevant links to their corre-
sponding KAOS agents.

5.6.1 Goal and hierarchical model

Figure 4 presents an ontology fragment including three
parts: the first part represents the KAOS goal concept, the
second part the hierarchical structure of the KAOS goal
model, and the third part the concept of the KAOS abstract
goal (decomposable goal).

– Goal Concept
A KAOS goal is seen as a RoleMixin of the Cate-
gory Requirement Engineeging Goal Specializing the
Category Goal. Figure 4 shows, for instance, the
RoleMixin i∗ Goal representing the concept of goal in
the i∗ framework. The Category Requirement Engi-
neering Goal is introduced to factorize abstract shared
features that may exist between different frameworks
that deal with the goal oriented requirement approach.

– Goal Hierarchical Model
The RoleMixin Retained KAOS Goal in Figure 4, a
specialization of the RoleMixin KAOS Goal, concep-
tualizes the fact that an elicited KAOS goal is retained
to be inserted into the hierarchy of a goal model. The
hierarchy concept is modeled as a Kind (Goal Hier-
archy), a refinement of an abstract Category, named
Structure, intended to represent all sorts of structures
(not represented in the figure). The Relator Incor-
poration, a relationship between a retained KAOS

(RoleMixin Retained KAOS Goal) and a KAOS goal
hierarchy (RoleMixin KAOS Goal Hierarchy) that
conceptualizes the fact that a retained goal is inserted
into a goal hierarchy. According to its position in the
goal hierarchy, a retained goal may play either the role
of an abstract goal or the role of a concrete goal. Fig-
ure 4 includes aKind (TreeNode) to represent nodes of
the Tree structure. Tree Node is used as a secondary
class allowing the modeling of abstract goals incor-
porated into a non-leaf node of the hierarchy, and the
modeling of a concrete goal incorporated into a leaf
node of the goal hierarchy.

– Abstract Goal
Contrarily to a KAOS concrete goal, an abstract
one may be refined into sub-goals (decomposable).
The KAOS metamodel emphasizes two sorts of goal
refinement: AND refinement and OR refinement.
The AND refinement specifies that a refined goal is
achieved if and only if all sub-goals are achieved. The
OR refinement specifies that a refined goal is achieved
if and only if one of its sub-goals is achieved. For this
purpose, Figure 4 includes two roles (Role AND De-
composable and Role OR Decomposable) refining the
RoleMixin Abstract Goal. Finally two relators (Rela-
tor OR Parent and Relator AND Parent) conceptualize
the relationships between an abstract goal (as a parent
goal) and its sub-goals (as child goals). To this end,
Figure 4 includes two roles (Role ANDChild and Role
OR Child) which are refinements of the RoleMixin
Retained KAOS Goal.

Figure 5 depicts an ontology fragment intended to rep-
resent three sorts of KAOS concrete goals defined in the
KAOS metamodel, as well as their relationships with their
corresponding KAOS agents or with the KAOS object
model. KAOS concrete goal sorts are often named real-
isable or operational goals in the KAOS literature.
The RoleMixin (KAOS) Concrete Goal is specialized by

three roles (Role Expectation, Role Requirement, and Role
Domain Property) intended to represent the three sorts men-
tioned above. Expectations are taken in charge by KAOS
Environment Agents, whilst Requirements are to be made
operational (realizable) by KAOS Requirement Agents.
For this purpose, Figure 5 includes two relators (Relator
Assignment and Relator Responsibility) for the conceptu-
alization of the (above mentioned) relationships between
Role Expectation and Role KAOS Environment Agent on
one hand, and between Role Requirement and Role KAOS
Requirement Agent on the other hand. The Role Domain
Property is specialized by the Role Domain Hypothesis and
the Role Domain Invariant. Domain hypothesis represents
hypothesis on the state of the object model that must hold.
They are supposed to be enforced by the environment of the
application domain. For this purpose the Relator Hypoth-
esis Enforcement conceptualizes the relationship between
the Role Implicit Enforcer and the Role Domain Hypothe-
sis. The Kind Environment is modeled as a (shared) part of
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Figure 4: KAOS goal hierarchy ontology

the Kind Application Domain. The domain invariants rep-
resent invariants that must always hold in any state of the
application domain. The application domain must always
fulfil them. For this purpose, the Relator Fulfilment con-
ceptualizes this relationship between the Role As A State
and the Role Domain Invariant. Finally, Figure 5 includes
the Relator Obligation intended to represent the situation
where one or many sub-goals of an abstract goal are do-
main properties. In this case these properties must hold in
order to achieve such an abstract goal.

5.6.2 Responsibility model

Figure 1 shows two Relators intended to conceptualize the
reification of the Role KAOSEnvironmentAgent and the
Role KAOSRequirement Agent into respectively the stake-
holder RoleMixin IoT Application Stakeholder (defined in
Figure 2), and into the software agent RoleMixin KAO-
SIOTSoftwareAgent. This RoleMixin is a specialization of
the Category Agent (defined in Figure 1).

5.7 Object and operation models
5.7.1 Object model

In the context of IoT applications, a KAOS object model
represents relevant entities (passive objects) and agents be-
longing to a specific IoT domain and to an IoT application
domain. These two domains, represented by their respec-

tive Kind (specialization of the Category Object), are mod-
eled as components of the Kind KAOS Object Model.

5.7.2 Operation model

The operation model focuses on the satisfaction of the so-
called operational goals (requirements and expectations),
and more precisely on the means (operations) and ways
to achieve them. KAOS operations are fully described by
their trigger, their pre-conditions, their inputs, their outputs,
and their eventual generation of events. All these opera-
tion components should be modeled. OntoUML provides a
set of useful stereotypes intended for the conceptualization
of situations (state-like concept), events (action and non-
action events), and specific associations. We also reuse the
UFO concepts of Atomic and Complex Action.

6 KAOS business aspect
reinforcement

6.1 Preamble
Although business goals (high-level KAOS goals) are made
explicit in the goal model, they are mainly used for the
derivation of operational goals. KAOS models do not
carry explicit information on business processes attached to

Figure 5: Concrete goal sorts
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high-level business goals. The (native) KAOS framework
did not give much consideration to the business dimen-
sion which is an important pillar for CIM modeling. Many
works related to goal-oriented business modeling have been
reported. Among these works, we mention GO4SoA [10],
where the concept of business goal is incorporated to the
SOA, a business architecture reputed centred around the
concept of service. GO4SoA specifies SoA applications
based on business goals. In this approach, as reported in
[10], the goals become part of the semantic services’ de-
scriptions.

6.2 Proposal
We adopt another alternative which consists in reinforcing
the business dimension of the KAOS modeling framework.
This is achieved by augmenting our proposed KAOS on-
tology with a fragment intended to incorporate the capabil-
ity modeling construct. We exploit the knowledge carried
on one hand by the KAOS goal (top-level goals, abstract
goals, concrete goals, and agents), and by the KAOS oper-
ations on the other hand. The main idea consists in identi-
fying an additional KAOS-based construct “semantically”
equivalent to the SoaML capability construct. This (added)
construct, built from a set of specific (native) KAOS con-
structs is then used to set up an (indirect) mapping between
KAOS and SoaML concepts. Firstly, top-level goals (ab-
stract goals positioned just at the first level under the tree
root), extracted from the KAOS goal model and represent-
ing strategic business goals, are considered as first class
elements. They are called Top Business Goals. The last
descendant goals (concrete goals) reachable from a given
top-level goal constitute the set of operational goals to be
achieved in order to satisfy the given top-goal. Secondly,
we introduce the notion of KAOS Agent Capability. This
notion is intended to represent the set of all KAOS atomic
operations that an agent is capable to perform in order to
achieve each of the concrete goals under its responsibility
(one KAOS operation for each concrete goal). Thirdly, we
extend and generalize the notion of KAOS Agent Capabil-
ity representing the set of capabilities required from a group
of KAOS agents to achieve a top-level KAOS goal: it is
called Group-Agent Capability.

6.3 Augmented KAOS modeling
Figure 6 depicts a piece of ontology intended to concep-
tualize the new introduced concepts (Role Top Business
Goal, Mode KAOS Agent Capability, and Mode KAOS
Group Agent Capability), and their relationships with na-
tive KAOS concepts (Agent, Goal, and Operation). The
diagram should be read as follows.

– The Role Top Business Goal is modeled as a spe-
cialization of the RoleMixin Abstract Goal (defined
in Figure 4). The association named Leads to is in-
tended to model that from a top business goal (Role

Figure 6: KAOS capabilities ontology

Top Business Goal) a set of concrete goals (Role Con-
crete Goal) are reachable.

– The Relator Achievement Responsibility is intended
to relate a top business goal (Role Top Business Goal)
with its corresponding group of KAOS agents (Role
Top Business Performer) which are together respon-
sible for the top business goal achievement. These
groups, named KAOS Group-Agent, are modeled as
a composition of KAOS agents (Kind KAOS Agent).

– A KAOS Agent is responsible for a set of KAOS Op-
erations. We define a KAOS Agent Capability as a
coherent subset of the set of atomic operations com-
posing a given KAOS operation; the choice of these
subsets and their consistency is the responsibility of
the relevant requirements’ engineer. In this way, a
KAOS Agent owns a set of capabilities. From the On-
toUML perspective, KAOS Atomic Operations (con-
sidered as events) are a manifestation of the Capabili-
ties of KAOS Agent.

– KAOS Agent Capability is modeled as a Mode class
depicting a feature of a KAOS Agent. A stereotyped
association (<<Characterization>>) links the Kind
KAOS Agent to the Mode KAOS Agent Capability.

– A KAOS Group Agent Capability is characterized by
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a feature intended to represent operational skills that
it can potentially perform. This feature is modeled
as a Mode class. Concretely it is modeled as a com-
position of the capabilities associated with all KAOS
agents composing the group.

– The Kind KAOS Agent can participate into several
KAOS operations. This is modeled by the associa-
tion stereotyped by <<participation>>. KAOS op-
erations are composed of a set of atomic operations
(Atomic Operation).

7 Our preliminary SoaML ontology

7.1 Approach

The scope of this (part of) work encompasses the core
SoaML business concepts and constructs. We are interested
only in the constructs related to themodeling of the business
aspect (CIM model). More precisely our SoaML ontology
framework includes entirely the models of service, capabil-
ity, participant, port, service interface, service architecture,
and service contract. Our proposal builds on and refines
specific UFO ontological elements to conceptualize con-
cepts relevant to the SoaML business models, according to
the SoaML universe of discourse. The SoaML metamodel
as well as published works aiming at developing ontolo-
gies for the Service-oriented Architecture (SOA) [37, 28]
are used as primary sources to capture this universe of dis-
course, augmenting by the way the degree of validity of our
ontology fragment.

7.2 SoaML capability

A capability represents the ability of a SoaML entity to
produce an outcome (business value) through a service. A
SoaML service is a mechanism allowing to access exposed
capabilities through an interface. Figure 7 depicts a piece
of ontology conceptualizing the notion of SoaML capabil-
ity and its relationship with the notion of a SoaML service.
The diagram includes the Kind Service, a specialization of
the Category Business Object, which is itself a refinement
the Category Social Object. The Role Enabled Service, a
specialization of the Kind Service, conceptualizes the fact
that when services are created, a stereotyped association
(<<Characterization>>) links the Category Business Ob-
ject to the Mode Value, expressing the fact that business
objects intrinsically carry values. The diagram shows two
Relators (Production and Exposure): the Relator Produc-
tion links the Mode SoaML Capability to the Mode Value,
expressing the fact that a capability produces a value. The
Relator Exposure links the Role Enabled Service, a special-
ization of the Kind Service, to the Mode SoaML Capabil-
ity.The Relator Exposure conceptualizes the fact that when
services are enabled, their capabilities become exposed to
the environment.

Figure 7: SoaML capability and service ontology

7.3 SoaML agent

According to the SoaML specification document [33], par-
ticipants are constructs intended to represent domain enti-
ties able to provide and/or consume services through ports.
In the business domain, participants may be business work-
ers and stakeholders, corporation units, and artefacts like
business architectures. In the computing domain partici-
pants may be software agents, and artefacts like software
components and architectures. Two sorts of domain en-
tities are identified in the SoaML metamodel: intentional
entities (agents) and unintentional ones. These domain en-
tities are abstracted by the concept of participants. (SoaML)
agents are seen as a special sort of participants. (SoaML)
ports are a kind of interaction points “anchored” to par-
ticipants. SoaML identifies two sorts of ports, named re-
spectively Request Port and Service Port: the first sort is
used by service consumers to submit their requests to ser-
vice providers, whilst the second one is used by service
providers to offer their services. Figure 8 depicts a piece
of ontology defining the concept of SoaML agent. The dia-
gram in Figure 8 should be read as follows. SoaML Agent
is conceptualized as a Kind that specializes the Category
Agent. It is characterized by two features: the Mode Busi-
ness Capability and the Mode Communication Capability.
The figure also includes the Kind KAOS Agent, special-
izing the Category Artificial Agent and characterized by
the Mode Communication Capability such as the SoaML
Agent.
Figure 9 depicts a piece of ontology conceptualizing

the participant, the ports’ constructs as well as their inter-
relationship.
The depicted diagram should be read as follows. The
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Figure 8: SoaML capability

Figure 9: SoaML participant-port ontology

Category Social Object is specialized by two Categories.
The first one named Domain Entity is intended to concep-
tualize the business entities belonging to domains. The sec-
ond one named Interaction Entity is intended to model all
sorts of interaction entities. The Kind Participant, special-
izing the Category Domain Entity, conceptualizes the con-
cept of SoaML participant. The Role Provider and the Role
Consumer, specializing the Kind Participant, conceptual-
ize the fact that SoaML participants can play either the role
of service provider, the role of service consumer, or both.
We introduce a new Category, named Interaction Entity, in-
tended to conceptualize various kinds of abstract interaction
items such as interaction points, interaction protocols, inter-
faces, and connectors. The Kind Interaction Point, special-
izing the Category Interaction Entity, represents one sort of
interaction entities. The Subkind SoA Port, a specializa-
tion of the Kind Interaction Point, conceptualizes the SoA

Figure 10: SoaML participant-service ontology

notion of port. There are two sorts of ports: the Request
Port that represents the interaction point through which the
service is requested, and the Service Port that represents
the interaction point through which the service is offered.
The SoA Port is specialized into the Role Service Port and
the Role Request Port, thus emphasizing its specific roles,
namely Request and Service. Two Relators, named Gluing
Provider and Gluing Consumer, conceptualize the “glue”
relationships respectively between Role Provider and Role
Service ports, and between Role Consumer and Role Re-
quest ports.

7.4 SoaML participant and service

Figure 10 is intended to conceptualize the relationship
between the participant and the service concepts. The
Kind Participant is specialized by two Subkinds, namely P-
Participant and C-Participant. They are dummy classes in-
troduced to make the intended model more readable and se-
mantically correct. P-Participant is specialized by the Role
Provider, while C-Participant is refined into the Role Con-
sumer.
The SoaML Service is modeled as a SubKind of the Kind
Service. It is specialized by two Roles (P-SoaML Service,
and C-SoaML Service). The Relators Provision and Con-
sumption conceptualize the fact that SoaML services are
offered or consumed by SoaML participants.
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7.5 SoaML interfaces
As reported in [34], “service interfaces are used to de-
scribe provided and required operations to complete ser-
vices’ functionality”. SoaML provides three sorts of inter-
faces:

– Simple Interfaces that give access to very ba-
sic services requiring a “one-way” interaction (re-
quest/response pattern), where a service consumer
calls the (unique) operation offered by service
provider.

– Service Interfaces that give access to services requir-
ing bidirectional interactions (conversation pattern)
between a service provider and a service consumer. A
service interface types a service port belonging to the
provider. From the perspective of a service provider,
three elements completely define Service Interfaces:
the interface it realizes and those it uses in order to
offer and accomplish its provided service, the descrip-
tion of the (required) conversation between the service
provider and its consumer, and an enclosed part speci-
fying the specific role played by each of the connected
participants. This last element is not addressed in the
current work.

Figure 11 depicts a diagram intended to conceptualize the
SoaML interface notion. The diagram includes also useful
and required surrounding modeling elements. The model-
ing elements depicted in this figure are briefly described in
the following.

Figure 11: SoaML interfaces ontology

– Surrounding Modeling Elements
We define the Category Interaction Entity as a spe-
cialization of the Category Social Object. Two Kinds,
specializing the Category Interaction Entity, concep-
tualize respectively the general concepts of Interface
and Interaction Protocol. On the one hand, we de-
fine SoaML Interface as a special sort of Interface,
and on the other hand, two sorts of Interaction Pro-
tocol, namely Atomic Interaction Protocol intended to
represent a simple one-way interaction protocol and
Complex Interaction Protocol for bidirectional inter-
actions. Conversations (Complex Interaction proto-
cols) are modeled as ordered sequences of atomic in-
teractions.

– Interfacing
SoaML advocates the separation between the interface
giving access to a service (visible part) and the service
implementation (hidden part). The Role Access Gate,
a specialization of the SubKind SoaML Interface, rep-
resents the visible part of the SoaML service. The Role
Enabled Service, a specialization of the Kind Service,
represents the service hidden part.

– SoaML Interfaces
The subkinds SoaML Simple Interface and SoaML
Service Interface, specializing the Kind SoaML In-
terface, conceptualize the SoaML simple interface
and the SoaML service interfaces. The association
named proposes expresses the fact that a simple in-
terface offers a unique SoaML operation modeled as
<<event>> Action. an event Action is intended to
represent operations, tasks, and processes [21]).

– SoaML Service Interface
The SoaML Specification Document [33] specifies
two typing constraints: “the Service Interface is the
type of a “Service” port on a provider and the type of
a “Request” port on the consumer”.

7.6 Services’ architecture
This sub-section focuses on an important SoaML construct,
namely Services’ Architecture. It represents a high-level
SoaML business construct that describes how participants
work together for a purpose by providing and using services
expressed as service contracts [33]. They are mainly used
to define and specify compound services resulting from a
composition of services provided and consumed by a com-
munity of (two or more) participants. A Services’ archi-
tecture consists of a diagram linking services (instances) to
be composed, with both their corresponding providers (in-
stance) and consumers (instance). It can be derived from
appropriate instantiations of the piece of ontology depicted
in Figure 10. Because OntoUML does not provide means to
instantiate instances (UFO individuals), we cannot express
service architecture with OntoUML diagrams. However,
we can visualize a services’ architecture as a set of related
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pairs, the first element of such pairs representing an instan-
tiation of the Relator Provision and its second element rep-
resenting an instantiation the Relator Consumption.

8 Merging KAOS and SoaML
ontologies

The merging operation between two source ontologies is
generally done through their potential shared (or over-
lapped) native concepts (if any), and/or through the elab-
oration of appropriate ontological bridges (pieces of inter-
mediate ontologies). In this work we use both approaches
in a complementary way. The first approach requires a prior
identification and deep analysis of such shared native con-
cepts, whilst the second requires a prior identification of
suitable anchoring points, in both source ontologies, where
the bridge may be attached. The ontology mapping opera-
tion is considered as a preliminary step along a process of
merging or integration of ontologies. It consists in the pre-
cise characterization of the semantic correspondence (se-
mantic similarity) relating potentially two ormore “similar”
concepts. Such correspondences between concepts may be
simple (one to one), or complex (via a transforming oper-
ation or a logical expression relating similar concepts). In
some situations, an appropriate intermediate piece of ontol-
ogy is used as a bridge between similar concepts of different
source ontologies. The analysis of both KAOS and SoaML
modeling languages reveals two sorts of situations: (1) both
languages share in an explicit way similar concepts (KAOS
domain object versus SoaML participant; KAOS agent ver-
sus SoaML agent; KAOS operation versus SoaML opera-
tion); (2) one of these languages provides a concept in an
explicit way, while a similar concept is hidden or implicit
in the other language (KAOS goal versus SoAML business
objective; KAOS capability versus SoaML capability).

– Explicit Similar Concepts

(a) Domain Object versus Participant
Both concepts refer to intentional (active) and
non-intentional (passive) entities. However
there are two slight differences: Participants pro-
vide /consume services, whilst the concept of
service is not an inherent feature of domain ob-
jects; participants communicate through mes-
sage exchanges, whilst the communication as-
pect between domain objects is left unspecified.
Although these two concepts are not semanti-
cally equivalent, we can say that they are sib-
ling concepts, because of their overlapping cor-
respondence. One way to put these two sibling
concepts together is to root them to a common
parent concept. In our ontology, the Object cat-
egory fills this need.

(b) KAOS Agent versus SoaML Agent
A priori, they are similar in the sense that both
are intentional entities, but KAOS agents can be

refined to distinguish two specific agents, which
is not the case for SoaML agents. Although these
two concepts are not semantically equivalent, we
can say that they are sibling concepts because of
their overlapping correspondence. This situation
is treated in the same way as in the previous case.

(c) KAOS Operation versus SoaML Operation
At first sight these concepts seem to be very sim-
ilar. However there are two differences between
them: in contrast to KAOS operations, which
generally are complex actions intended to satisfy
requirements, SoaML operations are atomic
actions, offered through specific interfaces, and
intended to provide services; SoaML opera-
tions can either be called (request/response)
or invoked through message exchanges, while
KAOS operations are triggered by events. It is
worth noting that message sending and receiving
are themselves sorts of non-action events.

– Implicit Similar Constructs

(a) SoaML Capability versus KAOS Capability
SoaML provides explicit constructs intended to
represent both the capability and service con-
cept, the service concept being built on the ca-
pability concept. The capability concept, though
mentioned in the reported KAOS literature, is
not perceived as an explicit KAOS construct. In
this situation, our approach consists in extending
KAOS in such a way to make explicit the notion
of KAOS capability, and to define it in such a
way to make possible a mapping to the SoaML
similar concept. Furthermore, the proposed ex-
tension ensures, through this mapping, a “natural
connection” with the notion of service.

(b) KAOS Goal versus SoaML Business Objective
KAOS deals in an explicit way with goals dis-
tinguishing between business (top level) and op-
erational goals (leaf level) thanks to their rela-
tive positions in the so-called KAOS goal model.
Regarding SoaML, it does not support an ex-
plicit goal construct. However, business goals
and processes are supposed to be (previously)
identified in an explicit way using an appropriate
business modeling language, and then SoaML
models (capabilities, service contracts, and ser-
vices’ architecture) may be derived from these
identified business goals and processes. Busi-
ness goals are considered only as implicit input
knowledge exploited by SoaML modelers. Thus
we may conclude that KAOS goals have no sim-
ilar SoaML construct.
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9 Instantiating OntoUML models

9.1 Transformation approach

The OntoUML models describing our proposed ontology,
once designed, edited and their syntax and semantics veri-
fied, are ready to be instantiated in concrete OWL classes
and populated with concrete individuals (lowest instance
level) related to specific IoT applications, thus leading to a
“query-able” Knowledge/Data graph. More precisely, On-
toUML models can be transformed (manually or automati-
cally) into appropriate gentle UFO (gUFO) classes. gUFO
is an extension of OWL supporting UFO theoretical frame-
work as well as the set of OntoUML stereotypes. To this
end, we use the following approach. First, we transform
(a selected subset of) our proposed ontology fragments into
their corresponding gUFO descriptions according to UFO
semantic rules. Second, we instantiate these gUFO descrip-
tions into specialized gUFO classes and concrete individu-
als corresponding to the needs expressed by stakeholders
(cf. Section 10).
The transformation is performed as follows. Our

OntoUML (stereotyped) classes (reflecting a real-
ity such as KAOS, and generic IoT concepts in-
dependent from a specific IoT application) are di-
rectly transformed into corresponding gUFO classes,
i.e., gUFO:Category, gUFO:Kind, gUFO:SubKind,
gUFO:Role, gUFO:RoleMixin, gUFO:Relator, and others.
This is performed, of course, according to the class
hierarchies and relationships belonging to our OntoUML
models. For this purpose we mainly use rdf and rdfs
sentences such as
:C rdf:type gufo:X.
:C rdfs:subClassOf gufo:D.
:C rdfs: superClassOf gufo:E.
The first sentence means that C, a stereotyped class
belonging to our model, is a class instance of the gUFO
class X, the second sentence means that C is a subclass of
D, and the third sentence means that D is a superclass of E.
These descriptions are useful to correctly describe the
hierarchy of the stereotyped classes belonging to our On-
toUML ontology fragments. Other specific rdf sentences
are used to express mediations linking OntoUML classes
and Relators.

9.2 Samples of queries on our populated
ontology fragments

This subsection presents samples of generic queries that
may be issued by relevant users to the ontology fragments
populated with instances related to IoT applications
under specification. The intended users of these ontology
fragments are the stakeholders engaged in the CIM devel-
opment of IoT applications. These samples are categorized
as follows.

Goal Hierarchy

1.1 What are the top goals? 1.2 What are the concrete
goals associated with a top goal? 1.3 What are the children
goals of a parent goal? 1.4 Which kind of composable goal
is a parent goal?

Goal-Agent-Stakeholder-Operation
2.1 List the requirement agents. 2.2 Which stakeholder is
responsible for a goal? 2.3 What are the domain properties
enforced by an environment agent? 2.4 What are the
domain properties required by an abstract goal? 2.5 Which
expectation is as- signed to an environment agent? 2.6
Which requirement agent is responsible for a requirement?
2.7 List the expectations. 2.8 List the domain invariants
2.9 Which stakeholder is reified by an environment agent?
2.10 Which software agent is reified by a requirement
agent? 2.11 List the input parameters of an operation. 2.12
List the output parameters of an operation. 2.13 Which
agent participates to an operation? 2.14 What are the
capabilities of an agent?

IoT
3.1 List the IoT sensors 3.2 List the IoT actuators 3.3 List
the software agents 3.4 Which software agent is embedded
into a IoT device? 3.5 Which software agent is hosted in a
computing device ? 4.1 List the participants. 4.2 List the
agents. 4.3 What is the business capability of a participant?
4.4 What is the communication capability of a participant?
4.5 List the services. 4.6 What are the capabilities exposed
by a service? 4.7 What is the value produced by a capabil-
ity? 4.8 What is the interface of a service? 4.9 What is the
provider participant of a service interface? 4.10 What are
the ports of a service interface? 4.11 What is the operation
provided by a simple interface?

10 An illustrative example
This section has two parts. A problem statement for our
illustrative IoT application, along with the needs elicited,
is first outlined, then followed by a gUFO instantiation of
selected OntoUML models represented in Figures 1, 2, 3
, 4, and 5.

10.1 Problem statement and needs’
elicitation

10.1.1 Problem statement

The chosen example scenario, inspired from the one de-
scribed in [11], is adapted and enriched in order to fulfil our
illustrative needs. A platform, equipped with various smart
sensors and actuators located inside the patient home, is in-
tended to monitor and control a set of patient vital param-
eters, of home-related parameters (temperature, humidity),
and of security-related parameters (face recognition). The
objective of this platform is to maintain patient health con-
dition and to provide patients with medical care in case of
emergency situations.
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10.1.2 Elicitation

(a) Stakeholders
Corporation owning andmanaging the platform: Man-
ager, Remote Patient Followers, Health CareGiv-
ing Centers, Ambulance Supplying Centers, Security
Centers, Patients.

(b) Domain Entities

+ IoT devices: smart sensors (medical, temper-
ature, humidity, face recognition camera, win-
dows’ status monitor), smart actuators (dehu-
midifier, air conditioner, window opener/closer).

+ Health - vital parameters: heartbeat, blood pres-
sure, oxygen rate, and so on.

+ Home Infrastructure Hypothesis: automatic
(opening/closing) windows, Internet/IoT infras-
tructure, Health Platform installed.

(c) Goal Model

+ Functional Goals
– Root goal: Manage Patient.
– First-level goals (AND): Keep Patient
Healthy, Achieve Patient Authentication.

– Keep Patient Healthy (AND): Patient Con-
dition Monitoring, Corrective CounterMea-
sures.

– Patient ConditionMonitoring (AND): Med-
ical Parameters Monitoring, Home Parame-
ters Monitoring.

– Medical Parameters Monitoring (AND):
Heartbeat Measurement, Blood Pressure
Measurement, Oxygen Rate Measurement.

– Home Parameters Measurement(AND):
Temperature Measurement, Humidity Rate
Measurement.

– Corrective CounterMeasures (OR): Medi-
cal Care CounterMeasures, Home Counter-
Measures.

– Home CounterMeasures (AND): Control
Temperature, Control Humidity. Control
Temperature (OR): Device based Air Con-
ditioning, Natural Air Conditioning.

– Control Humidity (OR): Device
Based De-Humidification, Natural De-
Humidification.

– Medical Care CounterMeasures (OR):
Emergency Evacuation, At Home CareGiv-
ing.

– Achieve Patient Authentication (AND): Pa-
tient Registration, Patient Authentication
Checking.

– Patient Registration (AND): Platform
Prompting, Patient Information Filling.

– Patient Authentication Checking(AND):
Face Capturing, Face Checking.

+ Domain Properties
– Domain Invariants: Admitted ranges of vi-
tal and home parameters values.

– Domain Expectations: Specific Home Ap-
pliances installed and working, IoT Internet
available.

+ Listing and categorizing of the potential perti-
nent agents
– Users and Workers: Patient (IoT Ap-
plication User), HomePlatform Product
Responsible (manager), At-Home Care-
Giver (business worker), Remote Patient
Follower (business worker), Security
Checker (business worker).

– Corporation Units: Health CareGiving
centers, Ambulance supplying centers,
Security centers.

– Software
∙ Application Specific Software: Patient
Platform Manager.

∙ IoT Software: A specific Software
Agent for each smart sensor and actu-
ator engaged in the platform.

10.2 Transformation into gUFO and
instantiations

In this section we apply the two-steps’ approach stated in
Section 9.

10.2.1 Transformation into gUFO

We cover almost all sorts of stereotyped classes used in our
OntoUML models. The following shows the transforma-
tion of a set of significant classes belonging to some se-
lected figures.

+ KAOS Agent Ontology (cf. Figure 1) Category and
Kind :Agent rdf:type gufo:Category.
:KAOSAgent rdf:type gufo:Kind;
rdfs:subClassOf :Agent.
Role and RoleMixin
:KAOSEnvironmentAgent rdf:type gufo:Role;
rdfs:subClassOf :KAOSAgent.
:KAOSIoTSoftwareAgent rdf:type gufo:RoleMixin;
rdfs:subClassOf :Agent;
rdfs:superClassOf :IoTDeviceSoftwareAgent;
rdfs:superClassOf
:ApplicationSpecificSoftwareAgent.

+ IoT Software Ontology (cf. Figure 3)
RoleMixin and Role
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:KAOSIoTSoftwareAgent rdf:type gufo:RoleMixin;
rdfs:subClassOf :Agent;
rdfs:superClassOf :IoTDeviceSoftwareAgent;
rdfs:superClassOf
:ApplicationSpecificSoftwareAgent.
:IoTSensorSoftwareAgent rdf:type gufo:Role;
rdfs:subClassOf :IoTDeviceSoftwareAgent.
:IoTActuatorSoftwareAgent rdf:type gufo:Role;
rdfs:subClassOf :IoTDeviceSoftwareAgent.

+ KAOS Goal Hierarchy (cf. Figure 4)
Category and RoleMixin
:Goal rdf:type gufo:Category.
:RequirementEngineeringGoal rdf:type
gufo:Category;
rdfs:subClassOf :Goal.
:KAOSGoal rdf:type gufo:RoleMixin;
rdfs:subClassOf :RequirementEngineeringGoal.

+ Role and RoleMixin
:RetainedKAOSGoal rdf:type gufo:RoleMixin;
rdfs:subClassOf :KAOSGoal;
:rdfs:superClassOf :ConcreteGoal;
rdfs:superClassOf :AbstractGoal.
:AbstractGoal rdf:type gufo:RoleMixin;
rdfs:subClassOf :RetainedKAOSGoal;
rdfs:superClassOf :ORDecomposable;
rdfs:superClassOf :ANDDecomposable.
:ORDecomposable rdf:type gufo:Role;
rdfs:subClassOf :AbstractGoal.
:ANDDecomposable rdf:type gufo:Role;
rdfs:subClassOf :AbstractGoal.

+ Concrete Goal Sorts Ontology (cf. Figure 5)
Role and RoleMixin
:ConcreteGoal rdf:type gufo:RoleMixin;
rdfs:subClassOf :RetainedKAOSGoal;
rdfs:superClassOf :Requirement;
rdfs:superClassOf :Expectation;
rdfs: superClassOf :DomainProperty.
:Requirement rdf:type gufo:Role;
rdfs:subClassOf :ConcreteGoal.
:Expectation rdf:type gufo:Role;
rdfs:subClassOf :ConcreteGoal.
:DomainProperty rdf:type gufo:Role;
rdfs:subClassOf :ConcreteGoal.
:DomainHypothesis rdf:type gufo:Role;
rdfs:subClassOf :DomainProperty.
Relator and Mediation
:Assignment rdf:type gufo:Relator.
:AssignmentInvolves rdf:type owl:ObjectProperty;
rdfs:subPropertyOf gufo:mediate;
rdf:domain :Assignment;
rdf:range :Expectation;
rdf:range :KAOSEnvironmentAgent.

10.2.2 Instantiations of concrete individuals

The following shows samples of concrete individual
instantiations. These are either directly instantiated from
stereotyped classes of our OntoUML models or in an
indirect way through the specialization of stereotyped
classes of our OntoUML models.

(A) Direct concrete individuals instantiations

+ Abstract goals (samples)
Patient (:ag0), Keep Patient Healthy (:ag1), Achieve
Patient Authentication (:ag2), Patient Condition
Monitoring (:ag3).
:ag0 rdf:type :AbstractGoal, …

+ Concrete goals (samples)
Blood Pressure Measurement (crg2), Oxygen Rate
Measurement (crg3)
Temperature Measurement (crg4) are instances of
:Requirement Role
:crg2 rdf:type :Requirement
Patient Information Filling(ceg13) is an instance of
:Expectation Role
:ceg13 rdf:type :Expectation

+ IoT Devices (samples)
dhd: rdf:type IoTActuator; (dehumidifier device)
:wd rdf:type IoTActuator; (window actuator device)
:tempd rdf:type :IoTSensor; (temperature device)
:hbd rdf:type :IoTSensor. (heartbeat device)

+ Environment Agent
Only two instances can be instantiated from this Role
class
:asanappuser rdf:type :KAOSEnvironmentAgent;
:asacorpworker rdf:type :KAOSEnvironmentAgent.

(B) Indirect concrete individual instantiations

+ Patients: First we specialize the Role class IoT
Application User (cf. Figure 2) into the class Role
Patient, then we instantiate concrete individuals of the
class Patient
:Patient rdf:type gufo:Role
rdfs:subClassOf IoTApplicationUser
:patient1 rdf :Patient

+ Stakeholder: First we specialize the Role class
IoT Application Corporation Stakeholder (cf. Fig-
ure 2) into four Role classes :AtHomeCareGiver,
RemotePatientFollower, SecurityChecker, and Home-
PlatformProductResponsible.
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Then we instantiate concrete individuals of these four
Role Classes:
:atg rdf:type :AtHomeCareGiver;
:rpf rdf:type :RemotePatientFollower;
:sc rdf:type :SecurityChecker;
:hppr rdf:type :HomePlatformProductResponsible.

11 Concluding remarks, discussion,
and future research directions

11.1 Results
This work presents an ontological-based framework in-
tended to help CIM modelers in their preliminary analy-
sis of IoT applications under development. The use of on-
tologies is mainly motivated by their high aptitude to ad-
dress descriptive aspects inherent to CIMmodeling, and the
profusion of available domains’ ontologies making them
reusable in various IoT applications. The proposed frame-
work relies on a combination of KAOS (a good candidate
for the requirements and domain modeling) and SoaML
(for the business service modeling). The outcomes of this
work are fourfold. Preliminary ontologies for KAOS and
SoaML, addressing their respective key concepts, as well
as basic IoT elements, are built; a pragmatic merging of
these two ontologies is proposed; an implementation of our
ontology fragments in gUFO classes aimed at their com-
puterization is given; an illustrative example demonstrating
the applicability of our results to IoT applications is pre-
sented. It is worth mentioning, that OpenPonk [8] was used
to edit and verify the syntax and the semantics of our mod-
els before transforming them into gUFO. The semantics is
checked against well-defined anti-patterns.

11.2 Discussion
In this section, we first focus the discussion around the com-
parison of our work with (only) those mentioned in Table 1,
i.e., the works that are the closest to our work; then we com-
pare our proposed KAOS and SoaML ontologies with those
reported in the literature.

11.2.1 Comparison with works reported in Table 1

According to Table 1, [38] is (to the best of our knowl-
edge) the sole work combining KAOS and SoaML con-
cepts aimed at addressing IoT requirements. What pri-
marily distinguishes our work from[38] is our adoption of
ontological metamodeling rather than “traditional” UML
metamodeling. The advantage of this alternative approach
reported in [24] is based on the mapping of elements of
modeling languages to appropriate ontological concepts; it
lies mainly in the improvement of the semantic perspective
thanks to the use of well-defined and sound (OntoUML)
stereotypes. Our ontology fragments are built according
to top-level UFO goal and agent fragments on one side,

and KAOS and SoaML metamodels on the other side. Ad-
ditionally, the resulting OntoUML models, as conceptual
ontologies, are transformed into either operational ontolo-
gies (gUFO/OWL) or formal specifications (Alloy formal
specification language) for further analysis and simulation
purposes. [43] enriched KAOS/SysML (a combination of
KAOS and SysML) with an ontological approach. How-
ever, unlike our entirely ontological approach, the concept
of ontology used in [43] covers only the domain aspect.
Furthermore, our proposal, aimed at IoT applications, not
only explicitly addresses KAOS software agents specific
to the IoT context, but also addresses the application do-
main (KAOS Object Model) from an IoT perspective. [11]
provided a UFO ontological approach bringing together the
concepts of Goal, Agent, Task, and Service. Their ob-
jective differs from ours: first, their proposed ontology
serves as a “framework” for developing metamodels for
new domain-specific modeling languages, while ours rein-
forces the semantics of metamodels of an existing, well-
established modeling language (KAOS and SoaML); sec-
ondly, they consider the SoA principle, where services are
traditionally discovered and searched from the outside of
the “calling” application, while on our side we focus on
the SoaML modeling language rather than the mentioned
SoA principle. The novelty consists in an ontological bridg-
ing between our proposed KAOS ontology fragments and
SoaML fragments: bringing “semantically” closer KAOS
agents and SoaML participants, KAOS Goal and SoaML
Service through their “shared” capability concept which is
implicitly mentioned in the KAOS literature and explicitly
defined in the SoaML metamodel. This way facilitates a
shift from a KAOS goal model to a SoaML architecture. Fi-
nally, [13] proposes a goal oriented methodology intended
for AAL requirements (GoAAL), that is mixing ontology
fragments from diverse sources (such as IoT domain and
health domain). The work adopts a goal ontology fragment
based on a variant of i-star, rather than KAOS, for goals.
Although the concepts of task and operation are retained,
the service concept is not considered in [13].

11.2.2 KAOS and SoaML ontologies

The literature reported ontology proposal(s) for KAOS
[27], and for SoaML [30, 37, 29]. In [27], the authors used
on one hand a standard KAOS metamodel as a reference
to build their KAOS ontology, and on the other hand the
Unified Enterprise Modeling Language (UEML) as an on-
tological modeling language. UEML is usually intended
for enterprises and information systems’ modeling. Our
KAOS ontology not only refers to a standard KAOS meta-
model, but is also based on proposed refinements of model-
ing elements drawn from UFO-C (Agent and Goal) ontol-
ogy fragments [19, 23], and also on proposed refinements of
the Goal-oriented Requirement Ontology (GORO) [31, 23].
Regarding SoaML, [30] and [37, 29] are among the recent
works aiming at introducing ontology concepts for SoA and
SoaML. The authors of [30] have analyzed and evaluated
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the use of UFO-S, a UFO sub-ontology for services, in var-
ious approaches including the SoaML one; those of [37]
have proposed a set of ontologies covering the general as-
pects of the so-called Service Engineering (service-oriented
architecture, software service ontology, etc.) including on-
tologies for SoaML. Their work relies on the Open Group
Service Ontology, and also on the ISO/IEC SoA Refer-
ence Architecture. [29] provides a comparison between
the UFO-S service ontology and other similar service on-
tologies including the Open Group Service Ontology. Our
SoaML ontology is built using refinements and adaptations
of some modeling elements of UFO-A and UFO-B ontol-
ogy fragments. The suggested adaptations mainly rely on
relevant knowledge drawn from the OMG SoaML specifi-
cation document [33] as well as from [37, 29].

11.3 Limitations and future research
directions

This work consists in proposing an ontological conceptual-
ization of IoT CIMs initially modeled using a combination
of KAOS and SoaML, with KAOS addressing both require-
ments and domain aspects, while SoaML addressing the
business aspect through the service and service architecture
concepts. A set of preliminary related ontology fragments
illustrated by samples of instantiations constitutes our main
results. At this first and current stage of our work, we iden-
tified some limitations that deserve to be addressed in future
contributions. A first limitation concerns the use of struc-
tural models in general and OntoUML in particular to ad-
dress business process modeling. We envisage for a future
work to investigate a type of model more adapted to pro-
cess modeling such as BPMN (Business ProcessModel and
Notation) or a combination of BPMN and DEMO (Design
& Engineering Methodology for Organisations). A second
limitation comes from our (re)-use of the Agent and Goal
UFO-C fragments, while for the time being gUFO does not
support UFO-C, which prevents their potential instantiation
using gUFO. In order to make our fragments more reliable,
an extension of gUFO constitutes a future research direc-
tion. In our proposed fragments, we introduced some as-
pects related to the IoT world, particularly IoT Software
Agents and IoT devices. We also suggested that, in the
context of IoT, the KAOS Object Model encloses available
public ontologies related to the IoT domain as well as the
application domains. However, we adopted in our approach
a generic and general purpose SoaML service concept. A
future development of our work in this direction using a
combination of BPMN and DEMO seems to be a promis-
ing future work.
As other future works, we plan to:

– transform OntoUML based ontologies into Alloy for-
mal specifications for verification and simulation pur-
poses [7].

– Enrich the KAOS ontology by adding the conceptual-
ization of the obstacle and conflict concept.

Acknowledgement
The authors thank the anonymous reviewers for their valu-
able comments that helped improve this version of the pa-
per.

References
[1] S. Assar. Model driven requirements engineering

mapping the field and beyond. In Model Driven
Requirement Engineering Workshop MoDRE, 2014.
https://dx.doi.org/10.1109/MoDRE.2014.
6890820.

[2] U. Aßmann, S. Zschaler, and G. Wagner. Ontologies,
meta-models and the model-driven paradigm. In On-
tologies for Software Engineering and Software Tech-
nology. Springer Berlin Heidelberg, 2010. https:
//dx.doi.org/10.1007/3-540-34518-3_9.

[3] S. Benkhaled, M. Hemam, M. Djezzar, and
M. Maimour. An ontology – based contextual
approach for cross-domain applications in In-
ternet of Things. Informatica An International
Journal of Computing and Informatics, 2022.
https://doi.org/10.31449/inf.v46i5.3627.

[4] C. H. Bernabe, V. E. S. Souza, R. de Almeida Falbo,
R. S. S. Guizzardi, and C. Silva. GORO 2.0:
Evolving an ontology for goal-oriented requirements
engineering. In Advances in Conceptual Mod-
eling ER, 2019. https://dx.doi.org/10.1007/
978-3-030-34146-6_15.

[5] M. Bettaz. Implementing OntoUML Models with
OntoObject- Z Specifications: A Proof of Concept
Relying on a Partial Ontology for VLANs. In 14th
International Conference on Simulation and Model-
ing Methodologies, Technologies and Applications,
SIMULTECH 2024. SciTePRESS - Science and Tech-
nology Publications, Lda, 2024. https://dx.doi.
org/10.5220/0012854500003758.

[6] M. Bettaz and M. Maouche. Towards a New
Ontology-based Descriptive Language: OntoObject-
Z. In International Conference on Contemporary
Computing and Informatics (IC3I). IEEE, 2023.
https://dx.doi.org/10.1109/IC3I59117.
2023.10397921.

[7] B. F. B. Braga, J. P. A. Almeida, G. Guizzardi, and
A. B. Benevides. Transforming OntoUML into Al-
loy: towards conceptual model validation using a
lightweight formal method. Innovations in Systems
and Software Engineering, 2010. https://dx.doi.
org/10.1007/s11334-009-0120-5.

[8] CCMI. OpenPonk platform.
https://ccmi.fit.cvut.cz/tools/openponk/, 2023.

https://dx.doi.org/10.1109/MoDRE.2014.6890820
https://dx.doi.org/10.1109/MoDRE.2014.6890820
https://dx.doi.org/10.1007/3-540-34518-3_9
https://dx.doi.org/10.1007/3-540-34518-3_9
 https://doi.org/10.31449/inf.v46i5.3627
https://dx.doi.org/10.1007/978-3-030-34146-6_15
https://dx.doi.org/10.1007/978-3-030-34146-6_15
https://dx.doi.org/10.5220/0012854500003758
https://dx.doi.org/10.5220/0012854500003758
https://dx.doi.org/10.1109/IC3I59117.2023.10397921
https://dx.doi.org/10.1109/IC3I59117.2023.10397921
https://dx.doi.org/10.1007/s11334-009-0120-5
https://dx.doi.org/10.1007/s11334-009-0120-5


Towards an Ontological-Based CIM Modeling… Informatica 48 (2024) 663–684 683

CCMI Research Group, Faculty of Information
Technology, Czech Technical University in Prague.

[9] B. Costa, P. F. Pires, and F. C. Delicato. Modeling
SOA-based IoT Applications with SoaML4IoT. In
World Forum on Internet of Things (WF-IoT), 2019.
https://dx.doi.org/10.1109/WF-IoT.2019.
8767218.

[10] I. C. Costa and J. M. P. de Oliveira. GO4SOA:
Goal-oriented modeling for soa. In International
Conference on Web Information Systems and Tech-
nologies, 2016. https://dx.doi.org/10.5220/
0005800902470254.

[11] L. O. B. da Silva Santos, G. Guizzardi, and R. S. S.
Guizzardi. GSO: Designing a well-founded service
ontology to support dynamic service discovery and
composition. In Enterprise Distributed Object Com-
puting (EDOC), 2009. https://dx.doi.org/10.
1109/EDOCW.2009.5332016.

[12] D. Dermeval, J. Vilela, I. I. Bittencourt, J. Castro,
S. Isotani, P. Brito, and A. Silva. Applications
of ontologies in requirements engineering: a sys-
tematic review of the literature. Requirements En-
gineering, 2016. https://dx.doi.org/10.1007/
s00766-015-0222-6.

[13] C. Diamantini, A. Freddi, S. Longhi, D. Potena, and
E. Storti. A goal-oriented, ontology-based methodol-
ogy to support the design of AAL environments. Ex-
pert Systems With Applications, 2016. https://dx.
doi.org/10.1016/j.eswa.2016.07.032.

[14] B. Elvesæter, C. Carrez, P. Mohagheghi, A.-J. Berre,
S. G. Johnsen, and A. Solberg. Model-driven ser-
vice engineering with soaml. In Service Engineer-
ing Book. Springer, 2011. https://dx.doi.org/
10.1007/978-3-7091-0415-6_2.

[15] S. J. T. Fotso, M. Frappier, R. Laleau, A. Mam-
mar, and M. Leuschel. Formalisation of
SysML/KAOS Goal assignments with b sys-
tem component decompositions. In Inte-
grated Formal Methods (IFM), 2018. https:
//dx.doi.org/10.1007/978-3-7091-0415-6_
210.1007/978-3-319-98938-9_22.

[16] X. Franch, L. López, C. Cares, and D. Colomer. The
i* framework for goal-oriented modeling. InDomain-
Specific Conceptual Modeling: Concepts, Methods
and Tools. Springer, 2016. https://dx.doi.org/
10.1007/978-3-319-39417-6_22.

[17] G. Giancarlo, B. B. Alessander, F. Claudenir,
P. Daniele, A. J. Paulo, and P. S. Tiagoa. UFO: Uni-
fied foundational ontology. Applied Ontology, 2022.
https://dx.doi.org/10.3233/AO-210256.

[18] N. Guarino. Formal ontologies and information sys-
tems. In Formal Ontology in Information Systems
(FOIS). IOS Press, 1998.

[19] G. Guizzardi, R. de Almeida Falbo, and R. Guiz-
zardi. Grounding software domain ontologies in the
unified foundational ontology (UFO): The case of
the ODE software process ontology. In Conferencia
Iberoamericana de Software Engineering, 2008.

[20] G. Guizzardi and G. Wagner. Using the unified foun-
dational ontology (UFO) as a foundation for gen-
eral conceptual modeling languages. In Theory and
Applications of Ontology: Computer Applications.
Springer, 2010. https://dx.doi.org/10.1007/
978-90-481-8847-5_8.

[21] R. S. Guizzardi and G. Guizzardi. Applying the UFO
ontology to design an agent-oriented engineering lan-
guage. In Conceptual Modeling ER, 2013. https:
//doi.org/10.1007/978-3-642-15576-5_16.

[22] R. S. S. Guizzardi and G. Guizzardi. Applying the
UFO ontology to design an agent-oriented engineer-
ing language. In Advances in Databases and Infor-
mation Systems (ADBIS), 2014. https://doi.org/
10.1007/978-3-642-15576-5_16.

[23] R. S. S. Guizzardi, G. Guizzardi, A. Perini,
and J. Mylopoulos. Towards an ontological
account of agent-oriented goals. In Software
Engineering for Large-scale Multi-Agent Systems
(SELMAS), 2006. https://dx.doi.org/10.1007/
978-3-540-73131-3_9.

[24] K. Hinkelmann, E. Laurenzi, A. Martin, and
B. Thönssen. Ontology-based metamodeling. In
Business Information Systems and Technology 4.0.
Springer, 2018. https://dx.doi.org/10.1007/
978-3-319-74322-6_12.

[25] L. Kadakolmath and U. D. Ramu. Goal-oriented
modeling of an urban subway control system using
KAOS. Indonesian Journal of Computer Science
(IJCS), 2023. https://doi.org/10.33022/ijcs.
v12i3.3239.

[26] D. Man. Ontologies in computer science. DIDAC-
TICA MATHEMATICA, 31(1):43–46, 2013.

[27] R. Matulevicius, P. Heymans, and A. L. Op-
dahl. Ontological analysis of KAOS using sep-
aration of reference. In Contemporary Issues in
Database Design and Information Systems Devel-
opment. IGI Global, 2007. https://doi.org/10.
4018/978-1-59904-289-3.ch002.

[28] J. C. Nardi, J. P. A. Almeida, P. H. A. da Silva,
and G. Guizzardi. An ontology-based diagnosis of
mainstream service modeling languages. In Inter-
national Enterprise Distributed Object Computing

https://dx.doi.org/10.1109/WF-IoT.2019.8767218
https://dx.doi.org/10.1109/WF-IoT.2019.8767218
https://dx.doi.org/10.5220/0005800902470254
https://dx.doi.org/10.5220/0005800902470254
https://dx.doi.org/10.1109/EDOCW.2009.5332016
https://dx.doi.org/10.1109/EDOCW.2009.5332016
https://dx.doi.org/10.1007/s00766-015-0222-6
https://dx.doi.org/10.1007/s00766-015-0222-6
https://dx.doi.org/10.1016/j.eswa.2016.07.032
https://dx.doi.org/10.1016/j.eswa.2016.07.032
https://dx.doi.org/10.1007/978-3-7091-0415-6_2
https://dx.doi.org/10.1007/978-3-7091-0415-6_2
https://dx.doi.org/10.1007/978-3-7091-0415-6_210.1007/978-3-319-98938-9_22
https://dx.doi.org/10.1007/978-3-7091-0415-6_210.1007/978-3-319-98938-9_22
https://dx.doi.org/10.1007/978-3-7091-0415-6_210.1007/978-3-319-98938-9_22
https://dx.doi.org/10.1007/978-3-319-39417-6_22
https://dx.doi.org/10.1007/978-3-319-39417-6_22
https://dx.doi.org/10.3233/AO-210256
https://dx.doi.org/10.1007/978-90-481-8847-5_8
https://dx.doi.org/10.1007/978-90-481-8847-5_8
https://doi.org/10.1007/978-3-642-15576-5_16
https://doi.org/10.1007/978-3-642-15576-5_16
https://doi.org/10.1007/978-3-642-15576-5_16
https://doi.org/10.1007/978-3-642-15576-5_16
https://dx.doi.org/10.1007/978-3-540-73131-3_9
https://dx.doi.org/10.1007/978-3-540-73131-3_9
https://dx.doi.org/10.1007/978-3-319-74322-6_12
https://dx.doi.org/10.1007/978-3-319-74322-6_12
https://doi.org/10.33022/ijcs.v12i3.3239
https://doi.org/10.33022/ijcs.v12i3.3239
https://doi.org/10.4018/978-1-59904-289-3.ch002
https://doi.org/10.4018/978-1-59904-289-3.ch002


684 Informatica 48 (2024) 663–684 M. Bettaz et al.

Conference (EDOC), 2019. https://doi.org/10.
1109/EDOC.2019.00023.

[29] J. C. Nardi, R. de Almeida Falbo, J. P. A. Almeida,
G. Guizzardi, L. F. Pires, M. J. van Sinderen, and
N. Guarino. Towards a commitment-based reference
ontology for services. In Enterprise Distributed Ob-
ject Computing (EDOC), 2013. https://doi.org/
10.1109/EDOC.2013.28.

[30] J. C. Nardi, R. de Almeida Falbo, J. P. A. Almeida,
G. Guizzardi, L. F. Pires, M. J. van Sinderena,
N. Guarino, and C. M. Fonseca. A commitment-
based reference ontology for services. Information
Systems, 2015. https://doi.org/10.1016/j.is.
2015.01.012.

[31] NEMO. Goal oriented re-
quirements ontology (GORO).
https://dev.nemo.inf.ufes.br/seon/GORO.html.
Research Group.

[32] J. C. Nwokeji, T. Clark, and B. S. Barn. To-
wards a comprehensive meta-model for KAOS. In
Model-Driven Requirements Engineering (MoDRE),
2013. https://doi.org/10.1109/MoDRE.2013.
6597261.

[33] OMG. Service oriented architecture model-
ing language (soaml) specification, v 1.0.1.
https://www.omg.org/spec/SoaML/1.0.1/PDF. Object
Management Group.

[34] M. A. Orellana, J. R. Silva, and E. L. Pellini. A
model-based and goal-oriented approach for the con-
ceptual design of smart grid services.Machines, 2021.
https://doi.org/10.3390/machines9120370.

[35] I. Osman, S. B. Yahia, and G. Diallo. Ontology in-
tegration: Approaches and challenging issues. Infor-
mation Fusion, 2021. https://doi.org/10.1016/
j.inffus.2021.01.007.

[36] R. Pergl, T. P. Sales, and Z. Rybola. Towards On-
toUML for software engineering: From domain on-
tology to implementation model. In Model and Data
Engineering (MEDI), 2013. https://doi.org/10.
1007/978-3-642-41366-7_21.

[37] Y. Purnomo, R. Doss, N. B. Suhardi, and N. B. Kurni-
awan. Consolidating service engineering ontologies
building service ontology from SOA modeling lan-
guage (SoaML). International Journal of Computer
and Information Engineering, 2018. https://doi.
org/10.1109/ICITSI.2018.8695936.

[38] G. Reggio. A UML-based proposal for IoT system re-
quirements specification. In International Workshop
on Modelling in Software Engineering (MiSE), 2018.
https://doi.org/10.1145/3193954.3193956.

[39] C. Reginato, J. Salamon, and M. P. Barcellos. Ontol-
ogy integration approaches: A systematic mapping.
In CEUR Worshops. CEUR-WS.org, 2018.

[40] Z. Rybola and R. Pergl. Towards ontouml for soft-
ware engineering: Transformation of rigid sortal
types into relational databases. In Federated Confer-
ence on Computer Science and Information Systems
(FedCSIS), 2016. https://dx.doi.org/10.2298/
CSIS170109035R.

[41] F. M. Suchanek. OntoUML specification.
https://ontouml.readthedocs.io/en/latest/, 2018.

[42] M. Tabatabaie, F. A. C. Polack, and R. F. Paige.
KAOS-B A goal-oriented process model for EIS. In
International Workshop on Modelling, Simulation,
Verification and Validation of Enterprise Informa-
tion Systems (ICEIS), 2010. http://dx.doi.org/
10.5220/0003016000400049.

[43] S. Tueno, R. Laleau, A. Mammar, and M. Frap-
pier. Towards using ontologies for domain mod-
eling within the SysML/KAOS approach. In In-
ternational Requirements Engineering Conference
Workshops (REW), 2017. http://dx.doi.org/10.
1109/REW.2017.22.

[44] A. van Lamsweerde. The KAOS meta-model: Ten
years after. Technical report, Universite Catholique
de Louvain, 1993.

[45] V. Werneck, A. de Padua Oliveira, and J. C. S.
do Prado Leite. Comparing GORE frameworks: i-star
and KAOS. In Workshop on Requirement Engineer-
ing (WER), 2009.

[46] F. Zickert. Evaluation of the goal-oriented require-
ments engineering method kaos. In Americas Confer-
ence on |Information Systems (AMCIS), 2010.

https://doi.org/10.1109/EDOC.2019.00023
https://doi.org/10.1109/EDOC.2019.00023
https://doi.org/10.1109/EDOC.2013.28
https://doi.org/10.1109/EDOC.2013.28
https://doi.org/10.1016/j.is.2015.01.012
https://doi.org/10.1016/j.is.2015.01.012
https://doi.org/10.1109/MoDRE.2013.6597261
https://doi.org/10.1109/MoDRE.2013.6597261
 https://doi.org/10.3390/machines9120370
 https://doi.org/10.1016/j.inffus.2021.01.007
 https://doi.org/10.1016/j.inffus.2021.01.007
https://doi.org/10.1007/978-3-642-41366-7_21
https://doi.org/10.1007/978-3-642-41366-7_21
https://doi.org/10.1109/ICITSI.2018.8695936
https://doi.org/10.1109/ICITSI.2018.8695936
https://doi.org/10.1145/3193954.3193956
https://dx.doi.org/10.2298/CSIS170109035R
https://dx.doi.org/10.2298/CSIS170109035R
http://dx.doi.org/10.5220/0003016000400049
http://dx.doi.org/10.5220/0003016000400049
http://dx.doi.org/10.1109/REW.2017.22
http://dx.doi.org/10.1109/REW.2017.22


https://doi.org/10.31449/inf.v48i4.4777 Informatica 48 (2024) 685–698 685

Predicting Covid-19 Infections With a Multi-Agent Organizational Approach
and Machine Learning Techniques

Samir Safir and Abderrahim Siam
ICOSI Laboratory, Computer Science Department, Abbes Laghrour University, Khenchela BP 1252 El Houria, Algeria
E-mail: safir.samir@univ-khenchela.dz, siamabderrahim@gmail.com

Student paper

Keywords: Multi-agent system, machine learning, predictive analytics, healthcare, machine learning

Received: April 1, 2023

Our study presents a strategy for designing and implementing a Multi-Agent System (MAS) using organiza-
tional paradigms. The developed system offers a healthcare-oriented approach that utilizes the Internet of
Medical Things (IoMT) to assist public health authorities in predicting COVID-19-infected patients. The
proposed approach leverages autonomous agents to handle dynamic data from various sources within a
structured organization. These agents collaborate to make effective, real-time predictions. As the agents
continuously learn from the cases entering the system, the accuracy of predictions improves over time.
The system was implemented using the JaCaMo framework, which integrates three key layers of MAS pro-
gramming: organization, environment, and agent programming. The methodology demonstrated a predic-
tion accuracy of over 90%, outperforming state-of-the-art (SOTA) approaches by enabling faster real-time
decision-making. This capability facilitates the efficient processing of real-time big data, making a signif-
icant contribution to the advancement of predictive healthcare systems.

Povzetek: Razvit je sistem za napovedovanje okužb s COVID-19 z uporabo večagentnega sistema (MAS)
in algoritmov strojnega učenja. Sistem omogoča natančne napovedi z analizo podatkov v realnem času,
izboljšanih z učnimi agenti in IoMT.

1 Introduction

Artificial intelligence [1] is becoming increasingly impor-
tant in healthcare and has the potential to revolutionize the
way we diagnose, treat, and prevent diseases. In this pa-
per, our aim is to develop an intelligent system to predict
COVID-19 infection cases by involving a multitude of con-
cepts, such as Multi-Agent Organization, IoT devices, Ma-
chine Learning algorithms, and BigData analytics. This pa-
per presents a novel approach that leverages these advance-
ments to address the urgent need for accurate COVID-19
infection predictions.
Agent-Oriented Engineering is a widely recognized

method for constructing distributed and complex software
systems. This approach focuses on using autonomous,
proactive agents as the key elements in the design and
development process, making it well-suited for systems
that operate in highly dynamic environments. Autonomy
is a fundamental characteristic of agents in Multi-Agent
systems (MAS). However, while the autonomy of agents
can be beneficial in many contexts, it may also lead to
challenges, such as dispersed behavior that prevents align-
ment with global objectives. Consequently, conventional
Multi-Agent models frequently adopt an individualistic
outlook towards the environment by treating agents as self-
governing entities pursuing their objectives based on their

perceptions and abilities. In critical applications, such as
those found in business or government settings, it is essen-
tial to consider the behavior of the overall system.
The aim of Multi-Agent systems research is to under-

stand how autonomous agents can collaborate to solve
problems and create collective outcomes that cannot be
achieved by each agent working alone [2]. To reduce the
dispersing effects of agent autonomy, organizations offer
solutions. A Multi-Agent Organization is a social entity
composed of multiple agents, structured according to spe-
cific topologies and communication relationships. These
agents work together to complete multiple tasks to fulfill
the overall goal of the organization [3].
To attain global objectives in MAS, the independent be-

havior of individual agents may need to be regulated. This
is where organizational models come into play, serving as
a means of controlling agent behavior so that they can col-
laborate effectively to attain shared objectives [4]. These
models can be divided into two perspectives [5]: Agent-
Centered MAS, where the designer focuses on the behav-
ior of individual agents and their interactions without con-
sidering the system’s structure, and Organization-Centered
MAS, which emphasizes the behavior of the system as
a whole. From this perspective, the designer considers
both the overall organizational structure and coordination
patterns, as well as the individual actions of each agent.



686 Informatica 48 (2024) 685–698 S. Safir et al.

By creating norms or guidelines, organizational abstrac-
tion facilitates the coordination of agents’ local behavior
and interactions with one another. Furthermore, this model
enables agents to reason about the overall organizational
structure and the behavior of other agents.

Several applications based on Multi-Agent systems that
utilize Organization Theory have demonstrated its useful-
ness and proven successful in various fields, including
simulation, e-commerce, network management, collective
robotics, avionic mechanical design, traffic simulation, and
more. These diverse applications underscore the versatil-
ity and effectiveness of multi-agent systems across various
domains. Additionally, the organization in a Multi-Agent
system is important to support adaptation to environmen-
tal changes. These changes may be addressed by transi-
tioning from one organization to another (reorganization or
self-organization), as evidenced by the significant amount
of research in this area.

The Internet of Things (IoT) is a network of physical ob-
jects, devices, and sensors that are connected to the internet
and can communicate and exchange data with other devices
or systems. IoT technology enables the collection and anal-
ysis of large amounts of data, which can be used to improve
operational efficiency, reduce costs, and enhance decision-
making. More specifically, we are interested in the Inter-
net of Medical Things (IoMT) [6], which refers to medical
devices, sensors, and wearables that are connected to the
internet and can exchange health-related data. This inter-
connectedness plays a pivotal role in enhancing healthcare
delivery.

In the proposed approach, we combine the concepts and
techniques presented above with Big Data Analytics and
machine learning algorithms [7]. Big Data Analytics refers
to the process of analyzing large and complex datasets to
extract insights, patterns, and trends that can help inform
decision-making. It involves using advanced tools and
techniques to process and analyze data from various sources
[1], including structured and unstructured data, to uncover
meaningful insights.

With these foundational concepts established, the sub-
sequent sections of this paper will detail the proposed ap-
proach and its implementation. Section 2 presents a mo-
tivating healthcare example, while Section 3 reviews re-
lated research across various fields. Section 4 compares
our approach with existing methods from related work, and
Section 5 focuses on the design of the proposed solution.
Section 6 addresses the implementation and utilization of
the developed approach, and Section 7 provides a compari-
son and discussion of results from each agent in the system.
Finally, the ”Conclusions and Future Work” section offers
concluding remarks and potential directions for future re-
search.

2 Motivation and overview

To demonstrate the importance of incorporating organiza-
tional perspectives into the design of Multi-Agent Systems
(MAS), we present a scenario envisioning a solution for
combating the Coronavirus pandemic. This study intro-
duces an architecture for a Multi-Agent System that lever-
agesmachine learning algorithms to rapidly identify Covid-
19-infected patients. Our approach is based on a real-time
investigation system that collects physiological data from
patients, including body temperature, ECG, heart rate, oxy-
gen levels, blood pressure, glucose levels, and more.
The system relies on accurate information from hospitals

connected to it, necessitating an efficient method for storing
and processing large volumes of data. Big Data technology
is utilized to digitally store comprehensive information on
all Covid-19 cases, including those currently infected, re-
covered, or deceased. The stored data can be continuously
analyzed to develop future preventive measures. The sys-
tem applies a Multi-Agent Organizational model, enhanced
with data analytics powered by machine learning (ML), to
analyze the collected data and improve prediction models
in real-time.
This solution aids local health authorities in monitoring

a large number of users, promptly alerting them if symp-
toms are reported. Health officials can then reach out to
the affected users, instructing them to report to the hospital
for testing. Patients are admitted for observation until test
results are confirmed. Additionally, the system tracks in-
dividuals in close contact with the infected patient, includ-
ing family members, friends, and coworkers, and monitors
them for any signs of infection.
By assisting health authorities in controlling the spread

of Covid-19, this approach helps alleviate the burden on
medical staff. Furthermore, the solution is adaptable for
use in other hazardous pandemics or public health crises,
offering a versatile and scalable tool for managing health
emergencies.

3 Related work

As noted by Ilana et al. (2021) [8], the majority of AI re-
search aimed at combating the coronavirus can be classified
into four main categories: diagnosis and prognosis, treat-
ments and vaccines, social control and tracking, and predic-
tion. This paper focuses primarily on the latter category—
prediction.
Otoom et al. (2020) [9] proposed a system for detect-

ing and monitoring Covid-19 cases in real-time. During
quarantine, IoT devices were deployed to gather real-time
physiological data, and machine learning algorithms were
used to enhance predictive accuracy. Their study compared
seven machine learning algorithms, with five showing im-
provements in prediction accuracy. This demonstrates the
effectiveness of using IoT in combination with machine
learning for real-time pandemic response.
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A survey by Thanh (2020) [10] analyzed various AI tech-
niques applied to combat Covid-19, focusing on data ana-
lytics, natural language processing, and data mining. The
work highlighted the diversity of AI applications in pan-
demic management, particularly in addressing key chal-
lenges such as big data processing and decision-making ef-
ficiency.
Carrillo et al.(2020)[11] employed unsupervised ma-

chine learning techniques, including k-means clustering,
to classify countries based on similar Covid-19 infection
patterns. This study emphasized the importance of using
machine learning to understand the geographic spread of
the virus and revealed significant insights into transmission
trends across different regions.
Janko et al.(2021)[7] explored how non-countermeasure

factors, such as culture, development, and travel, con-
tributed to the early spread of Covid-19 before strict inter-
ventions were implemented. Using machine learning and
statistical models, the study achieved approximately 80%
prediction accuracy, showing how interconnected societal
factors affect viral transmission in diverse contexts.
Recently, agent-based systems have emerged as a

promising approach to addressing limitations in the health-
care sector. By integrating Multi-Agent Systems (MAS)
into medical applications, healthcare costs can be reduced,
and the burden on medical professionals can be alleviated.
These systems shift the focus toward preventive, long-
term care, which is patient-centered rather than hospital-
centered. This transformation includes the use of remote
monitoring systems that enable patients to play a more ac-
tive role in managing their health and treatment, especially
during extended care periods in both hospitals and homes.
Isern et al.(2016)[12] developed a MAS-based platform

for managing patient care during hospital stays. This plat-
form collects real-time data from various sources, facili-
tating dynamic bed occupancy allocation, doctor assign-
ments, medical procedure planning, and automated billing
by tracking the behavior of hospital actors in real time.
The system demonstrates the potential of MAS to optimize
healthcare operations and improve hospital management ef-
ficiency.
Lanzola et al.(1999)[13] proposed a framework for de-

veloping interoperable Multi-Agent Systems for medical
applications. Their work highlighted the need for MAS in
enhancing collaboration across diverse healthcare systems.
Additionally, Juan et al.(2006) [14] in an Ambient Intel-
ligence (AmI) ecosystem for Alzheimer patients, another
study by Gonzalez et al.(2002)[15] developed BDI agents
that integrate context-aware technologies to gather real-
time data from users, further advancing patient-centered
care.

4 Discussion
To summarize the key methodologies, results, and con-
tributions from the aforementioned studies, we present a

comparative table (Table .1). This table provides a clear
overview of the different approaches to Covid-19 predic-
tion, their key features, and their relative performances.
This table highlights how different methods approach

COVID-19 prediction, focusing on collaboration effi-
ciency, machine learning techniques, and accuracy. It also
demonstrates the strength of our proposed MAS-based sys-
tem, particularly its adaptability, collaboration-driven im-
provements, and real-time monitoring capabilities, which
are critical for managing future pandemics and healthcare
crises.
In summary, previous research demonstrates the effec-

tiveness of AI and MAS in addressing various healthcare
challenges, particularly in pandemic response and patient
monitoring. Our study builds on these approaches by inte-
grating Multi-Agent Organizational paradigms with IoMT
devices and machine learning for real-time Covid-19 pre-
diction, providing a novel solution that enhances predictive
accuracy and supports public health efforts.

5 The proposed solution
Several studies conducted in the field of Multi-Agent learn-
ing have emphasized the importance of large datasets [16,
17]. Additionally, extensive research has been performed
on variousmodels, such as ensembles of classifiers [18, 19].
The goal of this research is to develop a predictive Covid-19
case detection system using a Multi-Agent approach based
on an organizational model. The system operates in a dis-
tributed environment and is composed of different sites re-
ferred to as ”Assistant Controllers” (ACs). Each AC con-
sists of two agents: a Learner Agent and an Interface Agent.
It is crucial to note that different sites may have distinct in-
stances of datasets. The knowledge generated by the inde-
pendent ACs at each site will be consolidated into a single
knowledge repository. The global system comprises of a
collection of ACs and a special agent called a Broker agent
or Mediator, as illustrated in (Fig. 1).

Figure 1: The global architecture of MAS organization
Covid-19 approach

The agents communicate and share information about the
selected datasets at each node. Subsequently, the Broker
Agent selects the dataset that provides the most significant
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Table 1: Performance comparison of predictive methods
Article Title Key Metrics/Variables Methods Results/Findings

[9]:An IoT-based Accuracy, real-time IoT, Ensemble Learning (RF Achieved over 90%
Framework for Early health data GBTs), Apache Spark accuracy with various AI
Identification and algorithms; proposed a

Monitoring of Covid-19 real-time framework for
Cases monitoring Covid-19

using IoMT and WBANs.
[11]:Using Country-Level Covid-19 case counts, Unsupervised Machine Identified distinct clusters

Variables to Classify country variables Learning of countries based on
Countries According to Covid-19 case counts
Confirmed Covid-19 using unsupervised

Cases learning techniques.
[13]:A Framework for Collaboration Framework Development, Proposed a cooperative
Building Cooperative efficiency, application Agent-Based Modeling agent framework for
Software Agents in areas healthcare applications to
Medical Applications enhance collaboration

among medical agents.
[14]:Intelligent Patient monitoring Agent Technology, Sensor Developed an intelligent
Environment for metrics, AI integration Networks monitoring environment

Monitoring Alzheimer for Alzheimer’s patients
Patients, Agent to enhance care and

Technology for Health support for families.
Care.

[7]:Machine Learning for Spread factors, Machine Learning, Data Analyzed non-
Analyzing Non- machine learning Analysis countermeasure factors

Countermeasure Factors accuracy affecting Covid-19
Affecting Early Spread of to spread; developed

Covid-19 predictive models with
promising accuracy 80%
in identifying influential

factors.
The proposed approche Collaboration Multi Agent based on an Support for Remote Care,

efficiency ,Decision- Organizational Modeling, Real-time Monitoring and
making efficiency , Incremental Machine & Alerts, Improved
machine learning ensemble learning Decision-Making,
accuracy , real-time Techniques Customizable for Future

health data Pandemics

information. After this, the prediction decisions are sent
to health authorities and users for preventive action (see
Fig. 2). In our proposed approach, the agents work to-
gether within a structured organization to coordinate their
behavior and cooperate to achieve the global objective of
improving Covid-19 predictions.

Figure 2: The global architecture of the MAS organiza-
tional approach to Covid-19 prediction

5.1 Assistant controller AC

An Assistant Controller (AC) is a Multi-Agent System
(MAS) designed to categorize and predict Covid-19 pa-
tients using streaming datasets provided by health authori-
ties. The structure of the AC is illustrated in Fig. 3. The
Assistant Controller (AC) operates within the framework
of the Agent and Artifact (A&A) paradigm, as discussed in
Section 5.2.3. This paradigm serves as a conceptual model
that outlines the interactions between autonomous agents
and their environment, facilitating effective communica-
tion and collaboration.
At the heart of the AC’s operation are two primary agents:
1. Interface Agent: This agent is responsible for cap-

turing every incoming dataset at the Assistant Con-
troller (AC) and processing bid queries from the Bro-
ker Agent, ensuring that relevant data is available for
decision-making. Upon receiving new data or queries,
the Interface Agent immediately notifies the Learner
Agent by updating its environment through the Agent
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and Artifact (A&A) mechanism, where artifacts act as
intermediaries to facilitate communication, coordina-
tion, and collaboration among agents. This process
initiates the prediction process, ensuring continuous
and adaptive updates to the predictive model.

2. Learner Agent: This agent plays a crucial role in up-
dating the predictive model. Upon receiving notifi-
cations from the Interface Agent, the Learner Agent
incrementally updates the model based on the incom-
ing data. It can also predict the queried bids as the
expected results. This capability allows the Learner
Agent to refine its predictions continuously, ensuring
that the model remains current and relevant.

The real-time coordination between the Interface Agent and
the Learner Agent enables the AC to continuously rebuild
and dynamically update the predictive model. As a result,
our system effectively manages highly dynamic healthcare
datasets, adapting seamlessly to new information as it be-
comes available. This flexibility is essential in a rapidly
changing context like Covid-19, where timely and accu-
rate predictions can significantly impact public health re-
sponses.

Figure 3: Assistant Controller architecture

5.1.1 Interface agent

The Interface Agent plays a crucial role in cleaning, stan-
dardizing, and transforming data to produce high-quality
datasets. Preparing these training datasets is essential for
machine learning and statistical analysis, as it allows a com-
puter to acquire knowledge and effectively learn problem-
solving techniques. Both machine learning models and
statistical analyses rely heavily on these well-prepared
datasets.
Since datasets may contain erroneous or missing infor-

mation, data cleaning is necessary to remove or correct
these issues. The data is partitioned into separate sets for
testing and training purposes, with the machine learning
(ML) model being trained on 75% of the dataset. The effi-
ciency of the proposed solution is then evaluated using the
remaining 25%. Additionally, the Interface Agent serves as
a connection point between the Learner Agent and the Bro-
ker Agent, facilitating seamless communication and coor-
dination within the system.

Medical data streams: Whenever a new Covid-19 case is
discovered, it must be reported promptly to the relevant As-
sistant Controller system. This allows the intelligent learn-
ing agents to update the model using only a single iteration
through the data, leading to better and more accurate real-
time predictions.

5.1.2 Learner agent

The Learner Agent has two vital roles to fulfill. The first
function is responsible for creating the training model, re-
ferred to as the Classify function. The second function is
tasked with making predictions, known as the Predict func-
tion. This function utilizes the model to predict unknown
outcomes. Notably, the goals of these two missions can be
achieved in parallel, leveraging the strengths of a Multi-
Agent System (MAS) and incremental machine learning
techniques.
Supervised machine learning algorithms include a clas-

sification type, where a model is developed from a set of
labeled training data. As a result, the model can predict
the class or label for newly discovered data, known as test-
ing data. Metrics such as accuracy, which are calculated
based on the testing results, can be used to evaluate classi-
fication performance . Numerous classification algorithms
exist, including decision trees, random forests, neural net-
works, rule-based algorithms (such as conjunctive rules and
PRISM), logistic regression, naive Bayes, and others. Each
algorithm has its distinct advantages and limitations, and
the selection of an appropriate algorithm depends on vari-
ous factors, including the data’s attributes and the desired
objectives [20].
Decision trees are highly regarded classification tech-

niques in the field of data mining and have applications
across various domains, including business intelligence,
biomedicine, and healthcare. The conventional method of
creating a decision tree is known as the Greedy Search ap-
proach. This process involves loading the complete dataset
into memory and organizing it into a series of nodes and
leaves that form a hierarchical structure. However, a sig-
nificant drawback of this method is that once the decision
tree has been constructed, it cannot be easily modified or
updated, even in the presence of new data. Incorporating
newly acquired information necessitates the complete re-
construction of the tree by loading both historical and recent
data, a process that may be time-consuming and computa-
tionally intensive. Additionally, this approach risks losing
critical information or patterns that were present in the orig-
inal tree. To address these limitations, various alternative
methods for decision-tree learning have been developed to
enhance the scalability and adaptability of decision trees to
changing data [21].
The conventional approach is inadequate for handling

limitless data inputs, such as data streams, where informa-
tion arrives in real-time. To tackle this challenge, an in-
cremental approach has been introduced, enabling dynamic
model construction so that the tree expands as new data is
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inputted. The Very Fast Decision-Tree (VFDT) algorithm,
proposed by [22], employs the Hoeffding Bound [23] for
incremental node splitting. This approach constructs a de-
cision tree by continuously observing the features of incom-
ing data and maintaining a record of their statistics. Once
sufficient statistics are collected from every leaf, a node-
splitting algorithm is applied to determine whether there is
adequate statistical evidence to justify a node split. If a node
split is warranted, the tree is expanded, and a new decision
node is added in place of the leaf. This technique allows
the decision tree to learn continuously as the data stream is
processed in real-time [24]. The primary advantage of this
approach is its ability for real-time data mining, eliminat-
ing the need to store all data in advance since data streams
are potentially unlimited. Unlike traditional decision trees
that require retraining with every new data arrival, the in-
cremental approach allows for dynamic updates to the tree,
enabling more efficient and effective data analysis. The
process of building a VFDT is demonstrated in Algorithm
1 [25]. Notably, node divisions across multiple leaves can
occur concurrently and autonomously [26].
While several libraries in the literature support incre-

mental learning—particularly for the Very Fast Decision
Tree (VFDT), such as MOA, Apache Spark MLlib, Scikit-
Multiflow, and River—we have chosen WEKA for the fol-
lowing reasons:
1. Compatibility with Java Eclipse: WEKA is fully

compatible with Java, allowing for seamless integra-
tion with the Java Eclipse IDE. Its rich package and
API facilitate the easy incorporation of WEKA’s ma-
chine learning capabilities into larger Java applica-
tions, making it a versatile tool for implementing ma-
chine learning within the JaCaMo framework.

2. User-Friendly Interface: WEKA provides an intu-
itive interface for data preprocessing, model evalu-
ation, and visualization. This streamlines the ma-
chine learning workflow, making it accessible for re-
searchers who are new to the field.

3. Community Support and Documentation: WEKA
boasts a strong community and extensive documenta-
tion, which facilitate troubleshooting and ensure the
availability of resources for further experimentation.

4. Suitability for Multi-Agent Systems: WEKA’s ca-
pabilities align well with the requirements of our
multi-agent system, particularly in handling large
datasets, performing real-time predictions, and inte-
grating seamlessly with the JaCaMo framework.

5. Runtime Metrics: We will present detailed runtime
metrics forWEKA’s machine learning tools to demon-
strate their efficiency, including average training and
testing times for various algorithms implemented
within WEKA, such as Random Forest, VFDT, and
others utilized in our study.

We selected the Very Fast Decision Tree (VFDT) algo-
rithm for several compelling reasons relevant to health-
care applications. First, VFDT is designed for high
scalability [27], enabling it to efficiently manage large-

scale data streams typical in healthcare settings. Unlike
ensemble-based approaches, which often require full re-
training, VFDT allows for incremental updates, making it
well-suited for the rapid influx of patient data. Addition-
ally, VFDT’s real-time adaptation capabilities [28] ensure
that the model can quickly adjust to dynamic changes in
healthcare datasets. Finally, its memory efficiency [29] en-
ables effective resource management, which is crucial in
healthcare environments where computational power may
be limited. Thus, the combination of efficiency, adaptabil-
ity, and memory management makes VFDT a more suit-
able choice for our predictive modeling needs compared to
ensemble-based incremental algorithms.

Algorithm 1: Very Fast Decision Tree Induction
Input: S: A sequence of examples; X : The set of

attributes; γ: One minus the desired
probability; ε: The Hoeffding bound

Output: τ : very fast decision tree learned from S

1 Initialize τ with a single root node.
2 Initialize the statistics for tree growth.
3 foreach s ∈ S do
4 Sort s into leaf node l using τ .
5 Update the statistics at l for tree growth.
6 if Examples at l are not from the same class

then
7 foreach attribute Xa ∈ X do
8 Calculate the Hoeffding bound using the

formula: ε =
√

R2 ln(1/δ )
2|S| (where R is

the range of the attribute values);
9 Select the attribute with the highest

Hoeffding bound and split l on that
attribute.

10 if multiple attributes have the same
highest Hoeffding bound then

11 select the one with the highest
information gain.

5.2 Broker agent
The system continuously receives incoming queries related
to Covid-19 testing datasets for prediction. To facilitate
communication between the collection of Assistant Con-
troller (AC) agents and external entities, an intermediary
agent known as the Broker Agent is employed. The Broker
Agent is responsible for mediating interactions between the
AC agents and the external environment.
Once it receives the queries, the Broker Agent utilizes

Random Forest techniques to select the most appropri-
ate predictions based on the aggregated data from the AC
agents. This approach ensures that the predictions are ro-
bust and take advantage of the diverse insights provided by
the various AC agents.
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5.2.1 Random forest

The Random Forest algorithm is an ensemble learning
method that involves building multiple decision trees and
combining their predictions to enhance accuracy. Each de-
cision tree is constructed using a randomly selected subset
of the training data and a random subset of features. The fi-
nal prediction is determined by averaging the predictions
from all the trees in the forest. This approach helps re-
duce overfitting and improves the overall accuracy of the
model. Based on the principles of Random Forest classi-
fication [30], the proposed approach involves selecting the
most relevant majority vote decision from various Assis-
tant Controller (AC) groups. This method operates under
the assumption that different AC groups may have access
to different sources of information and may employ distinct
decision-making criteria. By combining the decisions from
multiple AC groups, we can leverage their diverse perspec-
tives and expertise to arrive at amore informed and accurate
conclusion.
We chose Random Forest as the primary decision-

making technique at the broker agent level due to its strong
performance in managing complex, high-dimensional
datasets typical of healthcare applications. Although
Random Forest presents challenges in interpretability—
especially when dealing with distinct datasets from each
AC—its robustness and ability to handle missing data (par-
ticularly when one AC does not respond), along with its ca-
pacity to provide actionable insights, make it a strong can-
didate for our predictive modeling efforts in the healthcare
domain.
To implement this approach, we first need to identify

the relevant AC groups that can contribute input to the
decision-making process. Various criteria can be employed
to select these groups, including their area of expertise, past
performance, or level of authority.
Once the relevant AC groups are identified, we can

gather their decisions and use a voting mechanism to deter-
mine the most pertinent majority decision. This can involve
assigning weights to the decisions based on the expertise or
performance of each group or utilizing a more complex al-
gorithm to combine decisions in a meaningful manner.
Overall, this approach has the potential to improve the

accuracy and robustness of the decision-making process
by leveraging the collective intelligence of multiple AC
groups. However, it also requires careful coordination and
communication between the different groups to ensure that
their decisions are aligned and consistent with the overall
goals and objectives of the organization.

5.2.2 Contract Net

To prevent potential bottlenecks associated with the Bro-
ker Agent, the system employs the Contract Net Protocol,
originally proposed by [31] and later refined by [32]. This
protocol is designed to facilitate the announcement of trans-
ferable tasks and to solicit bids from Interface Agents rep-
resenting each Assistant Controller (AC) group capable of

executing these tasks.
When a task is announced, the Interface Agents respond

with bids that indicate their perceived capability to fulfill
the task. The Broker Agent collects these bids and allo-
cates the task to the bidder with the highest offer. Although
the Contract Net Protocol is often viewed as a negotiation
technique, its primary function is to act as a coordination
mechanism for task allocation.
Task Announcement and Bid Solicitation: When a spe-

cific task arises—such as processing a new Covid-19
dataset for prediction—the Broker Agent announces this
task to the relevant AC groups within the system. Each In-
terface Agent receives the announcement and evaluates its
own capabilities, resources, and current workload before
deciding whether to respond with a bid. The bid submit-
ted by each Interface Agent includes not only an estimate
of the time and resources required to complete the task but
also their confidence level in executing it successfully.
Bid Evaluation and Task Allocation: Once the Broker

Agent has received all the bids from the Interface Agents, it
conducts a thorough evaluation to determine which bid of-
fers the best combination of capability and cost. The Broker
Agent allocates the task to the bidder with the highest offer,
taking into account the quality of the bid and the capabilities
of the Interface Agent. This allocation process ensures that
tasks are assigned to agents that are most likely to perform
them effectively and efficiently.
Coordination and Flexibility: Although the Contract Net

Protocol is often viewed primarily as a negotiation tech-
nique, its primary function is to serve as a coordination
mechanism for task allocation. By allowing dynamic task
allocation and enabling agents to bid for multiple tasks si-
multaneously, the protocol enhances the system’s flexibil-
ity and adaptability. This is particularly important in a
healthcare setting where the demands on the system can
vary significantly and unpredictably.
Workload Balancing The protocol also promotes work-

load balancing within the system. Since agents that are al-
ready busy with other tasks are less likely to place bids,
the distribution of tasks tends to be more even across the
available agents. This self-regulating mechanism helps to
prevent any single agent from becoming overwhelmed with
too many tasks, thereby maintaining overall system perfor-
mance.
Limitations of the Contract Net Protocol: However, the

Contract Net Protocol does have its limitations:
1. Conflict Detection and Resolution: One notable

drawback is that the protocol lacks built-in mecha-
nisms for conflict detection and resolution. If two
agents bid for the same task or if their bids conflict
in terms of resource availability, the protocol does
not provide a framework for resolving these conflicts,
which may lead to inefficiencies or delays.

2. Heavy Reliance on Communication: The protocol
heavily relies on communication between agents. This
reliance can introduce delays or inefficiencies in task
allocation, especially in scenarios where network la-



692 Informatica 48 (2024) 685–698 S. Safir et al.

tency or communication failures occur. If the commu-
nication channels are congested or disrupted, it could
hinder the timely allocation of tasks.

3. Scalability Concerns: In larger systems with numer-
ous agents and tasks, the process of soliciting bids and
evaluating them can become computationally expen-
sive and time-consuming. This could potentially lead
to performance bottlenecks as the system scales.

4. Limited Bidder Pool: The effectiveness of the pro-
tocol is contingent upon having a sufficient number
of agents willing and able to submit bids. If too few
agents respond to a task announcement, it could result
in suboptimal task allocation.

Overall, while the Contract Net Protocol offers a struc-
tured and efficient means of task allocation within the Bro-
ker Agent framework, it is important to be aware of these
limitations and to consider supplementary mechanisms or
strategies that could mitigate potential issues and enhance
the overall robustness of the system.

5.2.3 Agents and artifacts (A&A) environment

Our proposal involves utilizing the Agents and Artifacts
meta-model to create a coordination mechanism for devel-
oping a shared environment, as described by [33]. This
model addresses some of the shortcomings of the Con-
tract Net Protocol by representing the environment as
workspaces, where Agents and Artifacts coexist to provide
various services. In this environment, agents interact with
artifacts through a mechanism known as the focus action.
When an agent focuses on an artifact, it gains access to the
observable properties of that artifact as perceptions. Addi-
tionally, artifacts can offer a range of operations or actions
that agents can perform, enhancing collaboration and inter-
action within the system. Bidding Process for Task Allo-
cation: The Broker Agent plays a crucial role in locating
Interface Agent contractors for each Assistant Controller
(AC) group (Fig. 4). This is achieved through a structured
bidding process, which follows these steps:
1. The Broker Agent announces the task (the task is con-

sidered an artifact in the system).
2. Interface Agents evaluate the task based on their capa-

bilities and commitments.
3. Interface Agents submit bids to the Broker Agent.
4. The Broker Agent evaluates the received bids and se-

lects themajority vote from the competing predictions.
Decentralized and Collaborative Approach: This bidding
scheme is completely distributed, meaning that each agent
operates independently without a centralized controller.
The Broker Agent facilitates the announcement of tasks and
the collection of bids, but the decision-making process re-
lies on the collective actions of multiple agents. Each Inter-
face Agent autonomously assesses the task based on its own
capabilities and commitments, leading to a diverse range of
bids that reflect varying perspectives. The final decision
regarding task allocation is made based on the majority of
predictions from the Interface Agents. This approach not

only ensures a decentralized and collaborative handling of
tasks but also leverages the diverse expertise of multiple
agents to enhance the accuracy and reliability of the out-
comes.
By employing the Agents and Artifacts framework, we

create a flexible and adaptive environment that can effec-
tively manage the dynamic and complex nature of health-
care data processing tasks. The interaction between agents
and artifacts allows for improved coordination, resource
utilization, and task execution in the context of predicting
Covid-19 patient outcomes.

Figure 4: Broker agent

6 Some implementation aspects
The integration process described in the previous sections
was implemented using the Eclipse Modeling and JaCaMo
framework. The JaCaMo1 framework is a multi-agent-
oriented programming platform (MAOP) designed to facili-
tate the development of complex multi-agent systems [34].
This framework utilizes autonomous agents programmed
in Jason2 , which operate within environments defined as
artifacts in CArtAgO 3. Additionally, these agents are or-
ganized by the Moise framework 4, and they interact with
each other using a specified interaction language.
All experiments were conducted on a system equipped

with an Intel Core i5-1035 G1 processor running at 1.00
GHz and 16 GB of RAM. The software application Alert-
Covid employs the proposed model, consisting of three As-
sistant Controllers named UK, Biskra, and ESI. The Broker

1http://jacamo.sourceforge.net
2http://jason.sourceforge.net/wp
3http://cartago.sourceforge.net
4http://moise.sourceforge.net/
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Agent serves as the intermediary, facilitating communica-
tion and coordination among the different Assistant Con-
trollers.

6.1 UK assistant controller

Figure 5: UK architecture

Figure 6: UK interface

6.1.1 UK interface agent

For the training data at the UK Assistant Controller site
(Fig 7), we utilize the dataset titled Covid-19 Symptoms
and Presence, which is publicly available on Kaggle [35].
This dataset comprises 20 attributes that represent poten-
tial factors associated with contracting Covid-19, including
symptoms such as cough and fever, along with other rel-
evant indicators. Additionally, it contains a class attribute
indicating the presence of the virus.
The dataset is sourced from reputable organizations, in-

cluding the World Health Organization and the All India
Institute of Medical Sciences, with the aim of facilitating
research into the prevalence of symptoms and their corre-
lation with Covid-19 diagnoses. Its comprehensive nature
makes it a valuable resource for predictive modeling in the
healthcare domain.

6.1.2 UK learner agent

The UK Assistant Controller’s learning agent implement
the Hoeffding tree algorithm, which is integrated into the
open-source software WEKA, to obtain knowledge from

Figure 7: UK interface agent

data streams. WEKA is a suite of machine learning al-
gorithms developed at the University of Waikato in New
Zealand [36]. It facilitates data mining by providing a wide
range of tools for clustering, pre-processing, visualization,
association, regression, and classification.
The VFDT implementation in the UK learner agent uses

the following specific parameters Fig. 8:
1. Splitting Criterion: Gini Index, which is a measure

of the impurity or variance of a node. The algorithm
selects the attribute with the lowest Gini Index to split
the node, leading to purer child nodes.

2. Allowable Error δ : 1 · 10−7.This parameter controls
the confidence level for deciding whether to split a
node. A lower error threshold ensures higher confi-
dence in the decision to split, minimizing the likeli-
hood of unnecessary splits, which helps in maintaining
the efficiency of the model.

3. Grace Period: 100 instances. This setting ensures
that the algorithm waits for 100 instances before eval-
uating a potential split at any node. This helps to accu-
mulate sufficient data to make statistically sound split-
ting decisions, avoiding premature splits based on in-
sufficient data.

These parameters help the UK learner agent achieve a
balance between accuracy and efficiency, making it capa-
ble of handling continuous data streams while ensuring the
decision tree adapts quickly to new data without overfitting.

Figure 8: UK learner agent

A learning curve plots accuracy against the number of in-
stances, as illustrated in (Fig. 9), showing how the model’s
performance improves with more training data.
– The accuracy starts at 81.42% at 5602 instances and
fluctuates slightly as more data is processed.

– Over time, there is a general upward trend, with accu-
racy reaching 93.65% at 1982 instances.
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Figure 9: UK learner curve

– The model demonstrates significant improvement,
achieving over 90% accuracy as it processes larger
datasets.

Analysis:
– The learning curve likely depicts an overall positive
trend with some small fluctuations. These fluctuations
suggest that the model is learning from new data but
may occasionally encounter challenges from certain
instances.

– Despite these variations, the general increase in accu-
racy indicates the model’s capacity to learn and im-
prove its predictions as more instances are introduced.

The UK learner model shows a general improvement in ac-
curacy as more data is processed, starting at 81.42% and
reaching over 90%. Despite minor fluctuations, the overall
trend is upward, indicating the model’s ability to adapt and
learn effectively from increasing data.

6.1.3 UK test Covid-19 case

With the implementation of our proposed architecture, we
developed a GUI module for testing the UK Assistant Con-
troller, enabling functional testing at the local level. Fig.10
presents an example of a positive Covid-19 case.

Figure 10: UK test Covid-19 case

6.2 ESI assistant controller
6.2.1 ESI interface agent

The ESI Interface Agent operates as a crucial component
within the multi-agent system, specifically tasked with han-
dling and processing COVID-19-related health data from a

Figure 11: ESI interface

localized data stream. To enable effective COVID-19 pre-
diction, the ESI Interface Agent utilizes a dataset sourced
from a research repository [37]. This combined dataset,
titled ”Covid Symptoms,” features 3,021,444 entries and
ten essential characteristics related to COVID-19 symp-
toms and test outcomes. The dataset includes key informa-
tion on symptoms such as cough, fever, shortness of breath,
sore throat, and headache, which are critical indicators for
COVID-19 detection.
Given the dataset’s comprehensive nature, the ESI Inter-

face Agent processes and cleans the data to ensure its us-
ability for predictive modeling. The cleaned and prepro-
cessed data is then forwarded to the Learner Agent, which
uses the Very Fast Decision Tree (VFDT) algorithm for in-
cremental learning. This approach allows the agent to con-
tinuously update the prediction model in real time as new
COVID-19 cases are added to the stream, without the need
for retraining from scratch.
The choice of this dataset aligns perfectly with the goals

of the ESI Interface Agent for several reasons:
1. Rich Symptom Features: The dataset contains detailed

records of COVID-19 symptoms, allowing the ESI In-
terface Agent to make highly accurate predictions. By
processing a diverse range of symptoms such as cough,
fever, and sore throat, the agent can feed comprehen-
sive input into the learning model.

2. Large Scale Data: With over 3 million entries, the
dataset provides the necessary volume for evaluating
the robustness and scalability of the system. This is es-
pecially useful in a real-world scenario where the ESI
Interface Agent must process a continuous influx of
new COVID-19 cases.

3. Real-Time Updates: The incremental learning method
employed by the Learner Agent ensures that the ESI
Interface Agent can handle real-time data without de-
lays. The large dataset simulates real-world condi-
tions, where updates to themodel must happen quickly
to reflect new information.

4. Binary Class Labels: The presence of a class attribute
indicating a positive or negative COVID-19 test result
is crucial for the classification tasks performed by the
agent. This simplifies the prediction process, allow-
ing for straightforward binary classification and eval-
uation of prediction accuracy.

In summary, the ”Covid Symptoms” dataset not only
aligns with the core tasks of the ESI Interface Agent but also
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ensures the agent can process high-volume data efficiently,
update models in real time, and make accurate predictions
based on symptom analysis. By incorporating this dataset
into the system, the ESI Interface Agent plays a vital role in
ensuring the overall success of the multi-agent COVID-19
prediction architecture.

6.3 Biskra assistant controller

Figure 12: BISKRA interface

6.3.1 Biskra interface agent

The dataset titled ’Covid-19 Symptoms Checker,’ sourced
from Kaggle[38], contains 27 attributes related to Covid-
19 symptoms and demographic information that may affect
whether an individual has contracted the Coronavirus. Key
attributes include:
– Symptoms: Fever, Tiredness, Dry Cough, Difficulty in
Breathing, Sore Throat, and more.

– Severity Levels: Indicators for Mild, Moderate, Se-
vere, and None.

– Contact Information: Details on contact with con-
firmed Covid-19 cases.

– Demographics: Gender (Male, Transgender) and
Country.

This dataset is suitable for building a robust model to bet-
ter predict Covid-19-infected patients for several reasons:
1. Comprehensive Symptoms: The dataset includes a

wide array of Covid-19 symptoms, making it highly
relevant for early detection and diagnosis in real-time
applications.

2. Severity Assessment: Having labels for different
severity levels helps in predicting the potential pro-
gression of the infection, allowing healthcare author-
ities to prioritize responses based on predicted out-
comes.

3. Contact History: Information on whether individuals
were in contact with confirmed cases significantly im-
proves the predictive power of the model, aiding in
identifying likely transmissions.

4. Demographic Factors: Attributes like gender and
country allow for a detailed analysis of symptom pre-
sentation and the potential impact of demographics on
infection susceptibility and disease outcomes.

6.4 The broker
The role of the Broker is to mediate between different As-
sistant Controllers (UK, ESI, Biskra) (Fig .13), ademon-
strating the benefits of collaboration despite varying inter-
ests and goals. Autonomous and collaborative decision-
making among the three Assistant Controllers is facilitated
through the use of the Contract Net Interaction Protocol
(Fig . 14).

Figure 13: Broker interface

Figure 14: Broker use Contact Net protocol

7 Comparison and discussion
Fig .15 illustrates a comparison of the accuracy results from
a portion of the dataset, starting from instance 7500 onward.
This timeframe allows the system to build its model effec-
tively. The comparison includes the UK, Biskra, and ESI
agents, as well as the Broker Agent.

Figure 15: Broker acurracy

The performance of the UK, Biskra, and ESI ACs is sum-
marized as follows:



696 Informatica 48 (2024) 685–698 S. Safir et al.

– UK AC: Active in roughly half of the instances, with
an accuracy ranging from 85% to 92%when involved.

– Biskra AC: Sporadically active, performing well when
engaged, with an accuracy between 80% and 90%.

– ESI AC: The least active but consistently reliable when
used, often achieving 85% or higher accuracy.

7.1 Broker performance highlights
– Consistent Activity: Unlike the individual agents, the
broker is always active and never shows an accuracy
of 0. It ensures that predictions are made even when
some agents are inactive.

– Accuracy Selection:: The broker typically mirrors the
highest-performing agent’s accuracy, indicating that it
selects or aggregates the best available prediction from
the active agents.

– Aggregation Role: When multiple agents are active,
the broker’s performance reflects its ability to select
the most accurate prediction or combine insights, en-
suring higher accuracy.

7.2 Key observations
– Broker Stability: The broker’s accuracy remains con-
sistently strong, never dropping to 0, unlike the agents.
This reliability makes the broker a crucial decision-
maker, especially when certain agents are inactive.

– Dependence on Agents: The broker performs better
whenmultiple agents contribute. When only one agent
is active, the broker’s accuracy mirrors that agent’s
performance. For example:

– In instance 7541, only the UK agent contributes,
resulting in the broker’s accuracy being equal to
the UK agent’s at 92.86

The response times of the Broker Agent (in nanoseconds)
across various instances are illustrated in (Fig .16). The
broker’s response times range from 5,600 ns to a peak of
113,700 ns in instance 7540, with another notable spike at
50,200 ns in instance 7574. These variations indicate occa-
sional spikes in response times, possibly due to increased
processing complexity or load.
The average response time of the Broker Agent is ap-

proximately 11,716 ns. Despite occasional delays, which
may depend on the materials used, the broker maintains a
relatively low average response time, indicating that it can
efficiently manage predictions under typical conditions.
The broker plays a critical role in ensuring continuous

and accurate predictions, achieving over 90% accuracy
consistently over time. Utilizing the Random Forest tech-
nique, the broker consistently selects the best-performing
agent’s result, enhancing the overall system’s reliability
and performance. To further improve accuracy, increas-
ing the participation of AC, would provide the broker with
more data to work with and potentially boost overall per-
formance.

Figure 16: Broker reponse time

8 Conclusion and future work

In conclusion, this study successfully demonstrates the ef-
fectiveness of a multi-agent system (MAS) utilizing the In-
ternet of Medical Things (IoMT) in predicting COVID-19-
infected patients. The approach presented is grounded in an
organizational structure within the MAS, defining the ex-
pected behaviors of agents collaborating towards a common
healthcare objective. Through the implementation of ex-
perimental studies with various datasets, the proposed ap-
proach illustrates the contributions and benefits of organi-
zational frameworks inMAS systems, achieving significant
improvements in prediction accuracy, reaching over 90%.
Furthermore, we propose a flexible organizational model

that allows for dynamic reorganization of the MAS in re-
sponse to environmental changes. To enhance system per-
formance, future work will focus on increasing the number
of broker agents to mitigate potential bottlenecks. Addi-
tionally, rather than relying solely on random forests, we
plan to explore alternative techniques for decision-making
among different Assistant Controllers.
This research contributes to the growing body of knowl-

edge in health informatics, offering viable solutions for
public health authorities to monitor and respond effec-
tively to pandemics. Future investigations could extend this
model to other infectious diseases and further integrate it
with existing healthcare infrastructures. The findings advo-
cate for continued investment in smart health technologies
that can transform healthcare delivery and improve patient
outcomes.
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This study describes a novel strategy for solving non-linear multi-objective optimization problems encoun-
tered in real-world engineering projects. To find the best trade-off points, a Lagrange’s Interpolation em-
bedded multi-objective genetic algorithm (LI-MOGA) is used. In this approach, Lagrange’s Interpolation
(LI) method is used to capture the non-linear relationship between time and cost. After that, LI is com-
bined with MOGA to create a comprehensive strategy for solving non-linear multi-objective optimization
problems in the real world. The study has implications for real-time monitoring and control of the project
scheduling process.

Povzetek: Predstavljen je nov pristop za reševanje nelinearnih večciljnih optimizacijskih problemov z
uporabo Lagrangeove interpolacije in večciljnega genetskega algoritma (LI-MOGA), ki optimizira čas
in stroške projektov.

1 Introduction

Multi-Objective Genetic Algorithm (MOGA) is an opti-
mization technique that utilizes genetic algorithms [1] to
solve problems with multiple conflicting objectives. In
contrast to traditional single-objective optimization prob-
lems, MOGA considers multiple objectives simultaneously
and aims to find the best possible trade-offs between them.
Typically, there are multiple solutions available rather than
just one, and all of these solutions are Pareto optimal [3].
MOGA is based on the principles of natural selection and
genetic recombination [1], [2]. It works by evolving a pop-
ulation of candidate solutions to the problem, which are
represented as chromosomes in a genetic algorithm. These
chromosomes are evaluated based on multiple objectives,
rather than a single objective, and a fitness score is assigned
to each chromosome based on its performance across all
objectives. The goal of MOGA is to find a set of solutions
that are Pareto-optimal, meaning that no other solution in
the search space is better in all objectives simultaneously.
This set of solutions is known as the Pareto Front, and the
process of searching for this front is known as Pareto opti-
mization. MOGA has applications in a wide range of fields,
including engineering, finance, and biology. It is partic-
ularly useful in situations where multiple objectives need
to be optimized simultaneously, and where there are trade-
offs between these objectives that need to be considered.
Agdas et al. [4] demonstrate that the meta-heuristic ap-

proach is efficient for large-scale constructing TCT prob-
lems and that GA can be utilized to solve vast benchmark
networks of variables with high levels of accuracy consis-
tently. Genetic algorithms (GA) and linear programming
(LP) are combined to create a hybrid GALP method, which
is used to address optimization problems. The outcomes of
the proposed model are described in [5]. Recent develop-
ments in the genetic algorithm were examined by Katoch
et al. [7]. In their research paper, they examine the po-
tential possibilities for future study in the fields of genetic
operators, fitness functions, and hybrid algorithms. The
competitive environment makes the relationship between
time and cost even more significant, as demonstrated by
Albayrak [8]. The two project components, which conflict
with one another and are affected by various project con-
straints, must be balanced. They presented a novel hybrid
algorithm (NHA) as a solution to the TCT problem, which
is viewed in their paper as a multi-objective optimization
problem. Likewise, several Multi-Objective Evolutionary
Algorithms (MOEAs) have been suggested to find the so-
lutions of multi-objective optimization problems. The goal
of Chassiakos and Rampis’ research, [9] is to examine and
assess the performance potential of various evolutionary al-
gorithms described in [9] in order to address the time-cost
trade-off problems. Venkatesh et al. [10] offered a new
variation of the genetic algorithm designed to solve multi-
variable, multi-objective, and very high search space opti-
mization problems. Their outcomes demonstrate that this
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algorithm is able to deliver positive and exact outcomes.
Since it is given in real-time applications, [11] the issue of
solving linear and nonlinear systems of equations is signifi-
cantly beneficial and of great importance. Hassan et al. [11]
introduced a comparison of several numerical approaches
and GAs for solving an equation system. To distinguish
between the best and worse options in order to get the best
solutions, the use of genetic algorithms in numerous fields
is demonstrated by Haldurai et al. [12] in their study along
with how GA may be integrated with a number of other ap-
proaches to arrive at an optimal solution. Sharma et al. [13]
provided a genetic algorithm-based TCTmodel, which was
developed in a way that makes it simpler to identify the best
techniques for finishing the project on schedule and for the
least amount of cost. Pathak et al. [14] explained in their
study how project uncertainties affect the non-linear time-
cost trade-off (TCT) profile of actual engineering projects.
Their study helps project managers come up with the opti-
mal strategy for finishing a project under ambiguous condi-
tions while also optimizing both costs and time. Most of the
researchers used the evolutionary multi-objective optimiza-
tion algorithms to solve linear multi-objective optimization
problems like time-cost trade-off problems. In these meth-
ods, genetic operators are crucial for locating the real Pareto
front.
But in non-linear MOOP, LI with evolutionary multi-

objective optimization algorithms has not been investigated
by researchers. This study describes an innovative and re-
liable approach, Lagrange’s Interpolation embedded multi-
objective genetic algorithm (LI-MOGA), that incorporates
LI and MOGA. In this approach, LI method [15] is used to
capture the non-linear relationship between time and cost.
Thereafter, LI is integrated with MOGA to create an ex-
haustive method for solving non-linear MOOP in the real
world.

2 Problem description
The non-linear relationship between project time and cost
of an activity is shown in Figure 1 [6]. Suppose that a
project network consists of n activities. Each activity i can
be performed with (αi) options with a corresponding cost
ci and time duration ti. Let us assume that the vector of
decision variables is taken as X = [x1, x2, ..., xi, ..., xn].
Now, the multi-objective TCT problem is defined by Eq.
(1) and Eq. (2), respectively:

minimize time T =

n∑
i=1

ti (1)

minimize cost C =

n∑
i=1

ci (2)

where ti and ci can take any (αi) options of ith activity.
The project duration T is determined by computing the

maximum path time (critical path method).

Figure 1: Non-linear time-cost trade-off relationship for an
activity

3 Modelling of time-cost
relationship with LI

Let’s assume we have a set of input-output pairs, where the
input represents the estimated completion time for a project,
and the output represents the estimated cost. We can repre-
sent this set of pairs as (x1, y1), (x2, y2), ..., (xn, yn).
Using Lagrange interpolation, [17], [18] we can estimate

the costC for any given completion time T within the range
of the collected input-output pairs. The Lagrange interpo-
lation formula is:

f(x) =
(x− x1)(x− x2)(x− x3)...(x− xn)

(x0 − x1)(x0 − x2)(x0 − x3)...(x0 − xn)
y0

+
(x− x0)(x− x2)(x− x3)...(x− xn)

(x1 − x0)(x1 − x2)(x1 − x3)...(x1 − xn)
y1 + ...

+
(x− x0)(x− x1)(x− x2)(x− x3)...(x− xn−1)

(xn − x1)(xn − x2)(xn − x3)...(xn − xn−1)
yn

(3)

To optimize the time and cost of the project simultaneously,
we can use LI-MOGA to search for the optimal project
completion time that minimizes cost while meeting the re-
quired project deadline. LI-MOGA generates a population
of project activity completion times and applies the La-
grange interpolation formula to estimate the corresponding
cost for each activity based on the project completion time.

4 Preliminaries of LI-MOGA

The following are the preliminary concepts of the LI-
MOGA scheme for the MOOP, as used in this study:
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4.1 Initial population
The initial population in LI-MOGA is typically generated
randomly within the feasible search space, subject to any
constraints that may be present in the problem. The initial
population serves as the starting point for the optimization
process and is evolved over multiple generations using ge-
netic operators. The mathematical formulation of an initial
population generated by LI-MOGA can be represented as
follows:
The initial population consists of np solutions, where the
solution is a string of type [t1, t2, ..., ti, ..., tn] (Figure 2)
such that CTi ≤ ti ≤ NTi and i = 1, 2, ....n, where CTi

and NTi is the respective crash time and normal time of
each activity.

Figure 2: Time of the project schedule

The shortest time that may be used to complete an
activity for a project is known as the crash time, and the
expense that goes along with it is known as the crash
cost and vice-versa. Each string’s associated with project
duration (T ) and project costs (C) are determined by
calculating the maximum path time and adding the costs
for each activity, which is provided by LI respectively.
These solutions are known as ‘parents’.

4.2 Trade-off points and convex hull
In LI-MOGA, trade-off points and the convex hull of the
Pareto Front are important concepts used to analyze the
trade-offs between different objectives and identify the best
solutions for a given problem. Trade-off points refer to the
points on the Pareto Front that represent the optimal trade-
offs between two objectives. Mathematically, for two ob-
jectives f1 and f2, the trade-off points can be defined as
follows:
For a given solution xi, let fi(xi) be the value of the ith
objective function. Then, the trade-off point t(f1, f2) be-
tween objectives f1 and f2 can be defined as: t(f1, f2) =
(f1(xi), f2(xi)) where xi is a non-dominated solution that
lies on the Pareto Front.
The convex hull of the Pareto front is a geometric shape

that represents the set of all possible trade-offs between the
objectives. The convex hull of the Pareto Front can be de-
fined as follows:
Let N be the set of non-dominated solutions on the Pareto
Front. Then, the convex hull of N can be represented as a
set CH(N), which contains all the extreme solutions and
all the trade-off points between the objectives. Also, the

extreme solution is a solution that is not dominated by any
other solution in N .

4.3 Distance vs. fitness measure
The smallest distance (di) between the parent and each con-
vex hull segment is determined as

fi = dmax − di (4)

pi =
fi∑
fi

(5)

where pi = probability of choosing parent i; fi = fitness
value of parent i; di = minimal distance between parent i
and each segment j of CH; and di = min (dij , for all j).

4.4 Crossover operator used in LI-MOGA
Crossover is one of the important genetic operators [7] used
in multi-objective genetic algorithms to generate new can-
didate solutions from parent solutions. The crossover oper-
ator involves exchanging genetic information between two
parent solutions to create a new offspring solution.
The mathematical formulation of crossover can be repre-
sented as follows:
Let P be the population of candidate solutions, and let
xi and xj be two parent solutions selected from P for
crossover. Letn be the number of decision variables in each
solution. The crossover operator involves randomly select-
ing a crossover point k, whereas k lies between 1 ≤ k ≤ n
and exchanging the genetic information between the par-
ents at this point. First k positions of child are taken from
first k positions of xi while remaining (n−k) positions are
defined by (n− k) positions of xj .
The offspring solutions are then evaluated based on their
fitness using the fitness function. The offspring solutions
can also undergo mutation, another genetic operator, to in-
troduce further genetic diversity into the population as de-
fined in the subsection 4.5.

4.5 Mutation opertor used in LI-MOGA
Mutation is a genetic operator [7] used in multi-objective
genetic algorithms to introduce new genetic material into
the population of candidate solutions. The mutation oper-
ator involves randomly changing the value of a decision
variable in a candidate solution to create a new offspring
solution.
Let P represent the population of candidate solutions,

and let xi ∈ P be a parent solution selected for mutation,
where xi = [xi1, xi2, . . . , xin] is a vector of n decision
variables. The mutation operator involves randomly select-
ing a decision variable j (1 ≤ j ≤ n) and changing its value
to a new value x′

ij within the feasible search space. The re-
sulting offspring solution yi can be expressed as:

yi = [xi1, xi2, . . . , xi(j−1), x
′
ij , xi(j+1), . . . , xin] (6)
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Here, xij is the original value of the j-th decision variable
in the parent solution xi, and x′

ij is the new value assigned
to the j-th decision variable, generated within its allowable
range. After mutation, the offspring solution yi is evaluated
using the fitness function. If the new solution improves the
population’s diversity or satisfies specific selection criteria,
it may replace an existing solution in P to maintain a con-
stant population size.

5 Working methodology of
LI-MOGA

The Lagrange interpolation method is a mathematical tech-
nique for constructing a polynomial that passes through a
given set of data points. Multi-objective genetic algorithm
are a class of optimization algorithms that use genetic op-
erators such as selection, crossover, and mutation to search
for solutions that optimize multiple objectives simultane-
ously. The LI-MOGA combines these twomethods to solve
optimization problems.
Here, LI-MOGA scheme can be summarized as follows:

1. Define the problem: Identify the problem to be solved
and the objective functions to be optimized.

2. Generate the initial population: Create an initial pop-
ulation of candidate solutions using random values
within the problem’s constraints as mentioned in sub-
section 4.1.

3. Select the sets of individuals i.e. non-dominating so-
lutions known as trade-off points and draw the convex
hull as given in subsection 4.2.

4. Calculate fitness: Evaluate the fitness of each candi-
date solution as detailed out in subsection 4.3.

5. Select parents: Use the tournament selection method
to choose parent solutions for the next generation.

6. Crossover: Perform crossover on the selected parents
to create new candidate solutions, refer subsection 4.4.

7. Mutation: Apply mutation to the new candidate solu-
tions to introduce additional diversity in the population
as mentioned in subsection 4.5.

8. Replace the intial population with new population.

9. Repeat: Repeat steps 3-8 until a stopping criterion is
met, such as reaching a maximum number of genera-
tions or achieving a satisfactory level of convergence.

6 Benchmark problems using
MOGA

Using MOGA, two common test problems Zitzler-Deb-
Thiele’s (ZDT1 and ZDT2) with convex Pareto-optimal

front are successfully attempted [16]. It is evident from
visualising the findings (as shown in graphs) that MOGA
generates non-dominating solutions which are acceptable
from the perspectives of diversity and convergence.

6.1 ZDT1 benchmark problem
The ZDT1 benchmark problem has two objectives which
have to be minimized as illustrated below:

ZDT1 :


f1(v) = v1

f2(v) = h(v)[1−
√

v1
h(v) ]

h(v) = 1 + 9
n−1

∑n
i=2 vi

This problem [16] has 30 design variables which lie in the
range [0, 1] and convex Pareto-optimal solutions lies in the
range 0 ≤ v∗1 ≤ 1 and v∗i = 0 for i = 2, 3, ..., 30. Ac-

Figure 3: ZDT1 benchmark problem using MOGA

cording to Figure 3, the non-dominated solutions obtained
using the MOGA technique are well dispersed throughout
the solution space and matches the Pareto-optimal front in a
reasonable way. Thus, the MOGA technique proves its ca-
pacity for convergence to the Pareto-optimal front and for
discovering a variety of solutions for complex situations.

6.2 ZDT2 benchmark problem
The ZDT2 function has a non-convex Pareto-optimal front.
The objective functionas are as mentioned below;

ZDT2 :


f1(v) = v1
f2(v) = h(v)[1− ( v1

h(v) )
2
]

h(v) = 1 +
9(

∑n
i=2 vi)

n−1

Thirty design variables vi ; i = 1, 2, ..., n were selected for
this ZDT2 function (n = 30). Every design variable had a
value between 0 and 1. When h = 1.0, the Pareto-optimal
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front arises [16]. The Pareto-optimal front is where the non-
dominated solutions from the MOGA technique reside, and
the solutions are well dispersed in the solution space (Figure
4). This demonstrates how the MOGA technique for this
test problem converges to the Pareto-optimal front.

Figure 4: ZDT2 benchmark problem using MOGA

7 Results and discussion
As a test problem, the real-world project network shown
in Figure 5 [3] is appropriately modified to include a
non-linear relationship between activity time and cost.
The problem is then tackled using the proposed approach
(LI-MOGA). Table 1 also displays the various aspects of
each activity.

Table 1: Alternatives of test problem

ID Time Cost ID Time Cost
1 14 2400 10 15 450
1 15 2150 10 22 400
1 16 1900 10 23 390
1 18 1750 10 27 345
1 21 1500 10 28 330
1 23 1300 10 30 325
1 24 1200 10 33 320
2 15 3000 11 12 450
2 17 2630 11 13 420
2 18 2400 11 14 370
2 20 1800 11 16 350
2 21 1720 11 17 305
2 23 1500 11 19 300

Continued on next page

Continued from previous page
ID Time Cost ID Time Cost
2 25 1000 11 20 300
3 15 4500 12 22 2000
3 17 4415 12 24 1750
3 19 4220 12 25 1690
3 22 4000 12 27 1525
3 25 3730 12 28 1500
3 30 3375 12 29 1200
3 33 3200 12 30 1000
4 12 45000 13 14 4000
4 13 44300 13 15 3795
4 15 38450 13 16 3500
4 16 35000 13 18 3200
4 18 33700 13 21 2750
4 19 32400 13 23 2155
4 20 30000 13 24 1800
5 22 20000 14 9 3000
5 24 17500 14 10 2930
5 25 16400 14 12 2825
5 26 15900 14 14 2605
5 27 15700 14 15 2400
5 28 15000 14 17 2295
5 30 10000 14 18 2200
6 14 40000 15 10 6525
6 16 39200 15 13 5990
6 17 34500 15 14 4500
6 18 32000 15 16 3500
6 20 27700 15 17 3355
6 22 20300 15 18 2600
6 24 18000 15 20 1930
7 9 30000 16 20 3000
7 11 27200 16 22 2000
7 13 26100 16 24 1750
7 14 25600 16 26 1685
7 15 24000 16 28 1500
7 17 22300 16 29 1385
7 18 22000 16 30 1000
8 14 220 17 14 4000
8 15 215 17 16 3700
8 16 200 17 17 3455
8 17 190 17 18 3200
8 21 167 17 21 2780
8 23 150 17 23 2335
8 24 120 17 24 1800
9 15 300 18 9 3000
9 16 280 18 10 2900
9 18 245 18 12 2790
9 21 175 18 14 2565
9 22 135 18 15 2400
9 24 115 18 16 2315
9 25 100 18 18 2200

Initial population (np), mutation rate (pm), and
crossover rate (cr) are defined, respectively, as 540, 0.02,
and 1.0. Additionally, as 5 consecutive iterations were de-
termined to be a sufficient amount, the search is configured
to end when the trade-off profile does not change during
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Figure 5: Network of test problem

Figure 6: Initial generation

Figure 7: Intermediate generation

that time. Initial population np of 540 strings is randomly
selected. An exhaustive experiment is used to select an ini-
tial population, and 540 is ultimately determined to be a

Figure 8: Final generation

suitable number. Because the population’s diversity is pre-
served and the convergence period is short, the population
is scattered across all feasible spaces. Figure 6 illustrates
how np is dispersed throughout the solution space and does
not concentrate in any particular area. The new population
shifts in the direction of axes with intermediate improve-
ments in trade-off profile and convex hull are shown in Fig-
ure 7. A clear improvement in trade-off points and con-
vex hull across generations can be seen in the best-attained
trade-off points and their convex hull (Figure 8). This pro-
file is determined to be the best TCT profile according to
LI-MOGA search criteria because the trade-off profile does
not improve further.

8 Conclusion
LI-MOGA can identify optimal activity allocation using
any time-cost functions, and it is not constrained by the
form of the activity time-cost relationship. In order to val-
idate the performance of the MOGA utilized, two com-
mon test problems are effectively addressed. LI’s versa-
tility and higher modeling capacity are demonstrated by
providing various cost-evaluation options for each activ-
ity. The integrated approach uses a novel combination
of LI and MOGA to address non-linear multi-objective
optimization problems. This is a powerful and efficient
multi-objective optimization technique that can search for
a near-optimal/optimal realistic TCT profile after exploring
a small search space. The proposed approach can assist in
real-time to choose the best alternative among non-linear
TCT profiles to execute the real world projects.
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