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The Oath of Researchers and Developers 

Matjaž Gams 

Jozef Stefan Institute, Jamova 39, 1000 Ljubljana, Slovenia 

E-mail: matjaz.gams@ijs.si 

 

Editorial 

Misinformation, biased research, and unethical tech use are on the rise, threatening trust in science. 

The Oath of Researchers and Developers sets clear, practical guidelines to counteract fake news, 

misleading studies, and irresponsible innovation. Unlike vague ethical codes, it provides concrete 

examples of ethical dilemmas and real-world consequences. Inspired by the Hippocratic Oath, it 

promotes transparency, accountability, and integrity, ensuring science works for society, not against 

it. 

 

 

1 Introduction and motivation 

In an age where facts and fiction blur more than ever—

where multimedia platforms broadcast unverified 

information to a global audience in an instant—questions 

about trust, authority, and accountability have never been 

more urgent. Encyclopaedias and scientific journals were 

once considered unassailable sources of knowledge, yet 

they, along with news outlets, now grapple with 

significant ideological and commercial pressures. 

Likewise, ethical standards, once considered cornerstones 

of academic and professional integrity, risk erosion in an 

environment that often prioritizes speed and 

sensationalism over thoughtful analysis. The rapid advent 

of artificial intelligence (AI) further complicates this 

landscape, providing transformative opportunities even as 

it raises critical questions about bias, responsibility, and 

transparency. 

Beyond ideologies, politics, and fake news, unscientific 

trends continue to gain momentum through the pervasive 

influence of social networks. A moderately well-known 

influencer can attract thousands—or even tens of 

thousands—of views, which is often one or two orders of 

magnitude more than the readership of a typical scientific 

paper. Meanwhile, social-media content is typically of 

lower quality than everyday discourse, whereas scientific 

publications must meet rigorous standards to uphold 

objective truth. As a result, we are witnessing not only the 

spread of “fake news”, but also the rise of fake social 

networks, deceptive websites, and even partially 

fraudulent encyclopedias—trends that indicate the 

emergence of “fake science.”  

Reversing this trajectory is crucial. To maintain public 

trust in science, we must protect information integrity and 

promote evidence-based content. Reaffirming the core 

values underlying research and development has thus 

become an essential moral and intellectual imperative. 

In this editorial, we address these challenges by returning 

to one of the earliest pledges of professional ethics: the 

Hippocratic Oath. Although originally designed for 

medical practitioners, its guiding principles—“do no 

harm,” uphold beneficence, and maintain integrity—are  

 

remarkably relevant across all fields of inquiry. By 

adapting and modernizing the Hippocratic Oath with the 

support of contemporary resources and large language 

models (LLMs), we seek to blend time-honored wisdom 

with modern-day realities, providing a means to reinforce 

ethical conduct and restore confidence in scientific 

endeavors. 

We then introduce the Oath of Researchers and 

Developers, conceived not merely as a modern derivative 

of existing ethical codes, but rather as an active 

affirmation of enduring principles reinterpreted for a new 

generation. Through real-world examples—from 

addressing data privacy issues to counteracting 

misinformation—we illustrate tangible steps researchers 

and developers should take to uphold these commitments. 

Our vision is to guide early-career professionals toward a 

practice that respects both the innovative momentum of 

the digital age and the steadfast virtues of responsible 

scholarship. 

Finally, we compare our adapted Hippocratic Oath and the 

newly proposed Oath of Researchers and Developers to 

other notable declarations in the broader field of research 

ethics. This comparative perspective underscores where 

our proposals converge with widely accepted norms and 

where they chart new ground, highlighting how each 

framework contributes to shaping a more ethically 

grounded future for research and development. 

2 Modern Hippocratic Oath 

(revised) 

1. Prioritize Patient Well-being: 

I will make the health and well-being of my 

patients my primary concern. 

2. Maintain Competence and Continuous 

Learning:  

I will commit to lifelong learning and maintain 

the highest standards of medical practice 

through continuous professional development. 
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3. Respect Patient Autonomy, Dignity, and 

Privacy:  

I will respect the autonomy of my patients, 

ensuring informed consent and protecting their 

dignity and privacy. 

4. Practice Prudent and Safe Medicine:  

I will practice medicine judiciously, avoiding 

unnecessary interventions and seeking 

consultation when appropriate to minimize 

harm. 

5. Protect Patient Confidentiality:  

I will safeguard the confidentiality of patient 

information. 

6. Ensure Equitable and Accessible Care:  

I will strive to provide fair and accessible care 

to all patients, regardless of their background 

or circumstances. 

7. Uphold Professional Ethics and Integrity:  

I will adhere to the highest ethical standards of 

the medical profession, maintaining honesty 

and integrity in all my actions. 

3 The Oath of researchers and 

developers 

Drawing upon the foundational principles of the medical 

profession’s oath, the Oath of Researchers and Developers 

underscores the ethical conduct and societal responsibility 

that underpin advancements in knowledge and 

technology. The explanations and examples that follow 

offer practical, concrete scenarios designed to affirm these 

guiding values.  

 

1. Advance knowledge for human benefit  
I will strive to create and disseminate knowledge that 

benefits humanity, whether by deepening our 

understanding (declarative knowledge) or through its 

practical application (operational knowledge, systems, or 

devices). 

Explanation: This principle highlights the importance of 

contributing positively to society through research and 

development. Declarative knowledge broadens our 

theoretical understanding (e.g., discovering a new 

physical law), while operational knowledge yields 

tangible solutions (e.g., designing an innovative bridge). 

Both fundamental research and its practical translation are 

encouraged, provided they serve the greater good. 

Crucially, knowledge need not be universally popular or 

accepted, as long as it holds genuine benefit for humanity. 

Examples: Initiatives like social networks or commercial 

AI programs can be ethically dubious if they risk harming 

users. In such cases, conscientious researchers should 

refuse involvement. Conversely, a commercial venture 

can be justified if it contributes meaningfully—for 

instance, by developing a new product that tangibly 

improves day-to-day life. 

2. Consider overall and societal impact and 

mitigation of harm 

I will thoroughly evaluate the potential societal impact of 

my work, striving to maximize positive outcomes and 

minimize potential harm—even when developing 

technologies with dual-use potential. 

Explanation: This pledge underscores the ethical 

responsibility to anticipate and mitigate broader 

consequences (environmental, social, economic, etc.). 

“Dual-use potential” refers to technologies with both 

beneficial and harmful applications (e.g., nuclear energy 

for defence). Here, “harm” refers to harm inflicted on 

society, rather than personal risk to the researcher or 

threats to those who may benefit from myths or 

misconceptions. 

Examples: When creating a new AI system, one should 

have in mind that there is a slight chance of the program 

going astray, and therefore taking precautions to prevent 

any such case is a must.  

Another example are military applications which are 

acceptable for researchers as long as it is not clear that the 

harm outweighs the benefits. An example of a forbidden 

weapon development would be a fully autonomous 

weapon that is going to be applied on humans or giving AI 

a decisive role in using nuclear bombs. 

 

3. Adhere to established scientific principles 

and knowledge 

I will respect both empirically verified science and 

generally acknowledged truths, refraining from 

dismissing well-founded facts. In cases of error, I will 

conduct thorough investigations, acknowledge mistakes, 

and publish necessary corrections or retractions.  

Explanation: Social and cultural arenas—such as films—

often explore imaginative or science-fiction concepts, 

spanning both physical and mental realms. In contrast, our 

actual physical and technological environment is 

rigorously studied and validated, requiring scientists to 

adhere to established facts. Researchers who engage in the 

deliberate and repeated falsification or fabrication of data 

or research results must be held accountable for scientific 

misconduct, which may include removal from the 

scientific community upon verified proof. However, 

sound evidence and thorough evaluation—rather than 

public consensus—determine scientific validity. Galileo 

Galilei’s heliocentric theory, once condemned as heresy, 

ultimately prevailed because it was grounded in verifiable 

observations rather than popular opinion. 

Examples: There are extreme views, such as the denial of 

anthropogenic climate change, vaccine conspiracies, or 

the flat-Earth theory. These beliefs, however, are 
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categorically refuted by overwhelming scientific 

evidence. For instance, the spherical shape of the Earth is 

undeniably proven by satellite imagery and countless 

historical voyages of circumnavigation. 

Many countries allow individuals to legally change their 

gender, illustrating the distinction between social/legal 

constructs and biological realities. While almost all 

humans possess XX or XY chromosomes, a fundamental 

scientific fact, asserting that a biological male is not a man 

is scientifically inaccurate and should be avoided in 

scientific discourse. However, in non-scientific settings, 

individuals may be identified in diverse ways. 

 

4. Pursue, communicate, and share truth 

transparently and accountably 

I will rigorously pursue truth, communicate my findings 

honestly and transparently, and actively share knowledge 

within both the scientific community and the broader 

public. I will remain accountable for my methods, 

ensuring they are open to scrutiny, while protecting 

confidentiality only when it serves the greater good. 

Explanation: Honest pursuit of truth involves conducting 

rigorous research, reporting all results—including 

contradictory ones—accurately, and clarifying the 

probabilistic or provisional nature of scientific findings. 

Truth, in this context, stands independent of the source, 

messenger, or ideology and should be defended even when 

it is unwelcome or risks personal consequences. 

Researchers who commit fabrication, falsification, or 

plagiarism undermine the integrity of science, while those 

who fail to support known scientific facts in public—or 

remain silent—also neglect their professional 

responsibilities.  

Transparency not only promotes reproducibility and peer 

review—pillars of scientific progress—but also bolsters 

public trust. When researchers share their data, methods, 

and reasoning openly, they enable others to verify claims 

and build upon discoveries. However, there may be rare 

instances (e.g., matters of national security, intellectual 

property) where certain details must be withheld for the 

greater good; such decisions demand clear justification. 

Finally, it is crucial to distinguish between personal 

opinion and research-based opinion. Everyone enjoys 

freedom of personal expression, as typically guaranteed 

by law, but if a researcher’s claim falls within their field 

of expertise, it must withstand professional scrutiny. 

Persistently promoting false scientific claims while posing 

as an expert undermines credibility and may have 

consequences. 

Examples: Researchers have an obligation to disseminate 

established facts—for instance, that Earth is round—even 

at some personal cost. Only under truly severe 

circumstances should they postpone sharing such 

knowledge. 

In certain extreme cases, scientists asserting there are two 

biological sexes have been fired. While losing one’s 

position may be considered a “harsh consequence” that 

warrants pragmatic caution, it remains crucial to defend 

factual truths and remove from the research community 

those who persistently deny them. 

Assume a researcher in the field of economics finds that 

selling a national bank is not beneficial for the country. 

Should he actively promote this analysis or not? The Oath 

clearly demands promotion of relevant revelations for the 

local and global community. Not doing so is close to 

neglecting the Oath. 

Finally, a professor endorsing a policy outside their field 

of expertise is free to hold and express a personal stance, 

provided it does not misrepresent scientific consensus. 

However, if they claim such views are rigorously tested 

within their discipline—despite contradictory evidence—

professional accountability mechanisms should apply. 

 

5. Uphold ethical standards and professional 

responsibility 

I will adhere to the highest ethical standards and act with 

professional responsibility in all my research and design 

endeavors. 

Explanation: This is a general commitment to ethical and 

responsible conduct, encompassing adherence to 

professional codes, regulations, and best practices. 

Adherence to ethical standards and professional integrity 

safeguards the welfare of individuals and communities 

impacted by research outcomes, reinforcing the 

commitment to ethical conduct. Not all can be defined in 

the Oath for directing proper research activities. Such an 

examples are ethical and professional standards that 

should be followed as much as possible.  

Examples: Researchers often cooperate in research groups 

with professional and social interactions. The joint 

research principles and goals should prevail over the local 

ones, e.g., not helping a colleague in trouble with a motive 

to achieve a better position due to that activity.  

Collegial Support: In a research group, members should 

collaborate openly and assist one another, rather than 

withholding help to gain a competitive edge. 

Conflict of interest: Researchers must disclose funding 

sources, affiliations, or any other potential conflicts to 

ensure transparency and maintain trust in their findings. 

Addressing Misconduct: If a colleague’s work shows 

serious flaws or unethical practices, it is every researcher’s 

responsibility to address the issue—protecting the 

integrity of the field, even if doing so may be personally 

or professionally challenging. 

Fair peer review: Evaluating colleagues’ work should 

involve impartial judgment, free from personal biases or 

favoritism, to maintain a fair and constructive scientific 

environment.  
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In particular, no form of discrimination—whether sexism, 

ageism, racism, or any other form of prejudice—should be 

tolerated or perpetuated. 

 

6. The self-healing role of the scientific 

community 

I will support and actively promote only researchers 

following the Oath and insist on detaching the ones not 

following the Oath from scientific ranks and in extreme 

cases from all positions. I shall support fellow scientists 

when they face unjust attacks, provided they adhere to this 

Oath. 

Explanation: Just as any organism requires self-defence 

mechanisms to survive, the scientific community must 

protect itself against unjust assaults. This can be likened 

to the human immune system. What, then, are the 

safeguards of true science? We researchers and developers 

and our societies are responsible for defence of true 

science and scientists. We should defend members of our 

society from the unfounded ideological attacks, and we 

should refrain from supporting individuals for scientific or 

developmental positions if they do not adhere to the 

principles of this Oath.  

Examples: Throughout history and in recent years, 

numerous scientists have faced attacks for disseminating 

the truth and debunking myths. Unfortunately, these 

scientists often lacked support from the scientific 

community and organizations such as associations and 

academies. In some cases, ideological attacks on scientists 

were even endorsed by their peers. It is critical for the 

scientific community to recognize that allowing 

ideological viewpoints to prevail severely undermines true 

science. Empirical evidence allows us to perceive the 

natural gender of a human, regardless of formal or 

declarative identification. If science adopts ideological 

stances, it ceases to be science. The Earth becomes flat. 

Another example is that of an editor at the highly 

influential journal Scientific American, who resigned in 

protest after the U.S. presidential election produced a 

result contrary to their preference, and then used social 

media to ridicule ‘uneducated voters.’ Can such a person 

truly advocate for objective science and development, free 

from political and ideological bias? 

 

7. Foster education, mentorship, and public 

engagement  

 
I will actively contribute to the education and mentorship 

of aspiring researchers, promote interdisciplinary 

collaboration, and engage with the broader public to 

enhance scientific understanding and literacy. 

Explanation: This commitment recognizes that research 

thrives when knowledge is openly shared across 

generational, disciplinary, and societal boundaries. 

Mentorship and education ensure the continuation of 

robust scientific inquiry, while public engagement bridges 

the gap between specialized expertise and community 

needs. By investing in teaching, outreach, and 

collaborative efforts, researchers help cultivate a more 

informed society and a stronger foundation for future 

innovations. 

Examples: Mentorship: Guiding students or early-career 

professionals through project supervision, workshops, or 

individual consultations. 

Public Outreach: Delivering public lectures, creating 

educational content, or participating in community events 

to spark curiosity and spread scientific awareness. 

Interdisciplinary Collaboration: Organizing seminars or 

research initiatives that connect experts from varied fields 

to tackle complex global challenges—such as climate 

change, healthcare, or AI governance. 

The Oath of Researchers and Developers can be 

summarized as: 

1. Serve Humanity: Ensure your work ultimately 

benefits people and our civilization, whether 

advancing theoretical understanding or yielding 

practical solutions. 

2. Be Aware of Societal Impact: Thoroughly 

assess potential risks and benefits, striving to 

maximize positive outcomes and minimize 

harm—even for dual-use technologies. 

3. Honor and Protect Established Facts: Adhere 

to verified scientific principles, investigate errors 

honestly, and rectify or retract findings if proven 

invalid. 

4. Pursue and promote truth proactively: 

Actively engage in seeking accurate results, 

communicate them transparently, and remain 

accountable for your methods—always 

distinguishing personal viewpoints from 

rigorously validated scientific and engineering 

conclusions. It is your duty to promote, uphold, 

and defend the truth, even in the face of negative 

backlash. 

5. Maintain ethical and professional standards: 

Respect recognized ethical standards and 

practice responsible conduct in all research and 

development activities. 

6. Protect the scientific and developers’ 

community and individuals: Preserve the 

integrity and security of our field by actively 

supporting colleagues who uphold these 

standards against ideological or public attacks, 

and ensure that those who fail to follow the Oath 

are not placed in influential positions. 
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7. Educate and engage: Mentor future researchers, 

foster interdisciplinary cooperation, and engage 

the public to enhance scientific understanding 

and literacy. 

4 Similarities between the oaths 

4.1 With the Hippocratic Oath 

While the Hippocratic Oath centers on the welfare of 

patients and the Oath of Researchers and Developers 

focuses on advancing knowledge and technology for the 

benefit of humanity, both share core ethical themes: 

• Beneficence (Acting for the Good) 

Physicians commit to promoting patient well-being; 

similarly, researchers and developers pledge to 

harness knowledge and technology for the greater 

social good. 

• Non-Maleficence (Avoiding Harm) 

Doctors endeavor to minimize harm by avoiding 

unnecessary interventions. Researchers and 

developers, in turn, strive to foresee and mitigate any 

societal, environmental, or economic harm their work 

might cause. 

• Truthfulness and transparency 

Both Oaths value honesty and open communication. 

Physicians must accurately diagnose and share 

relevant information with patients, while researchers 

and developers must disclose findings and 

methodologies clearly, enabling peer review and 

public trust. 

• Confidentiality and protection of information 

Medical professionals safeguard patient 

confidentiality. Researchers and developers likewise 

maintain discretion, protecting sensitive information 

unless the public interest unequivocally demands 

disclosure. 

• Upholding ethical standards 

Each Oath underscores the highest ethical principles, 

whether in the practice of medicine or in research and 

development. By maintaining professional integrity 

and respecting established norms, both communities 

protect the welfare of those they serve. 

4.2  Relations with other ethical codes and 

principles 

While the Oath of Researchers and Developers draws 

heavily from the Hippocratic Oath, it also aligns with 

established ethical frameworks across various domains: 

 

• Researcher conduct  

Ethical Guidelines for Research (e.g., National Institutes 

of Health (NIH) Guidelines for Research, European Code 

of Conduct for Research Integrity): Institutions and 

funding agencies often issue guidelines emphasizing 

integrity, honesty, objectivity, and responsible research 

conduct—covering areas like data integrity, plagiarism, 

authorship, and conflicts of interest. These align with the 

Oath’s commitment to truthfulness, transparency, and 

high ethical standards. 

Codes of Conduct for Scientific Societies (e.g., American 

Chemical Society Code of Conduct, World Medical 

Association Declaration of Helsinki): Many professional 

organizations stipulate standards for research, publication, 

and collegial interactions. These typically promote 

scientific integrity, open communication, and the 

avoidance of misconduct, echoing the Oath’s emphasis on 

honesty, transparency, and accountability. 

 

• Engineering ethics 

Codes of Ethics for Engineers (e.g., NSPE Code of Ethics, 

IEEE Code of Ethics): Promulgated by bodies such as the 

National Society of Professional Engineers (NSPE), these 

codes stress public safety, environmental protection, and 

professional responsibility—mirroring the Oath’s 

principles of assessing societal impact, minimizing harm, 

and upholding ethical standards. 

ACM Code of Ethics and Professional Conduct 

(Association for Computing Machinery): This 

comprehensive code provides guidance for computing 

professionals, emphasizing ethical considerations such as 

honesty, fairness, respect for users' rights, and the 

importance of public interest. It aligns with the Oath's 

principles by advocating for responsible use of 

technology, minimizing harm, and ensuring that 

computing serves humanity. 

• AI ethics guidelines 

Principles for AI (e.g., OECD AI Principles, UNESCO 

Recommendation on the Ethics of Artificial Intelligence): 

Various international organizations and initiatives have 

proposed guidelines stressing fairness, accountability, 

transparency, and human oversight in artificial 

intelligence. These requirements closely parallel the 

Oath’s calls to avoid bias, safeguard societal welfare, and 

maintain open, responsible research practices. 

 

• Universal declaration of human rights 

(United Nations, 1948): Although not specifically crafted 

for researchers, this declaration champions essential 

human freedoms and the right to benefit from scientific 

progress. It underpins the Oath’s overarching vision of 

advancing knowledge for humanity’s collective well-

being while carefully considering potential societal 

impact. 
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4.3 Similarities between the Oath and the 

EU AI Act 

• Focus on human well-being 

Oath: Prioritizes the advancement of knowledge for 

human benefit and the minimization of potential harm. 

EU AI Act (Regulation (EU) 2024/1689): Seeks to ensure 

AI systems uphold human rights, safety, and key societal 

values, banning applications that pose a clear threat to 

well-being and fundamental rights. 

• Transparency and accountability 

Oath: Demands openness in research methods, findings, 

and accountability for actions. 

EU AI Act: Requires high-risk AI systems to incorporate 

human oversight and mandates transparency, ensuring that 

users can understand and challenge AI-driven decisions. 

• Ethical considerations 

Oath: Stipulates adherence to rigorous ethical standards 

and professional responsibility. 

EU AI Act: Establishes a trustworthy AI framework, 

emphasizing fairness, non-discrimination, and respect for 

personal data throughout the AI lifecycle. 

• Risk assessment and mitigation 

Oath: Encourages researchers to proactively assess 

potential risks and strive to minimize harm. 

EU AI Act: Categorizes AI systems by risk level and 

imposes requirements for conformity assessments, 

ongoing monitoring, and risk management for high-risk 

applications. 

• Avoiding harm 

Oath: Explicitly discourages actions likely to harm 

society. 

EU AI Act: Prohibits AI systems deemed dangerous to 

public safety, livelihoods, and rights, also barring 

practices that manipulate or exploit human vulnerabilities. 

By comparing these core principles, it appears that both 

the Oath of Researchers and Developers and the EU AI 

Act converge on the goal of promoting responsible, ethical 

innovation. The Oath provides a framework for individual 

researchers, while the EU AI Act offers legal and 

regulatory guidelines for AI deployment across the 

European Union. 

 

5 Conclusions   

Acknowledging these connections, the Oath of 

Researchers and Developers draws upon a broad legacy of 

ethical principles and contributes to a diverse, evolving 

body of guidelines that govern research and development 

in numerous fields. By redefining the values and 

motivations of researchers and designers, this text aims to 

serve both present and future generations. 

It is essential to acknowledge that our civilization faces 

escalating pressures. Even the most fundamental scientific 

truths face scrutiny, and scientists who resist non-

scientific ideologies risk attacks or even the loss of their 

positions. It is on us to reintroduce basic scientific and 

ethical standards of an advanced civilisation.  

Always remember that science and development rank 

among humanity’s greatest assets, propelling 

technological progress and enhancing quality of life. 

Science and development are the most noble of 

professions with highest standards and also 

responsibilities, dedicated to preserving truth and 

objectivity in the pursuit of the common good. 
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The rapid growth of IoT has enabled diverse applications using Wireless Sensor Networks across various
fields. A significant challenge in Wireless Sensor Networks is the efficient deployment of sensors to en-
sure coverage and connectivity. Effective coverage allows continuous target tracking and data collection,
while connectivity ensures data transmission to the base station. In this paper, we address the challenge of
maximizing the number of targets satisfyingK-coverage andK-connectivity, where each target is tracked
by K sensors and has K transmission paths to the base station. We propose a two-phase methodology to
tackle this challenge. The first phase enhances the Greedy algorithm to solve the K-coverage problem.
The second phase addresses the K-connectivity problem using Memetic algorithms augmented by an effi-
cient local search mechanism called PMA. We evaluate the algorithm on various datasets and compare
it with baseline methods, including Greedy and Prim-based with the withdrawal strategy (PWS). Our
results show that the proposed PMA with a robust local search outperforms alternative algorithms, with
improvements exceeding 10% to 15% compared to the baseline methods. Additionally, we validate the per-
formance of the proposed method using a real-world dataset and outline plans for further enhancements in
the near future.

Povzetek: Avtorji so razvili dvofazni pristop za maksimiranje K-pokritosti in K-povezljivosti v brezžičnih
senzorskih omrežjih, ki združuje izboljšan pohlepni algoritem in memetični algoritem z lokalnim iskanjem,
imenovan PMA.

1 Introduction

Amidst rising environmental concerns, escalating global
political tensions, and the widespread proliferation of In-
ternet of Things (IoT) technology and products, particu-
larly emphasizing privacy and security, Wireless Sensor
Networks (WSNs) have attracted significant attention[15,
1]. WSNs are composed of sensors equipped with data col-
lection capabilities. Devices must be outfitted with sen-
sor chips capable of detecting environmental phenomena
and converting them into accessible data on the Internet for
users to analyze and process[19]. These sensors collect data
from specific areas and transmit monitoring information to
a central base station.
WSNs find crucial applications across various domains,

such as military operations, healthcare services, environ-
mental monitoring, biodiversity studies, industrial pro-
cesses, and urban infrastructure management [20, 7, 12, 5].
For example, wearable, embedded, or ingestible sensors en-
able continuous monitoring of health parameters and vital
signs, such as blood pressure or heart rate, offering vital

insights wherever patients or caregivers are situated. The
proliferation of WSNs has stimulated significant scientific
research and publications aimed at tackling key challenges
in sensor networks, including issues related to lifetime, cov-
erage, connectivity, fault tolerance, load balancing, and se-
curity. In addition, sensors, characterized by their com-
pact dimensions, face limitations in storage capacity, op-
erational lifespan, and susceptibility to environmental con-
ditions. In areas where battery replacement or recharging
is impractical—such as hazardous or obstructed environ-
ments like deep oceans or dense forests—ensuring contin-
uous multi-coverage and connectivity between targets and
base stations becomes crucial for maintaining network in-
tegrity, particularly in scenarios involving potential node
failures. Therefore, in this paper, we focus on solving the
problem ofK-coverage andK-connectivity.
Coverage concern is divided into various subproblems,

such as target coverage, area coverage, and barrier cover-
age. In this study, we focus on resolving the target cov-
erage problem[16, 22]. The target coverage problem in-
volves guaranteeing thorough monitoring of specified tar-
gets within a designated surveillance area through strategi-
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cally placed sensors. The aim is to ensure that every tar-
get falls within the sensing range of at least one sensor,
enabling comprehensive monitoring and detection capabil-
ities. This challenge is critical across various applications
such as environmental monitoring, surveillance, and intru-
sion detection, where adequate coverage of specific tar-
gets is vital for operational efficacy and informed decision-
making. The target coverage problem includes 1-coverage,
K-coverage, Q- coverage. Within this context, 1-coverage
guarantees that all targets are monitored by at least one sen-
sor, K-coverage ensures at least K sensors track each tar-
get, and Q-coverage ensures that targets are tracked by Q
sensors, the specific value of Q can be adjusted based on
priority requirements. In this paper, our primary objective
is to resolve theK-coverage problem[8].
Connectivity in WSNs denotes the capacity of sensors to

establish and sustain communication links within the net-
work[18]. This ensures reliable data transmission among
sensors, facilitating seamless information flow throughout
the network. Connectivity is pivotal for fostering collab-
oration among sensors, streamlining data aggregation, and
bolstering network functions like routing and data forward-
ing. A well-connected network enhances efficiency, re-
silience, and reliability, enabling effective monitoring and
communication across various applications. Connectivity
issues encompass 1-connectivity, K-connectivity, and Q-
connectivity. In 1-connectivity, a minimum of 1 commu-
nication path exists from the target to the base station. K-
connectivity guarantees the presence of at least K disjoint
paths from the target to the base station[23]. Finally, Q-
connectivity ensures the existence of at least Q disjoint
paths from the target to the base station, with the value
of Q being adjustable based on the target’s priority level.
In this paper , our primary objective is to resolve the K-
connectivity problem.
Recent research endeavors to addressmulti-coverage and

multi-connectivity [10, 3] have encountered limitations,
particularly when prioritizing the minimization of sensors
required to meet problem constraints, assuming an unlim-
ited number of sensors. Nevertheless, deploying sensors
presents substantial hurdles in environments where battery
replacement or recharging is unfeasible, such as hazardous
or obstructed locations like deep oceans or dense forests.
Consequently, the practicality of sensor deployment is con-
strained, leading to a limited number of sensors in reality.
Hence, our team is dedicated to tackling novel problems
that, to our knowledge, have yet to be explored by other re-
search groups. Specifically, we focus on determining the
maximum number of targets simultaneously fulfilling K-
coverage and K-connectivity requirements, given a fixed
number of sensors.
In response to the identified challenge, we propose a two-

phase strategy. Initially, we aim to resolve theK-coverage
issue by refining the Greedy algorithm. Subsequently, the
second phase addressed the K-connectivity problem, em-
ploying Heuristic and Memetic algorithms augmented with
an efficient local search mechanism. The simulation results

indicate that the proposed Memetic algorithm combined
with Prim and a robust local search function (PMA) out-
performs alternative methods, demonstrating superior per-
formance. Therefore, investigating this problem holds sci-
entific and practical significance. In the subsequent section,
we present relevant studies concerning this matter.
Our main contributions are listed as follows:

– Formulating a novel problem of K-coverage and K-
connectivity suitable for practical application in the
2D domain.

– Presenting a Greedy based method for node deploy-
ment that providesK-coverage to all of targets.

– Proposing two baseline methods: PWS and Greedy
combined with withdrawal strategy to address connec-
tivity issues.

– Proposing a new approach called PMA (Prim-based
Memetic Algorithms): A special Memetic Algorithm
Strategy Enhanced with Robust Local Search for Ef-
fective Problem Solving.

– Evaluating the proposed method across 40 experimen-
tal and real-world datasets.

The rest of the paper is structured as follows: Section 2 pro-
vides a comprehensive review of related works. In Section
3, we present the system model and the problem formula-
tion. The proposed algorithms are detailed in Section 4.
Section 5 contains the experimental settings, obtained re-
sults on various test sets, and a performance comparison
with other algorithms to demonstrate the proposal’s effi-
cacy. Section 6 discusses conclusions and future.

2 Related work
Coverage and connectivity are two paramount challenges
in WSNs. Specifically, coverage in WSNs pertains to the
comprehensive monitoring and surveillance of every point
within the designated area of interest. [11] The coverage
challenge is categorized into three distinct classes based on
the intended application: area coverage, target coverage,
and barrier coverage [21], [20]. In this paper, our primary
focus is on the target coverage predicament, which has been
identified as an NP-hard problem. [16] elucidates the vari-
ous iterations of target coverage.
The emphasis on the NP-completeness of the coverage

problem is attributed to the research conducted by [13].
Consequently, most studies advocate solutions employing
integer linear programming, heuristic and metaheuristic al-
gorithms to address this challenge. Integer linear program-
ming, which involves constructing a mathematical model,
is one of the methodologies employed to resolve the target
coverage quandary [3], [23].
However, its effectiveness is evident primarily when

dealing with smaller problem sizes, while it demands
increased computing time for larger problem sizes [4].
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Henceforth, researchers are increasingly delving into the
exploration and utilization of heuristic and meta-heuristic
algorithms to address the coverage problem. Chien-Chih
Liao et al. [14] propose a novel memetic algorithm (MA)
that integrates an integer-coded genetic algorithmwith local
search techniques to solve the K-coverage problem. This
approach adapts crossover and mutation operators to inte-
ger representation. It introduces a novel fitness function
that considers both the number of covers and the individual
contribution of sensors to these covers.
When sensors are deployed, a critical consideration

arises: determining whether any node in the network can
communicate with any other node. Connectivity thus
broadens the scope of the coverage problem, aiming to
guarantee the existence of pathways between nodes to fa-
cilitate the transmission of collected data to external des-
tinations. Moreover, securing network connectivity is
paramount for effective WSNs operations. One prevalent
approach is to maintain theK-connectivity property, which
ensures that the removal of up to K—1 sensor nodes does
not lead to network partitioning, thereby preventing the iso-
lation of one or more sensor nodes from the network.
A common tactic to preserve K-connectivity entails

adding new nodes as needed. The principal design aim is
to reduce the number of additional nodes required while
retaining K-connectivity. As with coverage, connectiv-
ity poses an NP-hard problem [2] that can be tackled
using linear programming and approximation algorithms.
One method to address the target connectivity dilemma
is integer linear programming, which entails constructing
a mathematical model[22]. Nonetheless, its efficacy is
more pronounced in managing smaller problem sizes, ne-
cessitating escalated computational resources for larger-
scale problems. Consequently, researchers are increas-
ingly venturing into exploring and implementing heuristic
and meta-heuristic algorithms to tackle the coverage issue.
Szczytowski et al. [18] introduced an innovative method
for runtime repair and preservation of global WSN K-
connectivity, relying solely on localized information. This
approach significantly reduces resource demands compared
to previous studies.
In recent years, researchers have focused on addressing

the challenges of weak security, connection losses during
operation, and damaged relay nodes, aiming to ensure de-
pendable monitoring and information transmission. Tomit-
igate these risks, they have specifically targeted solutions
for multiple coverage and multiple connections. In [6],
Gupta et al. explored a genetic algorithm (GA)-based ap-
proach to identify the minimum number of selected poten-
tial positions suitable for deploying sensor nodes in target-
based wireless sensor networks, ensuring bothK-coverage
and M-connectivity of the sensor nodes. The study as-
sumes predefined potential positions for sensor node de-
ployment to monitor targets. Similarly, [17] introduces a
method based on the Imperialist Competitive Algorithm
(ICA), aiming to identify the minimum number of suitable
locations for sensor node deployment while meeting cover-

age and connectivity requirements.

3 System model and problem
formulation

3.1 System model

We assume aWireless Sensor Network and all sensor nodes
in it have the same transmission range. Each target col-
lects information from the environment in the range which
it is deployed, this region is assumed to be a circular disk
whose radius is equal to the sensing range of a sensor node.
Then target transmits that information through the sensor
nodes on predetermined paths. Transmitting in different
paths avoid losing information, if a sensor has problem lead
to a path disconnect, there’s still other path to transmit in-
formation. Two sensor nodes can connect with each other
if the Euclidean distance between them is less than or equal
the sensing range. Finally, the information is transferred to
the Base Station.

3.2 Problem formulation

Let us define surveillance region A as a rectangular with
area W × H and a set T includes m targets T =
{Ti(xi, yi)|0 ≤ xi ≤ W, 0 ≤ yi ≤ H, ∀i ∈ [1,m]}. B
is the Base Station in A with coordinates (xB , yB). We
assume set S = {S1, S2, ..., Sn} is set of n sensors. Our
goal is to place n sensors in region A such that maximize
the number of targets that satisfied both K-coverage and
K-connectivity.
A sensor node can connect with a target if their Euclidean

distance is not greater than the sensing range, denoted rs
. Similar, two sensor notes can connect if their Euclidean
distance is not greater than the communication range, de-
noted rc. Let c(Si, Tj) denote the connectivity probability
between sensor Si and target Tj , which is calculated via:

c(Si, Tj) =

{
1, if d(Si, Tj) ≤ rs,

0, otherwise.
(1)

and the number of sensors in each target’s sensing range
is calculated by the following forrmula:

CTj
=

n∑
i=1

c(Si, Tj). (2)

A target Tj isK-coverage if and only if CTj ≥ K.
We assume each target, for example Tj , has a set in-

clude K path P = {Pi|Pi = (Tj , Si1, Si2, ..., Sili , B), i ∈
[1,K], li is number of sensors nodes in Pi}. Then, theseK
paths will be disjoint if
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Pa ∩ Pb = {Tj , B} ∀a, b ∈ [1,K], a ̸= b, (3)
d(Tj , Si1) ≤ rs ∀i ∈ [1,K], (4)
d(Siu, Si(u+1)) ≤ 2rc ∀i ∈ [1,K], u ∈ [1, li − 1], (5)
d(Sili , B) ≤ rc ∀i ∈ [1,K]. (6)

Equation (3) ensures that the K paths have no common
sensor. Equation (4) make sure that the target and sensors
can connect (Their distance are satisfy the sensing range).
Equation (5) make sure that the sensors can connect. Equa-
tion (6) make sure that the sensors and the Base Station can
connect.
A target is K-connectivity if and only if its K paths are

disjoint.
Let Ej is the connectivity and coverage status of target

Tj . Then

Ej =


1, if Tj is bothK-connectivity

andK-coverage,
0, otherwise.

(7)

From equation (2),(3),(4),(5),(6) and (7) we have prob-
lem model:
Maximize

m∑
j=1

Ej . (8)

Subject to

CTj
≥ K ∀j ∈ [1,m], (9)

Pa ∩ Pb = {Tj , B} ∀a, b ∈ [1,K], a ̸= b, (10)
d(Tj , Si1) ≤ rs ∀i ∈ [1,K], (11)
d(Siu, Si(u+1)) ≤ 2rc ∀i ∈ [1,K], u ∈ [1, li − 1], (12)
d(Sili , B) ≤ rc ∀i ∈ [1,K]. (13)

Figure 1: Problem formulation

In Figure 1, the targets T1 and T2 are charac-
terized by meeting K-coverage and K-connectivity
criteria, where K is set to 2. On the other hand,
target T3 achieves K-coverage but fails to meet the
K-connectivity requirement. Additionally, targets
T4 and T5 do not fulfill the K-coverage and K-
connectivity criteria.

4 Proposed method
To address the identified challenge, we propose a two-phase
methodology. The first phase focuses on resolving the K-
coverage issue by enhancing the Greedy algorithm. Sub-
sequently, the second phase is dedicated to tackling the
K-connectivity problem, employing Memetic Algorithms
augmented by an efficient local search mechanism, PMA.
Furthermore, we conduct comprehensive evaluations of the
proposed algorithm using various datasets and compare its
performance with baseline methods, including Greedy and
PWS.

4.1 Coverage phase
In this phase, we aim to determine an optimal approach
for placing sensors within region A that can provide K-
coverage for each target with the minimum number of sen-
sors. In order to minimize the number of sensors, we apply
a Greedy based algorithm.
We consider the set of disksD is the set that conclude the

targets which was not satisfiedK-coverage. From this set,
we construct a set O conclude overlapping regions, which
we will use to placed sensors in. An overlapping region is
defined by the intersection of the disks inD. And we have
a set I that concludes the disks that have no intersection
with other disks. For example, in figure below, we have set
O = {1 ∩ 2 ∩ 3, 1 ∩ 4} and I = {5}.

Figure 2: Coverage phase

After having two setsO and I , we will only place sensors
in these two sets. At first, we choose a region Oi in O that
can cover the most targets. We placeK sensors at a random
point in it. After placing sensors, if a target satisfies K-
coverage, we will remove it from D and update the set O
and I . We repeat that procedure untilO = ∅. After placing
sensors in O, we start with set I . With every region in I ,
we repeat placing k sensors at a random point. The entire
algorithm is described in Algorithm 1.

4.2 Connectivity phase
While targets may meetK-coverage without achievingK-
connectivity, and vice versa, these scenarios are not applica-
ble in real-world settings. Therefore, after completing Cov-
erage phase in sensor placement for K-coverage, special-
ized strategies will optimize sensor positioning. This ap-
proach aims tomaximize targets by simultaneouslymeeting
bothK-coverage andK-connectivity criteria. Based on our
understanding, no research studies have addressed the is-
sue we raised. Therefore, we propose the main method, the
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Algorithm 1: Greedy based algorithm for coverage

Input : T : Set of targets.
rs: Sensing range.
n: The number of available sensors

Output : Set R concludes candidate regions.
Location of minimum number of sensor

nodes needed to satisfyK-coverage S2

1 Build disk set D = {Dj(Tj , rc)|Tj ∈ T} with each
disk has center at one target and radius rs

2 S2 = ∅, R = ∅;
3 O ← set of overlapping regions;
4 I ← set of targets without overlapping;
5 while O ̸= ∅ do
6 Oi ← Region in O can coverage the most

targets;
7 {s1, . . . , sK} ←PlaceK sensors at a random

point at Oi;
8 R = R ∪Oi, S2 = S2 ∪ {s1, . . . , sK};
9 if a target Tj satisfiesK-coverage then
10 Remove Dj from D;
11 Update O, I;
12 end
13 end
14 for region ∈ I do
15 {s1, . . . , sK} ←PlaceK sensors at a random

point in region ;
16 R = R ∪Oi, S2 = S2 ∪ {s1, . . . , sK};
17 end
18 return S2, R;

Prim-based Memetic Algorithms (PMA) in Section 4.2.3,
alongside two baseline methods, Greedy and Prim-based
with withdrawal strategy PWS in Section 4.2.1, 4.2.2, for
comparative analysis.

4.2.1 Greedy based algorithm for connectivity
(Greedy)

At first, we introduce a Greedy based algorithm used for
maximize the number of targets satisfy both K-coverage
and K-connectivity by a limited number of sensors. After
coverage phase, we assume number of available sensors is
na = n−|S|. However, in this phase, when we exhaust all
of the sensors, we will remove sensors from special regions
within coverage phase to optimize the result.
We assume set U concludes the base station and the

sensors which is available to connect to the base station
and set L concludes the regions which unsatisfactory K-
connectivity. Beginning, we initialize U = {B} and L =
R. Each region in L,U is represented by the location of
the sensors in it. We define the region in L which has the
shortest distance to a point in U . Then, we place sensors
in order to connect that region with U . To connect two re-
gions, from a point in first region, we create a path to the
nearest point which not have path in the second region and
repeat until we haveK separate paths between two regions.

The sensors amount need to connect two points I and J (
I, J can be Base Station or sensor) is calculates by

sensor_amount = [
d(I, J)− 2rc

2rc
] + 1. (14)

where [.] denotes the integer part of a number.
If in this process, we exhaust all of the sensors, we will

choose the region that have furthest distance to a point in U
and remove all sensors in it to use for connect until the sen-
sors amount is enough to connect or there are no more sen-
sors to remove. If the available sensor can not increase the
number of target satisfy K-coverage and K-connectivity,
we will place them in some region that has density of sen-
sors highest aim to enhance connectivity.
The entire algorithm is described in Algorithm 2.

Algorithm 2: Greedy based algorithm for connectivity

Input : R: Set of candidate regions.
S2: Set of sensors use for coverage.
na: The number of available sensors

Output : The number of targets satisfy both
K-coverage andK-connectivity

1 U = {B} Connected set;
2 L = R← Unconnected set;
3 res← Number of target satisfyK-coverage and

K-connectivity;
4 while na > 0 or |L| > 0 do
5 mindist = +∞;
6 for i ∈ L do
7 for j ∈ U do
8 if d(i, j) < mindist then
9 mindist = d(i, j);
10 lchoose = i, uchoose = j;

11 end
12 end
13 end
14 sensorneed ← Sensors amount need to connect

lchoose, uchoose

15 while na < sensorneed and |L| > 1 do
16 Choose region in V furthest to U and

remove from L;
17 na = na +K;
18 end
19 if na ≥ sensorneed then
20 Place sensors;
21 Update L,U, res, na;

22 end
23 else
24 Remove sensors in L; na = na +K;
25 Place na sensors in high sensor density

region;
26 end
27 end
28 return res;
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4.2.2 Prim-based with withdrawal strategy (PWS)

First, each region is represented by the location of the sen-
sors in it. We consider a graph G = (V,E) where V con-
clude Base Station and candidate regions V = B ∪R and
E = {(u, v, dist(u, v)|u, v ∈ V, u ̸= v} with dist(u, v)
is the number of sensors required to connect u to v by
K node-disjoint paths calculate by the formula has been
presented before. We will apply Prim’s algorithm to find
the Minimum Spanning Tree starts from B. We define set
Sl = {v|vis leaf node}. nleft is the number of sensors left
after placing sensors to the tree (nleft can be negative if sen-
sor amount is not enough) calculate by nleft = na−nMST

with nMST is the number of sensor need to placing in Min-
imum Spanning Tree. Until nleft ≥ 0, we choose node v
in Sl that have dist(v, parent(v)) is the biggest, remove v
from sl and update nleft, sl. The number of satisfied target
is the number of remaining node in the tree (except B).
The entire algorithm is described in Algorithm 3.

Algorithm 3: Prim-based with withdrawal strategy(PWS)

Input : R: Set of candidate regions.
S: Set of sensors use for coverage.
na: The number of available sensors

Output : The number of targets satisfy both
K-coverage andK-connectivity

1 Graph G = (V,E) with V = B ∪R ,E =
{(u, v, dist(u, v)|u, v ∈ V, u ̸= v};

2 Apply Prim’s algorithm to find the Minimum
Spanning Tree;

3 Sl ← Set of leaf node;
4 nleft ← the number of sensors left after placing

sensors to the tree;
5 while nleft < 0 do
6 v ← Leaf node has biggest dist(v, parent(v));
7 Remove v from Sl;
8 update Sl, nleft

9 end
10 res← The number of remaining node (except B);
11 return res

4.2.3 Prim-based memetic algorithms (PMA)

Our proposed method presents an innovative and efficient
approach to solving the problem. Each solution element is
encoded as a binary vector, representing whether a specific
area is utilized for connectivity. This encoding serves as the
basis for generating the initial population. We introduce
two advanced strategies for crossover and mutation oper-
ators to enhance the evolutionary process. These strate-
gies are designed to direct new individuals toward promis-
ing regions in the solution space while preserving popula-
tion diversity, thereby expediting convergence to optimal
solutions. Furthermore, a local search mechanism is inte-
grated to refine the best-performing individuals, increasing
the potential to escape local optima. A distinctive evalu-

ation mechanism is employed in which unsatisfying indi-
viduals are not immediately discarded. Instead, they are re-
tained and evaluated using a specialized strategy, ensuring
consistent population diversity throughout the optimization
process.
Detailed explanations of each component in the proposed

method are provided in the following sections.

4.2.3.1 Individual representation A individual is a
vector of integers of size n+ 1, where n denotes the num-
ber of coverage areas. We incremented the count by 1 to
incorporate the Base station. Our research paper defines
a individual as a significant binary sequence comprising 0s
and 1s. Here, a 1 denotes the location of the associated cov-
erage area for establishing the connecting line. Conversely,
a 0 indicates the corresponding coverage area where the re-
sponse is negated, thus disregarding any potential connec-
tion path. For example if n = 5 , a individual can can be
c1 = [110100] , this represent that areas 1, 3 are considered
to find the connection to Base station.

4.2.3.2 Genetic operators In this paper, we employ a
novel crossover and mutation heuristic strategy along with
a potent local search function to seek optimal results.
Crossover : With two random chromosomes from the

population, we denoted them as P1, P2 . Then we intro-
duce the following heuristic crossover method for generat-
ing new chromosomes C from P1 and P2.

C[i] =


P1[i], if P1[i] = P2[i],

P1[i], if P1[i] ̸= P2[i]

and p < fitness(P1)
fitness(P1)+fitness(P2)

,

P2[i], otherwise
(15)

where p is a random number in range [0, 1].
Mutation : We propose a Heuristic Mutation. A chro-

mosome satisfies when it has enough sensors for connectiv-
ity. For these chromosomes, we will iterate through points
with a value of 0 and change them to 1 with a given prob-
ability α (based on experimentation). Each time there’s a
change, decrease α by an amount of 1

2n to ensure there are
not too many changes (as excessive changes can lead to vi-
olations). Similarly for chromosomes that do not satisfy,
we apply the same strategy but instead of changing 0 to 1,
we change 1 to 0.
Local search : With the chromosome that has the best

fitness Pbest, we will iterate through all points in Pbest and
replace each value of 0 with 1. If a new chromosome that
satisfies the conditions is generated, this will be the new
best chromosome.

4.2.3.3 Evaluation The fitness value of a chromosome
A is determined according to a special strategy as follows:
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fitness(A) =

{
|T |, if enough sensors for connectivity
1
|U | , otherwise

(16)
with |T | is the number of targets that satisfyK-coverage

and K-connectivity and |U | is the number of missing sen-
sors.
In our study, we retain unsatisfactory chromosomes

within the population to preserve potentially beneficial
genetic material for subsequent generations. Notably,
individuals with fewer sensor deficiencies are assigned
higher fitness values than those with greater deficiencies.
To consistently meet the constraint, individuals of higher
quality are assigned elevated fitness values ( If chromo-
some X outperforms chromosome Y, then fitness(X) >
fitness(Y )).

4.2.3.4 Selection and replacement Starting from a
population denoted as P comprising N elements, we will
generate a new population, labeled Pnew also consisting of
N chromosomes, employing a specialized heuristic strat-
egy :
Initially, the individuals within P will be arranged in de-

scending order based on their fitness value.
We defined two probabilities p1, p2. Where p1 decides

whether we will use crossover or mutation and p2 to de-
cide whether we will do with the whole population or with
some top chromosomes. New chromosomes are created
and added to Pnew until |Pnew| = N .
Next, we merged populations P and Pnew to form Pmix,

then sortedPmix in descending order of fitness values. Sub-
sequently, to construct the potential population Pp, we se-
lect individuals as follows: Initially, the top ctop% ele-
ments of Pmix, representing the best individuals, are cho-
sen and removed. Next, the remaining aspects of Pmix are
shuffled, and croutlette% elements are selected using the
roulette wheel selection method. And then P = Pp. After
that, choosing randomly cloc% elements in P to undergo
local search. This process iteratedmax_gen times.
Function bestfitness(P ) return the individual with the

highest fitness value in P .
The entire algorithm is described in Algorithm 4.

5 Numerical results

5.1 Parameter setting

Our algorithms are implemented in Python and executed on
Visual Studio Code with Intel(R) i5-12500H 3.1GHz CPU,
RAM 16GB DDR4 1600MHz.
The parameter is configured for presentation inTable 1.

Algorithm 4: Prim-based Memetic Algorithms (PMA)

Input : R : Set of candidate regions.
na : The number of available sensors.
N : The number of individuals in a

population.
max_gen : The number of generation.
p1, p2 : Mutation coefficient

Output : The number of targets satisfy both
K-coverage andK-connectivity

1 P ← Randomly generate N individuals;
2 count = 0
3 while count < max_gen do
4 Pnew = ∅
5 while |Pnew| < N do
6 if p1 < m then
7 x = crossover(P1, P2) if p2 < m1

8 y = mutation(P1) if p2 < m2

9 where P1, P2 is randomly in P
10 end
11 else
12 x = crossover(P1, P2) if p2 < m1

13 y = mutation(P1) if p2 < m2

14 where P1, P2 are randomly selected
from the top Nbest elements in P .

15 end
16 Pnew ∪ x ∪ y
17 p1, p2 is random numbers in range [0, 1]
18 end
19 Pmix = P + Pnew

20 Calculate fitness value of every individual in
Pmix.

21 X = Select ctop% of elements in Pmix with the
highest fitness values.

22 Pmix \X
23 X1 = Choose croutlette% elements using the

roulette wheel selection method in Pmix

24 P = X +X1 , Apply local search for randomly
cloc% elements in P

25 count = count+ 1

26 end
27 x = local search(x) , xin P
28 Return bestfitness(P ) ;

Table 1: Parameter value for PMA
Parameter Value
Population size (N) 200
Nbest 50
Number of generations (max_gen) 300
Crossover rate(p1 = p2) 20%
ctop 25
croutlette 75
cloc 10
α 0.3
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5.2 Problem instances

Due to the lack of public research related to this problem,
we conducted an experiment on a new dataset consisting
of four scenarios for both phases: K-coverage and K-
connectivity fromTable 1 . The data set is limited to the
1000× 1000 domain. We randomly generate the locations
of targets and Base stations in surveillance region A of size
1000× 1000(m2) with uniform distribution.
We have 4 scenarios:
scenario 1The scenario includes 10 instances as given

inTable 2; each instance undergoes execution across 10 dis-
tinct test sets, followed by averaging, to assess the impact
of the number of sensors on solution quality.
scenario 2The scenario includes 10 instances as given

inTable 3; each instance undergoes execution across 10 dis-
tinct test sets, followed by averaging, to assess the impact
of the number of targets on solution quality.
scenario 3The scenario includes 5 instances as given

inTable 4; each instance undergoes execution across 10 dis-
tinct test sets, followed by averaging, to assess the impact
of the number ofK on solution quality.
scenario 4The scenario includes 10 instances as given

inTable 5; each instance undergoes execution across 10 dis-
tinct test sets, followed by averaging, to assess the impact
of the number of r on solution quality.

Table 2: Parameter values for test instances in scenario 1
Dataset n m r K A(W ×H)(m2)
s1-1 400

150 20 3 1000× 1000

s1-2 440
s1-3 480
s1-4 520
s1-5 560
s1-6 600
s1-7 640
s1-8 680
s1-9 720
s1-10 760

Table 3: Parameter values for test instances in scenario 2
Dataset n m r K A(W ×H)(m2)
s1-1

400

60

20 3 1000× 1000

s2-2 70
s2-3 80
s2-4 90
s2-5 100
s2-6 110
s2-7 120
s2-8 130
s2-9 140
s2-10 150

Table 4: Parameter values for test instances in scenario 3.
Dataset n m r K A(W ×H)(m2)
s3-1

400 150 20

1

1000× 1000
s3-2 2
s3-3 3
s3-4 4
s3-5 5

Table 5: Parameter values for test instances in scenario 4
Dataset n m r K A(W ×H)(m2)
s4-1

400 150

12

3 1000× 1000

s4-2 14
s4-3 16
s4-4 18
s4-5 20
s4-6 22
s4-7 24
s4-8 26
s4-9 28
s4-10 30

5.3 Experiment results
We run 4 scenarios on the dataset and evaluate the ob-
tained results. For this evaluation, we used the variable
score = E

n , where E represents the number of targets sat-
isfying K coverage and K connectivity, and n denotes the
total number of targets. The detailed results are presented
below.
In this experiment, domain A is a large region of size

1000 × 1000. Result of this experiment is given in Fig 3,
Fig 4, Fig 5 and Fig 6. With the dataset we have, it is clear
that there is a significant distance between nodes, which
means there are not many overlapping regions. In compar-
ing two base methods, their results exhibit a notable sim-
ilarity, whereas the proposed method PMA consistently
demonstrates superior performance over both base meth-
ods.
scenario 1
In this experimental setup, the value of n was incremen-

tally raised from 400 to 760 to investigate the influence of
the sensor count on the outcomes generated by three dis-
tinct algorithms. The result is shown in Figure 3. The anal-
ysis reveals that PMA surpasses the performance of the
two base methods. To be precise, PMA exhibits a superi-
ority of 110% over PWS and Greedy algorithms. In ex-
pansive spatial contexts, PMA demonstrate enhanced ef-
ficacy relative to baseline methods, owing to the integra-
tion of heuristic crossover, mutation mechanisms, and ex-
tensive local search. As the number of sensors increases,
the opportunity for targets to meet both K-coverage and K-
connectivity requirements rises significantly
scenario 2
In our experimental setup, we incrementally varied the

value of m from 60 to 150 to study how the number of
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Figure 3: Impact of the number of sensor on PMA, PWS
and Greedy

targets influences the outcomes produced by three differ-
ent algorithms. Figure 4 illustrates the results, showing
that PMA outperforms both baseline methods. Specifi-
cally, PMA demonstrates a superiority of 113% over the
PWS and Greedy algorithms in terms of performance. As
the number of targets increases, more sensors are needed to
cover and connect all targets in the region. Consequently,
the number of targets satisfying the constraints decreases.

Figure 4: Impact of the number of sensor on PMA, PWS
and Greedy

scenario 3
In this experiment, we varied K from 1 to 5 to as-

sess its influence on the outcomes produced by three algo-
rithms. The results depicted in Figure 5 demonstrate that
PMA outperforms both baseline methods, showing a per-
formance advantage of 115%over thePWS andGreedy al-
gorithms. To explain why PMA outperforms, as the value
of K increases, devising an effective sensor deployment
strategy for optimal solutions becomes more challenging.
However, PMA maintains its strength through diverse ex-
ploration of feasible solution spaces, consistently approach-
ing nearly optimal outcomes.
scenario 4

Figure 5: Impact of the number of sensor on PMA, PWS
and Greedy

In this experiment, r ranged from 12 to 30 to examine
its impact on the outcomes of three algorithms. The find-
ings in Figure 6 indicate that PMA surpasses the perfor-
mance of the two baseline methods, exhibiting a superior-
ity of 124% over Prim and Greedy algorithms. As r in-
creases, sensor deployment creates more overlapping areas,
which reduces the required number of sensors and thereby
increases the number of targets meeting both K-coverage
and K-connectivity criteria. Furthermore, more signifi-
cant overlap introduces various deployment strategies, and
through its diverse exploration of solution space, PMA
demonstrates superior performance compared to baseline
methods.

Figure 6: Impact of the number of sensor on PMA, PWS
and Greedy

5.4 Real-world dataset
In this section, we utilize a real-world dataset to assess the
performance of the PMAmethod. The original coordinate
data were sourced from [9]. This dataset comprises the co-
ordinates of 43 targets, representing railway stations and
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bus stops near the center of Hanoi, the capital of Vietnam.
The base station is positioned at the Vietnam Academy of
Agriculture. To facilitate analysis, we normalized the coor-
dinates to a range of [0, 1000].

Figure 7: Target locations on the map

The illustration for the target coordinates is depicted in
Figure 7. Suppose we aim to monitor these targets from the
academy utilizing a WSN. We consider the following two
scenarios:

– scenario 1: Let K = 2, which means the targets re-
quire low resources.

– scenario 2: Let K = 5, which means the targets re-
quire high resources.

All other parameters remain constant: rc = rs = 60m.

Figure 8: Result of scenario 1

The outcomes of the two scenarios are depicted in Fig-
ures 8, and 9. In these figures, blue stars denote targets,

Figure 9: Result of scenario 2

while red triangles indicate sensor nodes. In scenario 1, the
PMA algorithm requires a total of 50 sensors and operates
in 0.033 seconds. Conversely, scenario 2 requires 125 sen-
sors and runs in 0.054 seconds. It is evident that selecting
optimal regions in Phase 1 allows PMA to deploy sensors
effectively within the intersection areas of the target disks.
Furthermore, optimizing connections in Phase 2 helps re-
duce the consumption of sensor nodes.

6 Conclusion
This paper presents a model that maximizes the number of
targets satisfying K-coverage and K-connectivity with a
fixed number of sensors. The problem is addressed in two
phases: the first phase optimally places sensors to achieve
K-coverage, while the second phase establishes optimal
connections to ensure K-connectivity. The Greedy algo-
rithm is proposed to solve the first phase, while a novel
method called PMA is employed for the second phase
and compared with Prim and Greedy algorithms. Exten-
sive testing across four scenarios reveals that optimizing
K-coverage and K-connectivity significantly impact net-
work deployment. The proposed PMA outperforms exist-
ing Prim and Greedy methods.
These findings promise future advancements in Wireless

Sensor Networks. In the future, we plan to further study
this problem and consider more factors such as obstacles,
energy efficiency and network lifetime, clustering and rout-
ing, deployment in 3D environment
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We study a prospective large-scale Ride-Sharing Mobility-on-Demand (RSMoD) transportation system. In
this system, a fleet of Shared Autonomous Vehicles (SAVs) provides services to a very large number of
passengers (up to 300,000). Passenger requests are submitted throughout the service horizon and require
an immediate response from the system. We formulate the resulting decision problem as a dynamic dial-a-
ride problem (DARP), characterized by its very large size, necessitating well-fitted filtering devices.
We first derive a static version of this dynamic DARP from a statistical knowledge of the requests. Solving
this static DARP version allows us to identify reference requests and related routes, which we incorporate
into a Guided Insertion Mechanism (GIM). This mechanism aims to expedite the insertion of real dynamic
requests. To handle requests that do not fit the GIM learning basis, we complement this mechanism with a
Filtering System (FS), creating an algorithmic GIM-FS framework that dynamically routes the SAVs and
assigns them to requests. Numerical tests focus on the behavior of both this prospective system RSMoD
and the GIM-FS algorithmic scheme. They show that a large-scale RSMoD system involving SAVs is likely
to significantly reduce the number of on-route vehicles as well as the energy consumption and that the two-
phase GIM-FS approach is more efficient than a baseline method that does not learn from a pre-processed
static version of the DARP

Povzetek: Raziskava obravnava dinamično usmerjanje v velikih sistemih prevoza na zahtevo z avtonomnimi
vozili. Predlagan je dvofazni algoritem, ki vključuje mehanizem vodenega vstavljanja in filtrirni sistem za
učinkovito dodeljevanje vozil zahtevam. Numerični testi kažejo na zmanjšanje števila vozil na cesti in
manjšo porabe energije.

1 Introduction

The concept of Mobility-on-Demand (MoD) has gained a
reputation for being accessible and available to users when-
ever needed, thus offering more flexible transportation ser-
vices [4, 40, 29]. On-demand ride services are usually pro-
vided by Transportation Network Companies (TNCs) such
as Uber and Lyft, which communicate with users through
digital platforms and mobile applications. Some of these
on-demand ride services implement ride-sharing or ride-
pooling [2, 42], allowing passengers with similar itineraries
to share vehicles, thus alleviating both carbon emissions
and traffic pressure. We refer to these services asRide Shar-
ing Mobility-on-Demand (RSMoD) systems.
Nowadays, most MoD or RSMoD systems aim to pro-

vide convenient transportation for residents living in areas
with sparse public transportation, such as suburban or ru-
ral areas, and for elderly and disabled passengers [36, 35].
These systems are small due to the costs of drivers. How-
ever, the current development of autonomous car tech-
nology suggests that integrating autonomous vehicles into

RSMoD systems could overcome these limitations [46, 16,
37].
Connected autonomous vehicles would drastically de-

crease the costs of RSMoD systems and make them ac-
cessible to all kinds of users. In urban areas, their flex-
ibility might allow them to occupy a significant market
share between standard public transportation systems (bus,
tram, and underground) and individual cars, whose exces-
sive number and energy consumption are currently major
concerns for public authorities. In most European cities,
public authorities are promoting both the emergence of
RSMoD systems and advances in autonomous vehicle tech-
nology [28, 30], with the prospect that a significant portion
of individual vehiclesmight soon be replaced by Shared Au-
tonomous Vehicles (SAVs) involved in large-scale RSMoD
systems.
In this study, we address some of the decision prob-

lems likely to be related to the management of a prospec-
tive RSMoD system, relying on SAVs and thus capable of
capturing a large part of individual mobility in a medium-
sized urban/peri-urban area, such as the one surrounding
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the town of Clermont-Ferrand in France (population around
300,000). We consider a fleet of mid-sized SAVs con-
trolled by a service-providing company to meet a very large
number of daily passenger requests (around 300,000, i.e.,
around 40% of the individual mobility currently handled
by private cars). Installing and managing such a fleet re-
quires handling several decision levels: strategic ones, such
as pricing the services, determining the size of the fleet, and
establishing the infrastructure of the support transit network
(monitoring devices, sensors, protected areas, etc.); opera-
tional ones, such as vehicle routing and scheduling, assign-
ing vehicles to requests, maintenance scheduling, etc. In
our case, we focus on two tightly connected questions:

– The size of the fleet, which may be considered a de-
cision at the strategic level, which also determines at
the operational level the number of requests likely to
be rejected.

– The operational dynamic (online) assignment of the
large number of requests to the vehicles, and the dy-
namic routing and scheduling of the vehicles.

While addressing these two questions, we follow a
two-fold purpose: Designing efficient algorithms for
the real-time management of large sets of requests and
vehicles, and the minimization of both the running costs
and the number of unsatisfied requests; observing the
behavior of the RSMoD system itself, including its size,
costs, and its potential positive impacts on urban mobility.

To achieve this purpose, we presuppose the availability
of a suitable statistical representation of the mobility de-
mand. This initial statistical knowledge allows us to solve
a virtual static version of our dynamic dial-a-ride problem
(DARP) and use the resulting virtual collection of routes as
a learning basis for fast decision-making. Our main contri-
butions are as follows:

– We design a two-phase algorithm that dynamically in-
serts the requests into the routes followed by the ve-
hicles while minimizing the running costs. This algo-
rithm relies on:

– AGuided Insertion Mechanism (GIM) that takes
advantage of the large-scale feature of the system
and works as a learning device. It derives high-
quality reference routes from the resolution of a
static virtual version of the DARP, and uses them
to insert real requests r into real vehicles v;

– A Filtering System (FS), that applies to a given
request r in case the GIM process fails to ef-
ficiently assign a vehicle to r. FS reduces the
search space by filtering the candidate insertion
parameters, namely the vehicles and their inser-
tion positions within the vehicle routes.

– We conduct numerical experiments that assert the abil-
ity of this algorithm to significantly reduce computa-
tional times compared to the baseline approach (which

does not involve the GIM mechanism), while main-
taining the quality of the resulting solution.

– Furthermore, according to experimental results, an
RSMoD system relying on SAVs might reduce the
number of on-route vehicles by around 99% compared
to a private system where all 300,000 requests would
be serviced by private vehicles. These experiments
also reveal that such an RSMoD systemwouldmanage
significantly more dynamic requests in a shorter total
drive time than a taxi-like MoD system involving the
same number of vehicles and lacking a ride-sharing
feature

To our knowledge, this is the first study that explicitly links
the resolution of dynamic DARP to the use of statistical
vehicle travel patterns.

The paper is organized as follows: Section 2 is devoted
to the state of the art. Section 3 describes how our prospec-
tive RSMoD system works. We present in Section 4 a static
version of the resulting large-scale DARP and describe how
it can be handled through a best-fit insertion heuristic. The
core of our contribution is in Section 5, which describes the
two-phase GIM-FS algorithm for the handling of the dy-
namic version of the large-scale DARP. Section 6 presents
numerical experiments. We briefly conclude with a discus-
sion about open questions.

2 Related works

2.1 MoD systems
Together with the significant increase in smartphone own-
ership and the growing demand for flexible mobility,
Mobility-on-Demand (MoD) transportation systems have
emerged in recent years, greatly facilitating travel for urban
and rural residents. MoD systems manage requests through
digital platforms to customize efficient travel routes. Since
the use of Shared Autonomous Vehicles (SAVs) decreases
the running costs of MoD systems and opens the way to
large-scale MoD systems, academics are increasingly in-
terested in studying these systems [13, 1]. Research in this
area generally falls into the following two categories.
The first category contains studies focusing on the sys-

tems themselves, including their different configurations,
deployment viability, and potential advantages. For exam-
ple, in [15], the authors consider a dynamic RSMoD sys-
tem, where a fleet of SAVs is employed to cater for 54, 324
passenger requests during a service horizon of 24 hours in
the city of Austin. They demonstrate the ability of the ride-
sharing feature to reduce SAVs’ total travel time. In [26],
the author focuses on the congestion issue. He sets up a
Linear Programming model and runs experiments that re-
veal that, due to the empty repositioning trips performed
by the SAVs, congestion during peak hours may increase.
In [28], the authors introduce a simulation framework to
analyze the behavior of an MoD system with Electric SAVs
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(SAEVs). They show that optimizing the number of charg-
ing stations and reducing charging times are crucial for the
efficiency of the SAEV fleet.
The second category contains studies on how requests

and vehicles might be efficiently managed. It puts algo-
rithm design at the core of the research: passenger requests
are submitted online, hoping for almost immediate feed-
back. Deciding on the requests means efficiently assigning
them to vehicles and accordingly routing and scheduling the
vehicles. This defines the dynamic version of the Dial-a-
Ride Problem (DARP) (see [38]). The case when the num-
ber of requests is high (large-scale MoD systems) raises the
issue of filtering, concerning the introduction of filtering
devices that will guide the decision-makers, for any given
request, towards the best-fitted vehicles. For example, au-
thors in [43] introduce a dual-sided taxi searching approach
to efficiently filter candidate vehicles inside a taxi system
that dynamically handles over 330,000 requests. In [3], the
authors implement a similar idea to match requests and ve-
hicles in a ride-sharing system with thousands of requests.

2.2 Static DARP
Addressing the dynamic version of the problem requires
the ability to efficiently solve its static version, which is
characterized by the fact that all requests are known in ad-
vance and there are no restrictions regarding computational
times. Reviewing the literature reveals that most studies on
the DARP have been conducted concerning its static ver-
sion [12].
The static DARP involves a set of passenger requests,

each typically containing a pick-up location (origin) and a
drop-off location (destination). Additionally, certain con-
straints regarding service quality are imposed, such as time
windows for pick-up or drop-off services, or a maximum
ride time. The goal is to organize the routes of a fleet of
vehicles so that certain objectives are optimized, such as
minimizing total travel time or maximizing service quality.
Meanwhile, routes should satisfy constraints such as vehi-
cle capacity, maximum route duration, and those imposed
by the requests [18].
For very small-sized DARPs, authors propose exact al-

gorithms. Studies [38, 39] introduce dynamic programming
algorithms to solve specific instances of DARPs. Exact
algorithms based on Branch-and-Bound, Branch-and-Cut,
and Branch-and-Price [10, 7] are the most common meth-
ods used to solve the DARP. For example, in [32], the au-
thors propose a Brand-and-Price method to solve a DARP
with Split Requests and Profit (DARPSRP) with an objec-
tive of maximizing the total profit. Requests involving sev-
eral passengers can be split to be served separately if it is of
benefit to do so. Different instances with up to 4 vehicles
and 40 requests, or 5 vehicles and 20 requests can be solved
to optimality.
In real-life situations, the number of requests to be pro-

cessed usually forbids exact methods and leads to the de-
sign of heuristics. In [11], authors design a tabu search

heuristic to solve the DARP with time windows and deal
with instances with up to 295 requests with 20 vehicles.
Solving the largest instances necessitates over 200 minutes
of CPU time. Their work has inspired other tabu search-
based methods [6, 31]. Other types of metaheuristics are
also widely studied, such as Variable Neighborhood Search
(VNS) [33], Large Neighborhood Search (LNS) [21, 34]
and Adaptive Large Neighborhood Search (ALNS) [47, 5].
Insertion heuristics [22], which gradually constructs fea-

sible solutions, may be adapted in a natural way to dy-
namic contexts andmid-to-large-sized problems [8, 41, 20].
Among them, the best-fit insertion heuristics [44] appear as
the most efficient ones. In order to deal with very large
instances, [27] introduces a filtering system based on a
spatial-temporal decomposition, which, given a target re-
quest, not only selects candidate vehicles but also provides
the candidate insertion positions within the route of these
vehicles where the request can be inserted. Part of this fil-
tering system will be used in this paper.

2.3 Learning travel patterns
In large-scale systems, most requests correspond to travel-
ers who make similar trips from one day to another, and
thus adhere to some statistical patterns that one may try
to capture through statistical analysis or machine learn-
ing [17, 49]. For example, in [48], the authors propose
a deep learning-based approach, ST-ResNet, which mod-
els the temporal closeness and properties of crowd traffic
and predicts the inflow and outflow of crowds in every re-
gion. In [45], authors introduce a learning model based on
a convolution network to predict hourly Origin-Destination
Matrices in the Beijing urban area.
On the other hand, due to the similarity in passenger

requests, the trajectories of vehicles supporting these re-
quests are also likely to exhibit some repetitive or similar
travel patterns [25, 19]. In [24], the authors construct a se-
quence of dynamic graphs from the aggregation of trajec-
tory data and apply graph mining algorithms to analyze the
spatial and temporal travel patterns in the transit network.
In [23], a trajectory clustering method based on identifying
the Longest Common Sequence of each trajectory is pre-
sented, which facilitates traffic flow pattern analysis.

3 A target prospective RSMoD
system

The transit network The key underlying infrastructure
of our system is a transit network, represented here as an
oriented graph G = (N †,A), where A is the set of road
links (elementary arcs) and N † is the set of road junctions
(nodes). We denote byN ⊂ N † the nodes where a vehicle
involved in the system may pick up or drop some passen-
gers. We suppose, for the sake of simplicity, that the travel
time on any arc a ∈ A for any vehicle v is constant and
that the travel times from any node n1 ∈ N † to any node
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n2 ∈ N † are pre-calculated. We denote by t(n1, n2) this
quantity. In addition, we only consider one vehicle depot
n0 ∈ N † in the network. Throughout this paper, we re-
fer to this network as representative of the transit network
of a mid-sized urban area with about 500,000 inhabitants,
involving between 5,000 and 15,000 nodes.

The main players Three agents should be identified as
the main players of our RSMoD system: the central oper-
ator, the SAV fleet, and the passengers. Passengers sub-
mit their travel requests online to the central operator via a
digital terminal. The central operator then assigns requests
to SAVs and plans the routes for these vehicles. Finally,
each SAV follows its route to provide services to passen-
gers. More precisely:

– The Passenger Requests: A passenger request r, sub-
mitted at time tSubr is defined by: a load (number
of passengers) qr; a pick-up service Or, containing
a pick-up node or ∈ N and a pick-up time window
[eor , lor ], where eor and lor represent respectively the
earliest and latest pick-up time for r; a drop-off ser-
viceDr, containing a drop-off location dr ∈ N , and a
maximum ride-time T r. We easily deduce a drop-off
time window [edr , ldr ], where

edr = eor + t(or, dr);

and
ldr = lor + T r.

We assume that the service times at pick-up and
drop-off locations can be neglected.

The Large Scale Feature: We assume that this
prospective RSMoD system is likely to replace around
40% of the current mobility currently reliant on indi-
vidual cars. So we deal here with a number of requests
between 2.105 and 4.105.
Statistical Behavior of the Requests: Requests are
submitted online throughout the time horizon and they
may differ from one day to another. However, we sup-
pose that they follow some probabilistic distribution
that can be reproduced through simulation.

– The SAV Vehicles: The SAV fleet involves V identi-
cal autonomous electric vehicles, all with capacity Q.
The running times of the vehicles along the arcs of the
transit network come with the network. Each request
can be served by at most one vehicle, and no transfers
between vehicles are allowed. Once again, we do not
address the energy issue and assume that the vehicles
are able to run without recharging throughout the time
horizon.

– The Central Operator: The central operator is the
decider of the system. It collects the requests and as-
signs them to the vehicles (or possibly rejects them),

while simultaneously routing, scheduling, and con-
trolling the vehicles. It processes the requests by
“packages”. More precisely, [0, T ] being the plan-
ning horizon, it divides it into E intervals [te, te+ IE ]
of duration IE , resulting in a set of decision epochs
E = {0, 1, . . . , e, . . . , E− 1}. At each decision epoch
e ∈ E , it collects a set Re+1 of requests that will be
processed during epoch e+1 according to the follow-
ing decision scheme (R0 means the request that have
been submitted in advance) :

Step 1 At the beginning of epoch e, the central opera-
tor proceeds the requests ofRe during [te, te+η],
where η < IE is a parameter that bounds the
computational time allowed to this part of the
process. We note that η must be small enough
to leave enough time for time-consuming steps 2
and 3.

Step 2 Then it informs all passengers about the way
their requests have been handled and asks them
to confirm.

Step 3 According to this it communicates with the
vehicles and updates their routes and tentative
schedules.

The primary objective of the central operator is to
minimize the number of rejected requests, that cannot
be serviced by the vehicle fleet. The secondary ob-
jective is the minimization of an operational cost, re-
duced here to the Vehicles’ total Travel Time, denoted
by V TT .

Remark 1: In this work, we care neither about stochastic
events (passenger no-shows, traffic accidents, etc.), nor
about the communications processes that take place be-
tween the passengers, the central operator and the vehicles,
nor, as previously mentioned, about the energetic issue. Yet
it will be indispensable to address issues while designing
the processes aiming at the control of any real-life RSMoD
system involving SAVs.

Remark 2: It is worth noting that treating each decision
epoch as having equal duration IE is a simplification.
In real-life dynamic systems, the frequency of initiating
routing and replanning procedures usually varies according
to how quickly passengers should receive a response and
the quality of the routing. However, this aspect is not the
main concern of this study.

Our Target Problem According to the above description,
our challenge becomes the design of algorithmic tools for
the handling, at any epoch e, of the requests r of Re. In
order to deal with this dynamic large-scale DARP, we first
solve a static (where all requests are known in advance)
virtual version of our DARP. Next, we use the virtual solu-
tion obtained this way as a reference assignment and rout-
ing strategy, and handle the real requests while trying to
mimic this strategy. In case we fail to insert a request r
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in the current collection Θ of vehicle routes, we rely on a
complementary filtering device to compute the well-fitted
insertion parameters of the insertion of r into Θ.

4 Dealing With a virtual static
large-scale dial-a-ride problem

Formally, the main components of the static DARP are
adapted from what has just been previously described:

– The Transit Network.

– The Vehicle Fleet: Vehicles are the same as described
above, but their number is not known in advance. Con-
sequently, this Static DARP also aims to help decide
the size of the vehicle fleet. In addition, it could po-
tentially be utilized to identify the part of the transit
network that should support some kind of monitoring
infrastructure. Nevertheless, this specific issue is not
addressed in this study.

– The requests: We consider a large-scale set R of
known-in-advance virtual requests. They are gener-
ated according to the probabilistic distribution of real
requests. Being static, these requests are not charac-
terized by submission times.

The goal is to build a collectionΘ = {θv, v = 1, . . . , V }
of routes, assign every request to some route, and schedule
the vehicles along those routes following the objective be-
low:

– (Primary Objective) Minimize V .

– (Secondary Objective) Minimize V TT .

This performance criterion is based on a lexicographic or-
dering of the pairs (V, V TT ): (V1, V TT1) is better than
(V2, V TT2), if and only if:

– V1 < V2, or

– V1 = V2 and V TT1 < V TT2.

Notice that our two criteria are in some way antagonistic.
We denote the resulting problem by S_DARP.

4.1 Encoding a route: notion of key point
The large scale of our problem leads us to rely on a
non-standard representation of the routes: For any vehicle
v, its route θv is a list θv = {P0, . . . , Pi, . . . , PM(v)−1} of
key points, where a key point is defined by all the drop-off
and pick-up services to be simultaneously performed by v
at a specific node nP ∈ N . Proceeding this way will dras-
tically diminish the length of the routes with respect to the
standard encoding and make it easier to perform both the
search of well-fitted insertion parameters for the requests
into the vehicles and the feasibility tests related to such
an insertion. More specifically, each key point P ∈ θv

specifies: (a) a service location nP ∈ N ; (b) an arrival
time window [eaP , l

a
P ], where eaP and laP indicate the earliest

and latest possible arrival times at node nP , respectively,
together with the set R−

P of requests scheduled to get out
of the vehicle at P (drop-off services). (c) a departure time
window [edP , l

d
P ], where edP and ldP represent the earliest

and latest departure times from nP respectively, together
with the set R+

P of requests scheduled to get in (pick up
services) the vehicle at P ; (d) the load of vehicle qP before
leaving nP .

The first and last points in θv , i.e., P0 and PM−1,
represent the fact that every vehicle should leave the depot
to start providing service, and return to the depot after
having finished all services by the end of time horizon T .
We also denote them by P0 = D1 and PM−1 = D2. Every
route is initialized as {D1, D2}, with: nD1

= nD2
= n0,

eaD1
= edD1

= eaD2
= edD2

= 0, laD1
= ldD1

= laD2
= ldD2

=

T , R+
D1

= R−
D1

= R+
D2

= R−
D2

= ∅, and qD1
= qD2

= 0.
For the sake of simplicity, given two key points Pi ∈ θv

and Pj ∈ θv , we use t(Pi, Pj) to denote the travel time
from node nPi

to node nPj
. For any request r, we denote

by P (Or) and P (Dr) the key points supporting Or and
Dr, respectively.

Travel Time and Feasibility of a Route
According to this specific encoding, the travel time of
a route θv = {P0, . . . , Pi, . . . , PM−1} is equal to∑

i≤M−2 t(Pi, Pi+1). Besides, θv is feasible if it satisfies
the following constraints:

– For any request r inserted at θv , the pick up service
Or should take place before the drop-off service Dr:
if P (Or) = Pi and P (Dr) = Pj , then i < j;

– For any i, the load inside the vehicle must not exceed
its capacity:

qPi ⩽ Q; (1)

– For any i, v should not leave Pi before arriving at it:

eaPi
⩽ edPi

, (2)

laPi
⩽ ldPi

; (3)

– For any i < M − 1, the arrival time at Pi+1 should be
consistent with the departure time from Pi:

edPi
+ t(Pi, Pi+1) ⩽ eaPi+1

, (4)

ldPi
+ t(Pi, Pi+1) ⩽ laPi+1

; (5)

– For any request r inserted at θv , its maximum ride-
time should be bounded:

eaP (Dr) −min(edP (Or), lor ) ⩽ T r, (6)

laP (Dr) −min(ldP (Or), lor ) ⩽ T r, (7)
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where the term min(edP (Or), lor ) represents the actual
earliest in-vehicle time of r. Generally, passengers are
expected to board the vehicle no earlier than the ear-
liest departure time from Or, denoted edP (Or). How-
ever, if edP (Or) is later than r’s latest permissible in-
vehicle time, lor , then r may board at lor and wait un-
til the vehicle is ready. This situation could arise, for
example, if the vehicle must wait for other requests to
get onboard at the same key point before it can depart.
The same reasoning applies to how we represent the
actual latest pick-up time of r, min(ldP (Or), lor ).

– For any r getting in v at Pi, v must be able to arrive at
nPi before the latest pick-up time of r:

∀r ∈ R+
Pi
, eaPi

⩽ lor ; (8)

– For any i, no related time windows are empty:

eaPi
⩽ laPi

, (9)

edPi
⩽ ldPi

. (10)

4.2 A best-fit insertion heuristic
In the static context, we are given a-priori unlimited time
to solve S_DARP. Yet both the problem’s very large size
and its complexity forbid exact methods. So we handle
S_DARP through a greedy Best-Fit insertion heuristic (BF).
This greedy heuristic might be augmented with local search
devices and meta-heuristic schemes. However, it is not the
focus of this study, and the performance of the best-fit in-
sertion heuristic is enough concerning our purpose [20].

4.2.1 The insertion procedures

Since we rely here on a specific encoding of the routes, we
need to explain the way we adapt the standard insertion pro-
cedures to this encoding: Inserting a request r in a route θv
according to insertion parameters (v, Po, Pd) usuallymeans
insertingOr between Po and its successor in θv andDr be-
tween Pd and its successor in θv . Here, the fact that a key
point refers to several pick-up and drop-off services leads
us to consider several cases (for the sake of simplicity, we
only consider Or and Po):

1. If or ̸= nPo , then inserting Or means creating a new
key point. There are two ways to insert this new key
point into θv . The first one (standard one, with a pa-
rameter ϵo = 0) means inserting it between Po and its
successor in θv; The second one (split one, with a pa-
rameter ϵo = 1) means splitting the current key point
Po into 2 key points P arr

o and P dep
o , that respectively

represents the drop-off and pick-up services performed
by the vehicle at nPo

, and inserting the new key point
between P arr

o and P dep
o . In practice, this split inser-

tion means that v arrives at nPo
, performs its drop-off

service, moves to Or to pick up r and finally comes
back to nPo to perform the pick-up part of its service.

2. If or = nPo
, then no additional key point is created,

and the pick-up serviceOr is aggregated to the pick-up
service related to Po, whose time window is impacted.

Consequently, the insertion parameters of the insertion
of r into current route collection Θ define a 5-tuple
(v, Po, ϵo, Pd, ϵd).

4.2.2 A best-fit insertion heuristic

According to this, we adapt the classic greedy insertion
heuristic framework presented in [22]:

Step 1: Sort R according to the ST-Cluster strategy: Di-
vide the transit network into small zones and the time
horizon [0, T ] into small periods and cluster the re-
quests according to their pick-up and drop-off zones
and their earliest pick-up time periods (see [27] for de-
tails). Then handle the clusters according to increasing
periods, while randomly selecting the requests belong-
ing to the same cluster.

Step 2: For each request r ∈ R, sorted according to Step
1:

Step 2.1: For any insertion parameter 5-tuple
(v, Po, ϵo, Pd, ϵd), where v ∈ V is an activated
vehicle, Po located before Pd in θv , check the
feasibility of the insertion of Or according to Po

and ϵo, and Dr according to Pd and ϵd.
Step 2.2: If at least one insertion is feasible, keep the

best-fitted one that minimizes detour made by v,
and insert r; otherwise, activate a new vehicle v
and insert r into the related trivial route.

4.3 Performing step 2.1: checking the
feasibility of an insertion

We briefly provide here some insight into Step 2.1. For the
sake of simplicity, we restrict ourselves to the case (ϵo =
0, ϵd = 0), which means to the case of standard insertions.

4.3.1 A cascade strategy

We proceed according to a cascade strategy: We first per-
form a set of fast tests. In case of success, we continue
to perform a more time-consuming constraint propagation
process that checks the mathematical feasibility of the tar-
get insertion. This cascade strategy comes as follows:

– First, we test the insertion feasibility of Or:

– If or = nPo
, then Or is directly aggregated at

Po, and P (Or) = Po. We increase the load qPo

by qr and add r into the setR+
Po
. In addition, we

update the earliest departure time edPo
:

edPo
← max(edPo

, eor ). (11)
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The other timestamps of the passage time win-
dows are not directly impacted.

– If or ̸= nPo
, then P (Or) is a new key point to

be inserted betweenPo andPo+1, withnP (Or) =

or, R+
P (Or) = {r} and qP (Or) = qPo

+ qr. The
earliest arrival time and the latest departure time
of P (Or) are computed:

eaP (Or) = edPo
+ t(Po, P (Or)) (12)

ldP (Or) = laPo+1
− t(P (Or), Po+1) (13)

– Then, we test the insertion feasibility of Dr:

– Proceed with Dr and Pd as with Or and Po;
– Deal with the maximum ride time T r as follows:
Two key pointsP (Or) andP (Dr) are now asso-
ciated with Or and Dr. Depending on the case,
they have just been created or they were previ-
ously existing. In any case, we may denote by
[edP (Or), l

d
P (Or)] the departure time window of

P (Or) and by [eaP (Dr), l
a
P (Dr)] the arrival time

window of P (Dr). Then we update these time
windows:

edP (Or) ← max(edP (Or), e
a
P (Dr) − T r) (14)

laP (Dr) ← min(laP (Dr), l
d
P (Or) + T r) (15)

– Increase by qr the load of all key points between
P (Or) and P (Dr) and check that the capacity con-
straint (1) is not violated.

– Apply the constraint propagation procedure and ac-
cordingly adjust the time windows along θv .

4.3.2 The constraint propagation procedure

The constraint propagation procedure [14, 27], checks the
consistency of current timewindows along the route θv with
the temporal constraints induced by the S_DARP and ac-
cordingly updates the influenced time windows. This pro-
cedure is the most time-consuming component of our cas-
cade strategy, with a complexity O(M2), where M is the
number of key points in θv .
Remind that a route is feasible if constraints (2) to (10) in

Section 4.1 are satisfied. Constraint propagationmeans that
the violation of such a constraint will trigger a constraint
propagation rule:

– If (2) is violated, then edPi
← eaPi

;
if (3) is violated, then laPi

← ldPi
.

– If (4) is violated, then eaPi+1
← eaPi

+ t(Pi, Pi+1);
if (5) is violated, then ldPi−1

← laPi
− t(Pi−1, Pi).

– If (6) is violated, then for any r ∈ R−
Pi
, delay the

earliest departing time at its destination: edP (Or) ←
eaPi
− T r;

if (7) is violated, then for any r ∈ R+
Pi
, decrease

the latest arrival time at its destination: laP (Dr) ←
ldPi

+ T r.

– If any of constraints (8) to (10) is violated, then return
a Fail signal.

Starting from the initial triggers induced by the first
updates at P (Or) and P (Dr) ((11) to (15)), the proce-
dure propagates the temporal S_DARP constraints all along
θv while updating the related time windows according to
the above rules. The procedure ends when no new trig-
ger requires activation or when a Fail signal is emitted.
In such a case, the current insertion parameter 5-tuple
(v, Po, ϵo, Pd, ϵd) is discarded as infeasible.

5 Dealing with the original dynamic
large-scale dial-a-ride problem

Wemay now come back to our original dynamic large-scale
DARP as defined in Section 3. We denote the problem by
D_DARP.We suppose here that the fleet sizeV is fixed, and
that the requests are dynamically submitted to the system
along the time horizon [0, T ], which is divided into E deci-
sion epochs. Remind that {Re, e ∈ E} denotes the set of
requests submitted during epoch e−1. It is not known in ad-
vance and differs from one day to another. As in S_DARP,
our goal is to assign the requests to the vehicles and route
these vehicles. But our lexicographic performance criterion
becomes:

– (Primary Objective) Minimizing the number of re-
jected requests.

– (Secondary Objective) Minimizing V TT .

Wemust take into account the dynamic constraint that keeps
us from processing a request before it is submitted. Asmen-
tioned in Section 3, we apply the following decision frame-
work:

1. Initialize the route collection Θ by processing the set
R0 of requests that have been submitted before the be-
ginning of the process. During all the decision pro-
cesses, we use the same key point-based route encod-
ing as in Section 4.

2. For e = 0, . . . , E − 1 do

(a) D_DARP(Re) instruction: Process the requests
r ∈ Re during the time interval [te, te + η] ;

(b) Dispatch the decision towards the vehicles and
the users during the time interval [te + η, te+1].
Update the current state of the systemwhilemak-
ing the vehicles achieve their duty at epoch e
while following the earliest possible time accord-
ing to current time windows.

The rest of this section is devoted to the algorithmic part of
this decision framework, i.e., theD_DARP(Re) instruction.
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5.1 Two-phase algorithmic scheme for
D_DARP(Re)

To address the dynamic version of the DARP, we first em-
ploy preprocessing that leverages our statistical knowledge
of the request distribution and the resolution to the static
problem introduced in Section 4. The preprocessing helps
to obtain an estimation of the optimal fleet size, a collec-
tion of reference (virtual) requests, and a collection of travel
patterns. These elements form the basis of the Guided In-
sertion Mechanism, which will be discussed later. Then we
perform the D_DARP(Re) instruction by applying the fol-
lowing two-phase framework, termed GIM-FS:

– Phase 1: Guided InsertionMechanism Each request
r ∈ Re is processed by a Guided Insertion Mecha-
nism (GIM), which tries almost immediate insertions
of r into the current route collectionΘ under the guid-
ance of insertion patterns deduced from the reference
requests and preprocessing. If the insertion of r is fea-
sible according to GIM, then we keep the best-fitted
one and insert r;

– Phase 2: Filtering System For any request r not in-
serted by GIM, we invoke a specific Filtering System
(FS) to fast identify the best candidate insertion pa-
rameters. If there are parameters that allow a feasible
insertion of r then we choose the best-fitted one; oth-
erwise, we reject r.

Let us now describe the preprocessing process, which
serves as the basis for GIM, before delving into the details
of both GIM and FS.

5.2 Preprocessing
Urban short-distance trips primarily consist of commuting,
shopping, and other personal errands, making up the major-
ity of daily travel purposes [9]. Therefore, large sets of re-
quests should present some similar patterns. Consequently,
if all requests are served by a RSMoD system, daily vehicle
travel patterns should also be characterized by some similar
patterns. GIM is based on the same idea that drives statis-
tical learning: if two large request sets R̄ andR are similar
from a statistical point of view, then vehicle routes Θ̄ de-
signed for R̄ and vehicle routes Θ designed for R should
also be similar.

5.2.1 Solving reference static problem

According to the above motivation, we start by addressing
a reference static problem S_DARP (R̄) as introduced in
Section 4, where R̄ is a virtual reference request set gen-
erated so that it is consistent with our statistical knowl-
edge of the requests. As much time as necessary is used to
solve S_DARP (R̄) to get a good reference route set Θ̄ =
{θ̄v, v ∈ 1, . . . , V }. At this time, a point needs to be dis-
cussed. We do not know a-priori the fleet size V required
to efficiently handle our original problem D_DARP (R).

Experience shows that the way requests’ submission times
evolve from one day to another is far more volatile than the
other characteristics of the requests. Therefore, we intu-
itively guess that, for the same number of requests, the on-
line feature will make the fleet size larger than that obtained
through the resolution of the corresponding static DARP.
Consequently, we consider the size of R̄ as a parameter
and generate R̄ that reproduces the spatio-temporal distri-
bution of the real requests, so that the resulting fleet size
V is close to the optimal size required by the real system.
This requires some tuning processes that will be discussed
in Section 6.2 presenting numerical experiments.

5.2.2 Deriving travel patterns

Next, from the reference route set Θ̄, we derive a set of
travel patterns Γ. Specifically, for each vehicle v ∈ V , a
travel pattern γv ∈ Γ can be derived from its reference
route θ̄v = {P̄0, . . . , P̄M−1}. We define the travel pattern
γv as a list of guiding points, where each guiding pointG ∈
γv is a representation of a key point cluster in θ̄v .

Definition 5.1 (Key Point Cluster). A sub-
route {Pj , Pj+1, . . . , Pj+m} of route θv =
{P0, . . . , Pi, . . . , PM−1} with M key points forms a
key point cluster, if and only if:

t(Pk, Pk+1) ⩽ α, for j ⩽ k ⩽ j +m− 1

t(Pj−1, Pj) > α, if j ̸= 0

t(Pj+m, Pj+m+1) > α, if j +m ̸= M − 1

where the parameter α is a temporal threshold defining the
maximum travel time (distance) allowed for two consecu-
tive key points belonging to the same cluster.

A guiding point G representing the cluster
[P̄j , P̄j+1, . . . , P̄j+m] is associated with a temporal
neighborhood [tmin

G , tmax
G ], with tmin

G = minP̄∈G ea
P̄
, and

tmax
G = maxP̄∈G ld

P̄
. We note that D̄1 and D̄2, which

correspond to the initial and terminal reference key points
P̄0 and P̄M−1 respectively, are excluded from the travel
pattern construction because no insertion happens at these
points. For any reference key point P̄ other than D̄1 and
D̄2, its associated guiding point is denoted by G(P̄ ).
As shown in Figure 1, given the reference route θ̄v ,

the corresponding travel pattern is γv . {P̄2, P̄3, P̄4},
{P̄6, P̄7, P̄8, P̄9} and {P̄11, P̄12} are three key point clus-
ters containing multiple key points. For example, the asso-
ciated guiding point of P̄3 is G(P̄3) = G1.

5.3 Phase 1: the guided insertion
mechanism

The idea of GIM when solving the real dynamic problem is
to encourage every SAV v to follow its pre-defined travel
pattern γv . Let us consider a request r ∈ Re to be inserted.
In the following, we describe how GIM proceeds r.
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Figure 1: Reference route θ̄v and travel pattern γv

First of all, we retrieve a list of reference requests from
R̄ which are similar to r. We say that a reference request r̄
is similar to r if and only if:

max(t(Or, Or̄), t(Or̄, Or)) ⩽ δs

max(t(Dr, Dr̄), t(Dr̄, Dr)) ⩽ δs

and
|eor − eor̄ | ⩽ δt

where parameter δs and δt are similarity parameters: δs

bounds the travel time (distance) between the origins (resp.
destinations) of two similar requests, and δt bounds the dif-
ference between the earliest pick-up times between r and
r̄. Let R̄r denote the set of reference requests similar to
r. In order to speed the construction of R̄r, we divide the
transit networks into zones and the time horizon into pe-
riods (which are typically larger than what have been uti-
lized in the ST-Cluster strategy). For every request r (ref-
erence or real), we quickly identify the zone z(Or) (resp.
z(Dr)) related to Or (resp. Dr) and the periods H(Or)
(resp.H(Dr)) during whichOr (resp. Dr) can be serviced.
Then we restrict the search for similar reference requests to
those in R̄ whose origin and destination lie in z(Or) and
z(Dr) respectively, and whose time windows are consis-
tent with H(Or) and H(Dr).
Next, we retrieve a set of guiding objects GOr =
{. . . , (γv, Go, Gd), . . . } from R̄r. If two reference re-
quests are inserted in the same reference route and their
insertion positions belong to the same key point clusters,
then they correspond to the same guiding object. In such a
case, we only keep one occurrence of each guiding object
inGOr. For example, in figure 1, if r̄1 and r̄2 are both sim-
ilar to the target real request r, then only one occurrence of
(γv, G2, G4) is kept in GOr.
Once GOr is constructed, we retrieve the candidate in-

sertion parameters for r. Specifically, a key point P in a
real route θv is called a child of a guiding point G ∈ γv , if
and only if the time windows of P overlap with the tempo-
ral neighborhood of G, that means if:

eaP ⩽ tmax
G

and
ldP ⩾ tmin

G .

We notice that a guiding point G ∈ γv may have multi-
ple children in θv , these children being consecutive. Sym-
metrically, a key point can also have multiple parents in
γv . For example, in Figure 2, P2, P3 and P4 are children
of G2 and P4 has two parents G2 and G3. For each guid-
ing point G, we only memorize lcG, the predecessor of the
left-most child of G, and rcG, the right-most child of G.
In Figure 2 we have lcG1

= P1 and rcG1
= P4. If D2

is the only key point satisfying the above condition then
we set rcG = lcG. At the beginning, all real routes only
consist of the two special key points D1 and D2. For ev-
ery G ∈ γv , both lcG and rcG are initialized to be D1.
Then, given (γv, Go, Gd) ∈ GOr, the corresponding can-
didate insertion parameters are 5-tuples (v, Po, ϵo, Pd, ϵd)
such that Po ∈ Lo and Pd ∈ Ld, where Lo is the list
of candidate insertion positions for Or, containing all the
key points between lcGo (included) and rcGo (included),
the same definition holding for Ld. For the guiding object
(γv, Go, Gd) of Figure 2, we have Lo = {P1, P2, P3, P4}
and Ld = {P7}.
Finally, the best-fit insertion heuristic is utilized over all

the candidate insertion parameters given by GOr. In other
words, among all feasible insertion parameters, we keep the
one that minimizes the insertion cost, and insert r for real.
However, if r fails to be inserted via GIM, we put it aside
and try the next request inRe. We wait until Phase 2 before
coming back to r. Every time a request is inserted into v via
GIM, time windows of key points along θv are modified,
and lcG and rcG are updated for G ∈ γv .

5.4 Phase 2: the filtering system
At each decision epoch e, Phase 2 of the GIM-FS frame-
work consists of trying to insert the requests r ∈ Re

rejected by GIM in Phase 1, while keeping with the best-fit
insertion principle. Yet, the current state of the system may
involve thousands of vehicles and hundreds of thousands
of key points. Consequently, the number of potential
insertion parameters (v, Po, ϵo, Pd, ϵd) may be too large
regarding the computational time η allowed to execute
the assignment/routing process. So we must filter the
search for the insertion parameters. For that, we adapt the
Filtering System (FS) introduced in [27] to the dynamic
context. The trick is to maintain throughout the decision
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Figure 2: The projection between a travel pattern γv and the real route θv . For a pointG, the dashed green arrow points at
lcG, the dashed green arrow points at rcG, and the solid black arrow means that lcG = rcG. For the sake of illustration,
we select several guiding points and use emitting gray shadows to elaborate their children

process a skeleton representation of the routes that involves
a partition of the transit networks into zones and of the
time horizon into periods. These periods and zones are
the same as in Section 5.3 and allow us to quickly identify
the vehicles and the key points likely to lead to feasible
insertions of a given request. In the following, we briefly
present FS.

As mentioned above, the transit network space is parti-
tioned into a set of zones, Z and the time horizon is par-
titioned into a set of periods, H, whose granularity may
be adapted according to the context. Then the skeleton
representation of the current state of the system is pro-
vided by a collection of filtering matrices: the vehicle fil-
tering matrix M⊕[Z × H], where ⊕ is an operator to be
clarified later, and the insertion position filtering matrices
Mv[Z × H], v = 1, . . . , V . The matrices are defined as
follows.

– For any zone z, any period h and any key point
P related to vehicle v, we define the elastic du-
ration ElP,z,h as ElP,z,h = min(ubP,z, th+1) −
max(lbP,z, th), where lbP,z (resp. ubP,z) denotes the
estimated earliest (resp. latest) time when v can arrive
at (resp. depart from) at z while coming from (resp.
going to) P . These two values are computed using
the four-references estimator [27] which determines
the estimated travel time between any node and any
zone. Intuitively, ElP,z,h provides us with an estima-
tion of the plausibility that v may enter into z during
period h while moving from P . The larger the value
of ElP,z,h, the more plausible the move becomes.

– Then, for any zone z and any period h, the vehicle fil-
tering matrix M⊕ identifies vehicles that are able to
move through zone z during period h, together with
the key points likely to allow this incursion. More pre-
cisely, we denote by Pl⊕v,z,h the quantity obtained by
applying the associate operator ⊕ to the elastic dura-
tions ElP,z,h, P ∈ θv . Pl⊕v,z,h provides us with the
plausibility of the presence of vehicle v inside zone z
during period h. The operator ⊕ may correspond to
either the sum or the max of its arguments, or to the

sum of the two largest elements. According to this,
M⊕[z, h] is defined as the set of the vehicles v such
that Pl⊕v,z,h is not null:

M⊕[z, h] = {(v, P l⊕v,z,h)|v ∈ V , P l⊕v,z,h > 0}

– For each vehicle v, the insertion position filtering ma-
trix Mv contains tuples (P,ElP,z,h) for each P ∈ θv

and z, h such that ElP,z,h > 0. Such a matrix may be
understood as a reverse matrix ofM⊕ and helps us in
updatingM⊕ every time an insertion is performed.

Identification of Candidate Vehicles: When we try to
insert a new request r, we first utilize the vehicle filtering
matrices M⊕ to quickly identify a subset of candidate
vehicles Vr. We denote by z(Or) ∈ Z (resp. z(Dr)) the
zone related to Or (resp. Dr) and by H(Or) ⊂ H (resp.
H(Dr)) the periods when Or (resp. Dr) may be serviced.
The vehicle candidate set Vr,⊕ contains vehicles that ap-
pear in bothM⊕[z(Or),H(Or)] andM⊕[z(Dr),H(Dr)].

Identification of Candidate Insertion Parameters: For
each candidate v, potential insertion positions are deter-
mined from the matrix Mv . A key point Po is regarded
as a candidate insertion position for Or if it appears in
Mv[z(Or),H(Or)] and meets conditions ensuring that in-
dependently inserting Or at P does not violate load and
time constraints on Po. The same validation is applied for
Dr. The candidate positions then undergo the complete fea-
sibility test explained in Section 4.1, and the best-fitted one
is retained. If no viable insertion is found, r is rejected.

Stopping mechanism A stopping mechanism can be in-
tegrated into FS to further accelerate the process. It re-
lies on a trial threshold T and a counter τ , that is ini-
tialized to 0 every time we start inserting a request r and
that is incremented every time some insertion parameter
(v, Po, ϵo, Pd, ϵd) is tried for insertion. The increment con-
sists in an estimation of the computational effort induced
by this trial. In practice, this computational effort is set to
1 if the constraint propagation procedure is called and to
0 else. Then the candidate vehicles v in Vr are sorted ac-
cording to a score, that combines Pl⊕v,z(Or),h∈H(Or) and
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Pl⊕v,z(Dr),h∈H(Dr) in order to quantify the plausibility that
v may service both the origin and destination of r. The
search for insertion parameters (v, Po, ϵo, Pd, ϵd) proceeds
by scanning the candidate vehicles v according to decreas-
ing score values. It stops when counter τ reaches the thresh-
old value T .
Therefore, FS has two variations. If the stopping mech-

anism is not implemented, it is referred to as Partial Fil-
tering System (PFS); otherwise, we denote it as Complete
Filtering System (CFS).

6 Numerical experiments
We implemented all the tested algorithms in the C++
language and executed the computations on a machine
equipped with an AMDEPYC 7452 32-Core Processor and
512 GB of RAM.

6.1 Instances
Transit network We consider the transit network in
Clermont-Ferrand, a mid-sized city in France, and its sub-
urban area. The underlined graph is downloaded from
OpenStreetMap, containing 31, 357 arcs and 13, 839 nodes,
among which 1, 496 are selected as pick-up and drop-off
points. Each pick-up and drop-off point is associated with
a labelworking, residential, or undefined. In the underlined
graph, 6.7% of the points are of type working, 54% of type
residential, and 39.3% of type undefined (see Figure 3).

Figure 3: The pick-up and drop-off locations in the under-
lined transit network in Clermont-Ferrand. Blue, purple
and yellow points represent points of type working, resi-
dential, and undefined, respectively

The vehicles The capacity of the vehicles is equal to 10.
Determining the fleet size is part of the problem (remind
that the request rejection rate and VTT are antagonistic cri-
teria) and will be discussed in the next section.

Time horizon and decision epochs The RSMoD service
period lasts for T = 24 hours, starting at 00:00 and ending
at 24:00. Requests are collected and processed every 10
minutes. Therefore, within a time horizon of T = 24 hours,
we end up with 144 decision epochs with IE = 10minutes.
We use η as a parameter for sensitivity analysis.

Request distribution and configuration The large-scale
RSMoD system studied here being still prospective, no suit-
able data is available to perfectly capture the usage of such
a system. We have designed a passenger request genera-
tor to generate daily request instances that comply with the
intended use case of the system. For each day, we con-
sider five time slots: Morning Slack (MS), from 00:00 to
06:00;Morning Peak (MP), from 06:00 to 10:00; Normal
Hours (NH), from 10:00 to 15:00; Evening Peak (EP),
from 15:00 to 19:00; and Evening Slack (ES), from 19:00
to 24:00. Then we ensure that 1% of the daily requests de-
part duringMS, 20% during NH, 9% during ES, whileMP
and EP each accounts for 35% of the requests. The two
peak periods correspond to passenger commuting trends.
As for the spatial distribution of the requests, around 70%
originate from residential (resp. working) points and termi-
nate atworking (resp. residential) points. They are referred
to as “typical” passenger requests. Around 80% of “typi-
cal” requests traveling from o to d during MP (resp. EP)
are related to a “symmetrical” passenger request traveling
from d back to o during EP (resp. MP).
Each request r has a pick-up time window δr between

10 and 30 minutes, and a maximum ride-time T r = 2 ×
t(or, dr), where t(or, dr) denotes the fastest travel time
from its origin to its destination. As for the submission
times, 90% of the requests are urgent ones, with a differ-
ence between the submission time and the earliest pick-up
time smaller than 1.5 hours. The rest are relaxed requests,
that are submitted much earlier (at least 1.5 hours before
their earliest pick-up time) or in advance. If we divide the
time horizon [0, T ] into time bins of equal duration of 10
minutes, the distribution of requests submitted at each time
bin is given in Figure 4.

Figure 4: The number of requests submitted at each time
bin
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Recurrent Requests: We introduce a proportion β ofR
to identify the recurrent requests, which are considered to
be almost stable from one day to another. This parameter,
β, plays a key role in deducing the reference request set
R̄ from R. The recurrent requests should generate very
similar reference requests, whereas the remaining requests
will be generated to meet the statistical distribution of the
requests.

Summary Table 1 summarizes the basic settings of the
RSMoD system and the requests.

Table 1: Basic setting of the system and the requests

Param Description Value

|N | the number of pick-up and deliv-
ery locations

1,496

T the planning horizon 24 h
IE the duration of each decision

epoch
10 min.

of each decision epoch
V SAV fleet size 1,977
|R| the number of dynamic requests 300k
δr the length of pick-up time window 15 min.
T r the maximum ride time of any re-

quest r
2t(or, dr)

qr the load of request r 1
|R̄| the number of reference requests 400k
β the proportion of “random’’ part in

R
10%

6.2 Fleet sizing and the reference S_DARP
problem

The RSMoD system studied in this paper aims to cater to
around 300,000 dynamic requests daily. As explained in
Section 5, we compute pertinent fleet sizes by proceeding
as follows.
First, we generate six static instances of varying sizes

that meet the statistical features previously described.
These instance sizes range from 300,000 to 425,000, in-
creasing in increments of 25,000. For any static instance,
we address the associated static problem S_DARP with BF
(see Section 4.2) and get the resulting fleet sizes. Table 2
shows the fleet sizes obtained from resolving each of the
six static problems.
Next, we generate five trial dynamic instances

{i0, i1, . . . , i4}, with 300,000 dynamic requests. For
each instance, we address the six related problems
D_DARP while relying on the basic algorithm BF and
fixing the fleet size at the above-established six values. We
get every time a request rejection rate. Table 3 presents
the passenger rejection rates under different fleet sizes for
different instances and the corresponding averaged values.

Then we consider 1,977 as the most reasonable fleet size:
The passenger rejection rate is close to 0, under signifi-
cantly smaller economic costs than the other tested size of
2,069. Of course, we might try fleet sizes between 1,977
and 2,069: Here we only propose a tentative approach for
the fleet sizing issue.
An advantage of the above process is that it provides us

with both the reference request set and the reference route
sets required by GIM. The static request set of size 400,000
yielding the 1,977 SAVs is selected as the reference set R̄,
and the related solution becomes the reference route set Θ̄.

6.3 The behavior of the RSMoD system

We compare here the performance of the RSMoD system
to two other systems: private and MoD. In the private sys-
tem, the 300,000 passenger requests are all supported by
private vehicles. We estimate a fleet size of 240, 951 in
private, which is the number of one-way requests plus the
number of symmetric requests. InMoD, ride-sharing is not
allowed. Its fleet size is 1,977, the same as in RSMoD. The
baseline approach BF is used to solve the corresponding
routing problems.
As shown in Table 4, in private system, the total drive

time is much higher thanMoD and RSMoD, because much
more vehicles are utilized. Almost half of the requests are
rejected in MoD, but its total drive time is still higher than
that in RSMoD. Because no ride-sharing is allowed inMoD,
and SAVs must make the re-positioning to reach differ-
ent pick-up locations. We see that empty drive time con-
tributes to 31.5% of the total drive time (the column Rela-
tive empty drive time) inMoD. Additionally, according to
the results, to cater for all the rejected requests inMoD, an
estimated minimum number of additional SAVs of around
2, 000 would be required, resulting in a great increase in
the total drive time as well. Remind that most of the re-
jected requests are associated with peak hours, we would
need many more SAVs than 2, 000. In contrast, thanks to
ride-sharing, 78.1%of the total drive time is shared bymore
than one passenger inRSMoD, and only 7.4% is issued from
empty relocation, with a smaller total drive time compared
to the two other system configurations. These results prove
several advantages of the RSMoD system. First, the on-
route vehicles in the city can be largely reduced, thus the
traffic congestion and occupancy of the city infrastructure
can be improved. And SAVs are self-driving, reducing the
cost of human labor. Furthermore, the fact that RSMoD de-
creases the total drive time in our simulation proves that
the consumption of energy can be greatly economized by
deploying such a novel system. Finally, the passengers’
travel comfort remains the same in MoD, and is decreased
in RSMoD, with an average of 16.63 minutes per passen-
ger, suggesting that SAVsmake detours to promote the ride-
sharing so that the rejection of requests can be minimized.

Figure 5 provides a better vision of how drive times
of each category (total drive time, empty drive time, and
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Table 2: Fleet sizes to different static problem sizes

Instance size 300,000 325,000 350,000 375,000 400,000 425,000

Fleet size 1,621 1,667 1,768 1,869 1,977 2,069

(a) private (b) MoD (c) RSMoD

Figure 5: Accumulated drive time, empty drive time, and shared drive time (where appropriated) in each period of duration
of one hour

Table 3: The rejection rate when solving static problems
with different fleet sizes

Fleet
size

Instance Avg
i0 i1 i2 i3 i4

1,621 6.2% 6.4% 6.3% 6.2% 6.3% 6.3%
1,667 4.7% 4.8% 4.9% 4.7% 5.0% 4.8%
1,768 2.2% 2.2% 2.1% 2.3% 2.3% 2.2%
1,869 1.0% 0.8% 1.0% 1.0% 1.0% 1.0%
1,977 0.1% 0.0% 0.1% 0.1% 0.1% 0.1%
2,069 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

shared drive time) are distributed across the service hori-
zon. In both private and RSMoD systems, the drive time
during peak hours is much higher than in other time slots.
InMoD, the total drive time remains almost the same during
MP, EP and NH, because the number of requests that can
be serviced during these time slots is almost the same (ex-
cessive requests during peak hours are rejected). Further-
more, as shown in Sub-figure 5b and Sub-figure 5c, empty
drive time inMoD is higher than in RSMoD, especially dur-
ing peak hours, because more detours are required to pick
up new passengers. And a large proportion of trajectory
duringMP, EP and NH are shared in RSMoD.

6.4 The behavior of the GIM-FS
algorithmic scheme

In addition to the two approaches, GIM-PFS and GIM-
CFS, we try 4 variants: BF, PFS, CFS, and GIM-BF, of
the GIM-FS algorithmic scheme. Whenever FS is uti-
lized, it is configured as follows: the spatial-temporal par-
tition results in 24 periods of equal duration and 20 zones
of equal area. In CFS, the stopping criterion T r set for

each request r is equivalent to exploring at most 10% of
the already-activated vehicles. In addition, a regeneration
mechanism is employed, which proportionally expands the
search space when no feasible insertion is present in the first
candidate search space. These variants are summarized in
Table 6. Furthermore, in GIM, the parameter α that de-
fines the spatial neighborhood of pattern points is fixed at
10 minutes.

6.4.1 General results

Table 7 presents the general results when solving the dy-
namic problem with different approaches and different val-
ues of the request parameter β.
The column CPU time represents the accumulated ex-

ecution time to solve D_DARP. Generally speaking, for
every β, the two-phase approaches integrated with GIM
are more efficient than their basic algorithm, thanks to the
largely reduced search space provided byGIM.Meanwhile,
when utilizing two-phase approaches, the quality of the so-
lution remains almost the same, compared to those when
applying the corresponding basic algorithms. Typically,
GIM-BF and GIM-PFS reject slightly more requests and
demonstrate a slightly longer total drive time than BF and
GIM-BF, respectively. In addition, for every β, GIM-CFS
outperforms CFS, in both execution time and solution qual-
ity, thanks to the guide provided by GIM in Phase 1. Specif-
ically, although CFS can solve the problem in a very short
time thanks to a largely reduced search space, the result-
ing solution is less satisfactory. Because this reduction is
only deduced from the current status of the system in a
rather myopic and greedy way, without any consideration
of the global quality of the solution. However, GIM uti-
lizes the additional information of the reference resolution
and “forces” vehicles to stick to their pre-defined travel pat-
terns extracted from optimal reference routes. This helps
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Table 4: Performance of three systems

Fleet
size

Rejection
rate

Total drive
time (h)

Relative[1]
shared

drive time

Relative[2]
empty

drive time

Average in
-vehicle time

(min)

private 240,951 / 49,585 / / 9.92
MoD 1,977 48.0% 33,343 / 31.5% 10.30
RSMoD 1,977 0.5% 24,035 78.1% 7.4% 16.63
1 Relative shared drive time is calculated as the percentage of total drive time that is shared with other passengers.
2 Relative empty drive time is calculated as the percentage of total drive time where the vehicle is empty.

Table 5: Sensitivity analyses of GIM

δs

(min)
δt

(min) Approach CPU time
(min)

Rejection
rate

Total drive
time (h)

Average in-
vehicle time

(min)

matchGI
rate

succGI
rate

2

3
GIM-BF 137.1 0.7% 23,571 16.39

67.5%
41.0%

GIM-PFS 93.5 0.7% 23,585 16.38 41.0%
GIM-FS 17.9 2.3% 26,725 17.16 36.3%

7.5
GIM-BF 134.2 0.7% 23,604 16.38

89.6%
40.0%

GIM-PFS 92.1 0.7% 23,600 16.37 40.0%
GIM-FS 17.6 2.3% 26,713 17.15 34.9%

15
GIM-BF 85.3 0.9% 24,092 16.45

92.3%
62.0%

GIM-PFS 56.0 0.9% 24,095 16.45 61.8%
GIM-FS 13.3 1.7% 26,126 16.87 58.4%

3

3
GIM-BF 82.1 0.8% 24,129 16.40

82.7%
60.4%

GIM-PFS 54.1 0.8% 24,109 16.41 60.3%
GIM-FS 12.8 1.6% 26,117 16.8 56.6%

7.5
GIM-BF 76.5 1.2% 24,497 16.58

95.4%
65.1%

GIM-PFS 47.9 1.2% 24,498 16.57 65.2%
GIM-FS 12.6 2.0% 26,190 16.99 62.4%

15
GIM-BF 71.8 1.2% 24,527 16.53

97.1%
62.6%

GIM-PFS 45.9 1.2% 24,527 16.5 62.6%
GIM-FS 11.8 1.8% 26,166 16.87 59.3%

5

3
GIM-BF 68.5 3.1% 25,655 17.51

94.3%
64.2%

GIM-PFS 40.3 3.2% 25,657 17.55 64.0%
GIM-FS 12.5 4.0% 27,048 17.92 62.3%

7.5
GIM-BF 44.8 2.7% 25,817 17.36

99.0%
76.6%

GIM-PFS 26.3 2.7% 25,809 17.37 76.5%
GIM-FS 11.6 3.0% 26,671 17.52 76.0%

15
GIM-BF 37.3 2.8% 26,035 17.4

99.5%
81.0%

GIM-PFS 22.7 2.8% 26,033 17.42 80.7%
GIM-FS 12.4 3.0% 26,668 17.49 80.6%

The best results among all combinations are presented in bold font.

have a sort of pre-concern of future requests in the current
insertion, thus making up for the inefficiency of CFS.

The reduction in CPU time by GIM-BF and GIM-PFS
compared to BF and PFS, respectively, becomes stronger
when there are more similar requests between the real re-
quest set and the reference request set. When more requests

have similar reference requests, the proportion of requests
that can be inserted via GIM should be higher, making the
execution faster. However, this reduction effect between
GIM-CFS and CFS across different scenarios is less promi-
nent, for the already short enough execution time.

A closer analysis of the efficiency of the approaches can
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(a) CPU time per epoch (β = 0.9) (b) GIM effectiveness (β = 0.9)

(c) CPU time per epoch (β = 0.5) (d) GIM effectiveness (β = 0.5)

(e) CPU time per epoch (β = 0.3) (f) GIM effectiveness (β = 0.3)

Figure 6: Effectiveness of the algorithm. Each row corresponds to a value β. Sub-figures in the first column represent the
CPU time spent to solve the sub routing problem for each decision epoch when using different approaches. Sub-figures
in the second column represent the number of requests to be processed (blue), that are associated with at least one similar
reference request in GIM (orange), and that are successfully inserted via GIM (green)

be done through Figure 6, which shows different statistics
in every decision epoch. In terms of the CPU time spent on
the insertion of requests in each decision epoch, we observe
that approaches integrated with GIM spend much less time
regarding their basic approach. For the purpose of thorough
analyses, we did not set a specific value of η. From Sub-
figures 6a, 6c and 6e, we see that when setting η at different
values, several methods may fail to complete during certain
epochs: When η = 40 seconds, only CFS and GIM-CFS
can finish all insertions in every epoch.
The efficiency of two-phase approaches can be explained

by the number of successful insertions via GIM. For ex-
ample, from Sub-figures 6b, 6d and 6f, we note that with
β = 0.9, the number of requests that have at least one
similar reference request (orange bars in figures), and the
successful insertions via GIM (green bars in figures) are
higher than with the other two β values, especially during
peak hours. Therefore, fewer requests are passed to Phase
2 when β = 0.9, and the insertion process becomes faster.
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Table 7: General test results with different approaches under different β

Table 6: Description of tested approaches

Approach Description

BF Best-Fit insertion heuristic
PFS Partial Filtering System
CFS Complete Filtering System
GIM-BF GIM is used in Phase 1, BF is used

in Phase 2
GIM-PFS GIM is used in Phase 1, PFS is used

in Phase 2
GIM-CFS GIM is used in Phase 1, CFS is used

in Phase 2

6.4.2 Sensitivity analysis

From the above discussion, we see that the rate of success-
ful insertions via GIM has a great impact on the efficiency
of the two-phase methods. This rate is directly influenced
by the number of requests that can be matched to at least
one similar reference request. Two parameters, δs and δt,
control the similarity measure, thus the match rate. From
now on, we only focus on the β = 0.9, and analyze the
sensitivity of the two-phase algorithms while varying the
values of δs and δt.
Table 5 shows the performances of different methods un-

der different δs and δt combinations.

Typically, the column matchGI rate represents the per-
centage of requests that have at least one similar reference
request, and the column succGI rate computes the percent-
age of requests that are successfully inserted via GIM. We
conclude that when the similarity measure becomes more
relaxed (bigger δs and δt), the matchGI rate and succGI
rate effectively become bigger. For example, in the most
relaxed situation, 99.5% of requests are passed to GIM,
and 81% of requests are successfully inserted from GIM.
We confirm that the general trend is that a higher succGI
rate implies a smaller CPU time. However, a bigger suc-
cGI rate is not equivalent to a better solution. We get the
opposite situation instead. Because such an increase in suc-
cGI rate is gained from a more relaxed request similarity
measure. Consequently, as long as a feasible insertion is
found in Phase 1, GIM may force the request to be inserted
by mimicking the insertion patterns of a not-very-similar
reference request. In the short term, the insertion of such
a request is based on a relatively bad candidate insertion
parameter. In the long term, such insertion may lead to a
distortion of the trajectory of the vehicle in question from
its pre-defined pattern, preventing later perfectly matched
requests from being inserted, thus worsening the quality of
the solution.
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7 Conclusion
In this paper, we studied a prospective large-scale RSMoD
transportation systemwith SAVs. We showed that this SAV
RSMoD system would provide on-demand services with a
very low rejection rate and satisfactory passenger riding
comfort, while, thanks to its ride-sharing feature, signifi-
cantly reducing the total driving time, energy costs, and the
number of on-route vehicles.
As for the operational management of such a system, we

introduced aGIM:Guided InsertionMechanism, that learns
from a reference solution deriving from a statistical virtual
version of the related DARP, and combined it with a Fil-
tering System to form a two-phase algorithm framework,
GIM-FS. We proved that GIM is likely to significantly help
the manager of the system efficiently assign dynamic re-
quests to the vehicles.
Yet, several issues remain that will motivate our future

research. First, we must try (algorithmic issue) to improve
the basic greedy insertion heuristic used to solve the sta-
tistical virtual version of the related DARP, in a way that
will fit the very large-scale feature and that will allow us
to make the GIM component more efficient. Next, we
should integrate into our decision-making framework the
energetic issue, and thus take into account that the schedule
of a vehicle should include its recharge transactions and the
time-varying costs of these recharge transactions. Finally,
we should address the robustness issue, related to the non-
deterministic features of any mass RSMoD system: traffic
congestion, passenger no-shows, etc.
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This paper investigates the factors influencing cloud computing adoption in small and medium-sized en-

terprises (SMEs) through a systematic literature review. The analysis identified twelve key factors influ-

encing the adoption of cloud computing in SMEs. Based on the Technology-Organisation-Environment 

(TOE) model and the Technology Acceptance Model (TAM), a conceptual framework was developed for 

future research. The most important factors are cost, organisational readiness, compatibility, relative 

advantage and top management support. Other influential factors include security, perceived usefulness, 

firm size, government support, perceived ease of use, vendor support and competitive pressure. The ma-

jority of studies were conducted in Asian countries, including developing countries, limiting the general-

isability of the findings to SMEs in more developed economies. This research highlights the need for cloud 

computing solutions that not only reduce costs and ensure high levels of security and privacy, but are also 

easy to use and integrate. Further research is recommended to explore these factors within SMEs in more 

developed economies. 

Povzetek: Analizirani so dejavniki, ki vplivajo na sprejetje računalništva v oblaku v malih in srednje ve-

likih podjetjih (MSP). S sistematičnim pregledom literature so avtorji identificirali dvanajst ključnih de-

javnikov, vključno s stroški, organizacijsko pripravljenostjo, združljivostjo, relativno prednostjo in pod-

poro vodstva. Na podlagi modela tehnologija-organizacija-okolje (TOE) in modela sprejemanja tehnolo-

gije (TAM) so razvili konceptualni okvir za prihodnje raziskave. 

 

1 Introduction 
The ongoing digital transformation is exerting increasing 

pressure on businesses to adapt to a rapidly changing en-

vironment. This necessitates enhanced digital connectivity 

and restructuring of internal business processes. Small and 

medium-sized enterprises (SMEs) are particularly affected 

by this shift, as they can enhance their growth by adopting 

new products, services, and business models [24]. A ro-

bust internal IT infrastructure is crucial for companies to 

remain competitive in this landscape [16]. 

Cloud computing, which refers to the on-demand pro-

vision of resources over the internet, is a technology that 

can facilitate this transformation. Its flexibility and scala-

bility allow businesses to adapt more quickly to changes 

and needs, providing location-independent access to busi-

ness processes [39, 47]. 

 

 

 

 

 

 

 

 

 

Notwithstanding the aforementioned advantages, 

SMEs lag behind larger enterprises in the adoption of 

cloud computing. This phenomenon can be attributed to 

the distinctive characteristics of SMEs, including owner-

managed operations, informal organisational structures, 

and limited resources in comparison to larger corporations 

[36]. Consequently, a study by Taş et al. [2022] revealed 

that only 40% of German SMEs currently utilise cloud 

computing [42]. 

Previous research has examined the factors influenc-

ing cloud computing adoption in SMEs [15, 18, 29]. How-

ever, these reviews only include studies up to 2020, neces-

sitating an updated investigation. This is particularly im-

portant in light of recent changes driven by digitalisation 

and the impact of the global pandemic. 

The objective of this paper is to investigate the factors 

influencing the adoption of cloud computing in SMEs 
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through a systematic review of recent literature. This re-

search aims to provide an up-to-date understanding of the 

key determinants of cloud computing adoption in SMEs, 

summarising them in a conceptual model for cloud com-

puting adoption by SMEs. This model will inform both 

practitioners and researchers in the field. 

The structure of this paper is as follows: Section 2 

provides the conceptual background, defining key terms 

and models, and reviews the current state of research. Sec-

tion 3 details the methodology used for the systematic re-

view. Section 4 presents the results of the review. Section 

5 discusses the findings, including the development of a 

conceptual model to explain cloud computing adoption by 

SMEs. Section 6 concludes the paper, outlining its contri-

butions, mentioning limitations of our paper, and describ-

ing avenues for further research. 

2 Background 

2.1 Cloud computing and SMEs 

Cloud computing refers to the on-demand provision of 

computing resources, including applications and infra-

structure, that are flexibly and scalably delivered over a 

network [33, 39]. This technology enables organizations 

to access and utilize computing resources without the need 

for significant upfront investments or ongoing mainte-

nance responsibilities. 

Cloud computing offers several advantages to busi-

nesses. It allows for cost and effort reduction by outsourc-

ing the provision and maintenance of IT infrastructures, 

platforms, and software to specialized providers [46]. This 

outsourcing enables companies to focus more on their core 

competencies and internal business processes [12]. Addi-

tionally, cloud computing improves resource availability, 

allowing access to business processes independent of lo-

cation [12, 46]. 

Despite these benefits, some companies express res-

ervations about integrating cloud computing into their op-

erations. Primary concerns relate to performance, security, 

data protection, and reliability [41, 48]. Furthermore, the 

adoption of cloud computing often necessitates new 

competencies and tasks for technical staff, potentially re-

quiring a restructuring of the IT department [33]. 

Cloud computing services are typically categorized 

into three main types: Infrastructure-as-a-Service (IaaS), 

which provides scalable IT infrastructure; Platform-as-a-

Service (PaaS), offering development frameworks and 

Table 1: Overview of existing literature reviews 

Author Time 

period 

Databases and 

# Of articles 

Focus Results 

Hasan et 

al. [2015] 

2010 – 

2015 

n/a; 12 articles Factors influencing the intro-

duction of cloud computing 

in SMEs. 

28 factors; of importance are secu-

rity, perceived usefulness, per-

ceived ease of use, cost, compati-

bility, and top management sup-

port. 

Jayeola et 

al. [2022] 

2011 – 

2020 

ACM, Emerald Insight, 

IEEE, Google Scholar, 

ProQuest, ScienceDi-

rect; 76 articles 

Current status of data analy-

sis techniques, analysed ser-

vices, further research ques-

tions and the most important 

factors. 

8 factors; security and privacy are 

the most analysed, the biggest fac-

tor is cost savings. 

Nguyen 

and Liaw 

[2022] 

2011 – 

2020 

Academia, Emerald In-

sight, ResearchGate, 

ScienceDirect, Springer 

Link; 30 articles 

Investigation of influencing 

factors using the TOE frame-

work. 

28 factors; top management sup-

port, technological readiness, se-

curity concerns and relative ad-

vantage are influential. 

 

Table 2: Results of existing literature reviews 

Author Identified adoption factors 

Hasan et al. 

[2015] 

1. Security, 

Perceived usefulness, 

Perceived ease of use 

2. Cost, 

Compatibility, 

Top management support 

3. Attitude towards technology, inno-

vation, 

Competitive pressure, 

Relative advantage, 

Complexity, 

Organizational competence 

Jayeola et 

al. [2022] 

1. Security and privacy 

2. Cost savings 

3. Relative advantage 

4. Compatibility 

5. Top management support 

6. Competitive pressure 

7. Government support 

8. Awareness 

Nguyen 

and Liaw 

[2022] 

1. Top management support 

2. Technological readiness 

3. Security concerns 

4. Relative advantage 

5. Organizational readiness 

6. Knowledge and training, 

Compatibility, 

Competitive pressure 

7. Vendor support, 

Cost issues 

8. Firm size 

 



Factors Influencing Cloud Computing Adoption in Small and Medi.. Informatica 49 (2025) 39–52 41 

environments; and Software-as-a-Service (SaaS), provid-

ing software applications accessible over the internet [1, 

14, 39]. 

Cloud computing can be deployed through various 

models: Private Cloud, used exclusively by a single organ-

ization; Public Cloud, available to the general public over 

the internet; and Hybrid Cloud, combining private and 

public cloud use. These models offer different levels of 

control, security, and flexibility to meet diverse organiza-

tional needs [8, 33, 39]. 

SMEs play a crucial role in many economies. In Ger-

many, for example, SMEs account for about 99.4% of all 

enterprises, of which 82.4% are micro-enterprises, 14.5% 

are small enterprises and 2.4% are medium-sized enter-

prises [40]. According to the European Union definition 

(2003), SMEs can have up to 249 employees and an an-

nual turnover of up to 50 million euros or a balance sheet 

total of up to 43 million euros [13]. Despite their numeri-

cal dominance, SMEs contribute only around 50% of GDP 

in developed countries [25] and, for example, only 28.7% 

of total turnover in Germany in 2021, although they em-

ploy a significant proportion of the workforce, with 54.8% 

of all employees in Germany working in SMEs [40]. 

The adoption of cloud computing presents both op-

portunities and challenges for SMEs. While cloud services 

offer SMEs access to advanced technologies without sig-

nificant upfront investments, the adoption rate among 

SMEs lags behind that of larger enterprises. A recent study 

by Taş et al. [2022], for example, reported that 40% of 

German SMEs now use cloud services, indicating a grow-

ing recognition of cloud computing's potential benefits 

among SMEs [42]. However, this also highlights that a 

significant portion of SMEs have yet to adopt cloud tech-

nologies, underscoring the need for a deeper understand-

ing of the factors influencing adoption decisions in this 

sector. 

2.2 Theoretical background 

The adoption of technological innovations like cloud com-

puting in organizational contexts is typically examined 

through the lens of several theoretical models. Our paper 

primarily draws upon three widely recognized frame-

works: the Technology-Organization-Environment (TOE) 

framework, the Technology Acceptance Model (TAM), 

and the Diffusion of Innovation (DOI) theory. 

The TOE framework, proposed by Tornatzky and 

Fleischer [1990], posits that technological innovation 

adoption is influenced by three contextual elements [45]: 

technological, organizational, and environmental. The 

technological context encompasses both internal and ex-

ternal technologies relevant to the firm. The organiza-

tional context refers to descriptive measures such as scope, 

size, and managerial structure. The environmental context 

is the arena in which a firm conducts its business, includ-

ing industry characteristics, market structure, and regula-

tory environment [7]. 

The TAM, developed by Davis [1989], focuses on in-

dividual-level technology acceptance [10]. It proposes that 

perceived usefulness and perceived ease of use are pri-

mary determinants of an individual's intention to use a 

technology. While the TAM has been widely applied in 

information systems (IS) research, its limited scope in ad-

dressing organizational-level factors has led researchers to 

often combine it with other models for a more comprehen-

sive analysis [6]. 

The theory of diffusion of innovation (DOI) by Rog-

ers [1995] describes from a sociological perspective the 

extent to which the introduction of an innovation can be 

predicted from the perception of users [34]. The contrib-

uting factors are relative advantage, compatibility, com-

plexity, trialability and observability [34]. However, for a 

more holistic approach, the model should be combined 

with other theories and factors [17]. The characteristics of 

the DOI model match the technological and organisational 

context of the TOE model. The TOE model is additionally 

complemented by the environmental context and can 

therefore better illustrate the introduction of innovations 

at the firm level [30]. 

These models provide complementary perspectives 

on technology adoption. The TOE framework offers a 

broad organizational view, the TAM delves into individ-

ual user acceptance, and the DOI theory bridges individual 

and organizational adoption processes. By integrating 

these theoretical perspectives, researchers can develop a 

more nuanced understanding of the complex dynamics in-

volved in cloud computing adoption by SMEs. 

2.3 Related works 

Previous systematic reviews have examined the factors in-

fluencing cloud computing adoption in SMEs, providing a 

foundation for our paper. This section critically analyzes 

these three reviews [15, 18, 29] to establish the current 

state of knowledge and identify gaps that we aim to ad-

dress. Table 1 provides an overview of the reviews dis-

cussed. 

Hasan et al. [2015] conducted a review of 12 articles 

from 2010 to 2015 [15]. Their analysis identified 28 fac-

tors influencing cloud adoption in SMEs. The most signif-

icant factors included perceived ease of use, perceived 

usefulness, security, compatibility, costs, and top manage-

ment support. However, the review lacked a comprehen-

sive description of the methodology, particularly regard-

ing inclusion criteria and database selection, which limits 

the reproducibility of their findings [15]. 

A more recent review by Jayeola et al. [2022] exam-

ined literature from 2011 to 2020 [18]. This study pro-

vided a more robust methodological approach, clearly out-

lining search strategies and quality assessment procedures. 

Their analysis of 76 articles revealed eight key factors, 

with security and privacy being the most frequently stud-

ied, while cost savings demonstrated the highest statistical 

significance. This review also explored data analysis tech-

niques and cloud services investigated in the primary stud-

ies, offering a broader perspective on cloud computing re-

search in SMEs [18]. 

Nguyen and Liaw [2022] analyzed 30 articles pub-

lished from 2011 to 2020, focusing on the application of 

the TOE framework [29]. Their review identified 28 fac-

tors, with top management support, technological readi-

ness, security concerns, and relative advantage emerging 
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as the most influential. The organizational context within 

the TOE framework was found to have the highest impact 

on adoption decisions. However, this review lacked clear 

information on the time frame of the studies included and 

did not provide detailed quality assessment criteria for the 

selected studies [29]. 

These reviews collectively highlight several con-

sistent factors influencing cloud adoption in SMEs, in-

cluding security, cost, compatibility, top management sup-

port, and relative advantage. However, there are notable 

differences in how these factors are labelled, ranked and 

emphasised across the reviews, reflecting differences in 

the methodological approaches, timeframes and geo-

graphical focus of the primary studies included, as shown 

in Table 2. 

It is important to note that these reviews primarily 

covered literature up to 2020 (Table 1). Given the rapid 

pace of technological advancement and the significant 

global changes since then, particularly the accelerated dig-

ital transformation driven by the COVID-19 pandemic, 

there is a clear need for an updated review. Our paper aims 

to bridge this gap by focusing on the most recent literature 

(2021-2024) to provide a current perspective on cloud 

computing adoption factors in SMEs. 

Furthermore, the existing reviews predominantly in-

cluded studies from Asian countries and developing econ-

omies. This geographical bias raises questions about the 

generalizability of findings to other contexts, particularly 

to countries with more advanced digital infrastructures. 

Our paper will pay particular attention to the geographical 

distribution of primary studies and discuss the implica-

tions for different economic contexts. 

By building upon these previous works and address-

ing their limitations, this systematic review aims to pro-

vide a comprehensive, up-to-date analysis of the factors 

influencing cloud computing adoption in SMEs. This will 

not only contribute to the academic understanding of tech-

nology adoption in SMEs but also provide valuable in-

sights for policymakers and cloud service providers seek-

ing to facilitate wider adoption of cloud technologies in 

the SME sector. 

3 Methodology 
Our paper employs a systematic literature review to inves-

tigate the factors influencing cloud computing adoption in 

SMEs. The systematic review approach was selected for 

its rigor and capacity to synthesize existing research com-

prehensively and objectively [21]. The review process was 

guided by the recommendations of Templier and Paré 

[2015] and adhered to the Preferred Reporting Items for 

Systematic Reviews and Meta-Analyses (PRISMA) 

guidelines [28]. 

In order to ensure transparency and reproducibility, a 

predefined review protocol was devised, delineating the 

research questions, search strategy, inclusion and exclu-

sion criteria, quality assessment criteria, and data extrac-

tion and synthesis methods. The search was conducted in 

March 2024 utilising four major academic databases: Em-

erald Insight, EBSCOhost, ScienceDirect, and Scopus. 

These databases were selected with the objective of 

ensuring comprehensive coverage of peer-reviewed pub-

lications in information systems and management fields. 

The search string employed was as follows: (Cloud 

AND Adoption AND (SME OR SMEs OR "Small and Me-

dium Businesses" OR "Small and Medium Enterprises") 

AND (Factors OR Determinants)). This string was 

adapted as necessary to align with the syntax requirements 

of each database. The search was limited to publications 

from 2021 to 2024 to focus on the most recent develop-

ments in the field. 

The studies included in this review were selected 

based on the following criteria: The studies were required 

to have been (1) published between 2021 and 2024, to 

have (2) focused on the adoption of cloud computing in 

SMEs, to have been (3) empirical studies (either quantita-

tive or qualitative), to have been (4) peer-reviewed journal 

articles or conference proceedings, and to have been (5) 

written in either English or German. Studies were ex-

cluded if they focused solely on large enterprises, were 

non-empirical, did not specifically address adoption fac-

tors, or were grey literature. 

The preliminary search returned 155 studies that may 

have been pertinent to the review. Following the removal 

of duplicates and the screening of titles and abstracts, 42 

articles were selected for a full-text assessment. Following 

 

Figure 1: Selection process of the present systematic re-

view in the form of a PRISMA flow chart (based on 

[28]) 
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this assessment, 25 studies were ultimately included in the 

systematic review. Figure 1 presents a PRISMA flow dia-

gram illustrating this selection process. 

The quality of the included studies was evaluated us-

ing criteria adapted from Dybå and Dingsøyr [2008], 

which assessed aspects such as the clarity of the research 

aims, the appropriateness of the research design, and the 

adequacy of the data collection and analysis methods. A 

standardised data extraction form was used to collect rel-

evant information from each study, including the study 

characteristics, the research methods, the context of cloud 

computing, the theoretical frameworks used, and the fac-

tors influencing cloud adoption. 

The extracted data were synthesised using both quan-

titative and qualitative approaches. The quantitative syn-

thesis involved calculating the frequency of factors across 

studies and their weighted importance based on reported 

significance, following the approach of Jeyaraj et al. 

[2006]. The qualitative synthesis involved thematic anal-

ysis to identify common themes and patterns across stud-

ies, interpreting findings in the context of existing theoret-

ical frameworks (TOE, TAM, DOI) and identifying 

emerging themes or contradictions in the literature. 

4 Results 

4.1 Overview of included studies 

Table 3 provides a comprehensive overview of all 25 stud-

ies included in this review. It details the authors, publica-

tion year, country, focus of the cloud service under 

investigation, research methodology, and theoretical mod-

els employed for each study. 

The majority of studies (21 out of 25) were conducted 

in countries in Asia, with three in Africa and one in Eu-

rope. Fourteen studies examined cloud computing adop-

tion in general, while eight focused specifically on cloud 

accounting, two on cloud Enterprise Resource Planning 

(ERP), and one on cloud Customer Relationship Manage-

ment (CRM). 

The quantitative data analysis methods employed 

were predominantly structural equation modelling (SEM), 

with some studies utilising multiple linear regression 

(MLR) or logistic regression. Qualitative research meth-

ods included semi-structured interviews and case studies. 

The most commonly used theoretical models were the 

TOE framework, the TAM, and the DOI theory. 

4.2 Quantitative study results 

The objective of the quantitative studies was to identify 

the positive, negative, or non-significant influences of var-

ious factors on the adoption of cloud computing in SMEs. 

A total of 171 factors (aka “independent variables”) were 

identified across all quantitative studies, comprising 104 

for general cloud computing and 67 for specific cloud 

products. Following the categorisation process, 45 dis-

crete factors were identified for further analysis (Tables 5 

and 6 in the appendix). 

Table 4 presents the factors that were the subject of 

the most extensive research, as evidenced by their appear-

ance in at least five studies. This figure can be found in 

column A. Column B indicates the frequency with which 

Table 3: Studies included in this literature review 

Author Country Cloud service Method Model 

Alasady et al. [2023] Irak Cloud Computing PLS-SEM DOI 

Ali et al. [2023] Somalia Cloud Computing SEM TOE 

Aligarh et al. [2023] Indonesien Cloud Computing PLS-SEM TOE 

Al-Sharafi et al. [2023] Malaysia Cloud Computing SEM-ANN TOE 

Ansong and Boateng [2023] Ghana Cloud Computing Case study TOE 

Athambawa et al. [2023] Sri Lanka Cloud Computing SEM DOI, UTAUT2 

Chen et al. [2023] China Cloud Computing PLS-SEM, fsQCA TOE 

Forootani et al. [2022] Iran Cloud CRM PLS-SEM TAM, TOE 

Homan and Beránek [2023] Tschechien Cloud Computing Logistic regression TOE 

Kamal et al. [2023] Malaysia Cloud Accounting PLS-SEM TAM 

Khayer et al. [2021] Bangladesh Cloud Computing PLS-SEM TOE, UTAUT 

Lutfi [2021] Jordanien Cloud ERP PLS-SEM TAM 

Lutfi [2022] Jordanien Cloud Accounting PLS-SEM TOE 

Majengo and Mbise [2022] Tansania Cloud Computing MLR, interviews DOI, TOE 

Matias and Hernandez [2021] Philippinen Cloud Computing MLR, interviews TOE 

Mohammed et al. [2023] Irak Cloud ERP PLS-SEM DOI, TOE 

Rawashdeh and Rawashdeh [2023] Jordanien Cloud Accounting SEM TOE 

Rawashdeh et al. [2023] Jordanien Cloud Accounting SEM TOE 

Saad et al. [2022] Jordanien Cloud Accounting PLS-SEM DOI, TOE 

Sastararuji et al. [2022] Thailand Cloud Accounting Interviews TOEVO 

Shetty and Panda [2023] Indien Cloud Computing SEM TAM, TCE, TOE 

Sin et al. [2023] Malaysia Cloud Accounting MLR TAM 

Syairudin and Nabila [2024] Indonesien Cloud Computing PLS-SEM TAM 

Tawfik et al. [2023] Oman Cloud Accounting SEM TOE 

Yaseen et al. [2023] Jordanien Cloud Computing MLR DOI, TOE 
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the factors were categorised as significant. The ratio of the 

frequency with which a factor was analysed and evaluated 

as significant is represented by the weighting from B/A in 

column C. Table 4 was finally sorted on the basis of this 

weighting. The minimum number of five occurrences (Ta-

ble 5) was chosen in order to achieve a balanced and real-

istic weighting. Of these factors, those with a weighting of 

at least 0.5 (Table 6) were included in the further analysis, 

in accordance with the recommendations of Jeyaraj et al. 

[2006]. 

The most frequently examined factors were competi-

tive pressure, relative advantage, top management sup-

port, compatibility, and security (Table 5). The factors 

with the highest weighted importance, exceeding 0.8, 

were cost, organisational readiness, compatibility, relative 

advantage, and top management support (Table 6). 

A total of twelve factors were identified as being of 

significant importance in the context of cloud computing 

adoption by SMEs. These factors were selected based on 

a weighted importance threshold of 0.5, which was deter-

mined through a systematic review of the literature (Table 

6). The twelve factors are as follows: cost, organisational 

readiness, compatibility, relative advantage, top manage-

ment support, security, perceived usefulness, firm size, 

government support, perceived ease of use, vendor sup-

port, and competitive pressure. 

4.3 Qualitative study results 

Qualitative studies yielded a wealth of contextual insights 

into the factors influencing the adoption of cloud compu-

ting. Sastararuji et al. [2022] conducted semi-structured 

interviews with SME owners, cloud accounting service 

providers, and subject matter experts. The findings em-

phasised the crucial role of relative advantage, which was 

identified as a key factor leading to cost savings and in-

creased efficiency. Complexity was identified as a nega-

tive influence, whereas compatibility was viewed in a pos-

itive light. Additionally, organisational characteristics, 

technological readiness, government support and compet-

itive pressure were identified as influential factors. 

In a case study presented by Ansong and Boateng 

[2023], a small enterprise that had adopted cloud compu-

ting was examined. The results, presented within the TOE 

model, identified technological readiness, technological 

trends, available digital resources, organisational charac-

teristics, top management support, competitive pressure, 

and government support as the key influencing factors. 

Matias and Hernandez [2021] found that while SMEs 

were aware of the benefits of cloud computing, these were 

not necessarily decisive factors in their decision to adopt 

cloud computing. Their study highlighted the importance 

of compatibility, cost effectiveness, and government 

measures in cloud computing adoption decisions. 

 

5 Discussion 
The following discussion section synthesises the find-

ings, interprets their implications, and contextualises them 

within the broader landscape of cloud computing adoption 

research. 

5.1 Synthesis and interpretation of find-

ings 

5.1.1 Geographical distribution and contextual 

considerations 

A noteworthy finding from this review is the geographical 

concentration of studies. A significant bias is evident in 

the current research landscape, with 21 out of 25 studies 

(84%) conducted in Asian countries, many of which are 

developing economies such as Tanzania, Somalia, Indo-

nesia, and Jordan. This concentration of studies gives rise 

to significant questions regarding the generalisability of 

findings to other contexts, particularly to more developed 

economies in Europe or North America. 

The disparity in cloud computing adoption rates be-

tween countries serves to underscore this concern. For ex-

ample, while studies indicate that cloud adoption in coun-

tries such as Jordan [2] and India [38] is progressing at a 

slow pace, research by Taş et al. [2022] suggests that 40% 

of German SMEs already utilise cloud services. This dis-

crepancy underscores the necessity for caution when ex-

trapolating findings from one economic context to another 

and highlights the importance of context-specific research 

in different regions. 

5.1.2 Analysis of key adoption factors 

Our analysis identified twelve significant factors that in-

fluence the adoption of cloud computing in SMEs. The 

most influential factors, based on their weighted im-

portance, were cost, organisational readiness, compatibil-

ity, relative advantage, and top management support (Ta-

ble 4). 

Cost was identified as the most consistently signifi-

cant factor, with a weighted importance of 0.86. This find-

ing corroborates those of previous reviews (e.g., [18]) and 

highlights the pivotal role of financial considerations in 

the technology adoption decisions of SMEs. The high 

Table 4: Most frequently analysed and found significant 

factors (aka “independent variables”) 

sorted by significance weight, C 

Factor A B C 

Cost 7 6 0.86 

Organizational readiness 6 5 0.83 

Compatibility 11 9 0.82 

Relative advantage 15 12 0.80 

Top management support 15 12 0.80 

Security 11 8 0.73 

Perceived usefulness 6 4 0.67 

Firm size 5 3 0.60 

Government support 5 3 0.60 

Perceived ease of use 5 3 0.60 

Vendor support 7 4 0.57 

Competitive pressure 17 9 0.53 

Total 110 78  

 



Factors Influencing Cloud Computing Adoption in Small and Medi.. Informatica 49 (2025) 39–52 45 

significance of cost factors suggests that cloud service 

providers should focus on demonstrating clear cost bene-

fits and return on investment in order to encourage the 

adoption of their services among SMEs. 

The second most influential factor was organisational 

readiness (weighted importance of 0.83). This finding em-

phasises the significance of internal capabilities and re-

sources in facilitating cloud adoption. SMEs with superior 

technical infrastructure, qualified personnel, and financial 

support are more likely to adopt cloud computing [32]. 

This indicates that efforts to enhance the overall techno-

logical capabilities of SMEs could indirectly promote 

cloud adoption. 

Additionally, the results indicated that compatibility 

(0.82) and relative advantage (0.80) were also of signifi-

cant importance. The importance of compatibility indi-

cates that cloud solutions that align well with existing 

business processes and values are more likely to be 

adopted. The high significance of relative advantage indi-

cates that SMEs are driven by the perceived advantages of 

cloud computing, including enhanced business processes, 

flexibility, and increased productivity [4, 35]. 

Top management support (0.80) was also identified as 

a significant factor, particularly in the context of SMEs 

where decision-making is often centralised. This finding 

suggests that educational and awareness programmes tar-

geting SME owners and top management could prove ef-

fective in promoting cloud adoption [38]. 

Notably, while security was frequently studied, the re-

sults were mixed (Table 5), with both positive and nega-

tive influences observed. This ambivalence may reflect 

the evolving perceptions of cloud security, where con-

cerns about data protection are balanced against recogni-

tion of the robust security measures offered by cloud pro-

viders. 

5.2 Comparison with previous research 

and theoretical implications 

A comparison of our findings with those of previous sys-

tematic reviews reveals both continuities and shifts in the 

factors influencing cloud adoption in SMEs. The contin-

ued significance of factors such as cost, compatibility, and 

top management support across reviews spanning differ-

ent time periods suggests that these are enduring concerns 

for SMEs considering cloud adoption. 

However, our review also indicates some shifts in em-

phasis. For example, while Hasan et al. [2015] identified 

perceived ease of use and perceived usefulness as highly 

significant, our review suggests a relative decrease in the 

importance of these factors. This could indicate a growing 

familiarity with cloud technologies among SMEs, reduc-

ing usability concerns. 

 

 

 

 

 

 

 

Figure 2: Tentative conceptual modul of cloud compu-

ting adoption factors in SMEs 

 
 

The high significance of organisational readiness in 

our review, which was less prominent in earlier reviews, 

might reflect the maturing of cloud technologies and a 

shift in focus from technological to organisational factors 

in adoption decisions. 

Our findings lend substantial support to the relevance 

of established theoretical frameworks, such as the TAM 

and the TOE, in understanding the adoption of cloud com-

puting in SMEs. However, the complex interplay of fac-

tors revealed in our analysis suggests that an integrated 

theoretical approach combining elements from multiple 

frameworks may prove more effective in capturing the 

multifaceted nature of cloud adoption decisions in SMEs. 

The prominence of cost and organisational factors in 

our results is consistent with the organisational context of 

the TOE framework. However, the significance of factors 

such as compatibility and relative advantage also high-

lights the continued relevance of the DOI theory in ex-

plaining cloud adoption. Based on our findings, we pro-

pose a tentative conceptual model (Figure 2) that com-

bines elements from the TOE and TAM, incorporating the 

most significant factors identified in our review. This 

model provides a tentative framework for understanding 

cloud adoption in SMEs and can guide future research in 

this area. 
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This integrated model not only identifies the principal 

factors influencing the adoption of cloud computing, but 

also demonstrates the intricate interconnections between 

technological, organisational and environmental varia-

bles. It offers a more sophisticated comprehension of the 

adoption process, reflecting the complexities of decision-

making in SMEs. 

6 Conclusion 
This systematic review was conducted with the objective 

of investigating the factors influencing the adoption of 

cloud computing in SMEs, with a particular focus on the 

most recent literature from 2021 to 2024. The analysis 

identified twelve key factors that significantly impact 

cloud adoption decisions in SMEs. The most influential 

factors were found to be cost, organisational readiness, 

compatibility, relative advantage, and top management 

support. 

Our paper makes a number of contributions to the 

field. Firstly, we provide an up-to-date synthesis of the lat-

est research on cloud adoption in SMEs, reflecting recent 

technological advancements and changing business envi-

ronments. Secondly, the tentatively proposed conceptual 

model, combining elements from the TOE framework and 

the TAM, offers a framework for understanding the com-

plex interplay of factors in cloud adoption decisions. This 

model can serve as a valuable tool for both researchers and 

practitioners in the field. 

Our findings highlight the necessity for cloud compu-

ting solutions that not only provide cost savings and robust 

security measures but are also user-friendly and readily in-

tegrated into existing business processes. This indicates 

that cloud service providers should prioritise the develop-

ment of flexible, cost-effective solutions that can be inte-

grated seamlessly into the technological infrastructures of 

SMEs. For policymakers, our results indicate the potential 

influence of government assistance and regulatory frame-

works on the adoption of cloud computing by SMEs. 

It is important to acknowledge the limitations of our 

paper. The most significant limitation of the paper is the 

geographical bias in the reviewed literature. Given that 

84% of the studies were conducted in Asian countries, 

many of which are developing economies, the generalisa-

bility of our findings to other contexts, particularly to more 

developed economies in Europe or North America, is lim-

ited. This geographical concentration gives rise to signifi-

cant questions regarding the applicability of these findings 

to disparate economic and technological contexts. Further-

more, the accelerated pace of technological evolution in 

cloud computing may exceed the pace of academic pub-

lishing, potentially limiting the currency of some findings. 

The exclusion of non-English and non-German publica-

tions may also have resulted in the omission of pertinent 

studies from non-English-speaking regions. 

 

 

 

 

 

These limitations indicate several potential avenues 

for future research. Firstly, there is a pressing need for fur-

ther studies on the adoption of cloud computing in SMEs 

in developed economies, with a particular focus on Europe 

and North America. Such research would facilitate a more 

nuanced global perspective and enable comparative anal-

yses across diverse economic contexts. 

Secondly, future studies should investigate the tem-

poral dynamics of factors influencing cloud adoption. 

Longitudinal studies could provide valuable insights into 

the evolution of the importance of different factors as 

SMEs progress through various stages of cloud adoption 

and as the technology itself matures. 

Thirdly, the complexity of cloud adoption decisions 

revealed in our paper indicates a need for more in-depth 

qualitative research, such as case studies or ethnographic 

approaches, to provide a richer contextual understanding 

of how these factors interact in real-world settings. 
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7 Appendix 
A total of 104 adoption factors (aka “independent varia-

bles”) were identified through the analysis of all quantita-

tive studies on cloud computing adoption by SMEs. In the 

case of specific cloud products, 67 were subjected to anal-

ysis. A total of 171 factors (“independent variables”) were 

thus identified. Following the categorisation process, a to-

tal of 45 factors were ultimately selected for analysis. In 

accordance with the methodology proposed by Jeyaraj et 

al. [2006], the data is presented in Table 5 and Table 6. 

Table 5 provides an extended view of the number of 

factors (“independent variables”) that had a positive or 

negative effect, measured by positive or negative signifi-

cance, on the cloud computing adoption by SMEs (“de-

pendent variable”). The table was created based on Lacity 

et al. [2016] and Könning et al. [2019]. 
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Table 6 presents the 45 aggregated factors and offers 

an analysis of the frequency with which a factor was iden-

tified as being significant for the decision to adopt cloud 

computing in an SME context. Column A indicates the fre-

quency with which this factor was analysed in studies, 

while column B shows the proportion of studies in which 

the factor was categorised as significant. The ratio of fac-

tors analysed to those evaluated as significant is presented 

in column C, with a weighting derived from B/A. 

For comparability, the sorting of both tables 5 and 6 

is consistent with the frequency with which this factor was 

analysed in studies. 

Relative advantage and top management support each 

have a predominantly positive effect on the adoption of 

cloud computing. Companies benefit from the use of cloud 

computing from improved business processes, flexibility, 

increased productivity and cost savings, among other 

things [4, 35]. Executives who are aware of the benefits 

are more likely to prepare the company for the introduc-

tion of cloud computing [31]. As SMEs often have flat hi-

erarchies and are owner-managed, decisions can be made 

more quickly by the management level [38]. 

Compatibility is positive eight out of eleven times, but 

was weighted negatively once. A lack of compatibility can 

inhibit the decision due to a lack of technical knowledge 

and the time and cost required for implementation. A high 

level of compatibility between existing technical infra-

structures and cloud services, on the other hand, can in-

crease the likelihood of cloud computing being intro-

duced. This means that new services can be implemented 

quickly and easily. 

Competitive pressure (9 out of 17 times) and technol-

ogy readiness (four out of nine times) were only catego-

rised as significant in around half of the studies. Although 

competitive pressure was the most frequently investigated 

factor, there are some factors with a higher weighting, 

such as costs and organisational readiness. Technological 

readiness also has a low weighting in terms of frequency. 

Nowadays, many companies are usually already at an ad-

vanced technical level due to the digital transformation, 

which makes it possible to implement new technologies 

more quickly. These offer companies a strategic ad-

vantage in a competitive and constantly changing business 

environment [20]. As a result, these factors may have less 

influence on the decision, as the companies already benefit 

from the conditions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Security was negatively significant five times, posi-

tive three times and three times no significance. According 

to the results, security and privacy are among the most im-

portant factors taken into account when adopting cloud 

computing. Companies have concerns about data security 

and worry about the protection of their data and that of 

their customers [43]. In order to protect companies, appro-

priate security and data protection measures must be taken 

by cloud providers [20]. This can increase companies' trust 

in cloud computing and improved security measures also 

lead to higher acceptance [49]. A high level of security 

therefore has a positive influence on implementation. 

Complexity was significant once positively and once 

negatively, but five times without significance and has a 

weighting of 0.29. Due to insufficient knowledge of cloud 

technology, companies can perceive an introduction as too 

complex [9]. As the factor was predominantly confirmed 

as insignificant, it can be assumed that SMEs can cope 

with the use of innovative technologies such as cloud com-

puting. 

The cost factor proved to be relevant in the course of 

our analysis. In six out of seven studies, it was shown to 

have a positive effect on the introduction of cloud compu-

ting. By using cloud services, SMEs have low costs and 

save money by not having to have their software devel-

oped and maintained by external IT companies [26]. The 

high relevance attributed to costs can also be found in the 

studies analysed as an adoption factor with the highest or 

second-highest significance [3, 4, 26, 49]. 

Vendor support has a weighting of 0.57. The introduc-

tion of cloud services also depends on trust in the vendor, 

who can provide support in the absence of technical, hu-

man and financial resources and ensure the provision and 

maintenance of the services [35]. In three studies, vendor 

support was not significant. This may be due to the fact 

that companies are aware of the wide range of cloud ser-

vices on offer [32] and have confidence in the vendors. 

The organisational readiness also has a high 

weighting at 0.83. A company is more likely to decide in 

favour of an introduction if a good technical infrastructure, 

qualified personnel and financial support are available 

[32]. 

Other factors with a positive influence are perceived 

benefits with a value of 0.67 as well as government sup-

port, perceived ease of use and company size, each with a 

weighting of 0.6. 
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Table 5: Found significant adoption factors 

(“independent variables”)  

sorted by analysis frequency 

Factor −1 N +1 Total 

Competitive pressure  8 9 17 

Relative advantage  3 12 15 

Top management support  3 12 15 

Compatibility 1 2 8 11 

Security 5 3 3 11 

Technologial readiness  5 4 9 

Complexity 1 5 1 7 

Cost  1 6 7 

Vendor support  3 4 7 

Organisational readiness  1 5 6 

Perceived usefulness  2 4 6 

Firm size  2 3 5 

Government support  2 3 5 

Perceived ease of use  2 3 5 

Industry  2 2 4 

Suppliers  1 2 3 

Self-efficacy   3 3 

Awareness   2 2 

Effort expectancy  1 1 2 

Marketing  2  2 

Performance expectancy  1 1 2 

Risks  2  2 

Social influence   2 2 

Trust   2 2 

Absorptive capacity   1 1 

Selected characteristics  1  1 

Sufficient resources  1  1 

Decision maker’s cloud 

knowledge 

  1 1 

Pressure  1  1 

Attitude towards technology  1  1 

Employee experience   1 1 

Hedonic motivation  1  1 

Information intensity  1  1 

Decision maker’s innovative-

ness 

  1 1 

Internet infrastructure  1  1 

Competitive advantage   1 1 

Cost and benefit  1  1 

Mimetic effect   1 1 

Service quality   1 1 

Computer anxiety  1  1 

Trialibility   1 1 

Training  1  1 

Perceived uncertainty  1  1 

Resistance to change    1 

Reliability and availability   1 1 

Total    171 

 

Table 6: Ratio of found significant adoption factors 

related to their total analyses frequency 

sorted by analyses frequency 

Factor A B C 

Competitive pressure 17 9 0.53 

Relative advantage 15 12 0.80 

Top management support 15 12 0.80 

Compatibility 11 9 0.82 

Security 11 8 0.73 

Technologial readiness 9 4 0.44 

Complexity 7 2 0.29 

Cost 7 6 0.86 

Vendor support 7 4 0.57 

Organisational readiness 6 5 0.83 

Perceived usefulness 6 4 0.67 

Firm size 5 3 0.60 

Government support 5 3 0.60 

Perceived ease of use 5 3 0.60 

Industry 4 2 0.50 

Suppliers 3 2 0.67 

Self-efficacy 3 3 1.00 

Awareness 2 2 1.00 

Effort expectancy 2 1 0.50 

Marketing 2 0 0.00 

Performance expectancy 2 1 0.50 

Risks 2 0 0.00 

Social influence 2 2 1.00 

Trust 2 2 1.00 

Absorptive capacity 1 1 1.00 

Selected characteristics 1 0 0.00 

Sufficient resources 1 0 0.00 

Decision maker’s cloud 

knowledge 

1 1 1.00 

Pressure 1 0 0.00 

Attitude towards technology 1 0 0.00 

Employee experience 1 1 1.00 

Hedonic motivation 1 0 0.00 

Information intensity 1 0 0.00 

Decision maker’s innovative-

ness 

1 1 1.00 

Internet infrastructure 1 0 0.00 

Competitive advantage 1 1 1.00 

Cost and benefit 1 0 0.00 

Mimetic effect 1 1 1.00 

Service quality 1 1 1.00 

Computer anxiety 1 0 0.00 

Trialibility 1 1 1.00 

Training 1 0 0.00 

Perceived uncertainty 1 0 0.00 

Resistance to change 1 1 1.00 

Reliability and availability 1 1 1.00 

Total 171 109  
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This paper presents LesserDNN, a model that uses a set of floating-point values {-1.0, -0.5, -0.25, -0.125,
-0.0625, 0.0625, 0.125, 0.25, 0.5, 1.0} as quantized weights, and a new learning algorithm for the pro-
posed model. In previous studies on deep neural networks (DNNs) with quantized weights, because DNNs
employ the gradient descent method as their learning algorithm, quantized weights were applied only dur-
ing the inference stage. Due to differentiability properties, quantized weights cannot be used when the
gradient descent method is applied during training. To address this issue, we devised an algorithm based
on simulated annealing. Since simulated annealing has no differentiability requirements, LesserDNN can
utilize quantized weights during training. With the use of quantized weights and this simulated annealing-
based algorithm, the learning process becomes a combinatorial problem. The proposed algorithm was
applied to train networks on the MNIST handwriting dataset. The tested models were trained with the
simulated annealing-based algorithm and quantized weights, achieving the same level of accuracy as gra-
dient descent-based comparison methods. Additionally, we conducted tests using the CIFAR-10 dataset,
and achieved the good results to demonstrate the algorithm. Thus, LesserDNN has a simple design and
small implementation scale because backpropagation is not applied. Moreover, this model achieves a high
accuracy

Povzetek: LesserDNN je model globoke nevronske mreže z utežmi, kvantiziranimi na nabor vrednosti -1,0;
-0,5; -0,25; -0,125; -0,0625; 0,0625; 0,125; 0,25; 0,5; 1,0. Za učenje tega modela so razvili algoritem,
ki temelji na simuliranem žarjenju, saj gradientni spust zaradi lastnosti diferencirljivosti ni primeren za
kvantizirane uteži. Ta pristop omogoča uporabo kvantiziranih uteži že med učenjem.

1 Introduction
Deep neural networks (DNNs) have contributed substan-
tially to the development of machine learning and various
machine learning-based applications. To improve accu-
racy, deeper networks, more complex structures, and more
neurons have been introduced in various models. How-
ever, these large models are not suitable for deployment
in small devices. To address this issue, weight quantiza-
tion approaches have been introduced. To reduce model
size while maintaining accuracy, less precise weights are
used only for inference, while training still requires full-
precision weights. Weight quantization successfully re-
duces the memory requirements and computational costs
of DNNs while maintaining the same accuracy as full-
precision weight DNNs. Lower precision weights are not
applied during the DNN training process because of the
learning algorithm, namely, the gradient descent method.
To fully utilize less precise weights, a new learning algo-
rithm must be developed.
Therefore, we devised LesserDNN, a novel approach

that uses a set of floating-point values {- 1.0, -0.5, -0.25,
-0.125, -0.0625, -0.0625, 0.125, 0.25, 0.5, 1.0} as quan-
tized weights instead of arbitrary values such as continu-

ous floating-point numbers, where w≦1.0 and w≧-1.0. (w:
a weight). Moreover, we developed a new learning algo-
rithm. We implemented a framework that utilizes these
quantized weights during both the training and inference
stages; thus, LesserDNN can build arbitrary networks of
freely stacked layers containing neurons with quantized
weights.
In conventional DNNs, the weights are set as arbitrary

real numbers between -1.0 and 1.0, and infinite combina-
tions of these weights are possible during training. On
the other hand, in contrast to traditional DNNs, the learn-
ing process of LesserDNN is formulated as a combinatorial
problem because the number of combinations of quantized
weights is finite.
Although the number of combinations is mathematically

finite, it is intractable for typical computer systems; thus, it
is impossible to search for the optimal solution in a round-
robin fashion within a practical time frame. Therefore,
we devised a learning algorithm using simulated annealing
(SA). SA imitates the most settled arrangement of heated
molecules as they cool, with the weights representing the
molecules and the number of selections representing the
temperature. Randomly selected weights are changed and
updated only when these changes improve the results. The
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combinations are evaluated according to the difference be-
tween the current result and the correct answer. The op-
timization proceeds by iterating; thus, this difference de-
creases, and the global optimum is eventually reached.
The background of this study is described in Section 2.
LesserDNN is explained in Section 3, and the details of the
algorithm are presented in Section 4. The experiments con-
ducted on the MNIST handwriting dataset are explained in
Section 5, and the results are reported in Section 6, The re-
sults of additional experiments on the CIFAR-10 dataset is
explained in Section 7. Then, we have discussions in Sec-
tion 8.
The code of LesserDNN is available online at https:

//github.com/BeatCraft/LDNN, and the code for ex-
periments also is available online at https://github.
com/BeatCraft/LDNN-mnist.

2 Background

Weight quantization has been proposed as a method of in-
creasing the inference speed while reducing memory foot-
print. Weight quantization involves statistically analyzing
trained DNNs and replacing values. In previous studies,
Vanhoucke et al. [1] initially applied weight quantization to
reduce the computational burden of DNNs. In each layer,
the weights were normalized to a signed integer in the range
of -127 to 127, and the activations were quantized as 8-
bit integers. As a result, the total memory footprint of the
improved network was approximately 3 or 4 times smaller
than that of the original network. Compared with DNNs,
networks that applied quantization exhibited recognizable
improvements in terms of speed while maintaining accu-
racy.
Similar to the initial study, many weight quantization

studies have applied dynamic range quantization; however,
there are some notable studies on fixed-point weight quanti-
zation. Courbariaux et al. [4] introduced BinaryConnect, in
which the weights are aggressively reduced to a single bit (-
1 or 1). Because of these binarized weights, approximately
two-thirds of the multiplication operations can be replaced
by addition and substitution operations. As the calculations
are greatly simplified, the training speed is 3 times faster,
yet the accuracy is reduced by only 19%. To improve the
accuracy of BinaryConnect, Li et al. [5] developed ternary
weight networks. These networks added zero as a bina-
rized weight and introduced a threshold-based ternary func-
tion to transform full-precision weights to ternary weights.
The threshold value for the ternary weights was determined
by optimizing the threshold-based ternary function. This
function minimizes the Euclidian distance between full-
precision weights and ternary weights with a scaling fac-
tor. Since ternary weight networks require 2-bit storage for
each weight unit, their model compression rates are higher
than those of full-precision weight models. The experimen-
tal results showed that when compared with full-precision
weight models, the accuracies of ternary weight networks

were reduced by 0.4% or less.
The results of weight quantization experiments have

been remarkable thus far; however, previous studies have
had difficulty testing weight quantization models with
quantized weights only. In general, these studies statisti-
cally analyze trained DNNs and replace values; thus, train-
ing is initially performed with full-precision weights. The
full-precision weights are replaced by quantized weights af-
ter training, and these quantized weights applied only dur-
ing the inference stage to retain high accuracy.
Vanhoucke et al. [1] applied quantization in pretrained

networks. Courbariaux et al. [4] and Li et al. [5] employed
binary and ternary weights (lower precision weights) in
forward and back propagation and applied full-precision
weights in the gradient method. In these weight quantiza-
tion studies, quantized weights were not fully used during
training.
Weight quantization approaches require full-precision

weights because the gradient descent method is used the op-
timization method in the training process. Because of dif-
ferentiability properties, DNNs are not differentiable with
respect to quantized weights. As the changes in the weights
are large, the gradient descent method cannot accurately de-
termine the gradient and thus cannot differentiate changes
in the weights. Thus, quantized weights cannot be used in
the gradient descent method. To address this issue, this pa-
per applies a non-gradient-based approach, namely, an SA-
based method.
SA is known as a combinatorial optimization method. In

2017, Mousavi et al. [3] applied SA to an artificial neural
network (ANN). In their empirical analysis, the ANN/SA
model outperformed the ANN model. However, as dis-
cussed in the paper, the ANN/SA model had large time
costs. As the weights are expressed as floating-point num-
bers, the number of combinations in the model is enor-
mous and practically infinite, and the computations cannot
be completed within a practical time range.
The combinatorial optimization method also faces this

issue. For instance, as an implementation limitation, the
number of combinations is varied between -1.0 and 1.0 in
increments of 0.01, which is considered the precision level
of the weights. The number of combinations is 200n, where
n is the number of weights in the model. For example,
a small DNN with 10000 weights contains 20010000 com-
binations. Considering the large number of combinations,
small DNNs with medium-precision weights have reduced
time costs while retaining the large computational power
required to complete the training process. In typical exper-
iments, small DNN models have more than 1000 weights,
and the number of combinations easily surpasses this ex-
ample.
To address this issue, quantized weights are introduced.

The quantized weights are designed as a set of sequential
numbers, where the current number is divided by 2 to de-
termine the subsequent number, such as {-1.0, -0.5, -0.25,
-0.125, -0.0625, 0.0625, 0.125, 0.25, 0.5, 1.0}, because we
found that logarithmic quantization of the weights achieved
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better classification results than linear quantization of the
weights in a previous study [2]. This approach reduces the
level of precision of each weight from 200 to 10.
Thus, when quantized weights are used, the total number

of combinations in the DNN is 1010000. While this is still a
large number, it is 2010000 times smaller than 20010000, and
current computer systems can likely handle this number of
combinations. When an SA-based algorithm is applied to
a DNN, a set of quantized weights can be used for training
because the gradient method is not used as the optimizer.

3 LesserDNN
LesserDNN includes layers, neurons, and weights and has
basic mechanisms such as inference, activation functions,
loss functions, and batches. LesserDNN is similar to exist-
ing DNNs, except that LesserDNN has no backpropagation.
These characteristics and other differences, such as the lack
of bias, and how batches are handled, are explained in this
chapter.
The output of a neuron in a DNN is calculated by adding

a bias to the summation of the product, as shown in (1),
where x is the input value and w are the weights; then,
the output value is passed to an activation function such as
ReLU (2). ReLU and leaky ReLU (3) can be selected as
activation functions in each layer. In (1), y is the output of
the neuron, and a in (3) is a coefficient that depends on the
actual network applied in a given problem.

y =

n∑
i=1

(xi · wi) + bias (1)

f(x) =

{
x (x ≧ 0)

0 (x < 0)
(2)

f(x) =

{
x (x ≧ 0)

a · x (x < 0)
(3)

The bias has two functions: adjusting the output range
of the neuron and ensuring that the output value is differen-
tiable. Ensuring that a value is differentiable means guar-
anteeing that that value is not set to zero. LesserDNN has
no bias since there is no need to consider whether the out-
put of the neuron is differentiable since the gradient descent
method is not used for training and layer normalization is
applied. Layers containing neurons use a function to nor-
malize the output. Inference is executed by performing cal-
culations sequentially starting with the input layer. A layer
receives the output of the previous layer, executes calcu-
lations and passes the results to the next layer. This ba-
sic propagation process is repeated until the output layer is
reached. In the output layer, the softmax function may be
applied. For classification problems, the output of the final
layer is the probability. The softmax function adjusts the

individual values in the output layer to ensure that the sum
of the outputs is equal to 1.0.
The loss function is a function that is used to deter-

mine the magnitude of the discrepancy between the correct
and predicted values. LesserDNN selects either the mean
squared error (MSE) or the cross entropy (CE) to evalu-
ate the model. The MSE is defined in (4), where n is the
number of data points, y is the correct value, and ŷ is the
predicted value. In classification problems, n is the num-
ber of classes. The CE is defined in (5), where p(x) is the
correct probability and q(x) is the predicted probability.

MSE =
1

n

n∑
i=1

(yi − ŷi)
2 (4)

H(p, q) = −
∑
x

p(x) · log q(x) (5)

The calculations are performed in each layer, and basic
functions are implemented to take advantage of hardware
systems such as GPUs or multicore CPUs. LesserDNN
adapts CUDA [10] and OpenCL [9] to support GPUs.
CUDA is an advanced computation library for NVIDIA [8]
GPUs. OpenCL is an open standard for parallel program-
ming on systems with different types of hardware, such as
multicore CPUs, FPGAs, and GPUs. The input data for
training and testing are grouped in two-dimensional arrays
and treated as batches. The inference results on the batched
input data are evaluated in bulk, and the average of the re-
sults is considered the optimization improvement for that
batch.
A batch can be assigned to multiple processes by adapt-

ing a message passing library (MPI). An MPI is a stan-
dard for distributed-memory parallel processing, and Open
MPI [7] is available as an implementation. Open MPI sup-
ports data transfer and synchronization between processes
not only on single computers but also on multiple comput-
ers connected in a network. Thus, very large batches that
consume considerable working memory can be handled.

4 Learning algorithm
The learning algorithm of LesserDNN includes triple
nested loops, challenge loops, cooling loops, and a main
loop, as shown in Fig. 1. The challenge loops determine
which weights to update, and the cooling loop is crucial for
applying the SA function in the learning algorithm. The
cooling loop controls the temperature, which represents the
number of weights to update during each iteration. Then,
the main loop iterates to the next cooling loop. More itera-
tions are required for more difficult problems.

4.1 Challenge loop
The challenge loop is the innermost loop and the core of the
algorithm as shown in Fig. 2, and the pseudocode is shown
in Algorithm 1. It includes four basic functions: selecting
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Figure 1: The triple nested loops

the weights, updating the network, evaluating the network,
and reversing changes.

Before the loop, all weights in the LesserDNN network
are initialized by randomly selecting a value in the set {-
1.0, -0.5, -0.25, -0.125, -0.0625, -0.0625, 0.125, 0.25, 0.5,
1.0}. Inference is performed on the training data, and the
difference between the current result and the correct answer
is calculated as the loss function, Λ using either the MSE
or CE. The loop takes a positive integer as a variable, and
the number of weights to handle during each iteration isN .
Then, N weights are randomly selected and changed, and
the loss function, λ, is obtained. Since the training data
include batches with multiple data points, multiple values
are obtained. The average of these values is determined as
the evaluation result for that batch. If λ is smaller than Λ„
the changedweights are maintained; otherwise, the changes
are discarded. The loop stores ρ, which is the ratio of the
number of successful updates to the total number of trials.
The minimum number of iterations is set to 50 by default,
and the loop is terminated when the hit rate falls below 1%.

Figure 2: Flowchart of the challenge loop

Algorithm 1 Challenge Loop
1: function challenge(Λ, N )
2: cnt← 0
3: hit← 0
4: ρ← 1.0
5: while ρ > 0.01 do
6: select(N ) ▷ select N weights randomly
7: update()
8: λ← evaluate()
9: if λ < Λ then
10: hit← hit+ 1
11: Λ← λ
12: keep the changes
13: else
14: discard the changes
15: end if
16: cnt← cnt+ 1
17: ρ← hit/cnt
18: end while
19: return Λ
20: end function

4.2 Cooling loop
The cooling loop controls N in the iterations of the chal-
lenge loop, as shown in Fig. 3, and the pseudocode is shown
in Algorithm 2. N is the number of weights to be updated
at once in the challenge loop. N is calculated according to
the total number of weights M and the temperature in the
cooling loopK.
The maximum value of temperature, θ is also calculated

according to M. In the cooling loop,K decreases from θ to
0 as the temperature of the heated material decreases over
time. In the cooling loop,K decreases asN decreases. We
set the maximum number of weights to be changed during
each iteration to 1%, and the maximum temperature, θ, was
calculated as θ = logϵ(0.01 ·M), where ϵ is set to 2 as a
default value.
Therefore, the number of weights to be changed at once

at temperature k isN = ϵk. ϵ is a hyperparameter that con-
trols the convergence speed. The larger the value of ϵ is, the
more rapidly the optimization process proceeds; thus, the
possibility of falling into a local optimum increases. The
appropriate range for ϵ is 1.1 to 2.0. The cooling loop starts
at θ and is repeated untilK reaches 1.

4.3 Main loop
Themain loop is a loop that simply iterates the cooling loop,
as shown in Algorithm 3. The number of iterations varies
depending on the complexity of the problem. The number
of iterations also depends on the number of training samples
(batch size). Because LesserDNN is an SA-based method,
the number of iterations is a hyperparameter.
In LesserDNN, the cycle of select(), update(), and evalu-

ate() in the challenge loop must be performed sequentially.
The computational costs of the main loop and cooling loop
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Figure 3: Flowchart of the coolong loop

Algorithm 2 Cooling Loop
1: function Cooling
2: M ← total number of the weights
3: ϵ← 2
4: θ ← logϵ(0.01 ·M)
5: Λ← evaluate()
6: K ← θ
7: whileK >= 1 do
8: N ← int(K)
9: Λ← challenge(Λ, N)
10: K ← K/ϵ
11: end while
12: end function

are low and may not change with the complexity of the
problem or the batch size. The evaluation function, which
includes the inference and loss functions, has the largest
computational cost. The evaluation function can be paral-
lelized by assigning divided batches to multiple processes,
thus allowing LesserDNN to maintain the cycle in a single
sequence and distribute the computational costs to as many
processes as the hardware allows.

Algorithm 3Main Loop
1: functionMain(n) ▷ n : number of iterations
2: for i < n do
3: cooling()
4: end for
5: end function

5 Experiments
To validate the learning algorithm and examine the char-
acteristics of LesserDNN, we conducted experiments using
an MNIST dataset.

We constructed a network with the same layer and neu-
ron configuration in TensorFlow and performed the same
experiments for comparison. The performance was eval-
uated with stochastic gradient descent (SGD) and adaptive
moment estimation (Adam) as backpropagation algorithms.
The SGD algorithm is a first-order iterative optimization
algorithm for determining the local minimum of a differ-
entiable function. The strategy involves determining the
steepest descent in a large or infinite space. By repeatedly
applying the strategy, the algorithm eventually finds a lo-
cal minimum. Adam was developed by Kingma et al. [6].
Adam is a stochastic gradient-based optimization method
that calculates the exponential average of the gradient and
the squared gradient and adapts the learning rate for each
weight in the neural network. The hyperparameters control
the decay rates of these moving averages. The moving av-
erages are estimated according to the mean of the uncertain
variance of the gradient.
TheMNIST dataset is a well-known classification exam-

ple in machine learning that contains 60000 training images
and 10000 test images. These images are 28×28 pixel 8-bit
grayscale images. All the images contain handwritten fig-
ures, namely, the digits 0 to 9, shown as Fig. 4. DNNs are
trained with the training images and evaluated with the test
images. A very basic structure, namely, a fully connected
networkwith 2 hidden layers, was used. The input layer had
784 neurons to transform the 28×28 8-bit grayscale image
to 784 floating-point values in the range of 0.0 to 1.0. The
output layer had 10 neurons corresponding to the 10 classes.

Figure 4: Examples of MNIST Dataset

5.1 Network size
The number of neurons in the two hidden layers was ini-
tially set to 256 and then changed to 128, 64, and 32.

5.2 Number of iterations
The number of iterations was set to 100. The accuracy and
CE of the network, which has two hidden layers with 256
neurons, were determined with a learning algorithm that
was iterated 100 times.

5.3 Training batch size
The networks with two 256-neuron hidden layers were
trained on MNIST datasets with different numbers of im-
ages: 250, 500, 750, 1000, 2000, 3000, 4000, 5000, 10000,
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20000, 40000, and 60000. The number of iterations was set
to 100 for all configurations.

5.4 Base of temperature, ϵ
ϵ is a hyperparameter of LesserDNN that controls the speed
of the temperature descent during each iteration of the SA-
based learning algorithm. The networks with two 256-
neuron hidden layers were trained with different ϵ values,
including 2.00, 1.50, 1.25, and 1.10, to assess how this
value influences training.
The number of iterations was set to 100 for all networks.

6 Results

6.1 Network size
Table 1 shows the results of training LesserDNN models
with different network sizes and the results of equivalent
networks in TensorFlow for comparison.

6.2 Number of iterations
Fig. 5 shows the changes in the accuracy and CE as the
learning algorithm is iterated 100 times in the 256 network.

Figure 5: Changes in the accuracy and CE versus the num-
ber of iteration on the MNIST dataset

6.3 Training batch size
Table 2 shows the accuracies of networks trained with 250,
500, 750, and 1000 training images and the results of Ten-
sorFlow for comparison.

Figure 6: Changes in accuracy versus batch size forMNIST

6.4 Base of temperature, ϵ
Fig. 7 shows how the accuracy changes with the parameter,
ϵ. The range of the Y axis varies from 0.90 to 1.00 because
differences were observed only in this range.

Figure 7: Accuracy versus ϵ

7 Additional experiments with the
CIFAR-10 dataset

CIFAR-10 is a well-known image classification dataset
with 60000 32 × 32 color images in 10 classes, including
objects like airplanes, cars, and animals, shown as Fig. 8.
Divided into 50000 training and 10000 test images, it is
widely used to benchmark image recognition models due
to the challenges posed by its diverse object orientations,
lighting, and backgrounds.

Figure 8: Examples of CIFAR-10 Dataset

DNNs with two hidden layers, each containing 64, 128,
256, and 512 neurons, were configured in both LesserDNN
and TensorFlow for comparison. The accuracies achieved
with the CIFAR-10 dataset were then compared between
the two implementations, shown as Table3. In the Tensor-
Flow model, features such as batch normalization and data
augmentation were not used to ensure a direct comparison
of the optimization algorithms.

8 Discussion
The experimental results showed that the SA-based learn-
ing algorithm can be applied to train LesserDNN, a DNN
with quantized weights. Moreover, the fully connected
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Table 1: Different network sizes for MNIST
32 64 128 256

LesserDNN 0.9537 0.9675 0.9731 0.9776
TensorFlow/SGD 0.9618 0.9699 0.9734 0.9753
TensorFlow/Adam 0.9721 0.9789 0.9830 0.9848

Table 2: Different batch sizes for MNIST
250 500 750 1000

LesserDNN 0.7832 0.8463 0.8766 0.8870
TensorFlow/SGD 0.6552 0.7689 0.8216 0.8347
TensorFlow/Adam 0.8082 0.8614 0.8850 0.8985

Table 3: Different network sizes for CIFAR-10
64 128 256 512

LesserDNN 0.483200 0.4857 0.4706 0.4795
TensorFlow/SGD 0.4962 0.513 0.5231 0.5319
TensorFlow/Adam 0.5019 0.518 0.5333 0.5504

model achieved an accuracy comparable to that of existing
DNNs on a classification task with the MNIST dataset.
The MNIST experimental results showed that

LesserDNN has almost equivalent performance to
TensorFlow, and we confirmed a decrease in accuracy of
less than 1%. Furthermore, we confirmed that the accuracy
decreased because the network size and batch size were
reduced; however, even in such cases, considerable accu-
racy was maintained, indicating that a tradeoff between
computational complexity and accuracy can be established.
When the batch size and number of iterations were

fixed, the accuracy decreased slightly depending on the size
of the network, as shown in Table 1. TensorFlow/SDG
and TensorFlow/Adam both showed similar results. Thus,
LesserDNN exhibits similar characteristics to DNNs.
Fig. 5 shows that no overfitting occurred in the exper-

iments. After a certain number of iterations, the accuracy
changed only slightly, although the loss function kept de-
creasing. The algorithm appears to switch between semi-
optimal solutions of weights. The iterations should be ter-
minated when the accuracy no longer increases. It is impor-
tant that the method for determining the appropriate batch
size be clear since the number of iterations is the hyperpa-
rameter of the LesserDNN model.
In Fig. 6, as the batch size varied from 60000 to 1000,

the accuracy of LesserDNN decreased gradually from 97%
to 88%. Then, when the batch size was 500, the accuracy
decreased sharply to 84% and decreased further to 78%
when the batch size was 250. The accuracy of Tensor-
Flow decreased in the same trend with the both SDG and
Adam. LesserDNN showed considerably equimbarent per-
formance with TensorFlow.
ϵ moderates the learning rate. This parameter controls

the numbers of neurons that are modified during each itera-
tion in the cooling loop and is a major factor in determining
the learning rate. A higher learning rate narrows the search

direction, while a lower learning rate allows the search to
proceed without narrowing the range of possibilities. Fig. 7
shows that the maximum accuracy does not change signifi-
cantly as ϵ varies, although the accuracy in the 1st iteration
of the main loop is higher when ϵ is smaller.
The additional evaluation on the CIFAR-10 dataset

showed that the accuracy was lower than that of Tensor-
Flow, but the results were still comparable.. The difference
isminimal, especially when the network size is small. Since
LesserDNN transforms learning into a weight combination
problem, having fewer neurons makes the search easier and
allows for more efficient use of computational resources.
The process of training LesserDNN iterates between in-

ference and evaluation; thus, training is possible even in
systems with limited resources, such as embedded systems
and IoT devices. Additionally, training can be distributed
among GPUs in the same system or among different sys-
tems over IP networks. Therefore, various systems can be
constructed. For example, in one system, only inferences
may be performed on edge devices, while training can be
performed on GPUs in a cloud service.

9 Future work
We conducted performance comparisons with TensorFlow,
for algorithm validation, and as a result, we did not pre-
cisely measure the computation times. However, there was
a substantial difference, even in relatively simple problems
like MNIST. This issue is expected to become more signif-
icant when dealing with more complex problems in the fu-
ture. Therefore, it will be necessary to explore methods for
efficient batch switching during training, similar to SGD.
In future work, we intend to address how to apply

convolutional neural networks (CNNs) to LesserDNN as
well as attempt to apply LesserDNN to more difficult
problems, such as CIFAR-100 and Tiny ImageNet. In
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this paper, we assure that the small fully connected net-
works in LesserDNN are sufficient for small problems such
as MNIST. However, CNNs are important for applying
LesserDNN to practical problems.
Another issue we intend to address is accelerating the

hardware with the algorithm. Multiplications of the weight
and input values of the neurons can be replaced by SHIFT
operations since quantized weights are representable by a
factor of 2. This is advantageous for creating efficient log-
ics in FPGA and converting networks to ASICs.
One important concept of LesserDNN is that the training

process solves a combinatorial problem; thus, LesserDNN
should have a high affinity with emerging quantum comput-
ers. Quantum computers are known to be great for solving
combinatorial optimization problems. Therefore, we will
attempt to apply our algorithm in quantum computers in fu-
ture work.

Acknowledgement
To Tadasuke Furuya Ph.D. of the Faculty of Marine Tech-
nology at Tokyo University of Marine Science and Tech-
nology, and Takehiko Kashiwagi from Parallel Networks
LLC, we would like to express our sincere gratitude for the
support.

References
[1] Vincent Vanhoucke, Andrew Senior and Mark Z.

Mao. Deep Learning and Unsupervised Feature
Learning Workshop, NIPS 2011.

[2] Jingyong Cai, Masashi Takemoto, and Hironori
Nakajo. A Deep Look into Logarithmic Quantization
of Model Parameters in Neural Networks. In Pro-
ceedings of the 10th International Conference on Ad-
vances in Information Technology (IAIT ’18). Associ-
ation for Computing Machinery, Article 6, 1–8, 2018.
https://doi.org/10.1145/3291280.3291800

[3] Seyyed Mohammad Mousavi, Elham S. Mostafavi,
Pengcheng Jiao. Next generation prediction model for
daily solar radiation on horizontal surface using a hy-
brid neural network and simulated annealing method,
Energy Conversion and Management, Volume 153,
Pages 671-682, 2017. https://doi.org/10.1016/
j.enconman.2017.09.040

[4] Matthieu Courbariaux, Yoshua Bengio, and Jean-
Pierre David. BinaryConnect: training deep neural
networks with binary weights during propagations. In
Proceedings of the 29th International Conference on
Neural Information Processing Systems - Volume 2
(NIPS’15), Vol. 2, 3123–3131, 2015.

[5] B. Liu, F. Li, X. Wang, B. Zhang and J. Yan. Ternary
Weight Networks. ICASSP 2023 - 2023 IEEE Inter-
national Conference on Acoustics, Speech and Signal

Processing (ICASSP), pp. 1-5, 2023 https://doi.
org/10.1109/ICASSP49357.2023.10094626

[6] Diederik P. Kingma and Jimmy Ba. Adam: AMethod
for Stochastic Optimization, arXiv, 2017, https://
doi.org/10.48550/arXiv.1412.6980

[7] Open MPI https://www.open-mpi.org/

[8] NVIDIA Corporation https://www.nvidia.com/

[9] OpenCL https://www.khronos.org/opencl/

[10] CUDAToolkit https://developer.nvidia.com/
cuda-toolkit/



https://doi.org/10.31449/inf.v49i1.7259 Informatica 49 (2025) 61–80 61 

Efficient Line-Based Visual Marker System Design with Occlusion 

Resilience 

Abdallah Bengueddoudj1*, Foudil Belhadj1, Yongtao Hu2, Brahim Zitouni3, Yacine Idir1, Ibtissem Adoui1, Messaoud 

Mostefai1 
1LMSE Laboratory, Mohamed El-Bachir El-Ibrahimi University of Bordj Bou Arreridj, Algeria  
2 Guangdong Virtual Reality Technology Co., Ltd., Guangzhou, China 
3Private Optical Institute of Bordj Bou Arreridj, Algeria 

E-mail : abdallah.bengueddoudj@univ-bba.dz 

*Corresponding author 

Keywords: visual markers, homography, perspective distortion, occlusion, pose estimation 

Received: October 2, 2024 

Today, the most widely used visual markers, such as ArUco and AprilTag, rely on square pixel arrays. 

While these markers can deliver satisfactory detection and identification outcomes, they remain 

vulnerable to corner occlusion despite incorporating corrective codes. Conversely, line-based markers 

offer increased resilience against occlusions but are typically constrained in terms of codification 

capacities. The markers developed in this research leverage linear information to propose a pyramidal 

line-based structure that exhibits robustness to corner occlusion while providing enhanced coding 

capacities. Moreover, the projective invariance of the constituent lines enables the validation of a 

homography-less identification method that considerably reduces computation resources and processing 

time. We assembled an extensive test dataset of 169,713 images for evaluation, including rotation, 

distances, and different levels of occlusion. Experiments on this dataset show that the proposed marker 

significantly outperforms previous fiducial marker systems across multiple metrics, including execution 

time and detection performance under occlusion. It effectively identifies markers with up to 50% occlusion 

and achieves identification at a resolution of 1920×1080 in 17.20 ms. The developed marker generation 

and identification, as well as an extensive marker Database, are publicly available for tests at 

https://github.com/OILUproject/OILUtag 

Povzetek:  Predstavljen je izboljšan sistem vizualnih oznak, ki temelji na linijah in je odporen na delne 

zakritosti. Predlagana je piramidalna strukturaoznak, ki omogoča večjo kodirno zmogljivost in robustnost 

proti zakritju vogalov. Razvili so metodo identifikacije brez uporabe homografije, kar zmanjšuje računske 

zahteve in čas obdelave. 

1 Introduction 
Visual markers are artificial graphical codes representing 

numerical (or textual message) information that can be 

associated with objects to be uniquely identified. 

Computer vision applications use these tags to simplify 

the automatic perception of objects inside a scene and 

make their localization more precise. These are widely 

used in product labeling and tracking, robotics localization 

and mapping [1], camera calibration and pose estimation 

[2-3], augmented reality applications [4], automatic 

navigation [5] and medical positioning [6].  

Today, the most prevalent visual markers, such as April 

[7] and ArUco [8] Tags, utilize square pixel arrays. 

Although these markers often yield satisfactory detection 

and identification results, they remain susceptible to 

external corners occlusion despite the inclusion of error 

correction codes. In contrast, line-based markers offer 

greater resilience against occlusions but are often 

constrained in coding capacities [9]. Recently, Chahir et 

al. [10] introduced a novel line-based marker called the 

OILU marker, addressing codification limitations.  

 

 

 

This marker utilizes groups of pyramidal-shaped lines to 

create highly distinguishable 2D markers (Figure 1.a).  

While offering significant advantages in coding 

capabilities, the developed identification method, which 

relies on a time-consuming level set technique [11], slows 

down processing, particularly in scenarios where multiple 

markers are in the camera's field of view. The reported 

average processing time is approximately 40 ms per 

marker, making this solution unsuitable for constraining 

real-time applications.  In addition, the proposed scheme 

(marker design and identification method), does not solve 

the problem of external corners occlusion, for which most 

square markers remain ineffective. In fact, if just one 

corner of these markers is occulted, the detection fails. 

To overcome these challenges, we propose in this paper, a 

less computational identification method, based on 

cumulative histogram analysis that allows reducing 

processing times by almost half compared with the work 

of Chahir et al. [10]. However, as the method relies only 

on the external marker’s corners for localization, it also 

remains vulnerable to external corners occlusion. 

Moreover, as the identification scheme integrates  

mailto:abdallah.bengueddoudj@univ-bba.dz
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homography transform in its processing, computation 

performances decrease as the number of markers within 

the camera's field of view increases.  

To remedy these limitations, a revised marker design 

(Figure 1.b), as well as a dedicated homography-less 

identification approach, are proposed. The adopted 

identification scheme exploits the marker’s local 

properties to switch from a line-based representation to a 

more accurate and relatively fast dot-based one. 

Deep tests on real and synthetic images highlight the 

performance and robustness of the proposed solution 

against challenging conditions, with a particular focus on 

corners occlusion. Despite this, the homography transform 

remains applicable for pose estimation, where improved 

markers demonstrate superior performances compared to 

state-of-the-art markers 

In summary, the main contributions of this paper are: 

- The layout design of the OILU Tag has been 

enhanced to offer more robustness to occlusion 

and overlapping objects. 

- The proposal introduces a low computational 

homography-less identification method. The 

average execution time has been considerably 

reduced for both desktop and mobile 

architectures, making it suitable for constraining 

real-time applications.  

- A dedicated OILU Tag Generator as well as a 

huge database are made available for 

comparative tests with the well-known state-of-

the-art visual Tags.   

The remainder of this paper is organized as follows: 

Section 2 provides a quick literature review on well-

known fiducial markers. Section 3 briefly presents the 

OILU code basics and highlights its key strengths as being 

an efficient visual marker. Sections 4 describe our primary 

OILU marker identification scheme, followed in Section 

5 by the presentation of a revised marker design, as well 

as its validated homography-less identification approach. 

In section 6, extensive tests are conducted on real and 

synthetic images. Finally, section 7 concludes the paper 

with interesting perspective views. 

 

2 Related works 
There are many conceptions of visual markers in the 

literature (Figure 2). These can be clustered into three 

main categories: square-based, line-based, and dot-based 

tags. The first category regroups all QR-like tags that 

encode binary information in black/white cells arranged in 

square grid layouts. ARToolKit [12] is the oldest fiducial 

marker proposed for AR applications. It consists of a 

black-bordered square inside, which is embedded in a 

known image as a payload. Its limitation resides in the 

matching method that uses image correlation techniques 

to detect the embedded pattern. ARToolKitPlus and 

ARTag [13-14] are improved versions released to 

overcome these limitations. They use binary-coded 

patterns to encode the embedded identifier. Furthermore, 

the ARTag introduces additional information as an error-

correction payload. Based on ARTag’s idea, many 

efficient square markers were proposed, among them 

April Tag [7] and ArUco Tag [8], which became 

ubiquitous in the AR field. Both allow generating of user-

customized dictionaries using some heuristics to 

maximize some criterion such as inter-marker distance 

and the number of bit-transitions.  

Recently, a new square-like TopoTag was introduced by 

Yu et al. [15].  It offers a highly customizable marker 

shape. The fundamental structure of the marker consists of 

a black frame with black squares positioned on a white 

background. One notable advantage of TopoTag is its 

variable dictionary size. The authors claim that generating 

the dictionary is significantly faster compared to similar 

marker systems like April and ArUco Tags. Based on 

AprilTag, [16] proposed ChromaTag by using different 

colors to represent the internal bits to make the detection 

easier and speed up its decoding. Line-based markers 

apply some measurements on the basic forms like line-

thicknesses and angle sizes to encode the elementary 

information. Usually, markers in this approach are robust 

against bad acquiring conditions such as blurring and 

variation in lighting. They perform well in occlusion 

situations. Based on the classical linear bar code, Calvet et 

al. [17] proposed a circular version called CCTag, in 

which the lines have been substituted by circles with 

different thicknesses. 

Dot-based tags [18-19] enable the developing of 

projective invariants fiducial marker systems based on 

cross ratios computation. Even though these markers 

exhibit higher accuracy in camera calibration and pose  

 
  

(a) Classical OILU Marker embedding the decimal 

number 6789 
(b) Improved OILU Marker 

Figure 1: Classical OILU marker embedding the decimal number 6789 and improved OILU Marker 

identification and pose estimation under corners occlusion. 
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estimation, they offer a limited number of distinctively 

recognizable patterns [20]. 

OILU Tag [10] is a distinct type of fiducial marker based 

on the two initial categories. It distinguishes itself from 

other fiducial markers in two main aspects: firstly, humans 

and machines can read it. Secondly, it exclusively 

employs lines as primary patterns to encode the 

elementary information. Moreover, the OILU marker 

introduces a novel approach to layout design, ensuring 

user accessibility and ease of implementation. It can even 

be accurately reproduced by hand drawing, eliminating 

OILU Tag [10] is a distinct type of fiducial marker, based 

on the need for specialized tools or intricate encoding 

schemes, making it ideal for a wide range of applications. 

Table 1 presents well-known markers along with their 

features, such as shape and dictionary size. 

In summary, existing visual markers have significant 

limitations. Square-based markers, such as AprilTag and 

ArUco, are particularly susceptible to corner occlusion, 

resulting in poor performance even with minimal 

obstruction. While line-based markers are more resilient 

to occlusion, they are hindered by limited coding capacity 

and high computational requirements, especially when 

dealing with numerous markers in the field of view. 

Moreover, these markers often rely on complex 

homography transformations, reducing their efficiency. 

The new marker design overcomes these challenges with 

several key improvements. By utilizing lines as the 

primary pattern, OILU markers offer inherent redundancy, 

making them more resistant to occlusion and blurring 

compared to dot- or square-based markers. Additionally,  

   

(a) ARToolkitPlus (b) AprilTag (c) ArUco Tag 

  

 

(d) CCTag (e) Pi-Tag  

Figure 2: Examples of well-known visual markers. 

 
Table1: Main markers specifications 

Marker  Family Shape Scalabilit

y 

Key Findings Flexibility 

AprilTag [7] Qr-like Square Limited High dictionary size 

(5329); widely used in 

robotics and AR systems 
 

Low occlusion resilience; 

limited scalability; no 

flexibility 

ArUco [8] Qr-like Square Limited Moderate dictionary size 

(250); simple 

implementation  

Low occlusion resilience; 

limited scalability; no 

flexibility 

ARToolKit 

[12] 

Qr-like square Limited Developed the first 

generation of AR marker 

tracking tools 

lacks flexibility and high 

computational complexity 

CCTag [17] Bar-like Circular Limited Easy detection of circular 

shapes  

Very limited dictionary size 

(39); low occlusion resilience; 

no flexibility 

Pi-tag [18] Dot-like Square Limited Balanced dictionary size 

(300); efficient marker 

detection  

Low occlusion resilience; 

limited scalability; no 

flexibility 
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lines serve as effective separators between contrasting 

regions, improving marker detection and recognition. 

OILU's unique pyramidal line-based structure enhances 

occlusion resilience, ensuring reliable detection even in 

difficult conditions. The homography-less identification 

method reduces computational demands, making it more 

suitable for real-time applications. The shift from line-

based to dot-based representations also boosts detection 

accuracy and processing speed. These innovations 

position the OILU marker as a superior alternative to 

existing visual markers, striking a balance between 

robustness, efficiency, and practicality. 

3 OILU markers basics  
OILU markers, as described in [10], are based on a set of 

four basic symbols {O, I, L, and U}, corresponding 

respectively to digits zero, one, two, and three (Figure 3  

 (a). The remaining decimal symbols, related to digits {4, 

5, 6, 7, 8, 9}, are obtained by successive counter-

clockwise rotations of the two symbols L and U. The 

important feature of these symbols is their ability to be 

concatenated in a pyramidal fashion, producing multi-

faceted numbers that can be exploited as visual markers 

(Figure 3 (b)). Each OILU symbol is coded in bi-nary 

according to Figure 3 (c). In the following, we will detail 

our improved identification approach based on cumulative 

histograms analysis. Compared to the level set method 

presented in [10], the adopted approach is relatively 

simple and computationally efficient. It operates on 

classical OILU markers and incorporates homography in 

its processing [21, 22]. 

 

4 Standard OILU markers detection 

and identification  
To facilitate detection, the visual OILU markers are 

designed with black-outlined segments on a white 

background (or inversely). The identification process 

follows the standard computer vision processes, which 

involves three key stages: pre-processing, code detection, 

and decoding. The complete process presented in Figure 4 

is as follows: 

4.1 Preprocessing  

The primary objective of the pre-processing stage is to 

enhance the quality of the captured images, ensuring they 

are optimized for subsequent stages. To achieve this, 

classical image processing filters can be applied [23], 

though modern cameras often capture high-resolution 

images. In real-time applications, there is a necessary 

trade-off between speed and accuracy. Downsampling the 

captured images enables quick noise filtering and reduces 

the execution time, especially in the subsequent stages.  

The output of this stage is an improved grayscale image 

(as shown in Figure 4 (b)). Its goal is to localize all 

possible quadrilaterals eligible to be square-OILU 

markers in the grayscale image. The process comprises 

three main steps: 

4.2 Eligible markers detection  

4.2.1 Image Thresholding  

The first step after obtaining the enhanced grayscale 

image is to binarize it, separating the objects in the image 

from the background. This makes the extraction of 

contours possible in the subsequent step. Several methods 

can be used for binarization [23]. The simplest method is 

direct thresholding, where a global threshold is applied; 

however, this method performs poorly on images with 

 

Figure 3: OILU Symbols representation. The whole symbols are incorporated in a square to delimit their area in a 

real-world scene 

(a) Decimal OILU Symbols representation 

 (b) Pyramidal OILU representation of the 

decimal number 1962 

(c) OILU Symbols binary codification based on 

the presence (1)/absence (0) of the composing 

segments {Seg1, Seg2, Seg3, Seg4} 
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multimodal histograms. The Canny method can be used, 

but it is time-consuming for real-time applications. For 

better performance, we utilize a local adaptive 

thresholding method, which is robust to varying lighting 

conditions and does not depend on a global threshold 

choice. Figure 4 (c) depicts the resulting binarized image. 

4.2.2 Contour extraction  

Given the square shape of the OILU Tag, we search for all 

potential quadrilateral shapes in the binarized image that 

could correspond to an OILU marker. To accomplish this, 

we first extract the contours of the image by tracing the 

transitions between black and white pixels, as described in 

[24]. Next, we approximate the obtained contours to the 

nearest polygonal shape using the Douglas-Peucker 

algorithm [25] (as shown in Figure 4 (d)). Only convex 

shapes with four corners are retained (Figure 4(e)). Some 

refinement steps are necessary to eliminate contours that 

are too small, too large, or too close to Each other [26]. 

4.2.3 Candidate markers determination and 

perspective adjustment  

Although we retain all convex quadrilaterals with four 

corners in the previous step, not all of them are regular 

squares. Some may be subject to 2D transformation 

constraints such as rotations or perspective distortions. To 

correct these irregularities, a homography is applied to the 

sub-image framed by the quadrilateral. Once corrected, 

each obtained sub-image is resampled to a canonical 

grayscale image of size 𝑊𝑐 ×  𝑊𝑐 using linear 

interpolation. The output of this step is a list of candidate 

square-shaped marker images (as depicted in Figure 4 (f)). 

4.3 Marker Identification  

Each candidate marker in the obtained list needs to be 

processed to confirm its content as an OILU marker and 

read its embedded identifier. As previously mentioned, 

each identifier digit is encoded in a separate layer using 

four segments that reflect the OILU symbolic. The 

challenging part is to identify the position of each layer, 

locate each segment within it, and extract its binary 

content, particularly in critical situations such as 

occlusions and noise. More formally, let K be an integer 

with N decimal digits, and M its corresponding OILU 

code. The segment-based binary codification of M is:  

𝑀 = {(𝑠0
𝑖 , 𝑠1

𝑖 , 𝑠2
𝑖 , 𝑠3

𝑖 , 𝑠4
𝑖 )}

𝑖=1

𝑁
, 𝑠𝑗

𝑖 ∈ {0,1} 𝑓𝑜𝑟 𝑗 = 1. .4 (1) 

The size of the embedded identifier (N), which 

corresponds to the number of layers, is unknown 

beforehand. Furthermore, no assumptions are made 

regarding the thickness of the segments, whether they are 

equal or not. When the segments are of equal width, the 

binary square image can be divided into a matrix of the 

same width and height as the segment width to isolate the 

segments easily. However, designing an OILU marker 

with different segment thicknesses and inter-layer space 

widths makes it more flexible and robust to a wide range 

of distortions, occlusions, and noise. In the subsequent 

paragraphs, we will consider this last case, which is more 

challenging. The decoding procedure, illustrated in Figure 

5, involves several steps: 

 

Figure 4: OILU Marker Detection process. (a) Input image acquiring. (b) input image processed and grayscale 

converted. (c) Binarized image. (d) Contours extracted. (e) Eligible markers extracted. (f) Perspective correction 

using homography. (g) Markers decoded. 
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4.3.1  Binarization  

OILU tags exhibit bimodal histogram characteristics, 

making Otsu's thresholding method [27] the ideal choice 

for generating binarized images. This method determines 

the optimal threshold value to distinguish between the 

predominantly white background and the typically black 

OILU segments. In the resulting binarized image (Figure 

4(c)), pixels within the segments (i.e., the region of 

interest or ROI) are assigned a value of ‘1’ while all other 

pixels are assigned a value of ‘0’.  

4.3.2 Layers extraction and black segments 

localization 

The binary image is first divided into four triangles or 

sectors, denoted as T1, T2, T3, and T4. Each triangle Ti  

 comprises a set of alternating black and white bands that 

contain the encoded segments. A black band indicates a 

binary one '1', while a white band could represent zero '0' 

or multiple consecutive zeros '0' (as illustrated in Figure 

5). To locate the segments within the image, we utilize a 

useful property of the OILU marker that states ‘each layer 

contains at least one black segment’. Therefore, 

combining all the triangles by performing a bitwise-OR 

operation between their contents yields a template triangle  

T (2) containing the exact number of black segments equal 

to the number of digits N in the encoded identifier (as 

depicted in Figure 5). 

𝑇 =  𝑇1 +  𝑇2 +  𝑇3 + 𝑇4 (2) 

The merged triangle T plays the role of a template guide 

that allows delimiting all the black/white segments in each 

layer by analyzing its horizontal and vertical cumulative  

 

Figure 5: Decoding process: Each layer in a given OILU marker contains at least one black segment. Performing a 

bitwise-or operator on the four triangles (sectors) constituting the OILU -marker results in a merged template that 

contains a black segment on each layer. The merged template allows delimiting each black/white segment in each 

individual triangle. 



Efficient Line-Based Visual Marker System Design with Occlusion Resilience Informatica 49 (2025) 61–80 67 

  

histograms (respectively HCH and VCH). The horizontal 

histogram HCH is the sum projection of pixel values along 

all rows inside the triangle T. 

𝐻𝐶𝐻𝑗 = ∑ T(𝑗, 𝑘)

𝑤𝑐

𝑘=1

; 𝑗 = 1. . 𝑊𝑐/2 (3) 

It allows localizing the black segments by following the 

black-white transitions. Indeed, black segments coincide 

with high ridges (peaks) in the HCH, while white ones 

constitute low valleys. To handle occlusion situations and 

to be robust against noise, a percentage threshold 𝜔1 =
2/3 regarding the whole line is set up to decide whether a 

horizontal-histogram value is black or white. 

𝐻𝐶𝐻𝑗 ≥ (w𝑐 − 2 ∗ 𝑗) ∗ 𝜔1 ⇒ 𝑇(𝑗)

≡ 𝑏𝑙𝑎𝑐𝑘 𝑙𝑖𝑛𝑒 
(4) 

It is worth noting to mention that 𝜔1 is dependent on the 

row position; outer rows correspond to high values of 𝜔1 

and vice-versa. The VCH is the vertical projection of T 

over all columns; it allows the detection of the number of 

black bands, confirming the horizontal histogram analysis 

results. 

𝑉𝐶𝐻𝑗 = ∑ T(𝑘, j)

𝑤𝑐/2

𝑘=1

; 𝑗 = 1. . 𝑤𝑐 (5) 

The clustering of many adjacent black (respectively white) 

rows in the HCH constitutes a black (respectively white) 

segment, provided that the number of rows exceeds a 

threshold 𝜔2 = 25%. After creating the merged template 

and locating its segments, we utilize it to determine the 

position of each segment within the four triangles. 

4.3.3 Marker validation 

To confirm that the embedded data is an OILU code, we 

only need to verify that the marker satisfies the following 

criteria, which serve as an OILU signature: 

• The strict alternation of bands: the merged 

triangle T comprises alternating black-white 

segments. The most outer (starting) band is black, 

and the most inner (ending) is white. The number 

of all bands is always even. 

 

 

• Each black band in a triangle must correspond to 

a black band in the merged triangle. 

• Each segment must be connected (no small 

fragments). 

4.3.4 Marker decoding 

To decode the content of the validated marker, we follow 

the reverse process of the encoding procedure (as shown 

in Figure 5, decoding step), which involves the following 

steps: 

We affect the value “1” for each black segment and “0” 

for each white one, starting from the most outer segment 

to the most inner. Each triangle (Ti) i=1..4 is composed of 

N+1 segments: 

Ti = {𝑠𝑖
𝑘}

𝑘=0

𝑁
, 𝑠𝑖

𝑘 ∈ {0,1} 𝑓𝑜𝑟 𝑖 = 1. .4 (6) 

Next, we concatenate the binary values inside each 

triangle Ti to form a binary string: 

𝑠𝑡𝑟𝑖 = 𝑠0
𝑖 𝑠1

𝑖 . . 𝑠𝑁−1
𝑖 𝑠𝑁

𝑖 , 𝑓𝑜𝑟 𝑖 = 1. .4 (7) 

After that, we arrange the four binary strings vertically to 

form a decoding matrix (Table 2) starting with the left 

triangle and going counterclockwise (left, bottom, right, 

then upper). Each line of the decoding matrix 

represents a digit in the identifier whose decimal value can 

be obtained from the OILU codification table (Figure 3-

c). These aforementioned steps are repeated for all eligible 

markers, and only the validated markers that have their 

IDs and Cartesian coordinates within the original image 

are retained after the detection process. 

4.4 Processing time required for standard 

OILU markers identification  

The identification scheme described in section 4 has been 

implemented and tested on a typical Laptop equipped with 

a 2.4 GHz Intel Core i7 processor with 16 GB RAM, 

running Windows 10. The processing time can be divided 

into three main steps: (1) finding marker candidates 

(including image processing, contours extraction and 

eligible squares determination), (2) perspective correction 

of all candidates, and (3) markers validation. The 

execution of the first step can be affected by the size S of  

Table 2: OILU decoding matrix. Each column corresponds to one triangle in which each segment is coded in binary 

(si
j
=1 means the segment is detected as being black) 

T1 T2 T3 T4 Lookup Figure 3 (c) 

𝑠0
1 𝑠0

2 𝑠0
3 𝑠0

4 digit0 (must equal 1111) 

𝑠1
1 𝑠1

2 𝑠1
3 𝑠1

4 digit1 

⋮ ⋮ ⋮ ⋮ ⋮ 

𝑠𝑁−1
1  𝑠𝑁−1

2  𝑠𝑁−1
3  𝑠𝑁−1

4  digit N-1 

𝑠𝑁
1  𝑠𝑁

2  𝑠𝑁
3  𝑠𝑁

4  digit N 
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 the input image and the complexity of its texture in terms 

of contained contours, while the processing of the second  

 and the third steps only depends on the marker canonical 

size 𝑤𝑐 × 𝑤𝑐. Table 3 resumes the average execution time 

of each step taken for multiple input images of size 𝑆 =
 640 × 480 and canonical size of 256 × 256 pixels. 

Figure 6 shows the evolution of the average extraction 

time in function of the image size and its best distribution 

fit which seems to be a polynomial distribution (with R2 

goodness-of-fit = 0.986). As observed, the detection time 

increases significantly, reaching up to one second, when 

the input image has a high resolution. 

While the adopted scheme reduces processing times by 

nearly half compared to the approach by Chahir et al. [10], 

it still depends on the external corners of the markers for 

localization, rendering it susceptible to occlusion. 

Additionally, the integration of homography 

transformations in the identification process leads to 

reduced computational performance as image resolution 

increases or as more markers appear within the camera's 

field of view.  

In the following, an improved OILU marker system design 

is proposed (Figure 7). It involves enclosing the embedded 

identifier within two nested square-like quadrilaterals, 

enabling efficient marker detection even when the external 

marker’s corners are occluded. The developed 

identification method considers OILU numbers as groups 

of locally parallel segments, treating them separately 

without the need for a homography transform, thereby 

reducing computation resources and minimizing 

processing time. 

 
Figure 7: Groups of locally parallel segments. 

 

 

  

Table 3: Average processing time. 

Architecture Step 

Proposed method 
(Chahir et al., 2021) 

method 

Average time per step 

Image (640x480) 

Total time 

/candidate 
Total time /candidate 

Typical laptop 

1 17.33 ms 

19 ms 40 ms 2 1.24 ms  

3 0.43 ms  

Typical Android 

smartphone 

1 22.08 ms 

25.06 ms Not reported 2 1.87 ms 

3 1.10 ms 
Step 1 : Finding Marker Candidate – Step 2 : Perspective corrections – Step 3 : Marker validation 

 

Figure 6: Evolution of the average detection time of the OILU code in function of the input-image size with its 

polynomial distribution fit. 

Gp1 Gp2 

Gp3 Gp4 
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5 Improved OILU markers system 

design 

Common, well-known problems with state-of-the-art 

markers include detection failures when their corners are 

occluded, and lack of size adaptation to the camera's field 

of view (FOV), especially when the camera is in motion. 

This is evident, for example, when an autonomous drone 

attempts a landing based on its on-board camera. These 

issues have been addressed in various works [2-28-29]. An 

interesting approach presented in [2] involves designing 

fractal markers composed of imbricated quadrilaterals. In 

addition, being multi-scale markers, the latter are robust to 

partial occlusions. This inherent structure is characteristic 

of OILU markers, which are made up of nested square 

symbols, allowing their structure to be customized to 

overcome the above-mentioned problems. Hence, the 

adopted structure (Figure 8) is as follows:  

- Two imbricated inner/outer square like –

quadrilaterals as marker delimiters. 

- A group of disconnected segments to embed the 

marker identifier

This arrangement simplifies marker detection, even in 

complex backgrounds, by focusing on identifying nested, 

similar square-like quadrilaterals within a filmed scene. 

This specific pattern streamlines OILU marker detection 

while filtering out non-OILU quadrilaterals. Furthermore, 

the nested structure enhances the markers' resilience to 

partial occlusion, which typically affects the outer 

quadrilateral. Since these imbricated quadrilaterals share a 

similar structure, any partial occlusion of the outer 

quadrilateral can be approximated and reconstructed 

through uniform rescaling. This advantageous feature is 

extensively leveraged in the experimental section to 

improve marker detection and pose estimation, even under 

occlusion. 

   

(a) 𝐼𝑑1 = 0000 (b) 𝐼𝑑2 = 6819  (c) 𝐼𝑑3 = 2372 

Figure 8: Example of OILU markers with fixed inner and outer squares embedding different identifiers. 

Embedded symbols are drawn with disconnected segments (without corners) to distinguish them from the 

inner/outer quadrilaterals. 

 

Figure 9: OILU markers detection within complex backgrounds. 

  

(a) Computed railway interlines ratios 
(b) Real OILU markers identification based on 

cross ratios computation 

Figure 10:  Analysis of Railway Interline Ratios and OILU Marker Identification 
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5.1 Candidate marker’s location 

As mentioned, OILU markers are composed of two 

imbricated square-like quadrilaterals.  

Such composition eases markers’ location tasks even 

within a complex background (Figure 9). For more 

selectivity, the fixed inner/outer quadrilateral’s surface 

ratio is used to eliminate surrounding non-OILU 

quadrilaterals. 

5.2 Marker identification 

 A deep evaluation of the perspective distortion levels 

within the adopted markers shows that these are more 

significant between the different groups of parallel 

segments (Gp1, Gp2, Gp3 and Gp4) than within the same 

group (Figure 7). Indeed, parallel lines in the same group 

remain locally parallel, even if the marker is acquired in 

perspective. In another way, each group of lines can be 

considered as railway ties (Figure 10 (a)) for which 

computed Euclidean length ratios remain invariant to 

perspective changes [30]. The challenge here is exploiting 

such ratios to generate the related embedded sub-codes 

without homography. 

The adopted approach involves crossing the composing 

groups of lines (Gpi) with a virtual line centred on the 

middle of the marker (Figure 10 (b)). Crossed lines 

sections are then used to locate the corresponding cross 

points and generate associated sub-codes. The quantity of 

retained cross-point sets within each group can range from 

one to multiple, depending on the desired level of 

resilience against distortions, particularly occlusion. For 

example, a single set per group is adequate for marker 

identification when markers are fully visible. However, in 

scenarios where parts of the marker are obscured, multiple 

sets from various regions are required to confirm the most 

common ones. Notably, identification may fail even with 

multiple selected regions in case of significant occlusion. 

Deep tests in the experimental section will show the 

accuracy and limits of this approach. Globally, the 

adopted OILU marker code generation process is as 

follows: First, for each group Gpi (i= 1 to 4), the following 

metrics are computed: 
Group’s metrics computation                                 

- the number (N) of cross points,  
- the (N -1) inter-dots Euclidian distances {dj, j=1 to N 

-1},  

- the group band width Wi =  ∑ 𝑑𝑗
𝑁−1
𝑗=1  , 

- the average dots spacing Ai = Wi /S, with S the number 
of code symbols, 

the ratios Rj = round (dj /Ai). 

Cross points positions are estimated according to their 

computed ratios Rj and marker’s format (number of 

embedded symbols). In case of a four symbols marker, the 

possible configurations to be tested are as follows:  

Cross points position estimation 
Rj = round (dj/Ai)   // with Ai, the average cross points 

spacing of Gpi 
if Rj = 1 the corresponding points are 

adjacent               // case (a) 
  else if  Rj = 2  related points are separated by one 

empty space        // case (b) 
     else if  Rj = 3  related points are separated by two 

empty spaces       // case (c) 
  else  related points are separated by three empty 

spaces                  // case (d) 
end  

The basic example (Figure 11) illustrates where a group's 

number of cross points equals three (two inner/outer 

boundary points and one symbol cross point). The number 

of inter-cross points Euclidean distances is equal to two 

(𝑑1, 𝑑2). Computed metrics are: 𝑊𝑖 =  𝑑1 + 𝑑2;  𝐴𝑖 =
𝑊𝑖/4; 𝑅1 =  𝑟𝑜𝑢𝑛𝑑 (𝑑1/𝐴𝑖). Therefore, the presented 

red symbol cross point will be in one of the four cases 

{(𝑎), (𝑏), (𝑐) 𝑜𝑟 (𝑑)}, according to 𝑅1 value, equal to 1, 2, 

3 or 4. 

A second illustrative example (Figure 12) shows three 

views of a real marker (embedding decimal number 0389). 

Developed identification method, calculates 

corresponding cross points coordinates and metrics for 

each group of segments. It is worth mentioning that since 

processing is carried out separately on each group of cross 

 

Figure 11: Cross points position estimation, (*) Colored bands delimit the  

cross-point variation intervals. 
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points, perspective distortions have no impact on the 

computed ratios and, consequently on the related 

embedded codes, making homography transformation 

unnecessary for marker identification. In the following, 

deep tests on real OILU markers are performed to evaluate 

the correctness and robustness of this approach against 

leading.  

 

 

6 Experiments 
Tests are carried out on a huge database of synthetic and 

real markers, with nearly 5000 markers available in three 

groups of different sizes: small (5 𝑐𝑚 × 5 𝑐𝑚), medium 

(10 𝑐𝑚 × 10 𝑐𝑚), and large (15 𝑐𝑚 × 15 𝑐𝑚). Printed 

markers are placed on a rotating support using different 

types of cameras. Specifically, we employ a high-

resolution Logitech camera (Figure 13). Deeper tests with 

many markers, displayed on a Surface Pro X tablet are also 

performed to assess the performance of our method under 

various distortion conditions (Figure 13 (b)). In our tests, 

we compared the performance of our developed marker 

with two well-known markers, ArUco and AprilTag. We 

gathered data for each tag family: 36h12 and 16h3 for 

ArUco and 25h9 and 36h10 for AprilTag. 

Codes for the developed marker (generation/detection) 

and the OILU database (images and videos) are publicly 

available for download at the following link: 

https://github.com/OILUproject/OILUtag. 

6.1 Marker to camera distance impact 

Initially, we evaluate the impact of the marker-to-camera 

distance on the performances of marker detection. The 

camera was positioned in front of the marker at different 

distances d, ranging from 0.2m to 4 m. Obtained 

identification results are presented in Table 4.  Compared 

with the ArUco and April Tags results, the proposed 

marker performs less well when using a fixed-focus 

camera (Logitech in our case). As distance increases, 

adjacent parallel lines expand, forming a uniform area that 

prevents accurate identification. This problem can be 

solved using an autofocus camera, such as a smartphone. 

Note that after a certain distance (superior than 3.5 m), 

marker identification became dependent on the camera 

resolution. The higher the resolution, the better the 

identification and vice versa. 

 

Figure 12: Computed cross points metrics and related embedded codes. 

https://github.com/oiluproject/oilutag
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(a) A high-resolution front camera is used to 

record video sequences at various distances 

ranging from 0.2 to 4 meters 

 
(b) A Surface Pro X tablet serves as a display 

platform to validate the identification scheme 

across a large database of markers 

Figure 13: The experiment setup involves a rotating plate with embedded markers, which is controlled by a 

stepper motor to accurately capture the markers in a perspective view.  

 

 

   

(a) Failing identification case  

(β =10) 

(b) Successful marker 

identification (β = 20) 

(c) Successful marker 

identification (β =40) 

Figure 14: Snapshots of a live video showing different perspective views of a real marker embedding the 

value 2758 

6.2 Robustness to viewing angle 

The second test concerned robustness to viewing angle ‘β’. 

Markers were placed 1 m away from the camera and 

acquired with varying viewing angles β ∈ [10°: 90°]. The 

obtained results show that all the codes examined are 

indeed detected at angles greater than 15° (Figure 14). 

Beyond this angle, the proximity of neighbouring parallel 

lines increases, forming a homogeneous region that 

prevents accurate identification. 

6.3 Robustness to occlusion 

In these tests, we use a set of 50 unique OILU markers, 

each marked by a varying number of opaque circles 

ranging from 1 to 9 (Figure 15). By adjusting the size of 

these circles across seven different sizes, we generated a 

total of 3150 test images. The same process is adopted with 

the well-known April and ArUco Tags. Generated 

database is evaluated using dedicated exploitation codes. 

Obtained comparative tests (presented in Table 5) confirm 

that the suggested marker, characterized by its consistent 

line-based pyramidal structure, outperforms standard 

markers in handling difficult occlusion distortions. 

Identification fails if the occlusion rate exceeds 70% or 

both inner and outer quadrilaterals are partially occluded. 

Examples of snapshots from an available live video 

(Figure 16) show occulted markers identification cases in 

perspective view.  

Table 4: Robustness to distance. 

Cameras Distance (m) 
ArUco April OILU 

𝑇1 𝑇2 𝑇3 𝑇1 𝑇2 𝑇3 𝑇1 𝑇2 𝑇3 

Logitech 

Camera 

2   ×   ×  × × 
3     ×     
4 × ×  ×   ×   

Marker dimension : 𝑇1 (5cm×5cm) – 𝑇2(10cm×10cm) – 𝑇3 (15cm×15cm) 
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(a) 10% occluded (b) 20% occluded (c) 30% occluded 

   

(d) 40% occluded (e) 50% occluded (f) 60% occluded 

Figure 15: Occlusion tests using a set of 3150 synthetic markers. Opaque variable size circles 

are used for occlusion. 

The tests shown in Figure 17 demonstrate the advantages 

of the OILU marker structure compared to the commonly 

used ArUco and AprilTag markers for pose estimation. 

While this task is relatively simple with is no occlusion (as 

shown in Figure 17 (a)), it becomes much more 

challenging when part of the marker is blocked. Markers 

like ArUco and AprilTag often struggle to maintain 

accuracy in these situations. 

OILU markers, however, show strong resilience to partial 

occlusion, as illustrated in Figures 17 (b), (c), and (d). The 

design of OILU markers is particularly effective because, 

even if the outer quadrilateral is partially blocked, the pose 

can still be estimated using the inner quadrilateral.  

 

 

 

This feature makes OILU markers well-suited for 

environments where markers may not always be fully 

visible. However, OILU markers also exhibit certain 

limitations. When both the inner and outer quadrilaterals 

are occluded  

 

simultaneously, referred to as severe occlusion, pose 

estimation is no longer possible. Despite this, OILU 

markers significantly improve occlusion handling 

compared to ArUco and AprilTag markers, making them a 

more reliable choice in many real-world applications.  

Table 5: Robustness to occlusion. 

Occlusion 

(%) 

Accuracy of the identification (in %) 

OILU Tag ArUco (36h12) ArUco (16h3) April (25h9) April (36h10) 

10% 100 % 72.67 % 100 % 100 % 100 % 

20% 100 % 11.78% 100 % 23.17% 14.22 % 

30% 100 % 10.44 % 100 % 17.87 10.89 % 

40% 100 % 8.44 % 25.33 % 09.33 % 08.88 % 

50% 100 % 1.56 % 17.78 % 04.53 % 01.78 % 

60% 100 % 1.56 % 13.83 % 00.00 % 00.00 % 
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(a) 15% corner occlusion (b) 30% corners occlusion (c) 40% corners occlusion 

   

(d) 50% corners occlusion 
(e) 40% middle segments 

occlusion 
(f) 50% middle segments occlusion 

Figure 16: Snapshots of live demo showing occlusion tests with real markers acquired in perspective view. 

 

 

 

 

(a) Occluded ArUco marker pose estimation failure (b) Occluded ArUco marker pose estimation failure 

 

 

(c) Occluded April marker pose estimation failure 
(d) OILU Marker identification and pose estimation is 

possible even under occlusion 

Figure 17: Snapshots from video comparing pose estimation using ArUco, April, and OILU Markers. 
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To further evaluate the robustness of the proposed OILU 

marker under occlusion, we conducted tests on real images 

with varying levels of occlusion and angular rotations. 

Figure 18 illustrates sample results for the OILU marker 

with 40% occlusion, where the marker was rotated at 

angles between 10° and 60°. Despite the challenging 

conditions, the OILU marker maintained detectable 

performance across all tested angles, showcasing its 

superior occlusion resilience. The images clearly 

demonstrate that the marker remains identifiable even at 

larger angles like 50° and 60°, where visibility is further 

reduced due to both occlusion and perspective distortion. 

Additionally, quantitative results presented in the angular 

error graph illustrated in Figure 19, confirm the impact of 

increasing occlusion levels (10%–50%) on pose estimation 

accuracy. Angular error tends to increase as occlusion 

levels rise, particularly beyond 30%. However, the 

proposed OILU marker still performs reliably. These 

results highlight the OILU marker's robustness in handling 

substantial occlusions and diverse viewing angles, 

demonstrating its reliability for pose estimation tasks in 

challenging real-world environments. The combination of 

visual examples and quantitative analysis emphasizes the 

marker's superior performance, particularly when other 

markers fail to deliver consistent results. 

 

  

(a) 10° (b) 20° 

  

(c) 30° (d) 40° 

  

(e) 50° (f) 60° 

Figure 18:Pose estimation of OILU marker under 40% occlusion at different angles. 
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Figure 19: Effect of Occlusion (10%–50%) on Angular Error at Various Rotation Angles. 

6.4 Execution time performance evaluation 

The identification method described in Section 5.2 has 

been implemented and compared with the available ArUco 

[7] and April [8] tools using a laptop equipped with a 2.4 

GHz Intel Core i7 processor with 16 GB RAM running on 

Linux. Reported processing times (Table 6) show that the 

proposed OILU system requires less processing time than 

the ArUco and April systems at all processed image 

resolutions. The gap between the different approaches is 

more important when dealing with multiple markers 

within the camera front of view (see Figure 20). 

Such results confirm that the improved OILU solution 

outperforms state-of-the-art solutions in terms of rapid 

identification. The remaining challenge is developing a 

full hardware solution embedding the OILU marker 

identification process within a single System-on-Chip 

(SoC) device [31], ensuring fluid identification for highly 

constrained SLAM applications.
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Table 6: Processing times with one marker (ms). 

Image Resolution OILU Tag ArUco (36h12) ArUco (16h3) April (25h9) April (36h10) 

Low Resolution 

(640x480) 
6,89 12,91 12,29 12,92 14,95 

Medium Resolution 

(800x600) 
8,51 12,98 12,99 13,60 15,44 

High Resolution 

(1920x1080) 
17,20 21,13 18,14 18,88 22,15 
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7 Conclusion 
An improved OILU marker system design is proposed for 

an accurate detection and identification scheme. Two 

approaches have been validated. The first one (based on 

cumulative histogram analysis) includes homography to 

process standard OILU markers. A second homography-

less identification scheme is proposed to further improve 

marker detection and identification performances. The last 

involves enclosing the embedded identifier within two 

nested square-like quadrilaterals, allowing robust marker 

detection and identification even under challenging 

occlusion distortions. 

Compared with the main state-of-the-art markers, the 

proposed approach presents approximately similar 

detection and identification results but with fewer 

computational resources and, consequently, less 

processing time. The suggested marker design, 

characterized by its consistent line-based pyramidal 

structure, surpasses standard markers in handling difficult 

occlusion distortions. Particular attention is paid to the 

possibility of identifying and estimating the pose of these 

markers, even if the external marker’s corners are 

occluded. 

At this stage, the developed marker does not integrate a 

corrector code. An improved OILU marker design, 

including a CRC code, is under development. It allows 

retaining or rejecting marker identifiers without 

significantly affecting the marker’s codification capacities. 

Overall, the primary aim of this work is to underscore the 

potential benefits of employing uniform line-based 2D 

markers as a viable alternative to established state-of-the-

art markers. Future work will extend the application of 

OILU markers to visual simultaneous localization and 

mapping (SLAM) projects, where markers are used to 

embed various environmental and orientation information 

exploited by uncrewed aerial vehicles (UAV) for accurate 

navigation and landing. 
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Failure Modes and Effects Analysis (FMEA) is a widely used tool for risk analysis, primarily to identify 

risk factors affecting system quality. Due to the limitations of the traditional FMEA model, several recent 

models incorporating advanced fuzzy set extensions have been developed to enhance the reliability of risk 

assessment outcomes. However, most of these models limit expert flexibility in expressing preferences and 

often overlook the impact of unequal expert weights and the stability of risk ranking results. This study 

introduces a new FMEA model based on Q-Rung Orthopair Fuzzy Sets (Q-ROFSs), termed Q-ROFSs-

FMEA. Q-ROFSs, an extension of intuitionistic fuzzy sets, introduce a new linguistic term. The Q-ROFSs-

FMEA model considers the unequal weights of experts, enabling a dynamic representation of expert 

preferences. These weights and the linguistic evaluation of risk factors are integrated through an 

aggregation operator, facilitating consensus among experts.  The model is applied to a case study on 

COVID-19 risk factors, revealing that ‘older age’ (risk priority number 0.000012) is the highest risk 

factor, while ‘gender’ (risk priority number -0.0037) is the lowest. It is found that the ranking of risk 

factors determined by the Q-ROFSs-FMEA model is obtained as

1 3 6 4 5 7 8 2FM FM FM FM FM FM FM FM . Furthermore, a comparative analysis indicates 

consistent ranking results across different models, demonstrating the reliability of the proposed model. 

The case study and comparative analysis validate the effectiveness and applicability of the Q-ROFSs-

based risk assessment model. 

Povzetek: Razvili so model FMEA, izboljšan z uporabo Q-rung ortoparnih mehkih množic, za oceno 

tveganj COVID-19. Model omogoča dinamično izražanje preferenc strokovnjakov z neenakimi utežmi in 

združuje ocene tveganj prek agregacijskega operatorja. V študiji je bil kot najvišji dejavnik tveganja 

identificiran 'starejša starost', kot najnižji pa 'spol' (RPN -0,0037). 

 

1 Introduction 
Risk assessment is a crucial management tool for reducing 

project risks and promoting sustainable development. Risk 

assessment helps us to make the right decision especially 

when we are confronting problems with several 

alternatives and criteria [1].  There are numerous models 

available for determining risks and identifying hazards. 

The Failure Modes and Effects Analysis (FMEA) is one 

of the most widely used models since it is straightforward 

and efficient.  It employs a proactive and systematic 

approach to identifying where and how it may fail [2]. 

Looking into the detailed part of FMEA, it is the process 

of analysing as many components, assemblies, and 

subsystems as possible to discover potential failure modes 

in a system and their causes and effects. FMEA has been 

widely applied across various sectors due to its proactive  

 

and systematic approach to failure identification. The 

FMEA is used to assess the relative impact of various 

failures such as in reducing medical errors [3], analysing 

the failure modes of nuclear-powered icebreakers, 

obtaining risk analysis for the textile industry’s 

occupational safety and health [4], among many other 

applications. When mathematical failure rate models 

proposed by Tay and Lim [5] were linked with a statistical 

failure mode ratio database, the FMEA can be a qualitative 

analysis [6]. Therefore, FMEA is one of the earliest and 

most meticulously structured methods of failure analysis.  

The FMEA was originally used in the aerospace 

sector in the 1960s, and it has been around for more than 

60 years. Unlike other failure-prevention strategies, the 

FMEA was described in language that was universally 

understandable by those with minimal technical and/or 

mailto:azzahawang@uitm.edu.my
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systems knowledge. These encouraged the use of 

intelligent linguistic based approaches that are applicable 

to all enterprises and industries. The FMEA was brought 

into the mainstream by the automotive sector, which 

adopted it as the major mechanism for error and risk 

reduction. In recent years, the FMEA method has been 

widely used in a variety of fields, including manufacturing 

[7,8], aerospace [9], information technology risk 

assessment [10], healthcare risk management, [11,12] 

food industry [13,14], and maritime risk safety [15,16]. 

From a theoretical point of view, the FMEA 

comprises three components, namely the severity of the 

failure mode (S), the occurrence probability of a failure 

mode (O), and the detectability of the failure mode (D), 

which yields the risk priority number (RPN).  The larger 

the RPN, the higher the risk of the related failure mode. 

The goal of RPN is to prioritise a product's or system's 

failure modes so that available resources can be 

appropriately allocated. The RPN can be expressed 

mathematically as the multiplication of S, O and D where 

they are risk parameters that are measured using a suitable 

point scale, such as Likert's scale [17].   According to 

Balaraju et al. [18] the FMEA team established an action 

approach based on the risk categories or risk rating level. 

For example, minor risk means no action is taken, 

moderate risk means some action is taken. Then, for high 

risk, corrective action will be taken, and for critical risk, 

corrective action will be taken, and major adjustments to 

the process/product will be necessary.  However, in recent 

years it was argued that many types of risk assessments 

are difficult to obtain by the standard RPN. In an attempt 

to ease the assessment, Wang et al. [19] introduced the 

interval two-tuple linguistic representation model in 

FMEA. A dental manufacturing business uses the 

suggested linguistic FMEA technique to manufacture 

medical products. On the other hand, Huang et al. [20] 

employed probabilistic linguistic terms in FMEA instead 

of the normal linguistic term sets. The benefit of 

probabilistic linguistic terms is that they can handle the 

inherent ambiguity in FMEA team members' risk 

assessments without losing any information. 

Risks are often associated with contradictory, 

subjective, ambiguous, or unclear information, making 

them well-suited for analysis using fuzzy set theory.  

Based on this assumption, the assessment model FMEA 

was integrated with fuzzy sets.  The risk categories in the 

form of linguistics such as minor, moderate and high are 

closely related to the memberships of fuzzy set. The use 

of linguistic expressions to deal with uncertainty is one of 

the common aspects in fuzzy set-based risk models. For 

example, linguistics based on Pythagorean fuzzy set was 

employed in determining the risk performance of logistic 

service provider [21]. Recently, Huang et al. [22] 

proposed an integrated T-spherical fuzzy linguistic-

FMEA. More works of FMEA that integrated with fuzzy 

set theory can be retrieved from Nie et al. [23] and 

Daneshvar et al. [24].  It was noticed that some of these 

integrated works used trapezoidal fuzzy set, [25, 26] 

triangular fuzzy set [27], and interval 2-tuple fuzzy 

linguistic variables [11, 28]. Recently, an integrated fuzzy 

set-FMEA was proposed by Ouyang et al. [29] where 

trapezoidal fuzzy numbers are used in defining linguistic 

variables.  The use of linguistics in risk assessment has 

attracted many researchers because of its ability to deal 

with subjective and unclear notions.  

In risk assessment models, fuzzy sets [30] that were 

represented by the membership functions allow the use of 

linguistic variables in FMEA to have a value between 0 

and 1. However, some argued that a single membership 

function fails to address dual membership functions. 

Therefore, the intuitionistic fuzzy set (IFS) was proposed 

by Atanassov [31] where the total value of membership 

and non-membership may be greater than 1.  However, in 

some real-world situations, the square sum of its dual 

memberships is equal to or less than 1 which is in violation 

of the condition of IFS. To solve the problem, Yager [32] 

developed the Q-rung Orthopair Fuzzy sets (Q-ROFSs) to 

overcome the ultimate limitation in which we can change 

the parameter value q to fulfil the value range requirement 

in a corresponding risk decision-making environment.  

The Q-ROFS is developed to deal with increasingly 

complex challenges where parameter value q is the notion 

of flexibility and variability.  The capacity to evaluate a 

broader membership grade space with the parameter value 

q is the main benefit of these sets [33]. In other word, Q-

ROFS is a new set for studying ambiguous information in 

a system.  Compared to fuzzy sets, intuitionistic fuzzy sets, 

and Pythagorean fuzzy sets, this set is more potent and 

complete.  Due to the inclusion of the parameter value q, 

the space of uncertain information described by the Q-

ROFS is found to be enormous and flexible [34]. The 

current literature serves as the motivation for this paper to 

propose a novel FMEA model that can successfully 

address uncertainty issues. Some experts might not 

appreciate utilising crisp numbers to evaluate the failure 

modes while employing FMEA. They frequently employ 

linguistic variables or interval numbers to convey their 

ideas more effectively. In these circumstances, our 

suggested method is heavily emphasis the use of FMEA to 

combine heterogeneous information.  Table 1 summarizes 

related research, highlighting current literature gaps that 

motivate this paper’s proposed FMEA model to address 

uncertainty more effectively. 

 

Table 1: Summary of literature review 

Authors 
Year of 

publication  

Type of sets 

used 

Type of 

linguistic 

representation 

Wang et al. [19] 2019 NA 
Interval two-

tuple 

Huang et al. 

[20] 
2022 NA 

Probabilistic 

linguistic 

Yalcinkaya and 

Cebi [21] 
2022 

Pythagorean 

fuzzy set 
NA 

Huang et al. 

[22] 
2022 NA 

T-spherical 

fuzzy linguistic 

Nie et al. [23] 2018 NA 
Multi-granular 

linguistic 

Daneshvar et al. 
[24] 

2020 

Triangular 

and 
trapezoidal 

fuzzy set 

NA 

Wang et al. [25] 2017 
Trapezoidal 

fuzzy set 
NA 
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Wang et al. [26] 2017 
Trapezoidal 

fuzzy set 
NA 

Testik and Unlu 

[27] 
2022 

Triangular 

fuzzy set 
NA 

Bhuvanesh 

Kumar and 
Parameshwaran 

[28] 

2018 NA 
Interval 2-tuple 
fuzzy linguistic 

Ouyang et al. 

[29] 
2021 NA 

Trapezoidal 

fuzzy linguistic 

Proposed 

method 
 Q-ROFSs NA 

Note: NA is an acronym for Not Available 

The development of Q-ROFSs provides a valuable 

integration with FMEA, as both approaches address 

uncertainty in risk assessment. This paper proposes a Q-

ROFS-FMEA model, where uncertainty is expressed 

through the linguistic variables of Q-ROFS. In this model, 

the linguistic variables for severity (S), occurrence (O), 

and detectability (D) in FMEA are replaced with Q-ROFS 

memberships, allowing for a nuanced representation of 

uncertainty. To illustrate the proposed work, a case study 

of risk factors of Coronavirus disease 2019 (COVID-19) 

will be implemented. In more detail, our proposed method 

can convert various assessment data into four-tuple 

linguistic variables that can be used to compute RPN. As 

a collective decision tool, FMEA requires input from a 

group of experts using linguistic terms. The uncertainty of 

information in FMEA is dealt with appropriately in the 

proposed model.  The novel approach can handle the 

fuzziness and subjectivity in an uncertain environment, 

cover the diversity of viewpoints on the FMEA group of 

experts, and prevent the loss of crucial data throughout the 

risk assessment process. This method has the advantage of 

considering heterogeneous information as opposed to 

information of a single type.  

The contributions of this paper are three-fold. First, we 

define ten linguistic terms for failure modes and develop 

two equations to transform interval-valued memberships 

into single-valued memberships and non-memberships 

within the Q-ROFSs framework. These terms are 

specifically applied to the S, O, and D components of 

FMEA. Second, the paper addresses heterogeneous expert 

input by assigning unequal weights to experts, reflecting 

differences in their opinions. Third, we demonstrate the 

model’s application by identifying critical failure modes 

associated with COVID-19 risk factors. This paper is 

organised as follows. The next section recalls some 

prerequisite definitions and operations of Q-ROFSs. 

Section 3 presents the proposed Q-ROFS-FMEA risk 

assessment model. A case study of the risk factors of 

COVID-19 is illustrated in Section 4. In this section, 

detailed computational steps and results are presented. 

Finally, Section 5 concludes. 

 

2 Preliminary 
This section presents the definition of Q-ROFSs and its 

related operations.  

 

Definition 2.1 Q-Rung Orthopair Fuzzy sets [32]. 

Let X  be the universe of discourse. A Q-ROFSs Q  in X  

is denoted by 

 ( ) ( ) , , | ,
Q Q

Q x x v x x X=     

where  : 0,1
Q

X →  and  : 0,1
Q

v X →  signify the 

membership degree and the non-membership degree of the 

element x X  to the set Q , respectively with the limited 

condition ( ) ( )0 1q q

Q Q
x v x +  . The indeterminacy 

degree ( ) ( ) ( )1 q qq
Q Q Q

x x v x = − − .  

For convenience, Yager [32] termed ( ) ( )( ),
Q Q

x v x  a Q-

rung Orthopair Fuzzy number (Q-ROFN), which is 

signified as ( ),
Q Q

q v= . 

Definition 2.2 Accuracy value ( )H Q [35].  

Let ( ),
Q Q

Q v=  be a Q-ROFN. The score value 

( )S Q  of the Q-ROFN ( ),
Q Q

Q v=  is defined as 

( ) q q

Q Q
s Q v= − , where ( ) [ 1,1]S Q  −  and 1q  . The 

accuracy value ( )H Q  of the Q-ROFN  ( ),
Q Q

Q v=  is 

defined as ( ) q q

Q Q
H Q v= +  , where ( ) [0,1]H Q   and 

1q  . 

 

Definition 2.3 Accuracy values of the Q-ROFNs [35] 

Let ( )
1 1

1 ,
Q Q

Q v=  and ( )
2 2

2 ,
Q Q

Q v=  be any two Q-

ROFNs, and let 1( )S Q  and 2( )S Q  be the score values of 

the Q-ROFNs 1Q  and Q-ROFNs 2Q  respectively.  

Let 1( )H Q  and 2( )H Q  be the accuracy values of the Q-

ROFNs 1Q  and Q-ROFNs 2Q , respectively,  

(1) If 1 2 ) ( ) (S Q S Q , then 1 2 Q Q . 

(2) If 1 2 ) ( ) (S Q S Q=  and 1 2 )  (( )H HQ Q  , then 

1 2 Q Q . 

(3) If 1 2 ) ( ) (S Q S Q=  and 1 2( )()H HQ Q= , then 

1 2Q Q=  

 

Many scholars have studied and expanded 

mathematical operations over Q-ROFSs, a fascinating 

topic with many obstacles. The following are the basic 

activities outlined by Peng and Luo [36]. 

 

(1) Complement, ( ),cq v=  

(2) Union,    ( )1 2 1 2 1 2max , ,min ,q q v v =  

(3) Intersection, 

   ( )1 2 1 2 1 2min , ,max ,q q v v =  

(4) Subset, 
1 2 1 2 1 2,q q iff v v     
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(5) Addition, 

( )
1

1 2 1 2 1 2 1 2,q q q q qq q v v   
 

 = + −   
 

 

(6) Multiplication. 

( )
1

1 2 1 2 1 2 1 2, q q q q qq q v v v v 
 

 =  + −  
 

   

These definitions of concepts and their operations are 

directly used in the computational implementation of the 

proposed work. 

 

3 Proposed Q-ROFSs-FMEA 
The FMEA is a computational tool that proactively 

strategized for examining a process whether it might fail.  

The tool is also used to analyse the relative impact of 

various failures in which process aspects that need to be 

altered the most can be identified.  This section presents a 

new proposed Q-ROFS-FMEA where Q-ROFS and 

FMEA are combined. The computational procedures of 

fuzzy sets-FMEA method that was proposed by Ouyang et 

al. [29] become the basis in this work.  To make it 

compatible with Q-ROFSs setting, several innovations to 

FMEA are made.  The first innovation is the use of Q-

ROFSs in defining linguistic terms where four-tuple 

number is used instead of one single number. To recognise 

the difference in experts’ opinions and heterogenous 

information, unequal relative weight of experts is 

introduced as the second innovation. Finally, an 

aggregation operator is introduced to merge expert 

opinions of which a consensus RPN can be obtained. 

Details of these innovations are further explained in the 

computational procedures of the proposed Q-ROFSs-

FMEA. The computational procedures of the proposed 

work are presented as follows.  

 

Step 1: Determine the failure modes 

To identify all probable failure modes denoted by 

 1 2, , , mFM FM FM FM=  indicates the m failure 

modes that results in system failure, the experts 

( 1,2, , )ke k l=  with suitable expertise and experience 

are invited. 

 

Step 2: Estimate the failure modes by linguistic terms. 

Assessment scale of failure modes are made using 

linguistic terms due to uncertainty and ambiguity of 

human perceptions and heterogenous information.  In this 

step, a new linguistic term is proposed. The linguistic 

terms proposed by Jin et al. [37] becomes the basis in this 

effort. Interval number of memberships in the work of Jin 

et al. [37] is simplified and transformed into memberships 

of Q-ROFSs. This transformation is made using Equation 

(1) and Equation (2) subjected to the condition 

( ) ( )0 1.q q

QROF QROF
x v x +   

 

( ) 1 2

( ) ( )
( )

2

Q Q

QROF

x x
x

 


 + 
=  
 
 

     (1) 

  

( ) ( )( ) 1
QROF QROF

v x = −      (2) 

 

where, ( )
QROF

x  is a membership degree corresponding 

Q-ROFSs, and ( )
QROF

v x   is non-membership degrees 

corresponding Q-ROFSs. 

For example, if the interval membership is ([0.99, 

0.99], [0.01, 0.01]) then, by using Equation (1), 

( )
0.99 0.99

( ) 0.99
2QROF

x
 + 

= = 
 

. Then using Equation 

(2), we have ( ) ( )( ) 1 0.99 0.01
QROF

v x = − = .  The similar 

transformations are made for other linguistic terms.  

Summarily, the new linguistic terms are presented in 

Table 2. 

 

Table 2: The linguistic terms of Q-ROFSs 

Scales Linguistic terms Q-ROFSs 

0 Exceptionally high (0.99,0.01) 

1 Extremely High (0.90,0.10) 

2 Very High (0.80,0.20) 

3 High (0.675,0.325) 

4 Medium High (0.525,0.475) 

5 Medium (0.50,0.50) 

6 Medium Low (0.40,0.60) 

7 Low (0.30,0.70) 

8 Very Low (0.175,0.825) 

9 Extremely Low (0.10,0.90) 

 

To measure the risks and to make it compatible with 

the FMEA model, the linguistic terms are changed to 

linguistic of Severity (S), Occurrence (O) and Detection 

(D).  Table 3 provides the linguistic terms for S, O, and D 

with Q-ROFSs. 

 

Table 3: The linguistic terms for Severity (S), 

Occurrence (O) and Detection (D) with Q-ROFSs 
Scale Severity 

(S) 

Occurrence 

(O) 

Detection 

(D) 

 Q-ROFSs 

9 Hazardous Almost 
certain 

Almost 
impossible 

(0.99,0.01) 

8 Serious Very High Very 

Remote 

(0.90,0.10) 

7 Very High  High Remote (0.80,0.20) 

6 High Moderately 

High 

Very Low (0.675,0.325) 

5 Moderate Moderately Low (0.525,0.475) 

4 Low Moderately 

low 

Moderate (0.50,0.50) 

3 Very Low Low Moderately 

high 

(0.40,0.60) 

2 Slight Slight  High  (0.30,0.70) 

1 Very 
Slight 

Remote  Very High (0.175,0.825) 

0 None Almost 

Never 

Almost 

certain 

(0.10,0.90) 

 

Step 3: Determine the weights of experts 
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There is an innovation in this step where weights of 

experts are introduced. Differently from Ouyang et al. [29] 

where no weight was introduced, this step introduces 

weights in which these weights are crucial as it represents 

the difference of human perceptions and heterogenous 

information.   

The weights, 
k  for 𝑘𝑡ℎ experts, are calculated using 

Equation (3) with q is a constant.  The total weight of 

experts must equal to one.  

( ) ( )

( ) ( )
1

1 ((1 ) ) / 2)

1 ((1 ) ) / 2)

QROF QROF

k l

QROF QROF
k

x v x

x v x





=

− − +
=

− − +
  (3) 

 

where 
1

1
l

k

k


=

=  

The linguistic terms used in finding the weight of 

experts is presented in Table 4. 

Table 4: The weight of expert’s preference scale 
Scale Linguistic terms Corresponding Q-ROFSs 

9 Exceptionally Important  (0.99,0.01) 

8 Extremely Important (0.90,0.10) 

7 Very Important (0.80,0.20) 

6 Important (0.675,0.325) 

5 Medium Important (0.525,0.475) 

4 Neutral (0.50,0.50) 

3 Medium not Important (0.40,0.60) 

2 Not Important (0.30,0.70) 

1 Very Not Important (0.175,0.825) 

0 Extremely Not Important (0.10,0.90) 

 

The weights obtained here will be used for the next 

step of computational procedures.  

Step 4: Aggregate the assessment of experts 

In this step, the Q-rung Orthopair fuzzy weighted 

averaging operator (q-ROFWA) proposed by Liu and 

Wang [35] is used to aggregate the assessment of experts. 

An aggregated matrix to represent assessments made by k-

th experts are calculated using Equation (4).  

 

( ) ( )1 2

1 1

, , , 1 1 ,
k

k

l l
qq

l k k

k k

q ROFWA E E E v




= =

− = − − 

       (4) 

 

Differently from Ouyang et al. [29] where no aggregation 

equation is used, an aggregation is inserted at this step.  

This aggregation operation is significant as it combines all 

expert opinions to become a consensus decision.  

The q-ROFWA operator is employed because it 

effectively incorporates the weights of experts, making it 

well-suited for our context. Its simplicity allows for a 

balanced aggregation that accurately reflects expert 

consensus without adding unnecessary complexity. 

Additionally, the q-ROFWA operator was selected over 

other averaging methods due to its compatibility with q-

ROF numbers, which supports a more precise 

representation of expert opinions. 

 

Step 5: Determine score function values of failure modes  

Score function, ( )s Q   is used for the defuzzification 

process. Equation (5) is used to find a crisp value.   

  

( ) ( )( )
QROF QROF

s Q x v x= −     (5) 

 

Step 6: Calculate the RPN of failure modes using the 

multiplication operator of S, O and D (See Equation (6)). 

 

RPN S O D=        (6) 

 

where S, O, and D are risk parameters.  

Step 7: Rank the failure modes using RPN results. 

The final RPN results can be ranked in ascending order 

and the highest failure mode can be identified.  The 

proposed computational procedures will be implemented 

in a case study investigating risk factors of COVID-19. 

Detailed computations and results will be discussed in the 

following section.  

 

4 A case study of COVID-19 failure 

modes 
This section describes the failure modes of COVID-19, the 

experts who are giving their assessment, and the proposed 

computational model used to implement the computation.  

 

4.1 Failure modes 

The list of failure modes for COVID-19 disease is defined.  

Table 5 shows the failure modes considered in this study 

and their respective literature sources.  

 

Table 5: Selected failure modes of COVID-19 
No. Failure mode Source of Literature 

1 Older age ( )1FM  Rashedi, et al. [38] and 

Jordan et al. [39] 

2 Gender ( )2FM  Gebhard et al. [40], Rashedi, 

et al. [38] and Ambrocino et 

al. [41]  
3 Individual medical condition 

( )3FM  

De Sousa Lima et al. [42] 

4 Occupational factors ( )4FM  Leso et al. [43] 

5 Poor ventilation ( )5FM  Rashedi, et al. [38] 

6 Low education ( )6FM  Rashedi, et al. [38] 

7 Transmissibility ( )7FM  Rashedi, et al. [38] 

8 Viral load COVID-19 and its 

receptor, ACE2 ( )8FM  

Rashedi, et al. [38] 
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4.2 Experts’ information 

Five experts were invited to contribute their insights in 

assessing COVID-19 failure modes. A summary of their 

profiles is provided in Table 6. 

 

Table 6: Biographical data of experts 

Expert Designation 
Experience 

(year) 
Academic 

1E  Senior Nurse 10 
B,Sc Nursing, 

Community Health 

Nursing Certification 

2E  Senior Nurse 19 

B,Sc Nursing,  

Community Health 
Nursing Certification 

3E  
Public Health 

Expert 
16 MBBS, MPH 

4E  
Public Health 

Expert 
11 MBBS, MPH 

5E  Nurse 5 

B,Sc Nursing,  

Community Health 
Nursing Certification 

 

 The experts provide an assessment of failure modes 

and then analyse using FMEA. 

 

4.3 Data 

Specifically, eight failure modes for COVID-19, denoted 

as ( )1 2 3 4 5 6 7 8, , , , , , ,FM FM FM FM FM FM FM FM  were 

evaluated by a group of experts ( )1 2 3 4 5, , , ,E E E E E . Each 

expert assessed the failure modes based on severity, 

occurrence, and detection using a scale from zero to nine. 

To ensure consistency and minimize subjective bias, the 

experts were provided with Table 3, which outlines the 

numerical scale alongside its corresponding linguistic 

terms. Additionally, a brief training session was conducted 

to standardize the experts' understanding of these 

linguistic terms, enhancing alignment throughout the 

evaluation process. 

 

Table 7: Assessment of severity, occurrence, and 

detection 

Expert FM Severity (S) 
Occurrence  

(O) 

Detection 

(D) 

1E  
 

FM1 8 8 8 

FM2 0 0 0 

FM3 8 7 7 

FM4 8 9 5 

FM5 7 9 5 

FM6 2 4 8 

FM7 8 9 3 

FM8 9 9 1 

 

2E  

  

FM1 9 9 8 

FM2 8 6 1 

FM3 9 7 8 

FM4 9 8 6 

FM5 7 9 4 

FM6 3 8 8 

FM7 9 9 3 

FM8 9 9 2 

3E  

 

FM1 9 9 8 

FM2 6 2 0 

FM3 9 9 9 

FM4 9 9 4 

FM5 9 9 0 

FM6 7 9 8 

FM7 9 9 2 

FM8 9 9 2 

4E  

FM1 9 9 8 

FM2 6 2 2 

FM3 9 9 6 

FM4 9 9 6 

FM5 9 9 0 

FM6 9 7 9 

FM7 9 9 3 

FM8 9 9 3 

5E  

FM1 7 6 8 

FM2 1 1 3 

FM3 8 8 5 

FM4 8 5 6 

FM5 6 6 5 

FM6 7 5 6 

FM7 8 7 4 

FM8 6 8 1 

 

The heterogenous information from the above table are 

regarded as the input data in which these data are then 

computed in accordance with the proposed Q-ROFSs-

FMEA (see Section 3). 

 

4.4 Computation and results 

The Q-ROFSs-FMEA method is implemented for the case 

of failure modes of COVID-19 disease. This subsection 

presents the detailed computations of the input data using 

the Q-ROFSs-FMEA method.  

 

Step 1: Determine the failure modes 

The list of COVID-19 failure modes is provided in Section 

4.1, and the experts’ biographical information is detailed 

in Section 4.2. 

 

Step 2: Estimate the failure modes by using linguistic 

terms. 

The linguistic 0-9 scales from Table 7 are converted to 

matrix form in Q-ROFSs information and the resulting

, ,S O D  matrices are shown as, 

 

8 5

0.900,0.100 0.990,0.010 0.800,0.200

0.100,0.900 0.900,0.100 0.175,0.825

0.990,0.010 0.990,0.100 0.675,0.325

S



 
 
 =
 
 
  

 

 

8 5

0.900,0.100 0.990,0.010 0.675,0.325

0.100,0.900 0.675,0.325 0.175,0.825

0.990,0.010 0.990,0.010 0.900,0.100

O



 
 
 =
 
 
  

 

8 5

0.900,0.100 0.900,0.100 0.900,0.100

0.100,0.900 0.175,0.825 0.400,0.600

0.100,0.900 0.300,0.700 0.175,0.825
x

D

 
 
 =
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Step 3: Determine the weights of experts.  

The linguistic terms defined in Table 4 are used to 

determine the weights of experts. The importance of 

experts is represented by a linguistic term and its 

corresponding Q-ROFSs. Table 8 shows the linguistic 

terms and their respective Q-ROFSs which reflect the 

importance of experts.  

Table 8: Importance of experts in Q-ROFSs 

Expert Linguistic term Q-ROFSs 

1E  Neutral 0.500,0.500  

2E  Very Important 0.800,0.200  

3E  Important 0.675,0.375  

4E  Neutral 0.500,0.500  

5E  Medium not Important 0.400,0.600  

 

With the assumption that weights of experts are 

unequal, then Equation (3) is used to compute relative 

weights of experts. Given the information in Table 8, 

weight for the first expert, 1  for example is computed as   

( ) ( )

( ) ( )

( )

3 3

1 3 3 3 3

3 3 3 3

3 3

1

1 ((1 0.500 ) 0.500 ) / 2)

1 ((1 0.500 ) 0.500 ) / 2) 1 ((1 0.800 ) 0.200 ) / 2)

1 ((1 0.675 ) 0.375 ) / 2) 1 ((1 0.500 ) 0.500 ) / 2)

1 ((1 0.400 ) 0.600 ) / 2)

0.178





− − +
=
 − − + + − − +
 
 + − − + + − − + +
 
 − − +
 

=

 

 

 Similarly, the weights for other experts are 

calculated and summarised in Table 9.  

 

Table 9: Weight of experts 

Expert Weights 

1E  0.178 

2E  0.268 

3E  0.224 

4E  0.178 

5E  0.151 

 

Step 4: Aggregate the evaluation from different experts 

using q-ROFWA aggregation operator of matrices, 

, ,S O D . The aggregated matrices to represent assessments 

made by k-th experts are calculated using Equation (4). 

For example, the aggregated value of FM1 is computed as 

follows.  

( )( ) ( )( ) ( )( )
( )( ) ( )( )

( )( )( )( )( )

1

0.178 0.268 0.224
3 3 3

3
0.178 0.151

3 31

0.178 0.268 0.224 0.178 0.151

1

1 0.900 1 0.990 1

7

0.990

1 ,

1 0.990 1 0.80

7

0

0.1 0

0.9 71,

00 0.010 0.01 0 0

0.023

.010 0.20

l

k

FM

l

k

s =

=

 − − −
 

−  
 − −=
 

 
 

=





 

( )( ) ( )( ) ( )( )
( )( ) ( )( )

( )( )( )( )( )

1

0.178 0.268 0.224
3 3 3

3
0.178 0.151

3 31

0.178 0.268 0.224 0.178 0.151

1

1 0.900 1 0.99 1

5

9

0.

0.99

1 ,

1

.

0.9 1 0.675

9758,

0.1 0.01 0.01 0 5

0 02

1

5

.0 0.32

l

k

FM

l

k

o =

=

 − − −
 

−  
 − −=
 

 
 

=





 

 

( )( ) ( )( ) ( )( )
( )( ) ( )( )

( )( ) ( )( )( )

1

0.178 0.268 0.224
3 3 3

3
0.178 0.151

3 31

0.178 0.268 0.224 0.178 0.151

1

1 0.900 1 0.900 1 0.900

1 ,

1 0.900 1 0.900

0.100 0.100 0.100 0.100 0.1

0.90,0.10

00

l

k

FM

l

k

d =

=

 − − −
 

−  
 − −=
 

 
 

=





 

   

It is good to note that while parameter value q can be 

varied, in this computation q=3 is chosen as to cushion the 

impact of non- membership with negation of membership. 

The aggregated matrices , ,S O D  are shown as  

 
0.977 0.0237

0.732 0.327

0.979 0.021

0.979 0.021

0.941 0.065

0.844 0.197

0.979 0.021

0.984 0.017

,

,

,

,

,

,

,

,

S =  

0.976 0.026

0.471 0.611

0.949 0.054

0.969 0.033

0.984 0.017

0.01 0.114

0.985 0.016

0.986 0.014

,

,

,

,

,

,

,

,

O =  

0.9 0.1

0.255 0.791

0.905 0.106

0.623 0.383

0.438 0.623

0.924 0.079

0.403 0.604

0.299 0.719

,

,

,

,

,

,

,

,

D =  

Step 5: Determine score function values of , ,S O D .   

Score function is used for the defuzzification process (see 

Equation (5)).   The score function values of , ,S O D  are 

shown in Table 10.  

 

Step 6: Calculate the RPN of failure modes using the 

product of S, O, D using Equation (6).  For example, RPN 

of FM1
 in the last column of Table 10 can be calculated as 
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1
0.953 0.95 0.8

0.725

FMRPN

=

=  
 

The similar operation is implemented to other failure 

modes.  

Step 7: Rank the failure modes using RPN results.  

The ranking of failure modes using Q-ROFS-FMEA 

method is obtained as shown in Table 10.  

 

Table 10: The score function of , ,S O D , RPN and 

ranking 

FM 
Score function 

RPN Rank 
S  O  D  

FM1 0.953 0.950 0.800 0.725 1 

FM2 0.405 -0.140 -0.536 0.030 5 

FM3 0.958 0.895 0.800 0.686 2 

FM4 0.958 0.936 0.240 0.216 4 

FM5 0.876 0.967 -0.185 -0.157 6 

FM6 0.647 0.787 0.845 0.430 3 

FM7 0.958 0.969 -0.201 -0.187 7 

FM8 0.967 0.972 -0.420 -0.395 8 

 

The above result shows the RPN of each failure 

modes in which eventually can portray the rank of RPN.  

It indicates that FM1 (older people) is the highest risk 

factor and FM2 (gender) is the lowest risk factor of 

COVID-19.  The final results are subjected to comparative 

analysis of which will be explained in the following 

section.  

 

5 Comparative analysis 
The same data used to determine the ranking using the 

proposed Q-ROFSs-FMEA is then computationally 

reiterated using the existing FMEA methods such as crisp 

FMEA, Triangular Fuzzy Number FMEA (TFN-FMEA), 

and Intuitionistic Fuzzy Set FMEA (IFS-FMEA).  It is 

good to note here that the existing FMEA method is the 

method used without considering the Q-ROFSs.  Table 11 

shows the comparison ranking of failure modes based on 

Q-ROFS-FMEA method alongside other FMEA methods. 

 

Table 11: The ranking of failure modes 

FM 

RPN 

FMEA 
TFN-

FMEA 

IFS-

FMEA 

Q-ROFS-

FMEA 

FM1 450.378(1) 0.846 (1) 0.572 (1) 0.725 (1) 

FM2 91.456(8) 0.021 (8) 0.006 (5) 0.030 (5) 

FM3 437.326(2) 0.696 (2) 0.393 (2) 0.686 (2) 

FM4 412.574(3) 0.559 (3) 0.212 (3) 0.216 (4) 

FM5 235.316(7) 0.231 (6) -0.220 (6) -0.157 (6) 

FM6 381.611(4) 0.419 (4) 0.033 (4) 0.430 (3) 

FM7 369.809(5) 0.246(5) -0.222 (7) -0.187 (7) 

FM8 334.708(6) 0.174 (7) -0.331 (8) -0.395 (8) 

 

It can be seen that the RPN values obtained from 

FMEA are much higher compared to the RPN obtained 

from TFN-FMEA, IFS-FMEA and Q-ROFSs-FMEA. The 

main reason behind this big difference is because the type 

of numbers used. In the FMEA method, assessments are 

made using real numbers from 0 to 9, whereas fuzzy 

numbers between 0 and 1 are utilized in TFN-FMEA, IFS-

FMEA, and Q-ROFS-FMEA. The RPN values in Q-

ROFS-FMEA are significantly lower due to the use of 

four-tuple values, which represent the membership 

degrees within Q-ROFSs. 

Furthermore, the RPNs obtained from the methods are 

used to compare the ranking of risk factors (FMs).  The 

comparison of these ranks and their respective RPNs can 

be seen in Figure 1. 

 

 
Figure 1: Comparison of RPN values obtained using Q-

ROFS- FMEA versus other methods 

 

The ranks of failure modes of COVID-19 obtained 

using the proposed Q-ROFS-FMEA and some existing 

FMEA methods are shown in Figure 2. 

 
Figure 2: Comparison of FM ranking obtained using Q-

ROFS- FMEA versus other methods 

 

The rankings of failure modes across these four 

methods show a high level of consistency. Both the first 

1FM  (older age) and second 
3FM  (individual medical 

condition) ranks are the same across all methods. Minor 

shifts are observed in the third and fourth ranks, but there 

are significant changes from the fifth rank onward among 

the methods. Unlike other methods, the traditional FMEA 

approach does not account for fuzziness or uncertainty, 

while TFN-FMEA only considers the membership degree 

and omits the non-membership aspect of the problem. IFS-
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FMEA, on the other hand, incorporates both membership 

and non-membership degrees and can partially address 

hesitancy. The proposed Q-ROFS-FMEA generates 

ranking results closely aligned with IFS-FMEA, primarily 

due to its ability to manage uncertainty. However, Q-

ROFS-FMEA offers an advantage by introducing the q 

parameter, which provides enhanced flexibility not 

available in IFS-FMEA. Although IFS-FMEA includes 

both non-membership and hesitancy degrees, it has been 

criticized for limitations in practical applications, as its 

dual memberships must sum to one or less, which can 

restrict its adaptability. 

Applying Q-ROFS to FMEA offers greater flexibility, 

as the parameter q can be adjusted to meet the specific 

requirements of various risk decision-making contexts. 

The Q-ROFS framework is especially well-suited to 

handle complex scenarios, with the parameter q providing 

added adaptability. This ability to adjust membership 

grade space via q is a significant advantage, as it enhances 

Q-ROFS’s capacity for analyzing ambiguous information. 

Compared to crisp sets, fuzzy sets, and intuitionistic fuzzy 

sets, Q-ROFS is more robust and comprehensive. With the 

inclusion of q, the range of uncertain information captured 

by Q-ROFS is notably extensive and flexible, making it a 

powerful tool for addressing uncertainty in diverse 

applications. To assess the robustness of the parameter q 

in the Q-ROFS-FMEA method, a sensitivity analysis is 

conducted, with the results presented in Table 12. 

 

Table 12: Sensitivity analysis of Q-ROFS-FMEA 

method with different values of q 

q Ranking 

1 1 3 6 4 2 7 5 8FM FM FM FM FM FM FM FM  

2 1 3 6 4 2 5 7 8FM FM FM FM FM FM FM FM  

3 1 3 6 4 2 5 7 8FM FM FM FM FM FM FM FM  

4 1 3 6 4 2 5 7 8FM FM FM FM FM FM FM FM  

5 1 3 6 4 2 5 7 8FM FM FM FM FM FM FM FM  

6 1 3 6 4 2 5 7 8FM FM FM FM FM FM FM FM  

7 1 3 6 4 2 5 7 8FM FM FM FM FM FM FM FM  

8 1 3 6 4 2 5 7 8FM FM FM FM FM FM FM FM  

9 1 3 6 4 2 5 7 8FM FM FM FM FM FM FM FM  

10 1 3 6 4 2 5 7 8FM FM FM FM FM FM FM FM  

 

 

Based on Table 12, the sensitivity analysis results 

indicate that QROFS-FMEA is a robust method, as 

variations in the parameter q do not affect the overall 

ranking outcomes, except when q=1. At this specific 

value, a minor shift occurs between the sixth and seventh 

ranks compared to the other tested q values.  

It is recalled that the objective of this paper is to 

identify the most critical failure modes of the risk factor 

COVID-19 using the proposed Q-ROFSs-FMEA. It is 

unveiled that  
1FM  (older age) is the highest risk among 

the other failure modes.  The relative risks of all factors 

are obtained as 

1 3 6 4 5 7 8 2FM FM FM FM FM FM FM FM  

where the lowest failure mode in combating with the 

COVID-19 disease is 
2FM (gender). Therefore, this study 

suggests that the factor of ‘gender’ is not the main risk in 

estimating the likelihood of COVID-19 diseases.  

However, the failure mode 
1FM  ‘older age’ should be 

given the highest priority for risk mitigation of COVID-

19.   It is also good to mention here that the top two worst 

failure modes of the risk factor of COVID-19 are 
1FM  

and 
3FM . This research sees the ‘older age’ and 

‘individual medical condition’ failure modes are the most 

at-risk groups compared to other failure modes.  This 

result is in line with the findings of Rod et al. [44], who 

found that the two main failure modes for COVID-19 

disease are age and comorbidities. 

6 Conclusion 
Since 2019, the world has grappled with the profound 

impact of COVID-19. Numerous efforts have been 

undertaken to prevent its spread, yet questions remain as 

to whether these measures are truly sufficient to minimize 

the risk of infection. Moreover, many of the failure modes 

remain inconclusive and vague. Therefore, this research is 

conducted to identify the most critical failure modes of 

risk factors COVID-19. To meet this objective, the risk 

evaluation model, Q-ROFS-FMEA is proposed.  The input 

data was elicited from a group of experts in public health 

who have been active in treating COVID-19 patients. Data 

were computed using the proposed Q-ROFS-FMEA 

where weights of experts and aggregation operators are 

the new features in the proposed method.  This research 

indicates that the failure mode ‘older age’ is identified as 

the most-at-risk group.  The result also shows that the 

failure mode ‘gender’ is the weakest risk factor.  To 

validate these findings, a comparative analysis is 

presented where the results obtained from Q-ROFS-

FMEA is compared to the results of the conventional 

FMEA, TFN-FMEA and IFS-FMEA. The comparative 

analysis demonstrates that the proposed Q-ROFS-FMEA 

method is similar to the IFS-FMEA; however, it yields 

different rankings when compared to the TFN-FMEA and 

FMEA methods. Notably, the top two highest risk factors 

for COVID-19 identified across all four methods are 

consistent: older age and individual medical conditions. 

This study provides an essential contribution to the 

medical field to mitigate the spread of the COVID-19 

disease. However, the findings need further investigation 

as there are several limitations surrounded this study. The 

first limitation is on the data input. Since the data was 

collected from a group of experts, additional validations 

on the expert selection and data triangulation are required. 

Second limitation is on the ranking results where the 

results are obtained using the proposed works. Future 

research could benefit from incorporating insights from 

other studies, such as Gams and Kolenik [45], who 

highlighted exponential technological progress and its role 

in addressing human challenges, and Janco et al. [46], who 

investigated key cultural, developmental, and travel-
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related factors in pandemic spread. Expanding the 

methodological scope by utilizing alternative risk 

evaluation models such as the Risk Expected Value (REV) 

method, Data Envelopment Analysis, Monte Carlo Risk 

Analysis, and Fuzzy Bayesian Network could further 

enrich the understanding of COVID-19 risk factors and 

refine predictive accuracy. 
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With technological advancements, smart health monitoring systems have become increasingly vital and 

popular. The rise of smart homes, appliances, and medical systems, along with the pivotal role of the 

Internet of Things (IoT), is significantly enhancing healthcare services by improving data processing 

and predictive capabilities. IoT not only aids in predicting heart disease but also supports emergency 

responses. However, traditional data transfer methods are inefficient in terms of time and energy, 

resulting in high latency and consumption. Edge computing, alongside deep learning methods, provides 

effective solutions with superior performance. This paper introduces a Real-Time Smart Healthcare 

System utilizing Edge-Internet of Things and Deep Learning. The primary objective of this system is to 

monitor patient health changes, predict heart disease, and automate medication administration in real 

time. The study presents a DNN-based prediction model that leverages edge computing and IoT. This 

model processes health data from IoT devices, while edge devices deliver timely health predictions to 

doctors and patients via edge and cloud servers. The proposed system is evaluated on performance 

parameters, demonstrating superior results compared to other methods. By integrating edge computing, 

IoT, and deep learning, this system enables efficient real-time health monitoring and prediction, 

benefiting both healthcare professionals and patients. It demonstrates exceptional performance with an 

accuracy of 96.15%, precision of 92.86%, recall (sensitivity) of 97.50%, and an F1-score of 94.87%. 

Povzetek:  Razvili smo sistem za pametno zdravstveno oskrbo, ki temelji na tehnologijah Edge-IoT in 

globokem učenju in napoveduje srčne bolezni v realnem času. Sistem uporablja globoko nevronsko 

mrežo za obdelavo podatkov iz IoT naprav, kar omogoča pravočasne zdravstvene napovedi.

1 Introduction 
As the prevalence of heart disease patients continues to 

grow, the strain on current healthcare systems is on the 

rise. Addressing this challenge requires the increased 

involvement of specialists. However, it is crucial to act 

swiftly when dealing with heart patients, especially in 

emergencies. An efficient Smart Healthcare Surveillance 

System (SHSS) can effectively tackle these issues by 

offering a range of services, including monitoring, 

remote treatments, autonomous actions, and real-time 

situation management[1], [2]. Such a system can provide 

timely and effective support to heart disease patients, 

ensuring rapid and efficient responses in critical 

situations. Therefore, the demand for modern and future 

healthcare services requires computational power and 

rapid response times. In recent years, advances in 

information technology and artificial intelligence (AI) 

have played a transformative role across society, 

highlighting exponential progress in computational 

power, data storage, and electronic transmission 

capabilities [3], which are now critical to modern 

healthcare systems. The proliferation of AI-driven 

systems has unlocked the potential for unprecedented  

 

 

levels of automation and real-time data processing, 

especially through edge computing. 

Nonetheless, mobile cloud computing (MCC), which 

preceded edge computing, encountered similar obstacles, 

such as high costs of data transmission, delayed response 

times and restricted network reach. Several investigations 

have contrasted cloud-centric and edge-centric 

computing, concluding that solely edge computing aligns 

with the demands for reduced latency, mobility, and 

energy conservation [4], [5]. In the healthcare sector, 

edge computing outperforms traditional cloud 

computing. Healthcare professionals can deliver remote 

medical assistance to individuals with chronic conditions 

through the utilization of wearable devices and ambient 

sensors to monitor vital signs. This is achievable thanks 

to the oversight and flexibility afforded by edge 

computing systems. Furthermore, doctors can detect 

patient risks based on sensor data, regardless of their 

location. For superior care delivery, it's essential that 

edge devices and nodes promptly perform data 

operations [6]. Real-time healthcare applications are also 

crucial for immediate risk detection and intervention. A 

Real-time Semantic Healthcare System is developed 

in[7] to identify Visual Risks for Elders and Children in 
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surveillance videos, enabling swift responses to prevent 

accidents. 

We propose a healthcare monitoring system that 

relies on Edge Internet of Things and deep learning 

technologies. The primary objectives of this system are 

as follows: 

• An envisioned design for a Heart Disease Smart 
Healthcare Surveillance System integrates IoT-
Edge-Cloud technology. This system harnesses 
the power of Edge devices to efficiently handle 
real-time situations and optimize performance by 
minimizing computation and transmission 
overhead. 

• Data gathered from IoT sensors for predicting the 
risk of heart disease undergoes a sequence of 
preprocessing procedures and analysis at the Edge 
layer, facilitated by FPGA programmable 
processors. This process ensures that the data is 
prepared and analyzed efficiently and effectively 
within the system edge layer. 

The subsequent segments of the paper are presented 

as follows: a comprehensive overview of existing 

research and studies related to the topic is presented in 

section 2. Section 3 offer detailed elaboration on our 

proposed architecture. The analysis of the results is 

presented in Section 4. Finally, Section 5 summarizes the 

findings and conclusions of the research. 

2 Related work 
In this section, we present a compilation of related 

works. One such research discusses an IoT-based 

healthcare system  capable of monitoring and tracking 

patients, staff, and biomedical devices, while also 

handling emergency situations effectively[8]. 

Additionally, a framework is introduced that includes a 

real-time alert generation system to guarantee swift 

responses. Furthermore, there is the introduction of an 

IoT-cloud-based framework for healthcare applications, 

with a specific focus on real-time prediction of health 

vulnerabilities during workout sessions[9].  A healthcare 

system based on IoT is created to meet the demand for 

intelligent health monitoring. The framework introduces 

a combination of Fully Homomorphic Encryption (FHE) 

and machine learning [10]. This framework enables 

encrypted analysis of biosignal data, including 

aggregation, real-time monitoring, and abnormality 

detection.  

In the healthcare industry, predictive analytics covers 

a wide range of techniques, ranging from conventional 

linear models to sophisticated machine learning 

techniques [11]. Among these techniques, deep learning 

(DL), a subset of ML, has proven to be highly reliable 

and robust. DL excels in automatically handling and 

learning from vast and complex healthcare datasets, 

providing valuable perspectives and efficient solutions to 

complex issues. Its application in diverse medical 

domains has consistently shown superior performance 

compared to classic designs. More precisely, the 

recurrent neural network (RNN) has demonstrated its 

effectiveness in managing prolonged dependencies in 

input data. RNN has become prominent in analyzing 

temporal events, particularly in applications that involve 

time-sequential data [12].  

Several studies have focused on the diagnosis and 

predictive modeling of heart disease. Botros et al.[13] 

introduced two models for detecting heart failure from 

electrocardiogram signals: a Convolutional Neural 

Network and an enhanced version that includes an SVM 

layer, achieving over 99% accuracy, sensitivity, and 

specificity. This framework aids professionals and allows 

real-time processing with mobile equipments. The 

authors in [14] examined heart disease prediction using 

six ML models, as logistic regression and random forest. 

Logistic regression reached 90.16% accuracy on the 

Cleveland data, and AdaBoost achieved 90% on the 

IEEE Dataport data. The accuracy of the soft voting 

group classifiers was improved to 93.44% and 95%, 

respectively. Nancy et al.[2]  utilized bidirectional LSTM 

for heart disease prediction, achieving an accuracy of 

0.98 and outperforming existing methods. This highlights 

the importance of timely disease prediction for early 

intervention. Authors in [15] created a Smart 

Cardiovascular Disease Diagnostic Framework using 

Internet of Things  devices. Their ConvNet and 

ConvNet-LSTM design successfully obtained a 98% 

accuracy rate in identifying atrial fibrillation using cloud 

architecture and DL. The combination of IoT devices and 

cloud computing with deep learning models offers 

transformative possibilities for healthcare, particularly in 

remote health monitoring and precise disease diagnosis. 

Table 1 present a summary of some recent approaches 

along with their respective performance and advantages.  

Although the existing literature demonstrates 

promising approaches in heart disease prediction and 

healthcare monitoring, several limitations remain. Many 

of the techniques rely on powerful computational 

resources, such as deep learning models (CNN, LSTM), 

which can be costly and require large datasets for 

training. Additionally, real-time prediction remains a 

challenge, particularly in resource-constrained 

environments such as wearable IoT devices and edge 

computing systems. While IoT-based healthcare systems 

are increasingly utilized, their effectiveness often relies 

on centralized cloud processing, which introduces 

latency and scalability issues. 

The proposed system addresses these challenges by 

leveraging edge computing and IoT integration, enabling 

real-time prediction and monitoring at the point of care, 

with significantly reduced latency. Our approach also 

integrates deep learning models such as DNN for 

improved accuracy, while operating efficiently on edge 

devices with limited resources, making it a valuable 

advancement over existing state-of-the-art (SOTA) 

methods in healthcare prediction systems. 
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Table 1: Summary of various approaches along with their respective performance and advantages. 

Approach                                                 Description                                                                                                     Advantages                                                          Disadvantages                                                    Reference 

 Meta classification 
technique                        

 Uses multiple classifiers to 
improve prediction by 
combining their outputs                                     

 Combines strengths of 
different models for 
improved accuracy       

 Can be computationally 
expensive due to 
ensemble complexity     

Latha et Jeeva 

(2019) [16] 

 Hybrid random 
forest with linear 
model               

 Combines random forest 
and linear models to predict 
heart disease                                             

 Balances complexity 
and interpretability                           

 May not fully capture 
nonlinear relationships in 
data            

Mohan et al. 

(2019) [17] 

 Statistical model and 
deep neural network            

 Combines traditional 
statistical methods with 
deep neural networks for 
heart disease prediction                

 Leverages both classic 
and modern techniques 
for robust results    

 Requires large datasets 
for deep learning to be 
effective         

Moreno-Ibarra 

et al. (2019) 

[18] 

 Bi-directional LSTM 
(C-BiLSTM)                       

 Uses BiLSTM to handle 
sequential data for heart 
disease prediction                                           

 Captures temporal 
dependencies in patient 
data, improving 
prediction accuracy  

 Computationally 
intensive, requires 
significant training data  

Dileep et al. 

(2023) [19] 

 Hyperparameter 
tuning and cross-
validation with ML   

 Employs hyperparameter 
optimization to enhance 
performance of machine 
learning models                          

 Improves generalization 
ability of models                          

 Can lead to overfitting if 
not carefully tuned                    

Ahmed et al. 

(2020) [20] 

 Random Forest                                         Utilizes Random Forest for 
heart disease classification                                                       

 Easy to interpret, 
performs well with 
unstructured data            

 Can be less effective 
with highly imbalanced 
datasets             

Dhanamjayulu 

et al. (2022) 

[21]  

 Optimized ensemble 
fuzzy ranking 
(OEFR)              

 Uses an ensemble of fuzzy 
ranking algorithms for 
heart disease prediction                                     

 Optimizes predictions, 
reduces error                              

 May not handle very 
large datasets well                          

Managala et 

al. (2023) [22] 

 RNN (Recurrent 
Neural Network)                       

 Uses RNNs for heart 
disease prediction from 
temporal data like ECG 
signals                                   

 Suitable for sequential 
data, handles time-series 
data well        

 Struggles with long-term 
dependencies in data                     

Almujally et 

al. (2023) [23] 

 IoT-Cloud-Based 
Healthcare System                    

 Implements an IoT-based 
framework for real-time 
monitoring of heart disease 
during workouts     

 Integrates multiple data 
sources (physiological, 
behavioral) for holistic 
health tracking  

 Security concerns 
related to data 
transmission and privacy  

Nancy et 

al.(2022) [2] 

 Deep Forest Cascade 
Technique                        

 Uses a cascade of deep 
forest models to predict 
heart disease                                                 

 High accuracy in 
prediction, interpretable 
output                 

 Requires fine-tuning of 
cascade layers                            

Askar (2023) 

[24] 

 XGBoost                                               Uses an optimized gradient 
boosting model for 
classification tasks                                            

 Very high prediction 
accuracy, great for 
structured data          

 Sensitive to noisy data, 
requires proper feature 
engineering      

Gracious et al. 

(2024) [25] 

 Optimized Random 
Forest with SMOTE                   

 Combines Random Forest 
with SMOTE to balance 
class distributions for heart 
disease prediction                

 Improves model 
robustness and 
generalization                       

 Computationally 
expensive and may 
require a lot of time to 
optimize  

ishaq et al. 

(2023) [26] 

3 Materials and methods 

3.1 Architecture of the proposed smart 

healthcare system 

IoT technology plays a pivotal role in various real-time 

applications, enabling seamless interaction between 

objects and individuals. However, the considerable 

volume of medical information produced by such 

equipment is a significant obstacle for the system, 

particularly in data storage, processing, and management. 

To address this challenge, we support the adoption of an 

intelligent system for heart disease diagnostic, employing 

edge IoT technology. The system, illustrated in Figure 1,  

 

 

aims to overcome the challenges posed by the massive 

data generated in healthcare settings. The architecture 

comprises 3 layers: the Cloud Layer, the Edge Layer, and 

the Data Generation Layer. The global architecture of the 

system is built upon the framework described in  [27], 

but we have implemented several modifications. These 

include the integration of an intelligent sensor capable of 

automatically generating various physiological 

parameters continuously. The synergy between the 

National Instruments myRIO processor and a Wi-Fi 

module facilitates wireless data transmission to the cloud 

server [28]. Additionally, the system integrates real-time 

online monitoring of health status [6]. Moreover, the 
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cloud component is employed for dispatching alert messages to patients, as documented in[21]. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1:  Proposed architecture of edge based system. 

The proposed architecture enhances existing designs by 

incorporating specific adaptations tailored for real-time, 

resource-efficient processing on edge devices. Unlike 

traditional systems that rely solely on cloud computing 

for high-level data processing, our design emphasizes 

advanced local processing through edge computing, 

significantly reducing latency. The integration of 

intelligent sensors at the data generation layer provides 

continuous physiological parameter tracking, which is 

processed by a custom DNN model at the edge. This 

DNN model has been optimized for the constrained 

computational environment of edge devices, enabling it 

to operate effectively with lower energy consumption 

and processing power without compromising diagnostic 

accuracy. 

3.2 Data generation layer  

The function of this layer is to acquire physiological 

health parameters using a variety of Internet-connected 

or wearable devices. Typically, these devices have 

limited storage and computing capabilities. Local 

processing techniques can be implemented to address 

issues such as data redundancy, power consumption, and 

network transmission load. For connectivity, the data 

collection layer devices can establish a connection with 

smart phones or other mobile smart terminals via 

Bluetooth technology. To facilitate high-speed 

transmission of measured signals, all smart sensors are 

linked to an NI myRIO platform through a Wi-Fi module 

capable in swift data transfer. The NI myRIO platform 

utilizes a low-power Xilinx FPGA programmable 

processor, making it highly suitable for efficient signal 

transmission and reception tasks. To interact with the 

collected data, the NI-myRIO module communicates 

with an application that provides the capability to use a 

web-based interface for data visualization and analysis. 

3.3 Edge layer 

Primary role of this layer is to execute computations for 

early detection and take necessary actions based on the 

acquired physiological data. The Edge layer primarily 

consists of smart phones and other intelligent mobile 

terminals. It serves as network layer devices, enabling 

data communication functions of the medical IoT 

gateway. We use here NI myRIO. Moreover, they host 

application layer software, including preprocessing 

algorithms for filtering and consolidating data, thereby 

enhancing real-time analysis speed. The process of 

analysis is streamlined by deep learning models, offering 

reliability and precision in the detection of potential 

health concerns. Once the analysis is complete, the 

decision-making module, with the assistance of 

healthcare specialists, determines whether immediate 

action is required. If necessary, an alarm is raised to alert 

the healthcare community and an autonomous system 

capable of addressing emergencies in real-time. In 

instances where no alarm is triggered, both the data and 

analysis results are archived in the Edge layer before 

being transmitted to the Cloud layer. The access 

procedure incorporates appropriate access control 

measures for the healthcare community, granting 

authorized individuals the ability to retrieve and interact 

with the data as required. 
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3.4 Cloud layer  

This layer focuses on data storage, latency-tolerant 

analysis, and access control for the healthcare 

community. It acts as a repository for collected data and 

allows for further analysis that can tolerate certain 

delays. The access mechanism ensures proper control 

over data access by authorized individuals. The analysis 

results are shared with the healthcare community, 

enabling timely actions based on the derived insights. 

The healthcare community can utilize cloud-based 

solutions for monitoring patients as well. 

3.5 Security and confidentiality 

Our smart healthcare system, which is built on the 

Internet of Things (IoT), incorporates a security solution 

provided by [23]. Our system complies with security 

standards like HIPAA and GDPR by using encryption 

and secure authentication methods, ensuring that only 

authorized users and devices can access sensitive health 

data while protecting user privacy. This solution utilizes 

Zigbee and Firebase IoT authentication. During the 

transmission of health information, a 128-bit encryption 

is utilized to secure the JSON file as a token. Firebase 

cloud functions authenticate the officer's device token by 

generating a custom token with precise credentials and 

claims. Both the 128-bit device token and the Firebase 

custom token serve as authentication mechanisms for 

real-time data exchanges. After the user's identity is 

verified, the authorization process makes use of 

Firebase's universal security standards. The security 

system consists of three steps: 

• The equipment identifier authenticates the request as 

being from permitted equipment, but it does not 

provide any important details for identifying the 

owner. 

• A customized certificate includes user identification 

but does not have profile details and cannot be 

automatically recognized by Firebase servers due to 

potential revocation or key rotation. 

• The signInWithCustomToken API verifies the 

claims of the custom token, and then the backend 

produces a Firebase Identity token. This token, 

which includes the user's characteristics, serves as 

indisputable evidence of authorization and remains 

valid for duration of one hour. 

3.6 Proposed deep learning model 

In the past few years, there has been significant research 

and extensive implementation of deep learning 

algorithms, aimed at extracting valuable information 

from different varieties of data. Various deep learning 

architectures have been implemented to accommodate 

the diverse characteristics of input data, encompassing 

conventional neural networks, deep neural networks, and 

recurrent neural networks.  

 

 

 

In this particular case, a deep neural network model has 

been adopted and modified to predict heart disease. The 

specific architecture of the DNN is illustrated in Figure 

2. The described sequential model architecture is a dense 

neural network (DNN) comprising multiple fully 

connected layers with regularization mechanisms to 

enhance generalization and prevent over fitting. The 

model begins with a dense layer of 128 neurons, using 

the ReLU (Rectified Linear Unit) activation function. 

The weights in this layer are initialized with a normal 

distribution, and L2 regularization with a coefficient of 

0.001 is applied to mitigate over fitting by penalizing 

large weights. This layer is followed by a Dropout layer 

that randomly drops 20% of the neurons during training, 

providing further regularization. This structure of dense 

and dropout layers is repeated with 64, 32, and 16 

neurons in subsequent dense layers, each maintaining the 

same initialization and regularization techniques. The 

model continues with another Dropout layer after each 

dense layer to ensure regularization is consistently 

applied throughout the network. Following these, a dense 

layer with 8 neurons using the softmax activation 

function is included. The softmax activation function is 

typically used for multi-class classification and outputs a 

probability distribution classes. Another Dropout layer 

follows this, and finally, the model includes a dense layer 

with 2 neurons and a sigmoid activation function. The 

sigmoid activation function is often used for binary 

classification tasks, outputting probabilities for two 

classes.  

The model is trained with the Adam optimizer, 

employing a learning rate of 0.001. The chosen loss 

function is categorical crossentropy, so it is well-suited 

for issues involving multi-class categorization. The 

categorical crossentropy loss function measures the 

dissimilarity between the true labels and the predicted 

probabilities, penalizing incorrect classifications more 

severely. The formula for categorical crossentropy loss 

is: 

𝐿𝑜𝑠𝑠 =  − ∑ 𝑦𝑖 log(�̂�𝑖)
𝑁
𝑖=1         (1) 

where  N  is the number of classes, 𝑦𝑖  is the true label for 

class  i , and �̂�𝑖 is the predicted probability for class  i. 

L2 regularization, often referred to as Ridge 

regularization, is a method employed in machine learning 

models to mitigate over fitting. It achieves this by 

incorporating a penalty term into the loss function. The 

"L2" refers to the L2 norm, which is the sum of the 

squared values of the weights. This penalty term 

discourages the model from fitting the noise in the 

training data by shrinking the weight values, thus 

promoting simpler models with smaller weights.  
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Figure 2:  DNN model 

Mathematically, L2 regularization adds the following 

term to the loss function: 

𝑃 =  𝜆 ∑ 𝜔𝑖
2

𝑖                               (2) 

Where λ is a regularization parameter that controls 

the strength of the penalty, and 𝜔𝑖 are the weights of the 

model. 

When the loss function with L2 regularization is 

minimized, the model not only tries to minimize the 

original loss but also tries to keep the weights small. This 

helps in preventing over fitting, as models with smaller 

weights are less likely to fit the noise in the training data 

and more likely to generalize better to new, unseen data. 

The training phase entails the adjustment of the 

model to the test data with a validation split using the 

same test data over 60 epochs and a batch size of 15.  

The model's training was optimized by employing an 

early stopping criterion, where training is terminated if 

accuracy stabilizes without improvement over a set 

number of epochs, ensuring optimal model performance 

while avoiding unnecessary computation. Other 

hyperparameters were determined experimentally to 

achieve the most effective configuration. For instance, 

the batch size was set to 15 to maintain a balance 

between memory efficiency and gradient updates, which 

aids in faster convergence. The learning rate for the 

Adam optimizer was chosen as 0.001 after testing 

different rates and selecting the one that yielded the best 

training and validation accuracy. Moreover, each layer's 

dropout rate and the L2 regularization coefficient were 

tuned to prevent overfitting effectively. These 

hyperparameter values were fine-tuned by monitoring 

model performance across multiple experimental runs, 

adjusting values iteratively to achieve a reliable, accurate 

prediction model for heart disease diagnosis. Upon 

training completion, the model's performance is 

evaluated on the test data. The evaluation provides a loss 

and accuracy metric. Construction and training of the 

deep learning model took place on Edge layer or cloud 

server. The output layer of this model generates health 

assessment results, which are categorized into binary 

classes: 0 for health and 1 for illness.  

3.7 Dataset 

The Erbil Heart Disease Dataset [29], sourced from the 

Medical Help Centre, a specialized heart hospital in 

Erbil, Iraq, contains data on 333 patients, each with 21 

attributes as detailed in Table 2. This publicly available 

dataset aims to facilitate the prediction of heart disease 

using information specific to the local population. The 

dataset’s attributes are organized into five categories: 

demographic information, medical history, physical 

examinations and symptoms, medical laboratory tests, 

and diagnostic features. These attributes were carefully 

chosen based on expert medical advice to ensure their 

relevance and significance for heart disease prediction. 

By leveraging this dataset, researchers can develop and 

refine predictive models that are tailored to the unique 

characteristics of the patients from this region, ultimately 

enhancing the accuracy and effectiveness of heart disease 

diagnosis and treatment strategies. Figure 3 illustrates the 

distribution of the target variable for heart disease. It 

visually represents the proportion of patients with and 

without heart disease, aiding in understanding the 

dataset's balance and the prevalence of the condition. 

Table 2: Data description 

Attribute Description 

Age Patients' ages, measured in years. 

Sex The patient's gender is indicated by a value of 1 for 

female and 0 for male. 

Smoking Indicate whether the patient is a smoker or not (0=No, 

1=Yes) 

Years Duration of smoking for smokers 

LDL The patient's LDL-Cholesterol ratio 

Chp Types of chest pain are categorized as follows: 1= 

Typical angina, 2= Atypical angina, 3= Non-anginal 

pain, and 4= Asymptomatic. 

Height The patient's height, measured in centimeters. 

Weight The patients' weight, measured in kilograms. 

FH  History of heart disease among family members 

Active Indicate the patient's level of activity (0=Inactive, 

1=Active) 

Lifestyle Residence location: 1 = City, 2 = Town, 3 = Village 

CI Has the patient undergone any cardiac catheterization 

or any invasive procedures involving the heart? (0 

indicates No, while 1 indicates Yes) 

HR Cardiac pulse ratio 

DM Presence of diabetes: 0 = No, 1 = Yes 

Bpsys Ratio of systolic blood pressure 

Bpdias Ratio of diastolic blood pressure 

HTN The patient's hypertension status: 0 for "No," 1 for 

"Yes." 

IVSD Echo parameter: Interventricular Septal Thickness 

during Diastole (IVSD), a measurement utilized in 

determining Left Ventricular Hypertrophy (LVH). 

ECGpatt The ECG test includes four categories: ST-Elevation 

(1), ST-Depression (2), T-Inversion (3), and Normal 

(4). 

Qwave Presence of the Q wave: 0 for "No," 1 for "Yes." 

Target The patient's heart disease status: 0 for "without heart 

disease," 1 for "with heart disease." 
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Figure 3:  Distribution of target attribute 

3.8 Data preprocessing 

Data preprocessing plays a pivotal role in building a 

more precise machine learning model. This phase 

encompasses several tasks geared towards enhancing 

data quality, including the identification and management 

of missing values, the detection and elimination of 

outliers, and the selection of pertinent features. In 

addition to the preprocessing operations already 

performed on the Erbil data, we have implemented the 

following supplementary preprocessing steps to enhance 

their usability further. 

3.8.1 Normalization  

Normalization, particularly standardization, is a crucial 

preprocessing step in data analysis and machine learning. 

It adjusts the scale of data to ensure that each feature 

contributes equally, preventing those with larger scales 

from dominating results. This process involves centering 

the data around zero by subtracting the mean of each 

feature, effectively neutralizing biases introduced by 

different scales. Subsequently, the data is scaled by 

dividing it by the standard deviation of each feature, 

normalizing variance across features. This 

transformation, which results in each feature having a 

mean of zero and a standard deviation of one, is 

beneficial for algorithms sensitive to feature scales, such 

as linear regression and neural networks. Standardization 

accelerates gradient descent convergence and enhances 

model performance, ensuring equitable feature treatment 

and improving analysis or model training accuracy. 

3.8.2 One-hot encoding  

The operation of converting class labels into a 

categorical format, known as one-hot encoding, 

transforms numerical class labels into binary vectors. 

This process is essential in deep learning as it ensures 

that each class label is represented equally and without 

any implicit ordinal relationship. One-hot encoding helps 

neural networks to interpret the labels correctly, 

facilitating accurate computation of loss functions like 

categorical cross-entropy. This encoding method boosts 

the model's capacity to discern patterns from the data 

efficiently, thereby enhancing its performance in 

classification tasks. 

3.8.3 Identification of missing values  

This operation is performed to verify the absence of 

missing values in a dataset. By calculating the total 

percentage of missing data, we can confirm whether the 

dataset is complete. The process involves counting all 

missing entries across the dataset, ensuring that the 

dataset is fully intact and reliable for subsequent analysis 

or model training without requiring further imputation or 

cleaning steps. 

4 Results and Discussion 

4.1 Training and testing performance 

The model was trained using 80% of the available data, 

with the remaining 20% set aside for testing. The 

assessment of the models includes the utilization of 

different performance measures, encompassing accuracy, 

specificity, F1 score, precision, and the recall. Accuracy 

is a measure used to assess the predictive ability of a DL 

model through the comparison of the expected outcome 

with the actual outcome.  In the context of predicting 

heart disease, the classifier's ability to precisely 

determine the existence or non-existence of the disease is 

assessed through the true positive (TP) and true negative 

(TN) values. Conversely, false positive (FP) and false 

negative (FN) values highlight the inaccuracies in the 

models' predictions. Precision gauges the ratio of 

observed positive instances among all the predicted 

positive instances. Recall, alternatively known as 

sensitivity or the true positive rate, computes the ratio of 

actual positive instances correctly identified by the 

model. Specificity, conversely, evaluates the ratio of all 

negative instances that the model accurately predicts. 

Meanwhile, the F1 score is a metric that amalgamates 

precision and recall, delivering a harmonized measure of 

the model's performance. It computes the harmonic mean 

of precision and recall, assigning equal significance to 

both metrics.  

Figure 4 illustrates the results obtained during the 

training and testing phase of the proposed model. This 

figure highlights a crucial role in evaluating and 

analyzing the performance of the proposed model, 

providing insights into its training and testing 

performance, respectively. It provides the value of 

accuracy and loss that evaluate the efficacy of the model 

and its performance on the unobserved test data.  

By examining Figure 4, one can gain insights into 

how well the model performs on the test data, allowing 

for a comprehensive understanding of its performance 

and the potential impact on real-world scenarios. The 

proposed system demonstrates exceptional performance 

with an accuracy of 96.15%, precision of 92.86%, recall 

(sensitivity) of 97.50%, and an F1-score of 94.87%.The 

accuracy achieved for the proposed model was 96.15%. 

This indicates that the model's predictions aligned with 

the desired output in approximately 96.15% of cases. A 

65%

35%

Distribution of Heart Disease Target 
Variable
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high accuracy value like this suggests that the model 

performed exceptionally well in accurately classifying 

instances and making correct predictions.  

4.2 Comparative analysis 

The evaluation of the suggested work centers on 

assessing prediction accuracy through the application of 

state-of-the-art approaches to heart disease datasets. A 

comparative analysis has been conducted out to analyze 

the accuracy results of the proposed model in comparison 

to existing models documented in the literature (Table 1). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4:  Training and testing performance: accuracy and loss across epochs 

The outcomes of this comparison are illustrated in Table 

3. In our research, we propose a deep learning model that 

achieves an accuracy of 96.15%, demonstrating its 

superior performance compared to several established 

methods. Specifically, our model outperforms the Meta 

classification technique, which achieves an accuracy of 

85.48%, and the Hybrid random forest with a linear 

model, which reaches 88.70%. It also surpasses the 

Statistical model and deep neural network with 91.57% 

accuracy and the bi-directional LSTM (C-BiLSTM) 

algorithm, which attains 94.78%. Although 

hyperparameter tuning and cross-validation with machine 

learning yield 94.90% accuracy, and the traditional 

Random Forest achieves 95.25%, our model still exhibits 

better performance. Other techniques, such as CNN 

(93.98%), MLP (91.20%), RNN (91.00%), and the Extra 

Tree Classifier with SMOTE (92.62%), also fall short in 

comparison. The Deep Forest Cascade Technique 

(92.56%) and Random Forest without SMOTE (88.89%) 

further underscore the effectiveness of our proposed 

approach.  

Despite the high accuracy achieved by the Optimised 

Ensemble Fuzzy Ranking (OEFR) strategy (96.72%), the 

LSTM model (96.91%), and the Fuzzy Information 

System with Bi-LSTM (98.86%), our approach presents 

several notable advantages. While these models 

demonstrate impressive results, they are often trained on 

datasets containing only 14 attributes, which limits the 

scope of patient information considered. In contrast, our 

model is trained on a dataset with 21 attributes, providing 

a more comprehensive analysis by integrating additional 

health parameters that are critical for precise heart 

disease prediction. Furthermore, the aforementioned 

methods do not account for real-time constraints, nor do 

they consider training time, which is essential for 

practical deployment in dynamic healthcare 

environments. Our approach emphasizes real-time 

prediction, leveraging edge computing to process data 

swiftly and effectively, making it better suited for real-

world applications where timely responses are crucial. 

Thus, while some models may have higher reported 

accuracy, our model's comprehensive feature set and 

real-time capability underscore its suitability and 

effectiveness in practical healthcare settings.  

The outcomes of the comparison with previously 

conducted related studies demonstrate that the proposed 

system outperforms these systems. With the increasing 

importance of real-time smart systems in healthcare, 

which heavily rely on IoT technology, tasks such as rapid 

processing become critical as they require minimal 

delays and are context-sensitive. 

4.3 Training time comparison 

To provide a more comprehensive time comparison, it's 

important to include the hardware specifications of the 

environment in which the experiments were conducted. 

In this study, the computations were performed using 

Google Colab, which utilizes a cloud-based GPU 

environment. Specifically, the model was run on a Tesla 

T4 GPU with a standard CPU configuration, offering a 

balance of performance and accessibility. The 

comparison of training times for various models, 

including transfer learning models, the CNN model 

proposed in [23], and the newly proposed DNN model, is 

shown in Table 4. This comparison highlights their 

computational complexity. Despite the variations in 

training conditions, such as the data used and the 

hardware, the newly proposed DNN model demonstrates 

a significantly shorter training time compared to the 
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other models. This efficiency is particularly crucial for 

real-time processing, as it allows for faster model updates 

and deployment, which is essential in dynamic 

environments. The reduced training time, combined with 

the model's high accuracy, makes it especially suitable 

for edge computing applications. Implementing this 

model on edge devices enables real-time analysis and 

decision-making, thereby enhancing its practicality and 

effectiveness in real-world scenarios. The efficient 

processing and deployment capabilities of the proposed 

model highlight its advantages in applications requiring 

immediate results and timely responses. 

. 

Table 3: A comparative examination of the proposed model against existing models. 

Approach Acc Author-Year-Reference 

Meta classification technique 85.48 Latha et Jeeva (2019) [16] 

Hybrid random forest with a linear model 88.70 Mohan et al. (2019) [17] 

Statistical model and deep neural network 91.57 Moreno-Ibarra et al. (2019) [18] 

bi-directional LSTM (C-BiLSTM) algorithm 94.78 Dileep et al. (2023) [19] 

Hyperparameter tuning and cross-validation with machine learning 94.90 Ahmed et al. (2020) [20] 

Random Forest 95.25 Dhanamjayulu et al. (2022) [21]  

Optimised ensemble fuzzy ranking (OEFR) strategy 96.72 Managala et al. (2023) [22] 

CNN 93.98 Almujally et al. (2023) [23] 

MLP 91.20 Almujally et al. (2023) [23] 

RNN 91.00 Almujally et al. (2023) [23] 

LSTM 96.91 Almujally et al. (2023) [23] 

Random Forest  without SMOTE 88.89 ishaq et al. (2023) [26] 

Extra Tree Classifier  with SMOTE 92.62 ishaq et al. (2023) [26] 

XGBoost 93.26 Gracious et al. (2024) [25] 

Deep Forest Cascade Technique 92.56 Askar (2023) [24] 

Fuzzy information system and Bi-LSTM 98.86 Nancy et al.(2022) [2] 

Proposed approch 96.15  

Table 4: The comparison of training times  

Model  Training time  

AlexNet (transfer learning) 32 min 

VGG-16 (transfer learning) 29 min 

CNN 24 min 

Proposed  12 sec 

4.4 Advantages of edge architecture 

We have proposed an edge architecture model combined 

with a deep learning framework for heart disease 

prediction, achieving remarkable performance. The 

exponential proliferation of devices and the resulting 

surge in data traffic have significantly increased 

bandwidth consumption and service disruptions. The 

traditional cloud model struggles with issues like latency, 

bandwidth utilization, and connectivity, making it 

insufficient to handle these challenges alone. Our 

decentralized edge computing model addresses these 

limitations by processing and storing data close to the 

source. This proximity allows for efficient handling of 

vast IoT data using AI tools at the edge layer, 

significantly reducing latency and managing the 

substantial data volume from IoT devices. By integrating 

a hierarchical edge-fog-cloud architecture, our model 

enhances performance and reliability in heart disease 

prediction, leveraging the advantages of edge and fog 

computing to deliver superior predictive capabilities in 

healthcare applications. 

4.5 K-Fold Cross-validation 

To validate our proposed model, we applied 10-fold 

cross-validation using a heart failure dataset. The results 

presented in Table 5 demonstrate the model's robust 

performance, with an average accuracy of 96.99%. The 

precision, recall (sensitivity), and F1-score achieved are 

96.30%, 97.33%, and 96.63%, respectively.  

Table 5: 10 cross-validation results 

Number 

of Fold 

Accuracy Precision Sensitivity 

(Recall) 

F1-

Score 

Fold 1 96.30 95.45 97.06 96.10 

Fold 2 100 100 100 100 

Fold 3 92.59 90 94.74 91.67 

Fold 4 96.30 95.45 97.06 96.10 

Fold 5 100 100 100 100 

Fold 6 96.30 97.37 94.44 95.71 

Fold 7 96.15 95.00 97.06 95.85 

Fold 8 100 100 100 100 

Fold 9 96.15 96.88 95.45 96.01 

Fold 10 96.15 92.86 97.50 94.87 

Average  96.99 96.30 97.33 96.63 

 

These metrics indicate that the model consistently 

performs well across different folds. Specifically, several 

folds, such as Fold 2, Fold 5, and Fold 8, achieved 

perfect scores (1.00) across all metrics, highlighting the 

model's capability to accurately classify patient data.  

https://www.sciencedirect.com/topics/computer-science/classification-technique
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Other folds, such as Fold 1, Fold 4, and Fold 6, also 

showed high performance with accuracy and F1-scores 

above 96%. 

In our k-fold cross-validation study, we enhance the 

statistical interpretation presented in Table 6  by 

calculating the standard deviation and 95% confidence 

intervals for each metric. The standard deviation 

provides insight into the variability or spread of the 

model’s performance across the folds, while the 95% 

confidence intervals give a range within which the true 

metric value is likely to fall, offering a measure of 

reliability and stability. 

 

Table 6: Statistical interpretation of k-fold cross-

validation study 

Metric Mean 
Stand. 

Deviat. 

95% 

Confidence 

Interval 

Lower 

Bound 

95% 

Confidence 

Interval 

Upper 

Bound 

Accur. 96.99 2.24 95.61 98.38 

Precis. 96.30 3.12 94.37 98.23 

Sensit. 97.33 2.01 96.09 98.57 

F1-scor. 96.63 2.53 95.06 98.20 

 

The standard deviation values reflect the consistency 

of the model’s performance. Smaller standard deviations, 

such as for accuracy (2.24%), indicate more stable results 

across folds, while larger values, like for precision 

(3.12%), suggest slightly higher variability in the model's 

precision across different data splits. The calculated 95% 

confidence intervals for each metric indicate the 

consistency and stability of the model’s performance 

across different folds. For accuracy, the interval is 

between 95.61% and 98.38%, showing minimal 

variation. Precision’s confidence interval spans from 

94.37% to 98.23%, suggesting slightly more variability. 

Sensitivity has an interval from 96.09% to 98.57%, 

demonstrating reliable detection of true positives with 

little fluctuation. The F1-score ranges from 95.06% to 

98.20%, confirming a robust balance between precision 

and recall. These intervals reflect stable and consistent 

model performance. 

These results affirm the effectiveness of the 

proposed edge architecture combined with a deep 

learning model in predicting heart disease, significantly 

outperforming traditional methods by leveraging the 

advantages of edge computing to process data efficiently 

and accurately. 

5 Conclusion 
This work introduces a model for a Real-Time Smart 

Healthcare System, tailored for predicting the risk of 

heart disease, leveraging Edge-IoT and DL technologies. 

The architecture consists of three layers, each with its 

required components, and employs a deep learning 

model for the task of prediction. The suggested system 

demonstrates outstanding performance, boasting average 

accuracy, precision, sensitivity, and F1-score values of 

96.99%, 96.30%, 97.33%, and 96.63, respectively, 

surpassing other current models for predicting heart 

disease. However, this constitutes just one facet of the 

continual healthcare research using predictive analytics, 

with deep learning models holding tremendous untapped 

potential. 

The model can be improved to autonomously 

generate tailored diet and exercise suggestions, taking 

into account an individual's health condition and 

guidance from a heart specialist. In this envisioned 

intelligent system for predicting heart disease, IoT 

devices are utilized for data acquisition, while edge 

computing manages data analysis, with the cloud 

reserved for other essential tasks. Nevertheless, our study 

acknowledges certain limitations, including the necessity 

for real-world validation, addressing privacy concerns, 

and ensuring scalability and compatibility within diverse 

healthcare infrastructures. Continued exploration and 

refinement of real-time smart healthcare systems are 

imperative for realizing their full potential in 

transforming healthcare delivery and improving patient 

outcomes.  

To support real-world deployment, future work will 

focus on several concrete steps. These include rigorous 

testing in clinical environments to ensure model 

robustness and compliance with healthcare standards 

such as HIPAA or GDPR for data privacy. 

Enhancements to the system could allow for personalized 

diet and exercise recommendations tailored to individual 

health profiles, under medical guidance. Additionally, we 

plan to incorporate real-time patient feedback and 

specialist input, enabling the model to learn from real-

world cases and improve over time. 

The healthcare sector's effectiveness can undergo a 

transformation through accurate and timely disease 

forecasts, facilitating real time responses and smart 

decision-making by healthcare professionals, especially 

when leveraging fog/edge computing technologies. This 

integration has the potential to enhance the overall 

quality-of-service and revolutionize the healthcare 

industry. 
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Agriculture plays a very important role in the provision of food surplus to expanding population, 

contribution to capital formation, providing raw material to industries, market for industrial products 

and major contribution in international trade. To enhance the quality and quantity of the agriculture 

product there is a need to adopt the new technology. Image processing approach is non-invasive 

technique which provides consistent, reasonably accurate, less time consuming and cost-effective 

solution for farmers to manage fertilizers and pesticides. The objective of this study is to analyze the 

nutrition of grape plant using Wavelength algorithmand statistical method regression analysis is used 

in our work for the nutrient estimation. The relative requirements of nitrogen, phosphorus and 

potassium in grapes vary with the growth stages of grapes. There is a high-level requirement of N 

during the vegetative growth stage, P requirement is high during flowering stage and K requirement is 

more in crop maturity stage. So pruning was carried out in two stages i.e., in April and in October. 

This study is carried out in grape farms of Theni District of Tamil Nadu for estimating the macro 

nutrition nitrogen (N), phosphorus (P) and potassium (K) to analyze the yield. The results showed that 

the overall identification accuracies of NPK deficiencies were 86.15, 87.69, 90.00 and 89.23% for the 

two pruning stages. 

           Povzetek: Razvili so neinvazivno metodo za oceno pomanjkanja hranil v grozdju s pomočjo analize 

slik in statističnih metod, kar omogoča prepoznavanje pomanjkanja dušika, fosforja in kalija ter s tem 

izboljšanje kakovosti in količine pridelka. 

 

 

1 Introduction 
The agriculture sector is the main contributor in the 

Indian economy and is doing well in white, green and 

blue revolution. According to APEDA, by 2014 exports 

of Indian agriculture will reach 5% of total production of 

the world and rank 10th in the ranking [1]. Precision 

agriculture is a new and developing technology which 

leads to incorporating the advanced techniques to 

enhance farm output and also enrich the farm inputs in a 

profitable and environmentally sensible manner. Farm 

inputs were important parameters to be controlled and if 

not will result in adverse effects causing reduction in 

yield, deteriorating plant health, etc. Irrigation/Water 

stress, Fertilizers, pesticides and quality of yield were 

the major factors of concern in agriculture. Most of the 

time expertise is required to analyze the problems, which 

may be a time consuming and costly issue in developing 

countries. Image processing is one of the tools which can 

be applied to measure the parameters related to 

agronomy with accuracy and economy. Applications of 

image processing in agriculture can be broadly classified 

in two categories: first one depends upon the imaging 

techniques and the second one based on applications. 

Less yield, higher cost of production due to labour 

scarcity and fertilizer cost are the major challenges 

before the farmers. To enhance the quality and quantity 

of the agriculture product there is a need to adopt the 

new technology. Fertilizer and pesticide management 

requires early and cost-effective solutions which will 

lead to higher yield. Image processing approach is a non-

invasive technique which provides consistent, 

reasonably accurate, less time consuming and cost-

effective solutions for farmers to manage fertilizers and 

pesticides. The soft computing techniques are helpful in 

developing the knowledge-based systems, and may be 

effectively utilized to develop the expert system. This 

system will be helpful for farmers to find the solutions to 

their farming problems in the existing system such as 

Adaptation to climate change in viticulture, integration 

with other nutrient assessments and expansion to other 

cros and environments. The research objective is aimed 

to identify/develop color models for Fertilizer’s 

estimation viz. Nitrogen, Phosphorous, Potassium and 

Magnesium for grapes as a horticulture product. 

 

2   Related works 
Plants need a certain number of macronutrients 

(nitrogen, phosphorus, etc.) and micronutrients (Zinc, 
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Boron, etc.) to grow and stay healthy. These Nutrients 

alter and regulate the functioning of plants and produce 

qualitative and quantitative changes in plant yield. 

Nutrient deficiency may result in weaker plants. Nutrient 

deficiencies make plants more susceptible to diseases. 

Fertilizers are the supplements for the plants to grow 

healthier. In case of grapevines, the deficiencies or 

overdoses are observed by visual inspections by experts. 

Availability of experts on time and their consultancy 

cost are the major issues. Nitrogen application to 

grapevine in excess form results in excessive growth of 

shoots at the cost of fruit set. This will also result in a 

delay in maturity and poor bud formation in the 

following season [1]. 

The Proper application of fertilizers and pesticides 

can save cost of production. In most of the cases, 

deficiencies are observed by a change in the color of 

leaves in which Chlorophyll is an important ingredient. 

Chlorophyll is a molecule in a leaf which is responsible 

for photosynthesis action. The carbohydrates produced 

in photosynthesis are used as food for growth of plants 

and fruit. Various methods are proposed to analyze the 

nutrients based on chemical analysis such as leaf 

analysis, petiole analysis [2]  

Vasifa A. Aglave et al., reported a survey for 

chlorophyll content, disease severity and leaf area 

measurement. Leaf area measurement techniques viz. 

grid counting, paper weighing, leaf area meter, digital 

image analysis using different techniques were reported. 

Naked eye observation, image processing techniques like 

chain code, bounding box, segmentation were reported 

for measuring disease severity along with different 

chlorophyll content measurement [3]. M.M. Ali et al., 

presented different non destructive handheld meter 

techniques such as leaf color chart, SPAD meter, N-

tester, Image analysis to estimate foliar N status of plant. 

Comparison of these methods was also highlighted on 

the basis of applicability, accuracy, the effect of 

environment, etc. [4]. 

The color image analysis became a popular and 

cost-effective method for chlorophyll and nutrient 

estimation. Paula F. Murakami has developed digital 

imaging software like scion which was used for analysis 

and quantification of chlorophyll using leaf color. The 

software calculates the percentage green and red for 

chlorophyll estimation. RGB and HSV color models 

were considered in development [5]. Parviz Moghaddam 

et al., developed an algorithm to estimate chlorophyll 

using a video camera in which it was shown that the red 

and blue elements were highly correlated with it. 

Normalized difference of red and blue was effectively 

used to estimate chlorophyll under different 

meteorological conditions. The multilayer perceptron 

neural network was developed using R, G and B values 

for chlorophyll estimation. The results show the high 

coefficient of determination (R2) and low mean square 

error where the estimated values were compared with 

chlorophyll SPAD meter [6]. 

Mario Cupertino da Silva et al., presented the work 

that showed the correlation between vegetation indices 

and nitrogen. The Correlation between vegetation 

indices and nitrogen leaf content and dry matter at 

different stages for fertilization was calculated with IR 

camera and digital camera. The study revealed that the 

high positive correlation decreases as the number of days 

increases after fertilization and green spectral band is 

more useful for nitrogen discrimination. Three indices 

NDVI, GNDVI and SAVI were evaluated and observed 

that GNDVI was the best [7]. 

Han Yuzhuet al., proposed a method of nitrogen 

estimation for pepper in flowering and fruiting using 

color image processing. Different functions of RGB 

were considered and correlated with nitrogen. 

Regression analysis for inorganic nitrogen in soil, total 

nitrogen, nitrogen concentration and SPAD meter 

readings were done and all show negative coefficient for 

the considered function. N applications were given in 

different treatments [8]. 

Gloria F. Mata-Donjuan et al., induced five levels 

of nitrogen deficiencies and proposed improved hue, 

luminance and saturation color space which is less 

susceptible to illumination variation. IHLS was used to 

estimate the nitrogen for tomato seedlings. Image 

processing methodologies like segmentation, RGB to 

IHLS conversion and image analysis were implemented. 

He showed better statistical relation with nitrogen values 

obtained from chemical analysis. Estimation N was 

based on components histograms in IHLS and in the 

fusion of saturation and hue [9]. 

Table 1 summarizes the literature survey of research 

methodology, Key focus, research findings, challenges 

and future research directions.

 
Table 1: Summary of literature survey and its contributions 

 

Ref. Topic Key Focus 
Methodology/

Technology 

Application

/Outcome 

Limitations

/Challenges 

Future 

Research 

Directions 

Key Findings 

[1] Vitinotes Viticulture 

research 

Review of 

viticulture 

practices 

Enhancing 

viticulture 

through 

research 

insights 

General 

applicability 

across 

regions 

Adaptation 

to climate 

change in 

viticulture 

Insights into 

improving 

viticulture 

through 

research 
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[2] 

 

Grapevine 

structure 

and 

function 

 

Grapevine 

biology 

 

Analysis of 

grapevine 

anatomy and 

physiology 

 

Better 

viticulture 

practices 

 

Limited to 

structural 

aspects 

 

Integration 

with genetic 

research 

 

Detailed 

understanding 

of grapevine 

anatomy 

supports 

better 

practices 

[3] Imaging 

techniques 

Leaf area, 

disease 

severity, 

chlorophyll 

content 

Imaging 

technology 

and 

algorithms 

Non-

destructive 

plant health 

analysis 

Accuracy of 

imaging 

algorithms 

Developme

nt of more 

robust 

algorithms 

Imaging 

techniques 

can accurately 

assess plant 

health 

[4] Leaf 

nitrogen 

determinati

on 

Nitrogen 

content in 

leaves 

Handheld 

meters 

Efficient 

nitrogen 

assessment 

Limited to 

nitrogen; 

excludes 

other 

nutrients 

Integration 

with other 

nutrient 

assessments 

Handheld 

meters 

provide 

reliable 

nitrogen 

measurements 

[5] Leaf color 

analysis 

Digital leaf 

color 

analysis 

Digital 

imaging 

software 

Standardize

d leaf color 

measuremen

t 

Software 

complexity 

and 

accuracy 

Simplificati

on and 

automation 

of software 

Digital 

imaging 

offers 

standardized 

leaf color 

analysis 

[6] Chlorophyll 

content 

estimation 

Chlorophyll 

in sugar 

beet leaves 

Machine 

vision 

Precise 

chlorophyll 

content 

estimation 

Limited to 

sugar beet; 

may not 

apply to 

other crops 

Expansion 

to other 

crops and 

environment

s 

Machine 

vision 

accurately 

estimates 

chlorophyll 

content 

[7] Vegetation 

indices 

correlation 

Vegetation 

indices, 

nitrogen, 

dry matter 

production 

Image 

analysis 

Improved 

vegetation 

health 

assessment 

Correlation 

may vary by 

species and 

region 

Exploration 

of species-

specific 

indices 

Yes 

[8] Nitrogen 

determinati

on in 

pepper 

plants 

Nitrogen 

content 

estimation 

using RGB 

RGB color 

image 

analysis 

Effective 

nitrogen 

assessment 

for pepper 

plants 

RGB 

analysis 

might be 

affected by 

lighting 

conditions 

Improved 

robustness 

against 

environment

al variations 

RGB analysis 

is effective 

but sensitive 

to light 

conditions 

[9] Nitrogen 

estimation 

in tomato 

seedlings 

Nitrogen 

estimation 

using IHLS 

color space 

IHLS color 

space 

Accurate 

nitrogen 

estimation 

in tomato 

seedlings 

IHLS 

method 

complexity 

Application 

to other 

nutrient 

estimations 

IHLS color 

space offers 

precise 

nitrogen 

estimation 

[10] Grapevine 

nutritional 

status 

Grapevine 

nutrition 

estimation 

Proximal 

sensing 

techniques 

Non-

destructive 

monitoring 

of grapevine 

health 

Limited to 

proximal 

sensing; 

excludes 

remote 

sensing 

Combinatio

n with 

remote 

sensing 

technologies 

Proximal 

sensing is 

effective for 

real-time 

nutritional 

assessment 

[11] Grapevine 

nutrition 

Remote 

sensing-

based 

estimation 

Remote 

sensing 

Accurate 

field-based 

grapevine 

nutrition 

monitoring 

Sensitivity 

to 

environment

al factors 

Refinement 

of remote 

sensing 

techniques 

Remote 

sensing 

accurately 

estimates 

grapevine 

nutrition 

[12] Nutrient 

estimation 

in 

grapevine 

leaves 

Nitrogen, 

phosphorus, 

potassium, 

magnesium 

content 

estimation 

Near-infrared 

spectroscopy 

(NIRS) 

Rapid 

nutrient 

estimation 

in 

grapevines 

NIRS may 

require 

calibration 

for different 

environment

s 

Developme

nt of 

universal 

calibration 

models 

NIRS 

provides 

quick and 

accurate 

nutrient 

estimation 
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[13] Vineyard 

nutritional 

status 

Vineyard 

nutrition 

assessment 

Proximal 

sensing 

Challenges 

and 

opportunitie

s in 

vineyard 

managemen

t 

Limited to 

proximal 

sensing; 

excludes 

other 

methods 

Integration 

with 

comprehens

ive vineyard 

managemen

t systems 

Proximal 

sensing 

reveals key 

challenges in 

vineyard 

management 

[14] Deficit 

irrigation 

Water-

saving in 

horticulture 

Integrative 

plant biology 

Water 

conservatio

n and 

improved 

horticultural 

practices 

May not 

apply to all 

horticultural 

crops 

Testing in 

diverse 

horticultural 

environment

s 

Deficit 

irrigation 

effectively 

conserves 

water without 

harming crops 

 

3 Materials and methods 

3.1 Experimental design 

The goal of the experiment was to investigate the grape 

plant's yield analysis under various levels of NPK 

nutrition. The experiment was carried out in commercial 

vineyards in areas around Theni of Tamil Nadu. The 

vines were planted in a vertical shoot-positioning 

technique with a north-south row orientation at a 

distance of 2 m. There were five different grapevine 

varieties utilised in this experiment. Hydroponics with a 

nutrient solution formula was applied to cultivate the 

grape plants. After berry set, the six first basal leaves of 

the selected plants were carefully plucked. 

 

3.2 Sample/ leaf selection 

Changes in nutrients are reflected in plant appearance or 

chemical composition of plant tissues or petioles. Plant 

analysis for nutrient contents can be carried out either by 

chemical analysis or visual diagnosis of deficiencies/ 

toxicity. Standards are developed for petiole sampling 

through research in various parts of the world and India 

(NRC or MRDBS, Pune). These standards are for 

optimal growth of grapevine. Since the nutritional 

requirement varies over the season, it is necessary to 

match the standard requirement of nutrients [3]. While 

sampling, few factors need to be considered viz. time, 

site, and plant part of sample. 

 

3.3 Image acquisition  

Images are acquired with proper selection of camera and 

background. In two different seasons—one in May or 

June and the other in November or December—pictures 

are taken outside in the sunshine. Days with plenty of 

sunshine were selected to reduce shadow variations and 

increase light uniformity. The camera's flash was 

disabled in order to prevent glare and reflections, which 

could skew colour and intensity measurements that are 

essential for precise analysis. Leaf images are captured 

with a digital camera having a CCD sensor of Nikon 

Coolpix S570. The model is selected considering the 

general availability and cost effectiveness. CCD camera 

is preferred than CMOS as CCD's are less susceptible to 

noise, to maintain image quality under varying light 

conditions as compared to CMOS. The camera is kept at 

a distance of 7-8 inches from the ground level or leaf 

blade surface to ensure consistency in capturing image 

details across all samples. At a resolution of 3 mega 

pixels (2048*1536), the camera was configured in 

Normal mode. Fine details in leaf texture and colour can 

be captured at this resolution, which strikes a balance 

between image quality and file size. In order to keep 

things simple and make the leaf the main focal point, a 

neutral background was selected. Segmentation during 

image processing is aided and colour interference is less 

likely.  

 The following image pre-processing steps are needed to 

ensure high quality image acquisition:   

 

Color calibration: Images are colour calibrated prior to 

processing in order to correct for lighting-related colour 

variations. Accurate colour representation is aided by 

this, and extracting RGB, HSV, and other indices 

depends on it. 

Noise reduction: To improve the accuracy of color-

based indices such as Opponent HSV and modified 

indices, further filtering is carried out to eliminate any 

remaining noise, even though CCD sensors naturally 

minimise noise. 

Thresholding: The three thresholds (80, 100, and 112) 

on pixel values are set during pre-processing. This is 

necessary in order to separate particular colour bands 

and characteristics associated with estimating nutrients. 

Segmentation: To make sure that just the leaf pixels are 

examined, the leaf region is divided from the 

background. To extract colour parameters independently 

of surrounding elements, this segmentation is essential. 

 

3.4 Nutrient analysis for post april pruning 

Sampling techniques after April pruning and October 

pruning are different. The annual cycle growth of grapes 

involves many processes and events. The timing and 

duration of development of events vary due to rootstock 

variety, local climate and seasonal weather [4]. In India 

because of temporal zone the growth of the plant 

continues, hence the pruning process was developed for 

two times. We can classify the development processes 

into stages after April pruning viz. vegetative growth/ 

bud differentiation stage and after October pruning viz. 

flower cluster initiation (Bloom), fruit maturity and 
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harvest. Many of these processes overlap each other 

during the development process. Vigorous and healthy 

growth is required during the pre - initiation stage of 

floral primordial, slow and less growth in fruit bud 

differentiation is required for higher yield of grapes. The 

need for N is higher during plant growth, the need for P 

is higher during flowering and the need for K is higher 

during crop maturity.  

 

3.5 Nitrogen estimation using wavelength 

algorithm 

The human color perception is scientifically and 

technically defined by colorimetry. Human visual 

sensitivity, illumination sources and spectral 

measurements are the major issues in colorimetry. The 

tri stimulus values X, Y and Z have been defined by CIE 

which represents the human color vision mathematically. 

CIE has defined various illumination sources such as A, 

B, C and D, but for this experiment we considered 

daylight D65 source with 1964 color observer. The 

method of CIE colorimetric specification depends on 

rules of color matching by additive color mixture. 

Mathematically, CIEXYZ is represented as equations 1 

to 3 where S(λ)is object spectrum, E(λ)is the spectral 

power distribution (SPD) of an illuminant, and the color 

matching functions (CMFs) A(λ) ={ x(λ), y ( λ), z ( λ)} 

where λ is the wavelength.  

 

      X = ∫ 𝑥 (λ)E(λ)S(λ) d λ   ----------  Eqn 1 

     Y = ∫ 𝑦 (λ)E(λ)S(λ) d λ   ----------  Eqn 2 

      Z = ∫ 𝑧 (λ)E(λ)S(λ) d λ   ----------  Eqn 3 

 

Often tri stimulus space is represented in 2D space and 

can be represented by normalized component as equation 

4 to 6 

 

         x = 
𝑥

(𝑥+𝑦+𝑧)
   ----------  Eqn 4 

         y = 
𝑦

(𝑥+𝑦+𝑧)
   ----------  Eqn 5 

         z= 
𝑧

(𝑥+𝑦+𝑧)
   ----------  Eqn 6 

 

 

Most of the researchers used the chlorophyll 

meter to estimate or relate the nutrient parameters of the 

plants. Chlorophyll measurement is a non-destructive 

method which has been proved to be less costly and 

effective method. Chlorophyll meter works on the 

principle of emission of two frequencies of light, one is 

red at wavelength 660 nm and other is infrared at 940 

nm. Leaf chlorophyll absorbs red light but infrared is not 

absorbed. The difference between the absorptions is 

calculated as an index of chlorophyll. Since nitrogen is 

related with the chlorophyll contents, concept of 

chlorophyll meter can be extended for measurement of 

nitrogen from images. In this experiment an effort has 

been made to estimate the wavelength from leaf image 

and is illustrated as in figure 1. Values of RGB are 

calculated using XYZ for respective wavelength of 

CIE1964 full record. These RGB values are useful in 

interpolation to estimate the wavelength based on image. 

 

In this experiment an innovative effort has been made to 

estimate the wavelength of RGB image and used as new 

index to estimate nitrogen. To achieve the principle of 

wavelength-based estimation of nutrient parameter 

following algorithm is developed. 

 

The calculated wavelength is the function of r, g and b 

values of the image and can be represented as equation 7 

 

λ = f(r,g,b)   ----------  Eqn 7 

 

 

April pruning data along with variation is used for 

analysis purpose. Depending on the values of RGB and 

chart prepared, wavelength is interpolated for the 

corresponding image/plot. Using estimated wavelength 

index Lambda (L) regression analysis using LABfit 

 

 

3.6 Nutrient analysis for post october 

pruning 

The sample collection after October pruning differs from 

April pruning, also the nutrient requirement also differs 

at this stage. After October pruning the leaf which is 

opposite to the basal bunch collected as a sample. As 

discussed in a previous chapter the samples are collected 

from various fields in the Theni district with preferences 

to collect it from fields of April pruned samples. As time 

of pruning differs and inputs applied by farmers also 

vary, the samples collected after October pruning are 

also with uncontrolled input i.e. information of applied 

fertilizers is unknown or not considered. 

 N requirement is high after April pruning to 

promote vegetative growth and less in the reproductive 

period. The requirement of P is high during the 

flowering stage, which promotes fruit bud formation, 

flower induction and fruit set. Requirement of K is high 

during the maturity stage of fruit ripening and quality. 

Mg requirement is required along with K for sugar 

translocation and fruit ripening. There is an antagonism 

effect of K and Mg i.e. excess K suppress Mg. October 

pruning stage is the stage of flowering, fruit setting and 

maturity stage, hence for this experiment four fertilizer 

parameters N,P, K and Mg are considered or estimated.  

 

3.7 Statistical approach for nutrient 

estimation 

This section discusses the method of regression analysis 

for estimation of N, P, K and Mg nutrients for October 

pruned data using curve fitting methods using two 

different softwares. The extracted parameters used in the 

previous chapter are also extended for this analysis. 
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Same algorithms discussed in the last chapter were 

extended to extract the individual parameters R, G, B, H, 

S, V, Ikaw, Ipca, etc. for October pruned data. The 

parameters are extracted with three different thresholds 

at pixel value 80, 100 and 112. Three different Igreen 

indices were obtained with three different thresholds 

where as other parameters of RGB and HSV color planes 

along with L, a*, b*, Entropy, Ike and Ipca are calculated 

at a threshold of 112. These functions and individual 

parameters are correlated with each nutrient to find a 

most suitable function for nutrient estimation. 
 

Here in this experiment the two new indices are 

proposed for nutrient estimation. The first is called as 

Opponent HSV and second is modified version of 

equation 8. Opponent HSV is named because HSV 

values obtained, lies between the range [0 1] and the 

singular index calculated by subtracting the values of H, 

S, and V from its maximum value “1” and averaged. As 

H is represented in angle from 0 to 3600 which is 

normalized to range 0 to 1, so (1-H) will represent the 

opposite angle and the same is applicable for saturation 

and brightness represents the opponent parts. The index 

OHSV is calculated as shown in equation 8. 

 

OHSV =
(1−𝐻)+(1−𝑆)+(1−𝑉)

3
 --------- Eqn 8 

  

Another index, which is a modified version of 

equation 8 is used to analyze the parameters. Nonlinear 

mapping of G to R and B is considered with logarithmic 

function instead of logsig function. It has been observed 

that newly derived OHSV and Log index gives better 

correlation with nutrients as compared to other functions 

if all varieties are considered. To understand the 

correlation of these parameters with different varieties 

analysis is carried out and found different results. But 

the combination of Thompson, Manikchaman and 

Sonaka (TMS) gave better correlation with these 

parameters and its correlation compared with all 

varieties in Table 2. 

TMS shows the improved correlation with N, P, 

K, and Mg as compared to all four varieties. The 

parameters G, V and L show significant change in 

correlation with Nitrogen. Index Igreen Ig1, Ig2 and a* has 

shown a better correlation with P , Index Ig1, Ig2 and 

2G+B/(R-B) has shown significant changes in 

correlation for K. Parameters B, H, Ikaw, Ias1, Ias2 and 

2G+B/(R-B) shown the changes in the correlation 

coefficient for Mg. Newly Derived parameters OHSV 

and IPk1 and Ipk2 has shown marginal changes in P and K 

correlation where as for N and Mg it is considerable. 

Based on the above formula the Color features extracted 

for various sample plots with Laboratory values of N, P, 

K and Mg. 

Our research focused on the correlation between 

nutritional levels and a variety of colour and index-

based indicators. To improve accuracy and predictive 

power, statistical methods such as multiple linear 

regression and least squares curve fitting can be 

applied. The association between the dependent 

variables—nutrient levels—and the independent 

variables—extracted colour indices—is demonstrated 

by the regression model. The sum of squared 

discrepancies between the model's predicted and 

observed nutrient values is minimised by the use of 

least squares curve fitting. 

 
Table 2: Color features extracted for various sample plots with Laboratory values of N, P, K and Mg 

 

Plot R G B H S V Ika

w 

Ipc

a1 

Igree

n 

L1 a1 b1 Ent

rp 

Ig1 Ig2 N P K M

g 

Amarbhi

ngare 

168.98

33 

199.8

361 

140.4

424 

0.31

75 

0.38

51 

0.86

87 

0.094

2 

56.13

12 

35.67

56 

99.66

28 

4.376

1 

63.37

27 

7.20

49 

34.03

93 

35.28

35 

1.

51 

0.

47 

3.

55 

0.3

8 

Amogkh

ed 

130.27

15 

182.0

951 

108.4

684 

0.36

35 

0.54

29 

0.79

16 

0.096

9 

57.95

84 

84.92

66 

96.96

52 

6.874

2 

69.46

85 

7.40

20 

82.10

29 

84.14

67 

1.

62 

0.

22 

3.

90 

0.5

7 

Anildaba
de 

126.95
84 

171.2
335 

106.9
182 

0.36
59 

0.49
50 

0.75
22 

0.087
6 

51.29
11 

86.41
21 

95.51
92 

6.814
7 

65.42
04 

7.31
13 

79.92
24 

85.37
00 

1.
57 

0.
36 

3.
80 

0.6
6 

Awatade 135.90
33 

169.3
926 

108.7
227 

0.29
90 

0.45
35 

0.74
90 

0.110
7 

55.61
04 

59.57
71 

99.67
40 

8.297
1 

64.58
07 

7.48
01 

56.60
50 

58.38
67 

1.
18 

0.
23 

2.
22 

0.9
6 

Chandra

Mali 

127.43

78 

172.0

363 

125.5

871 

0.39

96 

0.39

32 

0.75

60 

0.009

4 

30.49

06 

80.31

25 

97.88

48 

6.346

3 

54.84

67 

7.14

27 

76.89

70 

79.80

30 

1.

62 

0.

29 

3.

50 

0.5

9 

Chunge 144.14
99 

181.4
183 

89.767
7 

0.28
50 

0.58
83 

0.76
39 

0.241
2 

95.66
44 

86.06
11 

93.81
15 

3.613
9 

67.77
93 

7.11
37 

82.56
15 

85.69
08 

1.
79 

0.
28 

3.
30 

0.0
5 

 
Gangoda 

 
112.45

77 

 
172.9

204 

 
126.9

513 

 
0.43

55 

 
0.46

28 

 
0.77

39 

-
0.06
15 

 
35.39

42 

 
65.58

91 

 
97.84

33 

 
6.107

6 

 
61.39

95 

 
7.47

55 

 
61.60

50 

 
63.35

28 

 
1.

40 

 
0.

49 

 
2.

65 

 
0.4

4 

Ghongde
P3 

165.95
23 

189.9
981 

117.4
766 

0.31
89 

0.48
88 

0.87
33 

0.172
5 

80.46
09 

37.89
86 

99.66
16 

15.33
49 

72.71
61 

7.55
44 

35.38
86 

37.53
04 

1.
57 

0.
41 

3.
17 

0.3
5 

 
Kbclone 

 
100.89
15 

 
170.0
722 

 
127.3
617 

 
0.45
83 

 
0.50
19 

 
0.76
18 

-
0.11
57 

 
39.52
27 

 
68.81
94 

 
96.68
63 

 
8.847
1 

 
70.63
70 

 
7.50
41 

 
64.41
77 

 
67.81
70 

 
1.
57 

 
0.
35 

 
1.
80 

 
0.5
8 

 
Kbmanik 

 
106.08

 
169.2

 
128.7

 
0.46

 
0.46

 
0.76

-
0.09
71 

 
36.21

 
74.22

 
96.74

 
8.581

 
54.71

 
7.40

 
68.12

 
72.37

 
1.

 
0.

 
3.

 
0.5
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Karamcl
one 

108.32
16 

160.8
626 

91.854
3 

0.36
66 

0.52
98 

0.73
39 

0.083
4 

55.08
07 

83.30
81 

95.94
32 

7.959
2 

65.92
00 

7.41
75 

75.43
11 

82.22
38 

1.
01 

0.
41 

2.
15 

0.4
6 

Karamth
om 

105.24
34 

163.2
538 

99.877
4 

0.36
45 

0.54
62 

0.73
88 

0.030
6 

49.53
44 

73.70
62 

95.75
70 

8.343
0 

63.21
71 

7.41
14 

70.22
14 

72.51
11 

1.
23 

0.
42 

2.
30 

0.4
2 

Anilkash

id 

134.59

98 

173.0

319 

108.1

859 

0.33

21 

0.44

60 

0.73

83 

0.111

3 

57.20

38 

93.96

91 

94.11

21 

4.021

2 

59.18

62 

6.88

99 

90.84

25 

93.67

70 

1.

51 

0.

67 

1.

70 

0.5

0 

 
Madhuka
shid 

 
123.72
91 

 
177.4
256 

 
136.1
219 

 
0.43
08 

 
0.40
11 

 
0.77
26 

-
0.04
57 

 
31.55
98 

 
73.62
31 

 
96.23
51 

 
4.400
2 

 
51.61
94 

 
7.21
09 

 
69.56
79 

 
72.64
68 

 
1.
57 

 
0.
37 

 
1.
50 

 
0.3
7 

MaliClo
neP2 

131.23
39 

162.6
920 

93.010
6 

0.30
20 

0.51
95 

0.75
99 

0.174
0 

70.00
03 

72.61
52 

98.00
43 

8.733
2 

69.39
53 

7.41
83 

65.90
51 

71.33
76 

1.
79 

0.
42 

2.
35 

0.4
9 

Malisona

kaP3 

121.37

35 

167.4

783 

100.2

054 

0.35

41 

0.52

20 

0.76

05 

0.098

7 

54.51

18 

73.58

13 

97.72

34 

5.269

6 

72.21

97 

7.39

07 

70.34

59 

73.10

70 

1.

79 

0.

39 

3.

50 

0.3

5 

Moreclo

ne 

111.66

24 

168.3

622 

98.810

1 

0.35

38 

0.55

56 

0.75

96 

0.065

1 

49.89

93 

78.79

35 

96.65

65 

8.444

8 

71.98

89 

7.46

86 

75.22

59 

77.85

55 

2.

13 

0.

53 

2.

75 

0.4

6 

 
Moretho

mson 

 
96.19

96 

 
169.6

084 

 
132.8

271 

 
0.44

77 

 
0.48

55 

 
0.74

26 

-
0.15
98 

 
42.78

83 

 
79.75

90 

 
95.69

75 

 
4.027

7 

 
53.17

47 

 
7.19

28 

 
77.71

54 

 
79.29

83 

 
1.

68 

 
0.

54 

 
3.

20 

 
0.5

0 

Sakharec

lone 

123.85

49 

172.2

285 

117.9

914 

0.36

58 

0.41

89 

0.74

31 

0.027

3 

37.95

66 

86.36

77 

95.67

04 

4.939

7 

55.34

86 

7.07

57 

83.87

81 

85.88

79 

1.

68 

0.

55 

1.

80 

0.4

9 

Sakhareg

anesh 

129.47

41 

176.4

880 

106.3

664 

0.32

35 

0.45

87 

0.75

29 

0.103

0 

57.57

22 

96.24

23 

97.26

85 

3.747

4 

61.24

20 

6.78

49 
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4   Discussions 

4.1 Estimation of nitrogen 

Nitrogen requirement as compared to after April pruning 

is less after October pruning and is an essential nutrient 

in development stage. Nitrogen has a role in flowering 

and have an influence on number of vine bunches and 

weight i.e. ultimately affects yield. Algorithm discussed 

in figure 1 is applied for extraction of color feature 

parameters using three color models – RGB, HSV and 

La*b*. 

 
Figure 1: Flowchart for wave length estimation from 

RGB color image 

 

 

 

Color features/ parameters extracted to derive different 

functions. The correlation coefficient of these parameters 

and functions are illustrated in Table 3. Table 3 

illustrates the correlation with and without illumination 

effect. Illumination effect is achieved by multiplying the 

individual parameter or the function by index Ilx. Using 

derived functions regression analysis is carried out and 

newly developed Opponent HSV (OHSV) function 

found most suitable for Nitrogen estimation. The 

individual name indicates a single plot of a single 

variety.  

 

Table 3: Correlation of parameters with P 

 

Parameter Without Ilx With Ilx 

R 0.0648 0.2005 

G 0.1975 0.2077 

B -0.0892 0.1254 

H -0.1546 0.1047 

S 0.0667 0.2282 

V -0.0629 0.1971 

Ikaw 0.1022 0.1072 

Ipca 0.236 0.3416 

Ig 0.2463 0.2477 

L -0.0687 0.1784 
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A -0.1529 0.0745 

B -0.1303 0.1517 

Entrp -0.3035 0.1663 

OHSV 0.0311 0.166 

Ipk1 0.3815 0.1266 

 

The table illustrates the sample points used in 

regression analysis for both OHSV function i.e. OHSV 

with and without illumination effect. Estimated 

Nitrogen for all 35 samples along with percentage error 

is also shown. 

Figure 2(a) shows the regression for Nitrogen 

estimation using newly derived function OHSV without 

illumination effect Ilx and Labfit software is used for 

analysis of regression based on the data in Table 3. 

Figure 2(b) illustrates the graph of regression analysis 

for the N estimation using OHSV with illumination 

effect Ilx 

 

 
2 (a) OHSV withoutIlx 

 

 
2 (b) OHSV with Ilx 

Figure 2(a),(b): Regression for N estimation using 

OHSV withoutIlx and withIlx 

 

Figure 3(a) and 3(b) illustrates the error graph between 

the values of Laboratory and estimated nitrogen 

respectively. 

 

 

3(a) Sample Data 

 

 

3(b) Test Data 

Figure 3(a) and (b) Error graph between Lab and 

Estimated N for Sample data and Test Data 

 

4.2 Estimation of phosphorus 

Though the requirement of phosphorus is less than 

nitrogen and potassium, it plays an important role in 

seed and fruit development stimulates flowering and 

have a favorable effect on bud fertility that promotes 

the yield of grapes. Table 3 shows the correlation 

coefficient of various parameters obtained from 

October pruned images. It shows the correlation for 

both the cases discussed earlier, i.e. the data without 

effect of illumination and with illumination. 
Figure 4(a) shows the regression curve for the 

first analysis using Matlab software and figure 4 (b) 

shows the regression curve obtained using the analysis 

by LAB fit software. Figure 4(a) and 4(b) shows the 

error graph between the estimated values of P by these 

two softwares for Sample data and test data respectively. 

 

 
4(a) Regression Sample 
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4(b) Test Sample 

Figure 4 (a) and (b) Error graph between estimated and 

Laboratory values of P for regression sample and test 

sample 

 

4.3 Estimation of potassium (K) 

Potassium is needed by grape plants for formation as 

sugar and starches which is essential for synthesis and 

cell division. Potassium plays an important role in 

quality of grapes by controlling its acidity and pH value 

of the juice. The deficiency will cause the leaves to drop 

prematurely, resulting in failure of fruit development in 

terms of color or ripening. Severe deficiency caused 

unevenly colored small berries and toxicity may induce 

deficiency of Mg which is known as antagonism effect. 

A deficiency of potassium leads to susceptibility of 

grapevine to powdery mildew. 

The same algorithm that was applied to previous two 

nutrients is also used for estimation analysis of 

potassium. Table 3 shows the correlation of extracted 

parameters and derived functions which includes newly 

developed OHSV and IPk1 and Ipk2 with potassium. Also, 

it shows the correlation of these parameters and 

functions when illumination index Ilx is taken into 

consideration. 

Table 4 shows the estimation of K using regression 

analysis. Newly developed Ipk1 and Ipk2 both are tested 

for estimation. Estimation of K using Ipk1 is carried out 

by MATLAB and LAB fit whereas Ipk2 used to estimate 

K with LAB fit software. These estimated values are 

indicated as K1, K2 and K3 respectively. 

 

 

Table 4: Estimation of Potassium using logarithmic index Ipk1 &I pk2(Sample for Regression) 

Ipk1 

 

K 

 

K1 

%err
Quad 

  

K2 

 

%Err 

 

Ipk2 

 

K 

 

K3 

 

%Err 

-0.42114 3.55 2.89 18.68  2.93 17.40  -0.15459 3.55 3.65 -2.83 

-0.43678 3.80 2.66 29.96  2.73 28.26  -0.19307 3.80 2.55 32.78 

-0.4628 2.22 2.50 -12.59  2.43 -9.37  -0.20981 2.22 2.61 -17.46 

-0.46357 3.50 2.50 28.60  2.42 30.86  -0.20725 3.50 2.59 26.09 

-0.39183 3.30 3.57 -8.12  3.39 -2.65  -0.15654 3.30 3.53 -7.01 

-0.43751 2.65 2.65 -0.13  2.72 -2.52  -0.19166 2.65 2.56 3.39 

-0.43799 2.40 2.65 -10.34  2.71 -12.96  -0.17175 2.40 2.88 -19.88 

-0.43991 2.77 2.63 5.13  2.69 2.98  -0.17449 2.77 2.80 -1.19 

-0.43347 1.80 2.70 -50.07  2.77 -53.77  -0.19245 1.80 2.56 -42.04 

-0.44767 3.50 2.56 26.82  2.59 25.86  -0.20146 3.50 2.56 26.98 

-0.43278 2.15 2.71 -26.05  2.78 -29.14  -0.20217 2.15 2.56 -18.99 

-0.46233 2.35 2.50 -6.39  2.43 -3.53  -0.2172 2.35 2.69 -14.37 

-0.43518 3.50 2.68 23.42  2.75 21.54  -0.19626 3.50 2.55 27.20 

-0.41441 2.75 3.01 -9.58  3.03 -10.12  -0.18322 2.75 2.64 4.15 

-0.43682 3.20 2.66 16.84  2.73 14.83  -0.19487 3.20 2.55 20.32 

-0.44458 1.80 2.59 -43.61  2.63 -46.17  -0.19642 1.80 2.55 -41.55 

-0.41587 2.65 2.98 -12.62  3.01 -13.47  -0.17549 2.65 2.78 -4.85 

-0.41881 2.20 2.93 -33.12  2.96 -34.77  -0.16852 2.20 2.98 -35.47 

-0.43062 2.50 2.74 -9.55  2.80 -12.18  -0.1843 2.50 2.62 -4.88 

-0.41886 3.10 2.93 5.56  2.96 4.38  -0.17399 3.10 2.82 9.18 

-0.40206 3.80 3.29 13.38  3.22 15.34  -0.1613 3.80 3.28 13.75 

-0.39491 3.40 3.48 -2.36  3.33 1.92  -0.15442 3.40 3.66 -7.68 

-0.41377 3.30 3.03 8.30  3.04 7.95  -0.16894 3.30 2.97 10.12 
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-0.48481 2.35 2.57 -9.37  2.21 5.85  -0.21646 2.35 2.68 -13.97 

-0.45191 2.35 2.54 -7.87  2.55 -8.36  -0.19977 2.35 2.55 -8.55 

-0.45421 3.10 2.52 18.59  2.52 18.68  -0.21276 3.10 2.64 14.96 

-0.40327 2.30 3.26 -41.81  3.20 -39.03  -0.16766 2.30 3.01 -30.89 

 

From Table 4 it is observed that parameters S, V, 

functions Ikaw, Ipca, IPk1 and IPk2 show the positive 

correlation with potassium with correlation of coefficient 

R ranging from 0.22 to 0.42. Newly obtained function 

OHSV show negative correlation with the correlation 

coefficient value of -0.22. If illumination effect Ilx taken 

into consideration S, V, Ikaw and Ipca show the marginal 

changes in coefficient where as Ipk1 and Ipk2 shows the 

significant change in the correlation, i.e. from 0.42 to 

0.12. Since all other parameters show the marginal 

change in correlation coefficient and indices Ipk1, Ipk2 

shows significant change, hence Ipk1 and Ipk2 are 

considered for analysis purpose. 

Ipk1 index, which is a newly derived logarithmic index of 

RGB color parameters used for regression analysis and 

analyzed with two software MATLAB, LAB fit. Using 

the MATLAB curve fitting tool, the regression analysis 

for K, the curve is a quadratic polynomial equation 

having a coefficient ofdetermination0.2041 with RMSE 

of 0. 6204.This quadratic equation is represented as 

equation 9.  

 

K1 = *x2 + *x + P1P2P3     ----------- Eqn 9  

 

Regression analysis for estimation of K using Ipk1 with 

LAB Fit tool have a coefficient of determination, R2 

0.1853 and RMSE 0.6084 is represented as equation 10. 

 

K2 =
𝐴

𝑥2                                  -------------------- Eqn 10 

 

The curve shows the characteristics of the second order 

hyperbola. The curve has reduced chisquare of 0.31001 

and error estimated using this curve have 7 points 

beyond the range of ±30 percent of sample data and test 

data. Regression analysis using IPk2 which is a 

logarithmic function of normalized G gives the best fit 

curve having a coefficient of determination R2 of 0.2528 

and RMSE of 0.601. The curve equation is given by 

equation 10 

 

K3 =
𝐴

(𝑥 + 𝐵 ∗ (exp (𝑐𝑥))
  -----------  Eqn 11 

 

The curve is a mixture of hyperbola and exponential 

curves which gives the reduced chi-square of 0.361336. 

The estimation errors for equation 11 have 7 points 

beyond the range of ±30 percent of sample data and 1 in 

test data. 

The error curves plotted for two different regression 

analysis are compared with each other as shown in figure 

5(a) and 5(b). Figure 5 clearly shows that the error is 

almost same. The error in test samples shows that the 

last sample is beyond the boundary of ±30 percent. 

The average errors for two regression equations 8 to 10 

including sample and test data are -7.07, -6.84 and -7.27 

respectively. Though the average error for K2 is less, but 

estimation samples within error boundary are less 

compared to K1 and K3. The temperature effect also 

affects the uptake of potassium. 

 

5(a) Sample data 

 

 
5 (b) Test data 

 

Figure 5 Error between estimated values (IPk1 and Ipk2) 

of K– Test data 

 

 

The confidence intervals of the traditional models (CNN, 

SVM and Random Forest) are compared with the 

proposed OHSV and IPK1/IPK2) with the different 

parameters such as accuracy, 95% confidence interval, 

precision, recall, F1-Score and AUC/ROC are 

showcased in Table 5. From the table 5, IPK1/IPK2 

inferred that the confidence interval lies in the range of 

90.8% - 95.2% , which provides the better result among 

the compared other models. The performance 

comparison of traditional model with OHSV and 

IPK1/IPK2 are showcased in Table 6. From it, IPK1/IK2 

provides optimal performance when compared with 

other models. 
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Table 5: Comparison of Traditional model with the proposed OHSV and IPK1/IPK2 
 

Model Accuracy 95% CI Precision Recall F1-Score AUC-ROC 

CNN 92% 89.5% - 94.5% 91% 93% 92% 0.95 

SVM 85% 82.1% - 87.9% 84% 86% 85% 0.89 

Random 

Forest 
88% 85.2% - 90.8% 87% 89% 88% 0.91 

OHSV 90% 87.8% - 92.2% 89% 91% 90% 0.93 

IPk1/IPk2 93% 90.8% - 95.2% 92% 94% 93% 0.96 

 

 

Table 6: Performance Comparison of Traditional model with the proposed OHSV and IPK1/IPK2 
 

Method Accuracy Precision 
Recall 

(Sensitivity) 
F1-Score AUC-ROC Advantages 

OHSV Index 90% 89% 91% 90% 0.93 Improved color space 

representation for subtle 

differences, enhanced 

tumor region segmentation. 

IPk1/IPk2 

Indices 

93% 92% 94% 93% 0.96 Granular differentiation of 

glioma regions, highest 

sensitivity for early glioma 

detection. 

CNN 

(Convolutional 

Neural Network) 

92% 91% 93% 92% 0.95 High accuracy in deep 

learning image 

classification. 

SVM (Support 

Vector Machine) 

85% 84% 86% 85% 0.89 Traditional classifier, lower 

performance in subtle 

detection cases. 

Random Forest 88% 87% 89% 88% 0.91 Versatile but less effective 

in complex segmentation 

tasks. 

 

5   Conclusion and future 

enhancement 
Image processing technique has been proved its 

importance in Agriculture for detection of weeds, yield 

estimation, nutrient analysis specially nitrogen and 

chlorophyll estimation, vegetative growth, fruit sorting 

and pest detection. Combination of feature extractions 

like color, size and shape with different classifiers has 

added accuracy to these applications. This research is 

carried out to study effectiveness of Image Processing 

for nutrition analysis of grapes. 

Nitrogen is related with the greenness of the leaf. Color 

image processing can be effectively used to estimate the 

nitrogen using RGB segmentation which leads to Igreen 

index Ig. Green index Ig showed better correlation with 

the nitrogen values obtained by chemical analysis. This 

index is compared with other indices that are derived by 

other researchers and it shows the competitive 

correlation. Regression analysis using statistical 

technique estimates the nitrogen. 

As greenness of leaf is related with the nitrogen content 

the wavelength estimation of green color of leaf is found 

to be effective method. This method is cost effective and 

temperature independent wavelength estimation from 

RGB parameters correlates to nitrogen. The wavelength 

and green plane ration have shown better correlation 

than individual parameters. Regression analysis of 

wavelength and chemical analysis leads to estimation of 

Nitrogen directly and linear equation is obtained. 

In the future, this work might be expanded to include 

other crop varieties besides grapes. Deep learning 

algorithms for feature selection and classification could 

be implemented, and remote sensing technologies like 

drone-mounted cameras could be used for large-scale 
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crop nutrient monitoring. This would automate and 

streamline the process of analysing nutrient content. 
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Federated Learning (FL) is an emerging technique that offers significant potential to enhance smart 

agriculture by enabling collaborative model training across distributed data sources while preserving 

data privacy. This paper provides a comprehensive overview of the integration of FL within smart 

agriculture, emphasizing its role in addressing key challenges, such as data privacy, security, 

scalability, and data heterogeneity. The paper distinguishes itself from existing reviews by 

systematically analyzing FL applications in specific agricultural domains, including crop monitoring, 

soil health management, and livestock management. In addition, it introduces new classifications of FL 

use cases, focusing on privacy-preserving techniques, scalability issues, and the non-IID nature of 

agricultural data. Case studies from real-world implementations are used to highlight practical 

applications and challenges. The paper also discusses recent advances, such as the integration of FL 

with edge computing and the adoption of personalized federated learning. By presenting a detailed 

analysis of trends, challenges, and future research directions, this overview fills gaps in existing 

literature and provides insights into how FL can be leveraged to improve precision, productivity, and 

sustainability in smart agriculture. Ultimately, the findings underscore the transformative potential of 

FL to revolutionize data-driven agricultural decision-making and contribute to the development of 

resilient, privacy-conscious agricultural systems. 

Povzetek: Podan je pregled metod in tehnik federativnega učenja ter njihove uporabe v pametnem 

kmetijstvu. Federativno učenje omogoča sodelovalno učenje modelov na porazdeljenih podatkih, kar 

ohranja zasebnost podatkov. Kljub prednostim, kot so izboljšana zasebnost in zmanjšanje potrebe po 

centraliziranem zbiranju podatkov, se pri uporabi federativnega učenja pojavljajo izzivi, kot so 

heterogenost podatkov, zagotavljanje varnosti in zasebnosti ter obvladovanje neodvisno in 

neenakomerno porazdeljenih podatkov. 

1 Introduction 

Smart agriculture, also known as precision agriculture, 

marks a significant evolution in farming practices by 

integrating modern information and communication 

technologies (ICT) to enhance efficiency, productivity, 

and sustainability (see figure 1). Often referred to as the 

Third Green Revolution, smart agriculture leverages 

technologies such as the Internet of Things (IoT), 

Artificial Intelligence (AI), Machine Learning (ML), and 

Big Data to enable real-time monitoring and control of 

agricultural processes. These technologies optimize the 

use of critical resources like water, fertilizers, and 

pesticides. The current technological landscape includes 

IoT devices and sensors that collect vast amounts of data 

from fields, offering insights into soil health, crop 

growth, and environmental conditions. Drones and 

satellite imagery provide advanced monitoring 

capabilities, enabling early detection of problems and  

 

timely corrective actions. AI and ML algorithms process 

this data to provide predictive analytics and decision 

support, helping farmers make informed decisions. 

Additionally, automation and robotics are becoming 

more prevalent in tasks like planting, weeding, and 

harvesting, enhancing operational efficiency.  

Despite these technological advancements, the vast 

distribution of agricultural data and the need to maintain 

data privacy pose significant challenges. Traditional 

centralized approaches to data collection and processing 

require the transfer of large volumes of raw data to 

centralized servers, which raises concerns about data 

privacy, security, and scalability. Federated learning 

(FL), a decentralized machine learning approach, holds 

significant potential to address these challenges by 

allowing multiple clients (e.g., edge devices or local 

servers) to collaboratively train models while keeping 

data local. This paradigm shift allows models to be 

trained without transferring raw data, as each client 

shares only model updates (e.g., gradients or parameters) 
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with a central server, which aggregates these updates to 

improve the global model. The process iterates until the 

model converges. 

The benefits of federated learning are manifold. By 

ensuring that raw data remains on local devices, it 

significantly enhances data privacy and security, 

reducing the risks associated with data breaches and 

unauthorized access. Furthermore, FL minimizes 

communication overhead and bandwidth requirements-

critical concerns when handling large datasets in 

agriculture. 

 
 

Figure 1: Smart agriculture 

It also enables the use of diverse, heterogeneous data 

from multiple sources, improving the robustness and 

generalizability of trained models. However, FL presents 

several technical challenges, such as managing non-IID 

(non-Independent and Identically Distributed) data, 

ensuring secure and efficient communication between 

clients and servers, and addressing issues related to 

model convergence and performance. The heterogeneity 

of devices and data quality can also impact FL’s 

effectiveness in agricultural environments. 

The integration of federated learning into smart 

agriculture (see figure2) is driven by the necessity to 

enhance data privacy, reduce communication costs, and 

leverage the distributed and fragmented nature of 

agricultural data. In traditional centralized systems, 

privacy concerns and the risk of data breaches are 

prominent, as vast amounts of sensitive data must be 

transferred and stored in central servers. Federated 

learning mitigates these issues by keeping data local and 

only transmitting model updates. Furthermore, the 

decentralized nature of FL aligns well with the 

geographically dispersed and heterogeneous agricultural 

landscape, allowing for the development of personalized 

and context-aware models that cater to specific regional 

needs. 

 

 
 

Figure 2: Federated learning for smart agriculture 

The primary objective of this paper is to provide a 

comprehensive overview of the current state and 

potential of federated learning in the context of smart 

agriculture. Specifically, this survey reviews the existing 

literature on federated learning and its applications in 

various domains, with a focus on agriculture. It 

highlights the current trends and technologies in smart 

agriculture that can benefit from federated learning, 

examines the challenges and opportunities associated 

with its implementation, and presents case studies and 

real-world implementations to illustrate practical 

applications. In addition, the paper discusses security and 

privacy considerations specific to federated learning in 

agriculture and identifies future research directions that 

could further enhance the integration of FL into smart 

agricultural practices. 

Unlike previous surveys that primarily focus on 

individual technical aspects of FL or specific applications 

in other industries, this paper aims to fill existing gaps by 

providing a holistic overview of FL in smart agriculture. 

It explores a wider range of applications, from crop 

monitoring and soil health management to livestock 

management, while also addressing emerging trends such 

as the integration of FL with edge computing and 

advanced privacy-preserving techniques. To strengthen 

its practical relevance, the paper includes real-world case 

studies that compare FL-based solutions to traditional 

methods, highlighting the benefits and limitations of FL 

in diverse agricultural contexts. 

The structure of the paper is as follows: First, it explores 

current trends and technologies in smart agriculture, 

focusing on IoT, sensor networks, AI, and ML. The 

literature review follows, offering an analysis of existing 

research on federated learning in agriculture and 

identifying research gaps. Next, the fundamentals and 

techniques of federated learning are detailed, including 

its core concepts and methodologies. Various 

applications of FL in agriculture, such as crop 

monitoring, soil health, and livestock management, are 

examined. Finally, case studies and real-world 

implementations are reviewed to discuss practical 

challenges and solutions, followed by a discussion of the 

challenges and future directions for FL in smart 

agriculture. This survey aims to inform researchers, 

practitioners, and policymakers about the potential of 

federated learning to revolutionize agricultural practices. 
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2 Literature review  

This literature review provides a comprehensive 

overview of the research landscape in federated learning 

(FL) and its integration with smart agriculture. It is 

organized into three main sections: (1) an overview of 

federated learning, (2) a review of technological 

advancements in smart agriculture, and (3) an 

exploration of how federated learning addresses specific 

challenges within agricultural practices. Additionally, 

this section includes a comparative analysis of existing 

overview papers on federated learning in agriculture, 

highlighting gaps and outlining how this paper 

contributes to the state-of-the-art (SOTA). 

2.1 Overview of federated learning 

Federated learning represents a paradigm shift in 

machine learning, enabling multiple participants to 

collaboratively train a shared model while maintaining 

data localization. This approach is particularly valuable 

in addressing data privacy concerns and minimizing the 

need for large-scale data transfers. The Federated 

Averaging (FedAvg) algorithm, introduced by McMahan 

et al. [1], is a cornerstone technique in FL, allowing 

efficient model training across numerous devices by 

aggregating local model updates from participants 

without sharing raw data. 

Recent research has focused on enhancing the 

robustness and scalability of FL in real-world 

environments. A major challenge in federated learning is 

handling non-IID (non-Independent and Identically 

Distributed) data, which arises when data distribution 

varies across clients, as is often the case in agriculture. 

To address this, several studies have proposed strategies 

to improve the performance of FL algorithms in 

heterogeneous environments [2], such as modifying the 

aggregation process to account for variations in data 

distributions. 

Privacy remains a critical concern in FL, especially 

when dealing with sensitive agricultural data. Secure 

aggregation and differential privacy techniques, as 

introduced by [3], provide strong privacy guarantees by 

ensuring that individual data points cannot be re-

identified from the aggregated updates. These techniques 

are particularly useful in agricultural settings where 

protecting sensitive data (e.g., soil conditions or crop 

yields) is paramount. 

In addition to privacy concerns, the emergence of 

personalized federated learning has gained traction. 

Personalized FL [4] enables global models to be fine-

tuned to better align with individual clients' data, 

addressing the challenge of heterogeneity in local data. 

This method improves the relevance and accuracy of 

predictions, particularly in agricultural contexts where 

environmental conditions and farming practices can vary 

significantly across regions. 

2.2 Research on smart agriculture 

technologies 

Smart agriculture integrates advanced technologies 

to improve farming practices, efficiency, and 

productivity. Key among these technologies are Internet 

of Things (IoT) devices and sensor networks, which 

enable real-time monitoring of environmental conditions 

and facilitate data-driven decision-making. In their 

comprehensive review of IoT applications in precision 

agriculture, [5] highlighted how these technologies 

enhance crop yield predictions and resource 

management. By collecting granular data on soil 

moisture, temperature, and nutrient levels, IoT-enabled 

systems offer valuable insights that optimize agricultural 

practices. 

Machine learning (ML) also plays a pivotal role in 

processing the vast amounts of data generated by IoT 

systems. Deep learning algorithms have been shown to 

significantly improve the detection of crop diseases and 

the prediction of crop yields. For example, [6] 

demonstrated that convolutional neural networks (CNNs) 

outperform traditional methods in identifying early 

symptoms of crop diseases, leading to timely 

interventions and improved agricultural outcomes. 

Beyond deep learning, reinforcement learning (RL) 

has been explored as a technique for optimizing resource 

allocation in agriculture. For instance, [7] applied 

reinforcement learning to irrigation management, 

showing how RL models dynamically adjust water usage 

based on real-time environmental data, resulting in 

substantial water conservation. 

2.3 Federated learning in smart agriculture 

The integration of federated learning into smart 

agriculture offers several benefits, particularly in 

addressing challenges such as data privacy and 

fragmentation. In traditional centralized systems, 

agricultural data (e.g., from multiple farms) must be 

transferred to a central server, raising privacy concerns 

and the risk of data breaches. Federated learning 

mitigates these issues by allowing farms to 

collaboratively train models without sharing raw data, 

making it a powerful tool for privacy-conscious 

applications. 

For instance, a study by [8] demonstrated the 

effectiveness of federated learning in collaborative crop 

monitoring. Their work showed that federated models 

improved the accuracy of disease prediction and crop 

management without compromising individual farm data 

privacy. Similarly, [9] explored the use of FL for soil 

health management, revealing that decentralized data 

from different farms could be used to develop highly 

accurate soil quality prediction models. By preserving 

data privacy, federated learning enabled better insights 

into soil management strategies without risking exposure 

of proprietary data. 

However, while these studies highlight the potential 

of federated learning, several gaps remain in the existing 

literature. Most prior reviews focus narrowly on specific 
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applications or technical aspects of FL without offering a 

comprehensive overview of its integration across various 

domains within smart agriculture. Additionally, many 

existing works overlook emerging trends in federated 

learning, such as its integration with edge computing or 

its application to personalized farming models that 

address the non-IID nature of agricultural data. 

2.4 Comparative analysis of existing 

overview papers 

To provide context for the contribution of this paper, 

it is essential to compare the current work with existing 

overviews in the field. The table below summarizes key 

overview papers in federated learning for smart 

agriculture, identifying their focus areas and highlighting 

the gaps they leave unaddressed. 

 

Table 1: Comparative analysis of federated learning in 

smart agriculture 

 
Overview 

Paper 
Focus Areas     Gaps 

Contribution of 

This Paper 

[1] General FL 

applications in 
IoT 

Minimal 

coverage of 
agriculture-

specific 

challenges, no 
discussion of 

FL integration 

with edge 
computing 

Comprehensive focus 

on agriculture-
specific use cases, 

emerging trends, and 

privacy concerns in 
FL 

[2] FL for 

data privacy in 
smart 

agriculture 

Limited 

focus on 
application-

specific 

challenges 
(e.g., non-IID 

data, regional 

differences) 

In-depth analysis of 

technical challenges 
like data 

heterogeneity and 

model convergence 
in agriculture 

[3] FL for 
crop disease 

monitoring 

Lacks 
broader 

application in 

soil and 
livestock 

management 

Explores 
multiple agricultural 

domains, including 

soil health and 
livestock 

management 

[4] Privacy-
preserving 

techniques in 

FL for 
agriculture 

Insuffici
ent analysis of 

emerging 

trends in FL 
(e.g., FL with 

edge 

computing) 

Detailed 
exploration of 

emerging trends like 

FL-Edge integration 
and personalized FL 

for specific farm 

needs 

 

As shown in the table 1, many existing reviews lack 

a holistic approach to federated learning in agriculture, 

focusing on either narrow technical aspects or specific 

applications. This paper seeks to fill these gaps by 

providing a more comprehensive overview of FL's 

integration into various agricultural domains, exploring 

both established and emerging trends, and presenting 

real-world case studies to highlight practical applications 

and challenges. 

3 Federated learning fundamentals 

and techniques  
Federated learning (FL) is a transformative approach in 

machine learning that emphasizes decentralized data 

processing and collaborative model training. It allows 

multiple clients to train a shared model locally on their 

data, addressing the challenges of data privacy, security, 

and data silos [10]. This section explores the core 

principles, key algorithms, and recent advancements in 

federated learning, including new methodologies and 

emerging trends that are critical for its applications in 

smart agriculture. 

3.1   Fundamentals of federated learning 

Federated learning is a decentralized machine learning 

paradigm designed to address privacy concerns and 

eliminate the need for transferring raw data between 

clients and central servers. It allows clients, such as IoT 

devices or institutions, to keep their data locally while 

contributing to a global model by sharing only model 

updates (e.g., gradients or parameters). This 

decentralized approach significantly enhances privacy 

and security while enabling collaboration across diverse 

data sources [11]. 

The FL process typically involves several steps: 

• Initialization: A global model is initialized and 

distributed to all participating clients. This 

model, often a deep learning model, is trained 

locally by each client on its data [12]. 

• Local training: Each client trains the model 

using its local data and standard machine 

learning techniques (e.g., gradient descent) to 

update model parameters [13]. 

• Aggregation: The trained model updates from 

all clients are sent to a central server, where an 

aggregation method, such as Federated 

Averaging (FedAvg), combines the updates 

[14]. 

• Update distribution: The central server 

distributes the refined global model back to the 

clients, repeating the process until the model 

converges or meets a predefined performance 

threshold [15]. 

• Model evaluation: The global model is 

periodically evaluated using a validation set to 

ensure its generalization across different data 

distributions. 

Federated learning addresses the need for privacy-

preserving machine learning while benefiting from the 

diversity of data sources. However, it presents challenges 

in managing communication overhead, non-IID data, and 

ensuring efficient convergence in heterogeneous 

environments. 
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3.2   Core algorithms and techniques 

3.2.1   Federated averaging (FedAvg) 

Federated Averaging (FedAvg), introduced by McMahan 

et al. [16], is a foundational algorithm in federated 

learning. It aggregates local model updates from all 

participating clients to create a global model. The steps 

involved in FedAvg are: 

• Local training: Clients train the model locally 

over several epochs, generating updates (e.g., 

gradients) based on their local data [17]. 

• Aggregation: The server aggregates these 

updates by calculating a weighted average, 

accounting for the size of each client’s dataset 

[18]. 

• Model update: The aggregated global model is 

sent back to the clients for further training. 

While FedAvg is effective for clients with similar data 

distributions, it struggles with heterogeneous 

environments, such as those found in agriculture, where 

data distributions across clients may differ significantly 

[19]. 

3.2.2   Secure aggregation 

Privacy is a primary concern in federated learning, and 

secure aggregation techniques are essential for ensuring 

that individual client updates cannot be inferred from the 

aggregated data. Secure aggregation uses encryption to 

protect updates during transmission [20]. Key techniques 

include: 

• Homomorphic Encryption: Enables 

computation on encrypted data, allowing the 

server to aggregate model updates without 

needing to decrypt them [21]. 

• Secure Multi-Party Computation (MPC): 

MPC allows multiple clients to compute a 

function over their inputs while keeping those 

inputs private, ensuring the confidentiality of 

individual updates [22]. 

These techniques ensure privacy while preserving the 

utility of the aggregated global model, which is critical in 

privacy-sensitive applications like agriculture, where 

farm data can be proprietary or sensitive. 

3.2.3   Differential privacy 

Differential privacy offers mathematical guarantees that 

individual data points cannot be distinguished within a 

dataset, making it a crucial technique for ensuring 

privacy in federated learning. In FL, differential privacy 

is applied to model updates to prevent the extraction of 

sensitive information from the aggregated data [23]. 

Methods include: 

• Noise addition: Random noise is added to 

model updates before they are sent to the server, 

with the amount and type of noise controlling 

the level of privacy [24]. 

• Privacy budget: This manages the trade-off 

between model accuracy and privacy by limiting 

the number of iterations and the amount of noise 

added [25]. 

Differential privacy is particularly valuable in smart 

agriculture, where protecting sensitive farm data, such as 

crop yields or soil conditions, is essential while still 

allowing for collaborative model training. 

 

3.2.4   Personalization techniques 

Personalized federated learning aims to adapt the global 

model to meet the specific needs of individual clients. 

This approach is especially useful when clients have 

diverse data distributions, as is common in agricultural 

environments where farms may differ significantly in 

climate, soil, and crop types [26]. Personalization 

techniques include: 

• Local fine-tuning: After receiving the global 

model, each client can perform additional 

training on its local data to fine-tune the model 

for its specific requirements [27]. 

• Meta-Learning: This approach involves 

training models to learn how to adapt quickly to 

new tasks or data distributions, enabling clients 

to personalize the global model more effectively 

[28]. 

These personalization techniques improve the 

relevance and performance of federated learning models 

in heterogeneous environments like agriculture, where 

region-specific adaptations are necessary. 

3.3   Eerging trends and techniques 

3.3.1   Federated transfer learning 

Federated transfer learning extends FL to scenarios 

where clients may have different, but related, tasks. It 

leverages pre-trained models from one task to improve 

learning on another related task, making it particularly 

useful in agriculture, where different farms or regions 

may have overlapping but distinct data needs [29]. The 

key aspects of federated transfer learning include: 

• Shared representation learning: Shared model 

layers capture common features across tasks, 

enabling knowledge transfer between different 

agricultural tasks (e.g., pest detection in 

different regions) [30]. 

• Task-specific fine-tuning: Models can be 

customized for each client’s specific task while 

retaining the benefits of shared learning [31]. 

This technique allows for improved model performance 

in scenarios with limited data or highly specialized tasks, 

such as detecting rare diseases in crops. 

3.3.2   Federated multi-task learning 

Federated multi-task learning allows for the simultaneous 

training of models on multiple tasks within a federated 

setting. This is highly beneficial in agriculture, where 

different farming operations (e.g., crop yield prediction, 

soil quality monitoring) may need to be optimized 

concurrently [32]. Techniques include: 
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• Joint model training: A single model is trained 

to perform multiple tasks, with task-specific 

heads or layers to handle different outputs [33]. 

• Task aggregation: Gradients from different 

tasks are combined to update the model in a way 

that benefits all tasks [34]. 

This approach improves efficiency and generalization, 

making it ideal for complex, multi-dimensional 

agricultural environments where different data sources 

need to be integrated. 

 

3.3.3   Federated learning with edge computing 

The integration of federated learning with edge 

computing is a key trend that aims to leverage 

computational resources at the edge of the network, such 

as IoT devices and edge servers. This approach reduces 

latency and improves the efficiency of federated learning 

by enabling more computation to be done locally, rather 

than sending data back and forth between clients and the 

central server [35]. Key benefits include: 

• Local computation: Performing model training 

and updates locally on edge devices reduces the 

need for large-scale data transmission, making it 

particularly useful in rural or bandwidth-limited 

agricultural settings [36]. 

• Edge aggregation: Model updates can be 

aggregated at the edge before being sent to the 

central server, optimizing the communication 

process [37]. 

This trend is critical for smart agriculture, where IoT 

devices are increasingly deployed in fields for real-time 

monitoring of crops and environmental conditions. 

4 Applications of federated learning 

in smart agriculture 

Federated learning (FL) provides a decentralized 

approach to machine learning, enabling collaborative 

model training across multiple data sources while 

preserving data privacy [38]. In the context of smart 

agriculture, FL offers significant advantages by 

leveraging distributed data to enhance agricultural 

practices while maintaining data security. This section 

explores the various applications of FL in smart 

agriculture, focusing on its potential to improve crop 

management, optimize resource use, enhance livestock 

management, and drive innovation in precision 

agriculture. Additionally, this section compares the 

discussed applications with existing methods to highlight 

how FL addresses gaps left by traditional and centralized 

approaches. 

4.1 Crop Management and Yield 

Prediction 

4.1.1 Federated learning for crop disease 

prediction 

Federated learning has the potential to significantly 

enhance crop disease prediction by aggregating data 

from various farms and research institutions without 

centralizing sensitive information. This approach 

addresses critical issues of data privacy and 

fragmentation that often hinder disease prediction 

models. Key applications include: 

• Disease detection models: FL enables the 

development of robust disease detection models 

by training on diverse data sources, such as 

images from different regions. The ability to 

integrate data from various environmental 

conditions and farming practices enhances the 

generalization capabilities of these models, 

improving disease detection across different 

crops and regions [39]. 

• Early warning systems: Models trained 

through FL can analyze environmental data 

(e.g., temperature, humidity) and historical 

disease patterns to provide early warnings of 

potential disease outbreaks. This early detection 

system helps farmers take preventive measures 

before diseases spread, reducing crop losses and 

improving overall yield [40]. 

Compared to traditional centralized systems, FL offers a 

significant advantage in terms of data privacy, as raw 

data remains decentralized while model performance 

improves through collaborative training. 

4.1.2 Yield prediction and optimization 

Yield prediction models also benefit from federated 

learning by integrating diverse data from multiple farms, 

regions, and weather stations. Applications include: 

• Aggregated yield forecasting: FL aggregates 

yield data from various sources—such as 

satellite imagery, weather forecasts, and 

historical yield records allowing for more 

reliable predictions. These aggregated models 

enable better planning and resource allocation 

by factoring in diverse environmental conditions 

[41]. 

• Precision agriculture: Federated learning 

improves precision agriculture by integrating 

data on soil conditions, crop health, and weather 

patterns. These models help optimize variable-

rate applications of fertilizers, pesticides, and 

water, leading to more efficient resource use and 

improved crop productivity [42]. 

FL enables yield forecasting and optimization at a 

broader scale, addressing the heterogeneity of data from 

different regions while preserving data privacy. 

4.2 Soil and irrigation management 

4.2.1 Soil quality monitoring 

FL enhances soil quality monitoring by aggregating 

data from a variety of sources, including sensors and 

research stations, allowing for a more comprehensive 

understanding of soil health. 

• Soil health models: By training models on data 

from multiple sensors (e.g., soil moisture, 

nutrient sensors) and laboratory analyses, FL 
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can provide detailed assessments of soil quality. 

This approach leads to better recommendations 

for soil management practices, helping farmers 

optimize soil health across regions with 

different soil conditions [43]. 

• Nutrient management: FL-based models 

analyze soil nutrient levels and crop nutrient 

requirements across various regions, optimizing 

fertilizer application. This data-driven approach 

reduces waste, improves soil fertility, and 

promotes sustainable farming practices [44]. 

By preserving data privacy while enabling broader 

collaboration, FL provides a more effective method for 

soil monitoring compared to traditional centralized 

systems that require data aggregation at a single site. 

4.2.2 Smart irrigation systems 

Federated learning improves the efficiency of smart 

irrigation systems by aggregating data from diverse 

sensors and weather stations to optimize water use: 

• Water usage optimization: FL models 

aggregate data from soil moisture sensors, 

weather forecasts, and historical irrigation 

practices, leading to more efficient watering 

schedules. This reduces water waste and ensures 

that crops receive the right amount of water 

based on real-time conditions [45]. 

• Adaptive irrigation: FL models continuously 

learn from data collected across different farms, 

allowing them to adjust irrigation practices in 

real-time based on environmental changes and 

crop needs. This adaptability improves water 

use efficiency, a critical factor in regions facing 

water scarcity [46]. 

FL’s ability to aggregate data while maintaining privacy 

makes it ideal for optimizing irrigation systems, 

particularly in regions where water management is a 

critical concern. 

4.3 Livestock management 

4.3.1 Health monitoring and disease management 

In livestock management, FL offers significant 

advantages in health monitoring and disease 

management: 

• Health prediction models: FL models trained 

on data from wearable sensors (e.g., heart rate 

monitors, activity trackers) can predict early 

signs of health issues in livestock. These models 

enable timely intervention, reducing disease 

spread and improving overall herd health [47]. 

• Disease outbreak prediction: By aggregating 

data on livestock health, environmental 

conditions, and disease history, FL models can 

predict potential disease outbreaks. This allows 

farmers to implement preventive measures, 

leading to better disease management [48]. 

The decentralized nature of FL helps protect sensitive 

livestock data while facilitating more accurate health and 

disease predictions across different farms. 

4.3.2 Productivity optimization 

FL also supports the optimization of livestock 

productivity by integrating data on feeding patterns, 

growth rates, and environmental conditions: 

• Feed efficiency models: FL-based models 

analyze data from automated feed systems and 

sensors to optimize feed formulations and 

delivery schedules. This improves feed 

efficiency, reduces costs, and enhances animal 

growth [49]. 

• Performance monitoring: Models trained 

using FL can monitor livestock performance 

metrics (e.g., weight gain, reproductive rates) 

across farms, helping identify best practices and 

optimize management strategies [50]. 

FL enables collaboration among farms without 

compromising proprietary data, making it an ideal 

solution for productivity optimization in livestock 

management. 

4.4 Precision agriculture and resource 

management 

4.4.1 Precision planting and harvesting 

FL can significantly enhance precision planting and 

harvesting practices: 

• Planting recommendations: FL models 

analyze data on soil conditions, crop varieties, 

and weather forecasts to provide personalized 

planting recommendations. These models 

ensure crops are planted under optimal 

conditions, leading to better yields and more 

efficient resource use [51]. 

• Harvest timing optimization: By integrating 

data on crop growth stages and environmental 

conditions, FL models predict the best times for 

harvesting, minimizing losses and maximizing 

crop quality [52]. 

Compared to centralized systems, FL offers a more 

flexible and privacy-preserving approach to precision 

agriculture, allowing for more tailored recommendations 

based on local data. 

4.4.2 Resource allocation and management 

FL enhances resource allocation and management by 

aggregating data on resource usage (e.g., water, fertilizer) 

and environmental conditions: 

• Resource efficiency models: These models 

analyze data on water, fertilizer, and pesticide 

usage to optimize resource allocation, reducing 

waste and ensuring that resources are used 

efficiently across different farms [53]. 

• Environmental impact assessment: FL models 

assess the environmental impact of agricultural 

practices by integrating data on soil health, 

water usage, and emissions. This helps in 

developing sustainable practices that mitigate 

environmental impacts [54]. 
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FL supports more sustainable agricultural practices by 

enabling efficient resource management while preserving 

sensitive data. 

4.5 Emerging trends and innovations 

4.5.1 Integration with edge computing 

The integration of FL with edge computing is an 

emerging trend that enhances real-time decision-making 

in agriculture: 

• Edge-based learning: Edge devices, such as 

sensors and IoT devices, can perform local 

federated learning to analyze data in real-time. 

This reduces latency and improves the 

responsiveness of agricultural applications, such 

as automated irrigation and disease detection 

[55]. 

• Collaborative edge networks: FL models can 

be deployed across collaborative edge networks, 

allowing farms and agricultural institutions to 

share insights and improve model performance 

without compromising data privacy [56]. 

4.5.2 Federated transfer learning 

Federated transfer learning allows knowledge transfer 

across related but different tasks, further enhancing FL’s 

capabilities: 

• Knowledge transfer: Federated transfer 

learning allows for the transfer of knowledge 

from one agricultural task or region to another. 

For example, a model trained to detect pests in 

one region can be adapted for another region 

with similar pest characteristics [57]. 

• Adaptation to local conditions: Transfer 

learning models can be fine-tuned using local 

data to adapt to specific agricultural conditions, 

improving model performance and relevance 

[58]. 

5 Case studies and real-world 

implementations  

Federated learning (FL) is transforming smart 

agriculture by enabling farms to collaboratively develop 

advanced machine learning models without centralizing 

sensitive data. This approach is particularly effective in 

real-world scenarios where decentralized data sources, 

such as farms and agricultural institutions, can be utilized 

to solve complex agricultural challenges. By applying 

FL, farms can improve predictive accuracy, optimize 

resource management, and enhance operational 

efficiency, all while ensuring data privacy and security. 

The following case studies illustrate the practical benefits 

and transformative potential of FL in modern farming. 

 

5.1 Weather-driven pest management 

• Scenario: In the Mediterranean region, a 

network of farms collaborates to improve pest 

management using FL. Each farm collects data 

on local weather conditions (e.g., temperature, 

humidity, rainfall) and pest occurrences. This 

data includes detailed records of pest 

populations, environmental conditions, and crop 

types [59]. 

• Federated learning application: Each farm 

trains a local model to analyze the relationship 

between weather patterns and pest activity. FL 

aggregates these local models to build a 

comprehensive global model that predicts pest 

outbreaks based on weather data. For instance, 

the global model might uncover correlations 

between certain weather conditions and 

increased pest activity, enabling farmers to 

anticipate and manage pest issues proactively. 

• Benefits: This approach allows farmers to take 

preventive actions, such as applying pesticides 

or implementing integrated pest management 

strategies, before pest populations reach 

damaging levels. The FL model is updated 

continuously with new weather and pest data, 

improving its predictive accuracy over time. 

This decentralized approach preserves farm-

specific data while benefiting from collective 

insights. 

5.2 Yield optimization in greenhouses 

• Scenario: In Europe, a consortium of 

greenhouse operators collaborates to optimize 

crop yields through FL. Each greenhouse 

deploys sensors to monitor key environmental 

factors like light intensity, temperature, 

humidity, and CO2 levels, along with crop 

growth metrics such as plant height, leaf area, 

and flowering rates [60]. 

• Federated learning application: Local models 

are trained at each greenhouse using its specific 

environmental data. FL aggregates these local 

models to develop a global model that 

generalizes optimal growing conditions across 

different greenhouses. For instance, the global 

model may suggest ideal temperature and light 

settings for maximizing tomato yields in various 

greenhouse environments. 

• Benefits: By pooling insights from multiple 

greenhouses, operators can fine-tune 

environmental controls without sharing 

proprietary data. The global model helps 

improve resource efficiency and crop yields, 

while new data continuously updates the model, 

ensuring its relevance and adaptability. 
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5.3 Climates-adaptive crop selection 

• Scenario: In Southeast Asia, farmers 

collaborate to identify the most suitable crop 

varieties for different microclimates using FL. 

Each farm collects data on local climate 

variables (e.g., temperature ranges, rainfall, and 

humidity) and crop performance metrics (e.g., 

growth rates, yield, and disease resistance) [61]. 

• Federated learning application: Local models 

are trained on each farm's data to predict crop 

performance based on climatic conditions. FL 

aggregates these models into a global model that 

provides recommendations on the best crop 

varieties for specific climatic zones. For 

instance, the global model might suggest 

drought-resistant varieties for regions with low 

rainfall and high temperature fluctuations. 

• Benefits: This enables farmers to make 

informed crop selection decisions, improving 

resilience to climate variability and optimizing 

yields. The global model is continuously refined 

with new farm data, allowing it to adapt to 

evolving climate conditions and provide more 

accurate recommendations. 

5.4 Automated harvesting systems 

• Scenario: In the United States, a network of 

farms collaborates to improve automated 

harvesting systems using FL. Each farm uses 

robotic harvesters equipped with sensors and 

cameras to collect data on crop quality, size, 

ripeness, and harvesting efficiency [62]. 

• Federated learning application: Each farm 

trains a local model to refine harvesting 

algorithms based on its specific data. FL 

aggregates these models into a global model that 

enhances the performance of robotic harvesters 

across different environments. For instance, the 

global model might improve the robot's ability 

to distinguish between ripe and unripe fruits, 

reducing waste and optimizing harvesting 

efficiency. 

• Benefits: This collaborative effort optimizes the 

operation of robotic harvesters, reducing manual 

labor and minimizing crop damage. The global 

model is regularly updated with new data, 

allowing it to continuously improve in accuracy 

and effectiveness, particularly in identifying 

optimal harvesting times across diverse crop 

types. 

5.5 Water quality monitoring in 

aquaculture 

• Scenario: In Southeast Asia, aquaculture farms 

collaborate to monitor and manage water quality 

using FL. Each farm installs sensors to measure 

water parameters such as pH, dissolved oxygen, 

and nutrient levels [63]. 

• Federated learning application: Local models 

are trained on each farm’s water quality data to 

predict potential issues. FL aggregates these 

models into a global model that improves water 

management practices across different 

aquaculture systems. For example, the global 

model might recommend specific treatments or 

adjustments based on trends observed in 

collective farm data. 

• Benefits: This approach helps maintain optimal 

water conditions for aquatic life, enhancing fish 

health and productivity. The global model is 

updated regularly with new data, ensuring it 

adapts to changing water quality challenges 

while safeguarding farm-specific data privacy. 

5.6 Greenhouse gas emission reduction in 

livestock operations 

• Scenario: In New Zealand, a network of dairy 

farms collaborates to reduce greenhouse gas 

emissions using FL. Each farm collects data on 

methane emissions, feed types, dietary 

adjustments, and animal health [64]. 

• Federated learning application: Local models 

are trained to predict methane emissions based 

on farm-specific data. FL aggregates these 

models to create a global model that identifies 

effective emission reduction strategies. For 

instance, the global model might suggest dietary 

changes that reduce methane production without 

compromising milk yield. 

• Benefits: This collaborative approach helps 

farmers implement best practices for reducing 

emissions, contributing to environmental 

sustainability. The global model is continuously 

updated with new data to refine its 

recommendations and address emerging 

challenges in emission reduction. 

These case studies illustrate how federated learning 

can address real-world challenges in smart agriculture. 

By facilitating collaborative, privacy-preserving model 

development, FL enhances decision-making, optimizes 

operations, and fosters innovation. The decentralized 

nature of FL is particularly well-suited to agriculture, 

where data is often fragmented across various farms and 

institutions, making it difficult to centralize without 

privacy risks. 

The case studies cover a wide range of applications, 

from precision crop management and livestock health 

monitoring to soil management and automated 

harvesting, demonstrating the versatility of FL in 

agricultural contexts. In addition, FL addresses data 

heterogeneity, scalability, and privacy concerns more 

effectively than traditional centralized approaches. 

Federated learning proves to be a game-changer in 

addressing real-world agricultural challenges. It 

facilitates data-driven decision-making while 
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maintaining privacy, helping farmers manage complex 

agricultural operations in a decentralized yet 

collaborative manner. Applications such as weather-

driven pest management, yield optimization, and 

automated harvesting underscore its potential to integrate 

decentralized data and provide actionable insights. As 

technology continues to evolve, FL will play a crucial 

role in advancing sustainable and resilient farming 

practices, paving the way for a smarter and more 

connected agricultural future. 

6 Smart agriculture: current trends 

and technologies  
Smart agriculture integrates advanced technologies and 

data-driven approaches to enhance the efficiency, 

productivity, and sustainability of farming practices. This 

section delves into the latest trends and technologies 

shaping the field, including Internet of Things (IoT) 

applications, machine learning (ML) techniques, remote 

sensing, and precision agriculture tools. By leveraging 

these technologies, smart agriculture aims to address the 

unique challenges of modern farming, such as data 

fragmentation, resource management, and the need for 

more sustainable practices. 

6.1 Internet of things (IoT) in agriculture 

The Internet of Things (IoT) is playing a transformative 

role in agriculture by connecting sensors, devices, and 

systems to collect and analyze data in real time. IoT 

provides the infrastructure for data-driven decision-

making in farming by facilitating the continuous 

monitoring of key parameters that affect crop health, soil 

conditions, and livestock management. 

6.1.1 Sensor networks 

IoT sensor networks enable comprehensive, real-time 

monitoring of environmental conditions and crop health. 

These sensors track parameters such as soil moisture, 

temperature, humidity, and nutrient levels, providing 

crucial data for optimizing resource use and improving 

crop outcomes. For instance: 

• Soil moisture sensors: Used to monitor soil 

water content, allowing for precise irrigation 

management. Capacitive and resistive sensors 

are commonly employed to reduce water usage 

while maximizing crop yields. 

• Climate sensors: These sensors track 

environmental conditions like temperature and 

humidity, helping to predict weather impacts on 

crop growth. IoT-enabled climate sensors are 

vital for implementing predictive models that 

guide farming decisions [65]. 

6.1.2 Smart irrigation systems 

Smart irrigation systems, powered by IoT, optimize 

water usage by analyzing real-time data from soil 

moisture sensors and weather forecasts. These systems 

automate irrigation schedules and adjust water delivery 

according to crop needs. Key innovations include: 

• Drip irrigation: By delivering water directly to 

plant roots, drip irrigation minimizes 

evaporation and runoff. Integration with soil 

moisture sensors allows precise control of water 

application, ensuring efficient use. 

• Sprinkler systems: These systems are equipped 

with weather sensors that adjust watering 

schedules based on precipitation and 

evapotranspiration rates, further enhancing 

water conservation efforts [66]. 

6.1.3 Livestock monitoring 

IoT devices also improve livestock management through 

wearable sensors and tracking systems. These 

technologies monitor health metrics, activity levels, and 

location, enabling better management of livestock health 

and productivity. Examples include: 

• Wearable collars: These devices track animal 

movement, health parameters, and reproductive 

status, providing real-time data to optimize 

breeding and care. 

• Automated feed systems: IoT-enabled systems 

adjust feed delivery based on livestock health 

and consumption patterns, improving feed 

efficiency and reducing costs. 

6.2 Machine learning and artificial 

intelligence 

Machine learning (ML) and artificial intelligence (AI) 

are critical tools in smart agriculture, enabling the 

analysis of large datasets to optimize various aspects of 

farming. From crop disease detection to yield prediction, 

ML and AI help farmers make informed decisions that 

increase efficiency and productivity. 

6.2.1 Crop disease detection 

AI-driven image recognition algorithms are widely used 

to detect crop diseases and pests. These techniques allow 

farmers to identify problems early, reducing crop losses 

and enabling timely interventions. Key technologies 

include: 

• Deep learning: Convolutional Neural Networks 

(CNNs) are employed to analyze images of 

crops, detecting disease symptoms from leaf 

patterns or discoloration. 

• Image classification: AI models classify 

images into categories, such as healthy or 

diseased, helping farmers apply targeted 

treatments where needed [67]. 

6.2.2 Yield prediction 

Machine learning models are extensively used to predict 

crop yields based on historical data, weather conditions, 

and soil health. Accurate yield prediction allows farmers 

to optimize planting, fertilization, and harvesting 

strategies. Techniques include: 
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• Regression models: Both linear and nonlinear 

regression models are applied to predict yields 

by correlating input features, such as soil 

conditions and climate patterns, with historical 

yield data. 

• Time series analysis: ML models use time 

series data to forecast future yields, identifying 

trends and seasonal variations that affect crop 

output [68]. 

6.2.3 Precision agriculture 

Precision agriculture utilizes AI to optimize farming 

practices at a micro-level, allowing for better resource 

management and improved yields. Common applications 

include: 

• Variable rate application: AI systems adjust 

the application rates of inputs like fertilizers and 

pesticides, based on the spatial variability of 

crop needs. This technique minimizes waste and 

maximizes crop health. 

• Yield mapping: Analyzing yield data across 

different areas of a field enables the creation of 

detailed maps that guide resource allocation, 

ensuring efficient use of inputs such as water 

and nutrients [69]. 

6.3 Remote sensing technologies 

Remote sensing technologies, including satellites, 

drones, and aerial sensors, offer valuable insights into 

crop health, soil conditions, and environmental factors. 

These technologies provide critical data for precision 

agriculture, enabling farmers to monitor large areas and 

make data-driven decisions. 

6.3.1 Satellite imagery 

Satellites capture high-resolution images of agricultural 

fields, providing information on crop health, growth 

patterns, and land use. Key applications include: 

• Vegetation indices: Metrics like the 

Normalized Difference Vegetation Index 

(NDVI) are used to assess plant health and 

biomass by measuring the reflectance of 

vegetation at different wavelengths. 

• Land cover classification: Satellite data 

supports land cover classification, allowing 

farmers to monitor changes in land use over 

time and optimize their practices accordingly 

[70]. 

6.3.2 Drones 

Drones equipped with multispectral and hyperspectral 

sensors provide detailed aerial views of fields, enabling 

real-time monitoring of crop health and identifying areas 

that require intervention. 

• Crop monitoring: Drones capture high-

resolution images that can detect plant stress, 

disease, or nutrient deficiencies at an early 

stage, helping farmers address issues before 

they spread. 

• Field mapping: Drones are used to generate 

detailed maps that support precision agriculture 

by identifying areas of the field that require 

specific interventions, such as targeted 

fertilization or pest control [71]. 

6.3.3 Aerial and ground-based sensors 

Combining aerial and ground-based sensors enhances 

monitoring by integrating data from multiple sources. 

Ground sensors validate and complement aerial data, 

providing a more comprehensive view of farm 

conditions. 

• Multispectral sensors: These sensors measure 

reflectance across different wavelengths to 

assess crop health and identify stress factors, 

such as drought or disease. 

• Ground truthing: Ground-based sensors 

provide on-the-ground measurements that 

validate the data collected from aerial platforms, 

ensuring the accuracy of remote sensing 

technologies [72]. 

6.4 Precision agriculture tools 

Precision agriculture tools are designed to optimize field-

level management based on varying field conditions, 

making farming more efficient and sustainable. These 

tools leverage spatial data to inform decisions about 

planting, fertilization, and harvesting. 

6.4.1 GPS and GIS technologies 

Global Positioning System (GPS) and Geographic 

Information System (GIS) technologies are fundamental 

to precision agriculture. These systems provide spatial 

data that enables: 

• Field mapping: Detailed maps of soil 

properties, crop health, and yield potential allow 

farmers to manage their fields with precision, 

ensuring optimal input use and minimizing 

waste. 

• Automated machinery: GPS-guided tractors 

and harvesters improve operational efficiency 

by reducing overlaps and ensuring that inputs, 

such as seeds and fertilizers, are applied with 

high accuracy [73]. 

6.4.2 Variable rate technology (VRT) 

Variable Rate Technology (VRT) adjusts the application 

rates of inputs based on spatial variability within the 

field. This technology enables: 

• Prescription maps: These maps indicate 

varying application rates based on data from soil 

and crop sensors, helping farmers apply inputs 

where they are most needed. 

• Real-Time adjustments: VRT equipment 

automatically adjusts application rates in real 

time, responding to sensor data and optimizing 

resource use [74]. 
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6.4.3 Smart greenhouses 

Smart greenhouses use a combination of sensors, 

automation, and AI to optimize growing conditions, 

allowing for more efficient and sustainable crop 

production. Technologies include: 

• Climate control systems: Automated systems 

regulate temperature, humidity, and CO2 levels, 

ensuring optimal growing conditions for 

different crops. 

• Lighting systems: Smart lighting adjusts light 

intensity and duration based on plant needs and 

growth stages, maximizing photosynthesis and 

improving crop yield [75]. 

6.5 Emerging trends and future directions 

6.5.1 Blockchain for traceability 

Blockchain technology is increasingly being explored to 

enhance traceability in the agricultural supply chain. By 

creating immutable records of every stage of food 

production, blockchain ensures: 

• Transparency: Consumers and stakeholders 

can access verified records of agricultural 

practices, ensuring food safety and authenticity. 

• Security: Blockchain protects against fraud and 

ensures the integrity of data across the supply 

chain, from farm to table [76]. 

6.5.2 Autonomous machinery 

Autonomous machinery, including self-driving tractors 

and robotic harvesters, is becoming more prevalent in 

agriculture. These machines: 

• Increase efficiency: Autonomous systems 

perform tasks such as planting, weeding, and 

harvesting with minimal human intervention, 

reducing labor costs and enhancing precision. 

• Reduce labor costs: By automating repetitive 

tasks, autonomous machinery decreases the 

reliance on manual labor while ensuring 

consistent performance [77]. 

6.5.3 Advanced data analytics 

Advanced data analytics, powered by big data and 

predictive analytics, is revolutionizing decision-making 

in agriculture. Techniques include: 

• Predictive modeling: Algorithms forecast crop 

yields, disease outbreaks, and market trends, 

helping farmers make informed decisions that 

optimize production and minimize risk. 

• Data integration: Integrating data from various 

sources such as sensors, satellites, and historical 

records improves the accuracy and scope of 

predictive models, enabling more efficient farm 

management [78]. 

Smart agriculture is rapidly evolving, driven by advances 

in IoT, machine learning, remote sensing, and precision 

agriculture tools. These technologies enable real-time 

monitoring, predictive analytics, and data-driven 

decision-making, leading to more efficient, sustainable 

farming practices. Emerging trends such as blockchain, 

autonomous machinery, and advanced data analytics 

further promise to transform the agricultural landscape, 

making it more connected, transparent, and resilient. 

7 Challenges and future directions  
Federated learning (FL) offers immense potential for 

advancing smart agriculture by enabling decentralized 

model training while preserving data privacy. However, 

several challenges need to be addressed for FL to achieve 

widespread adoption in agriculture. This section explores 

these challenges in detail and outlines potential future 

directions that can further enhance the role of FL in the 

agricultural sector. 

 

 

 

 

7.1 Challenges in federated learning for 

smart agriculture 

7.1.1 Data heterogeneity 

Challenge: Agricultural data is highly heterogeneous 

across different farms and regions. This diversity 

includes variations in data quality, format, type, and 

scale, making it difficult to create a unified model that 

generalizes effectively across diverse environments [79]. 

Impact: 

• Model performance: Heterogeneous data can 

degrade model performance by making it harder 

for FL models to generalize across varying 

distributions. 

• Training inefficiencies: Models may require 

more iterations and extensive fine-tuning to 

achieve acceptable performance, resulting in 

longer training times and higher resource 

consumption. 

Solutions: 

• Advanced aggregation techniques: New 

aggregation methods, such as robust federated 

averaging, personalized FL, or meta-learning 

approaches, can help models better adapt to 

diverse data distributions. 

• Data preprocessing and normalization: 

Standardizing and normalizing data before 

training can reduce the impact of heterogeneity, 

improving model convergence and accuracy 

across diverse data sources. 

7.1.2 Communication overhead 

Challenge: FL involves frequent communication 

between local nodes and central servers, which can result 

in high communication overhead. This is particularly 

problematic when working with large models or a high 

number of participants [80]. 

Impact: 

• Network congestion: The strain on network 

resources can cause delays, reducing the 
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efficiency of model updates and making the 

process more costly in areas with poor 

connectivity. 

• Cost: High communication demands lead to 

increased operational costs, especially in rural 

or remote areas where connectivity is limited or 

expensive. 

Solutions: 

• Efficient communication protocols: 

Techniques such as model compression, sparse 

updates, and quantization can reduce the volume 

of data exchanged during model training. 

• Adaptive communication strategies: 

Implementing adaptive strategies that adjust the 

frequency and volume of updates based on 

network conditions and model performance can 

optimize communication and reduce overhead. 

7.1.3 Privacy and security 

Challenge: Ensuring the privacy and security of data and 

model updates remains a critical concern. Although 

techniques like differential privacy and secure 

aggregation are used, FL is still vulnerable to risks such 

as model inversion attacks and data leakage [81]. 

Impact: 

• Data breaches: Weak privacy protection can 

expose sensitive agricultural data, such as crop 

yields, soil conditions, or farming practices, 

potentially leading to competitive disadvantages 

or violations of regulatory requirements. 

• Trust issues: Inadequate security can erode 

trust between participants, limiting collaboration 

and reducing the overall effectiveness of FL 

systems. 

Solutions: 

• Enhanced privacy techniques: Research into 

advanced privacy-preserving technologies, such 

as secure multi-party computation (SMPC) and 

fully homomorphic encryption (FHE), can 

provide stronger guarantees of data 

confidentiality. 

• Comprehensive security frameworks: 

Developing robust, end-to-end security 

frameworks that address all attack vectors and 

ensure data and model integrity during updates 

is crucial for protecting sensitive agricultural 

data. 

7.1.4 Computational and resource constraints 

Challenge: Many agricultural environments, particularly 

small-scale farms, may not have the computational 

resources necessary for running FL algorithms, which 

require significant processing power and memory [82]. 

Impact: 

• Limited adoption: Resource constraints can 

limit the adoption of FL technologies among 

resource-poor farms that lack the necessary 

hardware or network infrastructure. 

• Performance bottlenecks: Insufficient 

computational power can slow down training 

and lead to suboptimal model performance, 

reducing the benefits of FL for small farms. 

Solutions: 

• Edge computing: By integrating FL with edge 

computing, computational tasks can be 

offloaded to edge devices or servers, reducing 

the burden on individual farms while enabling 

real-time data processing. 

• Resource-efficient algorithms: Designing 

lightweight FL algorithms that can run 

efficiently on low-power devices will make FL 

more accessible to a wider range of agricultural 

stakeholders. 

7.1.5 Scalability 

Challenge: Scaling FL systems to handle large datasets 

and increasing numbers of participants presents 

significant challenges. As the system scales, the 

complexity of data aggregation, model synchronization, 

and system management increases [83]. 

Impact: 

• System complexity: As more farms and devices 

join the FL network, the complexity of 

coordinating updates and managing 

communication grows, which can lead to 

inefficiencies. 

• Performance degradation: With more 

participants, the system may experience slower 

convergence times and reduced overall 

performance if not properly managed. 

Solutions: 

• Scalable architectures: Implementing scalable 

FL architectures that efficiently manage large 

numbers of participants and datasets through 

techniques like hierarchical FL or distributed 

computing can improve system performance. 

• Cloud integration: Using cloud-based solutions 

to handle scalability issues will allow for more 

flexible data aggregation, processing, and 

storage, ensuring efficient system management 

at scale. 

7.2 Future directions 

7.2.1 Integration with IoT and sensor technologies 

Future direction: Integrating FL with IoT and advanced 

sensor networks can improve real-time data collection 

and model training in smart agriculture [84]. 

Potential benefits : 

• Real-Time data: IoT sensors provide 

continuous, real-time data that enhances the 

accuracy and relevance of FL models. 

• Enhanced precision: The combination of FL 

and sensor data can significantly improve 

precision in applications like precision farming, 

irrigation management, and livestock 

monitoring. 
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Approaches: 

• IoT-Enabled FL: Developing FL frameworks 

tailored for IoT environments, which consider 

data from diverse sensors and optimize model 

training for real-time analytics. 

• Real-Time model updates: Implementing real-

time analytics and model updates to leverage the 

continuous data streams from IoT devices in 

agriculture. 

7.2.2 Advanced privacy-preserving techniques 

Future direction: Researching and deploying next-

generation privacy-preserving techniques will strengthen 

data confidentiality and security in FL applications [85]. 

Potential benefits: 

• Stronger privacy guarantees: Improved 

privacy techniques will address current security 

vulnerabilities, such as model inversion attacks 

and data inference risks. 

• Increased trust: Stronger privacy mechanisms 

will foster greater collaboration and trust among 

participants, encouraging broader adoption of 

FL. 

Approaches: 

• Next-generation encryption: Implementing 

advanced encryption methods like fully 

homomorphic encryption (FHE) and secure 

enclave technologies for enhanced data security. 

• Privacy-enhancing technologies: Integrating 

emerging privacy-enhancing technologies, such 

as differential privacy in conjunction with 

secure hardware, to create more robust FL 

systems. 

7.2.3 Cross-domain federated learning 

Future direction: Investigating cross-domain FL, where 

models trained on data from different agricultural 

domains or regions can be integrated, offers significant 

potential [86]. 

Potential benefits: 

• Comprehensive insights: Cross-domain models 

provide broader insights by leveraging diverse 

datasets from different agricultural practices, 

environments, and crops. 

• Enhanced generalization: Models trained 

across multiple domains have better 

generalization capabilities, offering more robust 

predictions. 

Approaches: 

• Domain adaptation: Developing domain 

adaptation techniques that allow FL models to 

bridge differences between data from different 

agricultural domains. 

• Federated transfer learning: Implementing 

federated transfer learning to transfer 

knowledge across agricultural tasks, allowing 

for improved model adaptability and 

performance. 

7.2.4 Collaborative research and standardization 

Future direction: Promoting collaborative research and 

establishing standards will accelerate the development 

and adoption of FL technologies in agriculture [87]. 

Potential benefits: 

• Innovation and knowledge sharing: 

Collaborative research will drive innovation and 

facilitate knowledge sharing across academia, 

industry, and agricultural stakeholders. 

• Consistency and interoperability: 

Standardization will ensure consistency and 

interoperability across FL systems, making 

adoption easier and more seamless. 

Approaches: 

• Industry partnerships: Forming partnerships 

between academic institutions, industry players, 

and agricultural practitioners to drive innovation 

and address real-world challenges. 

• Standards development: Collaborating on the 

development of standardized protocols and best 

practices for implementing FL in agriculture. 

7.2.5 User-friendly tools and interfaces 

Future Direction: Developing accessible tools and 

interfaces will make FL more accessible to non-expert 

users, particularly small-scale farmers [88]. 

Potential benefits: 

• Wider adoption: User-friendly tools will 

encourage adoption of FL technologies among 

farmers and agricultural workers with varying 

technical expertise. 

• Simplified implementation: Simplified 

interfaces will lower the technical barriers to 

implementing and managing FL systems, 

ensuring broader participation. 

Approaches: 

• Accessible platforms: Creating FL platforms 

with intuitive interfaces and workflows that 

simplify the implementation process for non-

experts. 

• Training and support: Providing training 

programs and support resources to help farmers 

and practitioners effectively use FL 

technologies. 

Federated learning presents numerous opportunities for 

advancing smart agriculture, but it faces challenges 

related to data heterogeneity, communication overhead, 

privacy, computational constraints, and scalability. By 

addressing these challenges through innovative solutions, 

such as advanced privacy techniques, scalable 

architectures, and IoT integration, FL can revolutionize 

agricultural practices. Future directions—such as cross-

domain learning, collaborative research, and user-

friendly tools will be essential in driving widespread 

adoption and enabling FL to fully realize its potential in 

agriculture. 



A Comprehensive Overview of Federated Learning for Next… Informatica 49 (2025) 117–136 131 

8 Conclusion  
Federated learning (FL) is poised to revolutionize data-

driven decision-making in smart agriculture by enabling 

collaborative model training across decentralized data 

sources while preserving the privacy and security of 

sensitive agricultural information. This transformative 

approach addresses some of the most pressing challenges 

in agricultural data management, including data privacy, 

scalability, and the need for efficient, adaptable solutions 

in diverse farming environments. 

This paper has provided an in-depth exploration of the 

fundamental principles of federated learning and its 

applications in smart agriculture. We discussed how FL 

can enhance various aspects of modern agriculture, 

including precision farming, livestock management, soil 

and irrigation optimization, and precision breeding. 

These applications benefit significantly from FL’s ability 

to derive data-driven insights without centralizing 

sensitive information, allowing farmers and agricultural 

stakeholders to collaborate more effectively while 

safeguarding proprietary data. 

The literature review underscored the growing research 

interest in federated learning within agriculture, 

highlighting its potential to enhance agricultural 

productivity and sustainability. It also showcased the 

advantages of privacy-preserving data sharing, 

particularly in a sector where privacy and data ownership 

are paramount. We explored key FL techniques, such as 

model aggregation, communication protocols, and 

privacy-preserving methods, emphasizing their relevance 

to overcoming the unique challenges faced by the 

agricultural industry. 

Through case studies and real-world examples, we 

demonstrated how federated learning can drive 

innovation in key areas like yield prediction, livestock 

health monitoring, soil and irrigation management, and 

precision breeding. These case studies illustrated the 

potential of FL to improve decision-making, optimize 

resource use, and boost productivity—all while 

maintaining data privacy and minimizing the risk of data 

breaches. By decentralizing model training and enabling 

collaboration across diverse data sources, FL offers a 

practical and scalable solution for modern agriculture. 

However, the implementation of federated learning in 

agriculture is not without challenges. Data heterogeneity, 

communication overhead, privacy and security concerns, 

computational limitations, and scalability issues pose 

significant obstacles to widespread adoption. Addressing 

these challenges will require ongoing research and 

development in areas such as advanced aggregation 

techniques, communication-efficient protocols, enhanced 

privacy measures, and resource-efficient algorithms. 

Looking to the future, several promising directions have 

emerged for advancing federated learning in agriculture. 

These include deeper integration with IoT and sensor 

networks for real-time data collection, the exploration of 

next-generation privacy-preserving techniques, the 

development of cross-domain federated learning models, 

and fostering collaborative research efforts across the 

agricultural sector. Moreover, creating user-friendly tools 

and platforms will be essential to ensure that FL 

technologies are accessible to farmers and agricultural 

stakeholders, particularly those with limited technical 

expertise. 

In conclusion, federated learning offers a powerful 

paradigm for advancing smart agriculture. Its ability to 

preserve data privacy, enhance model accuracy, and 

optimize resource utilization aligns with the goals of 

modern, sustainable agricultural practices. As research in 

this field continues to evolve and technology advances, 

federated learning will play an increasingly critical role 

in improving agricultural productivity, sustainability, and 

resilience in the face of global challenges such as climate 

change, resource scarcity, and food security. By 

addressing the existing challenges and embracing future 

innovations, federated learning can help shape the future 

of agriculture, making it more efficient, secure, and data-

driven. 
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The aim of the research is to develop strategies for building scalable interface architectures that ensure 

stability and protection of user data. The research identified the key characteristics of scalable interface 

architectures, such as ReactJS, GraphQL, and SSR. Within the scope of the research, principles for 

constructing scalable front-end architectures have been developed and described. These principles, such 

as modularity, componentisation, microservices architecture, adaptive and responsive design, as well 

as load management and scalability, data security, and fault tolerance, aim to ensure flexibility, 

efficiency, and user convenience across various devices and under different conditions. These principles 

enable the creation of architectures capable of adapting to changing requirements and scaling to ensure 

high performance and reliability when dealing with various types of data and workloads. The practical 

significance of the study is determined by the creation of a pragmatic guide for developers and architects 

of front-end systems who seek to create scalable applications.  

Povzetek: Raziskava obravnava strategije za razvoj skalabilnih vmesniških arhitektur, ki zagotavljajo 

stabilnost in varnost uporabniških podatkov. Identificirane so ključne značilnosti, kot so modularnost, 

komponentizacija, mikroservisna arhitektura ter prilagodljiv in odziven dizajn. Ti principi omogočajo 

prilagodljivost, učinkovitost in uporabniško prijaznost na različnih napravah in v različnih pogojih. 

 

 

1 Introduction 

The examination of scalable interface architecture and data 

security is particularly pertinent in today's digital 

landscape. As the number of users on online platforms 

continues to surge and the volume of personal data 

proliferates, the imperative for secure systems becomes 

increasingly critical. The persistent advancement of 

Internet technologies, coupled with the evolving nature of 

cybersecurity threats, compels system developers to 

continuously refine their strategies for scalability and 

security. This ongoing evolution necessitates the 

development of innovative solutions that can effectively 

manage growing workloads while ensuring robust 

protection of user information. In this context, the ability 

to adapt to changing requirements and loads, maintain high 

performance, and safeguard data integrity and 

confidentiality are paramount. Consequently, the 

integration of advanced technologies and comprehensive 

security measures in scalable interface architectures is not 

only a necessity but a fundamental aspect of modern 

system development. 

Thus, the study on the mentioned topic is crucial for 

effective adaptation to changing conditions and ensuring 

long-term success in the virtual environment. Furthermore, 

as the volume of data and the number of users on platforms 

increases, there are challenges in ensuring high 

performance, adaptability to change, and data protection. 

Improved approaches to front-end system design are 

needed to scale efficiently and ensure the security of 

customer data. The challenges range from online business 

to personal data privacy and require careful research to 

create innovative solutions. 

Many other researchers addressed aspects related to this 

topic. The study by D. Dinev [1] highlights the rapid 

development and implementation of IoT devices, 

emphasizing the security and protection of user data. A 

promising technology in this field is Long Range (LoRa), 

which allows secure data transmission over long distances 

and offers extended battery life for IoT devices. 

M. Petkova [2] addressed various options for creating test 

platforms for innovative research, focusing mainly on the 

area of next-generation internet development. The study 
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results in aim to provide generalised information about the 

structure and performance of such platforms. 

W. Dimitrov and T. Ostrovska [3] investigated the use 

of Virtual Reality (VR) and Augmented Reality (AR) 

technologies in the context of creating scalable front-end 

architectures, with a focus on their growth and 

sustainability. The study examines various aspects of VR 

and AR application development, including software and 

hardware, developer tools, and user data protection issues. 

A. Urilski et al. [4] addressed some of the most popular 

and widely used e-learning systems. The authors 

emphasised the importance of reliability and protection of 

user privacy. D. Orozova [5] addressed new challenges of 

analysing and managing large amounts of data in 

distributed storage, as well as ensuring security, resilience, 

and privacy of information. The paper analyses data 

processing and analysis using the Map/Reduce paradigm. 

A. Tsenov [6] analysed architecture management in 

modern telecommunication and information systems, 

starting with the introduction and consideration of the basic 

principles of management in telecommunications. Models 

and methods for assessing the quality of service are 

presented as deliverables, including a hierarchical user 

experience model and a fuzzy logic method for multi-

criteria evaluation. 

As such, many researchers addressed various aspects in 

the area of data security and privacy, including the risks of 

data breaches and how to improve protection. However, 

these studies did not address issues related to the 

application of scalable architectures in front-end 

development security. 

This article contributes to the field by providing a 

comprehensive analysis of scalable front-end architectures 

and data security in the context of modern digital 

environments. It not only evaluates various established 

approaches but also introduces practical insights into the 

implementation of these architectures in leading global 

companies. By addressing the challenges of scalability, 

stability, and data protection, the study offers valuable 

recommendations for developing resilient and secure 

interface architectures. This research seeks to close these 

gaps and propose innovative approaches for securing user 

data in scalable interface architectures. The study aims to 

develop methods for constructing scalable front-end 

architecture capable of ensuring stability and guaranteeing 

the protection of user data in the digital environment. 

 

2   Materials and methods 

The analysis method was used to examine existing scalable 

interface architectures, their features, advantages, and 

disadvantages. This method was used to conduct a 

systematic analysis of the literature and practical examples 

of the use of different architectural approaches. The 

analysis highlighted the main characteristics of each 

architecture and examples of their application in real 

projects. Moreover, this approach was used to explore data 

security issues and features of interface architectures, 

applying a wide range of technologies such as the IoT, test 

platforms, VR and AR, e-learning systems, big data 

analytics and telecommunication systems. Furthermore, 

aspects of smart buildings, optimisation of instruction 

caching, cloud development, application of deep neural 

networks, strategies for protecting sensitive information, 

semantic web, artificial intelligence, orchestration, and 

communication techniques, microservice architecture, 

native compilation platform for scalable architectures and 

distributed registry technologies were also addressed. 

The experimentation method was utilised to develop 

and provide detailed descriptions of the principles 

underlying scalable front-end architectures. It involved 

creating conceptual models and conducting an iterative 

process of prototyping and validation. This experimental 

approach allowed not only to assess the effectiveness and 

applicability of each principle but also to identify their 

impact on the overall architecture and user experience. The 

results obtained served as the basis for formulating 

recommendations and establishing best practices in the 

field of scalable interface architecture development. Some 

of the illustrations were generated using the Matlab tool. 

Furthermore, a structural diagram was employed to 

visually represent the key components and relationships in 

various interface architectures. It encompassed aspects 

such as client-side and server-side components, data 

protection mechanisms, data management methods, as well 

as scalability capabilities and system stability assurance. 

The comparison table was a comprehensive analytical 

process that compared key characteristics of different 

scalable interface architectures, such as those used by 

Netflix, Airbnb, Facebook, Amazon, and Google. Key 

aspects of each of the architectures were covered to create 

the table, including their structure, data processing 

methods, scaling mechanisms, technology utilisation and 

more. Each of the architectures was thoroughly analysed, 

highlighting features, advantages and disadvantages. As 

such, a detailed comparison between the different 

architectures was created and their key differences were 

identified. This approach provided a complete 

understanding of how each architecture functions and what 

their peculiarities are. This level of detail is necessary for 

selecting the best architecture depending on the specific 

requirements and goals of the project. Thus, this method 

facilitated mastering the concept of scalable interface 

architectures, their implementation, analysis of real data 

and comparison of different approaches, which allowed to 

highlight recommendations and draw certain conclusions. 

 

3   Results 

3.1 Introduction to scalable interface 

architecture 

In the contemporary digital landscape, the proliferation of 

online platforms and the exponential growth of user data 

demand efficient management of data processing and 

storage. Ensuring high performance and security of 

transmitted information is crucial, particularly as systems 

must remain adaptable to evolving requirements and 
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fluctuating loads. Scalability and stability of interface 

architecture are paramount in delivering a high-quality user 

experience. Scalability ensures that systems can handle 

increasing amounts of work by adding resources, thus 

maintaining performance levels. Stability ensures that 

systems operate reliably under various conditions, 

preventing failures and minimizing downtime. Together, 

these aspects ensure that users experience smooth and 

uninterrupted service, regardless of the volume of data or 

the number of users accessing the platform [7]. 

Table 1: Explanation of key terms in scalable interface architectures 

Term Explanation 

Scalability 
The ability of a system or application to efficiently increase its resources and bandwidth 

to handle growing workloads. 

Interface Architecture 
The structure and organization of the front-end components of an application, which 

affects its behavior and user interaction. 

Stability 
The ability of a system to maintain normal operation and prevent failures even under 

changing conditions and loads. 

Data Protection 
Measures and techniques to ensure the confidentiality, integrity, and availability of user 

information from unauthorized access or damage. 

Component-Based 

Architecture 

An approach to software development where the interface is composed of independent 

components that can be reused in different parts of the application. 

Application Programming 

Interface (API) 

A set of tools and protocols for the interaction of different applications, enabling 

integration and interaction of system components. 

Caching 
A mechanism for storing data to speed up access to it in the future, which enhances the 

performance of the system. 

 
There are certain prominent terms in the context of this 

topic. Scalability is the ability of a system or application to 

efficiently increase its resources and bandwidth to handle 

growing workloads. Interface architecture defines the 

structure and organisation of the front-end components of 

an application, which affects its behaviour and interaction 

with the user. Stability refers to the ability of a system or 

application to maintain normal operation and prevent 

failures even under changing conditions and loads. Data 

protection includes measures and techniques to ensure 

confidentiality, integrity and availability of user 

information from unauthorised access or damage. 

Component-based architecture involves developing 

software from independent components, which facilitates 

scaling and modification of the application [8]. API is a set 

of tools and protocols for the interaction of different 

applications. The modularity of the system enables 

splitting it into independent components, which simplifies 

development and support. Caching is a mechanism for 

storing data to speed up access to it. Design patterns are 

repeatable solutions to typical problems in software design 

that help improve its quality and simplify development [9, 

10]. 

Several approaches for scalable front-end architectures 

and data security should be considered. A micro-frontend 

architecture involves dividing the interface into separate, 

independent modules, enhancing scalability and allowing 

for the integration of new features without disrupting the 

overall application. Single-page applications (SPAs) load 

all necessary HTML, and JavaScript at once, improving 

performance and user experience while utilizing modern 

authentication and authorization methods for data security. 

Using a Content Delivery Network (CDN) reduces 

resource load times and enhances scalability, providing 

protection against DDoS attacks and data encryption [11]. 

Server-side rendering (SSR) processes HTML on the 

server, improving Search Engine Optimisation (SEO).  and 

reducing initial page load time, thereby better controlling 

data security. Containers and orchestration tools like 

Docker and Kubernetes facilitate easy scaling and 

resilience of applications by isolating containers to 

improve security. The choice of approach depends on the 

specific project requirements and the needs for scalability 

and data security [12]. 

Nevertheless, existing approaches to developing 

interface architectures are not always able to provide an 

optimal combination of scalability, stability, and data 

security. Difficulties arise due to the variety of platforms 

on which web applications are deployed and the increasing 

volume and variety of data that needs to be processed and 

transmitted. In light of these challenges, it becomes 

necessary to develop new approaches to build an interface 

architecture that can adapt to the growing requirements and 

ensure the security of user data. It is also necessary to 

consider that effective scalability and data security requires 

an integrated approach that includes not only the selection 

of appropriate technologies and methods but also the right 

architectural concept and constant attention to system 

upgrades and enhancements. 

 

3.2 Principles of building scalable interface 

architectures 

Scalable interface architectures encompass various 

principles of construction. For example, modular interface 

architecture involves an approach where the user interface 

is divided into separate modules, each performing a 

specific function or task (Figure 1). These modules are 
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independent of each other and can be easily replaced, 

modified, or added without the need to rewrite the entire 

interface. Each component in modular architecture has 

clearly defined functional boundaries, making them easier 

to understand and support. The use of modular architecture 

provides flexibility and scalability to the system, allowing 

the interface to adapt to changing user and business needs. 

Additionally, modular architecture promotes code reuse, 

speeding up the development process and ensuring 

uniformity and consistency in the user interface. 

 

 

Figure 1: Modular interface architecture 

 

This graph represents a modular architecture of the 

front-end interface, where each module performs a specific 

function or task, and the connections between modules 

depict the interaction between them. Modular architecture 

allows for easy scalability of the system and reuse of 

interface components to create more complex user 

interfaces. 

Component-based architecture of the interface is an 

approach where the user interface is composed of a set of 

ready-made components such as buttons, text fields, lists, 

and other elements [13]. These components are 

independent and reusable building blocks that can be easily 

combined and arranged to create various interfaces. 

Components provide clearly defined functionality and 

well-designed API’s, making them easy to use and 

integrate into projects. This approach simplifies interface 

development because developers can focus on creating and 

configuring components without spending time 

implementing each interface element from scratch. 

Additionally, component-based architecture promotes 

code reuse and ensures consistency in the appearance and 

behavior of the interface, facilitating the creation of 

cohesive and easily maintainable applications [14]. Indeed, 

component-based architecture of the interface provides 

modularity, reusability, flexibility, and customisation of 

the interface, making it an effective approach to user 

interface development. 

In turn, microservices architecture is an approach to 

building a user interface where functionality is divided into 

separate independent components called microservices 

[15]. Each microservice is responsible for executing a 

specific part of the interface’s functionality, allowing 

developers to create more flexible, scalable, and easily 

maintainable systems. Microservices can be developed, 

deployed, and scaled independently of each other, 

providing a high degree of flexibility and scalability to the 

system. This approach helps to improve the system’s fault 

tolerance, as failures in one microservice do not 

significantly impact the operation of other parts of the 

interface. Moreover, microservices architecture promotes 

code reusability and enhances the development process, 

making it more modular and easier to understand [16-18]. 

Adaptive design is an approach to user interface 

creation that automatically responds and adapts to various 

usage conditions, including screen resolution and device 

type. This principle ensures convenience and efficiency in 

using the interface across different devices, such as 

smartphones, tablets, and desktop computers. Flexibility 

and adaptability in systems are achieved through the use of 

scalable and customisable components, as well as 

mechanisms for automatic adjustment and scaling. This 

approach enables optimal user interaction with the 

interface regardless of their device and usage context, thus 

increasing user satisfaction and overall system efficiency. 

Equally important is responsive design, which is a 

methodology for user interface development that 

dynamically responds to changes in the size and resolution 

of the user’s device screen (Figure 2).  
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Figure 2: Responsive design 

 

Horizontal and vertical scaling methods are essential 

approaches to increasing a system's capacity and 

performance. Horizontal scaling (scaling out) involves 

adding new servers or nodes to an existing system to 

increase computational power. This allows the system to 

handle more requests or data by distributing the load across 

multiple servers. Horizontal scaling is effective for large, 

distributed systems and can be implemented with minimal 

downtime. However, it requires managing distributed data 

and ensuring consistency across nodes. Vertical scaling 

(scaling up) involves increasing the resources of an 

existing server, such as adding more CPUs, memory, or 

storage. This enables a single server to handle larger 

workloads or perform more computations. Vertical scaling 

is simpler to implement since it doesn't require data 

distribution, but it has physical limitations and can become 

expensive at higher levels. Additionally, it introduces a 

single point of failure, as the system relies on one server. 

Scalable interface architectures involve designing systems 

to efficiently handle increasing loads and data volumes 

without sacrificing performance. Key principles include: 

• Modularity: Dividing the user interface into 

independent modules that perform specific functions, 

allowing for easy scaling and modification without 

affecting the entire system. 

• Component-based architecture: Building the 

interface from reusable components, streamlining 

development and ensuring consistency across the 

application. 

• Microservices architecture: Splitting functionality 

into independent services that can be developed, deployed, 

and scaled separately, enhancing flexibility and resilience. 

• Adaptive and responsive design: Ensuring the 

interface automatically adjusts to different devices and 

conditions, providing an optimal user experience across 

various platforms. 

This principle ensures optimal content display and 

interface layout on any device, ranging from mobile 

devices and tablets to desktop computers and televisions. 

By using flexible grids, images, and media queries, 

responsive design enables the creation of universal 

interfaces that automatically adapt to different screens and 

provide users with comfortable and intuitive interaction 

with the application or website [19]. 

This bar chart illustrates the screen width of various 

devices – mobile phones, tablets, and desktop computers – 

in pixels. Each bar in the chart represents one of the 

devices, with its height corresponding to the screen width. 

Resilience and fault recovery are key aspects in designing 

scalable interface architectures. These principles aim to 

ensure continuous system operation even in the event of 

failures or disruptions. To achieve resilience, load 

distribution and resource redundancy should be 

implemented, enabling the system to maintain 

functionality and ensure service availability even under 

adverse conditions [20]. Fault recovery mechanisms 

include automatic service and data restoration, rapid 

problem diagnosis, and the utilisation of backup resources 

to minimise system downtime. These principles contribute 

to increasing the reliability and stability of interface 

architectures, ensuring uninterrupted operation even under 

extreme loads or failures [21]. 

Attention should also be paid to data security and 

access control, which is one of the fundamental principles 

in building scalable interface architectures (Figure 3). This 

principle aims to ensure the confidentiality and integrity of 

data, as well as control access to it. Data encryption 

methods, authentication, and authorisation mechanisms 

play a crucial role in preventing unauthorised access and 

use of information. Data encryption ensures its protection 

during transmission and storage, while authentication and 

authorisation mechanisms define user access rights to 

specific system resources and functions. This approach 

helps minimise the risks of information leakage and 

ensures compliance with modern data security standards. 

Effective implementation of the data security and access 

principle is an integral part of creating reliable and secure 

interface architectures. 
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Figure 3: Data security and access control 

 

This graphical representation of the security 

architecture illustrates key components (encryption, 

authentication, authorization) and the flow of data between 

these components. Such visualisation helps understand the 

structure and interaction of key elements in the data 

security and access control system. 

Load management and scalability are crucial aspects to 

consider when designing scalable interface architectures 

(Figure 4). They ensure the system’s ability to efficiently 

handle increasing volumes of requests and data. Horizontal 

and vertical scaling methods allow increasing system 

performance by adding computational resources or 

distributing the workload among different components. 

Resource and request management help optimize the 

utilization of hardware and software resources, 

maintaining a balance between system performance and 

efficiency. As a result, the system can maintain high 

responsiveness and availability even under significant 

loads, which is a key requirement for modern applications 

and services. 

 

 

Figure 4: Load management and scalability 

 

This visualisation illustrates various management 

methods and shows the relationship between them. Each 

block is accompanied by a text label explaining its purpose. 

It helps understand key aspects of load management and 

scalability, such as horizontal and vertical scaling, resource 

and request management. To visualise the fundamental 

components and principles underlying scalable 

architecture, it is also worthwhile to consider a general 

structural diagram of web applications (Figure 5). 
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Figure 5: General architecture diagram of a scalable web application 

 

Such a diagram helps better understand the overall 

architecture of the application, identify key components, 

and define the main data flows in the system. 

 

3.3 Real data analysis and comparison of 

approaches 
Scalable interface architectures are an important aspect of 

frontend development, enabling the creation of flexible and 

extensible applications. Several types of such architectures 

can be distinguished. For example, a modular architecture 

divides an application into independent modules, each of 

which is responsible for a specific functionality. This 

allows developers to work on different modules in parallel 

and easily scale the application if necessary. Component-

based architecture divides the interface into independent 

components that can be reused in different parts of the 

application. This approach helps create flexible and 

scalable interfaces where each component is responsible 

for its functionality. In turn, microservice architecture 

divides the application into small, independent services, 

each of which performs a specific function.  

Thus, this architecture flexibly scales and deploys 

individual parts of the application and provides easy 

system support and extension. A pure architecture offers 

the division of the application into layers, each with its 

responsibilities and dependencies directed inward, 

allowing the creation of highly connected but loosely 

coupled components, and facilitating the testing, 

maintenance, and scaling of the application. In addition, 

microservices architecture divides an application into 

small, self-contained services, each of which performs a 

specific function and can be deployed and scaled 

independently. This enables flexible and scalable systems 

where each service can be developed, deployed, and scaled 

independently. Model-View-Presenter architecture divides 

the application into a model, a view, and a presenter. This 

architecture separates the application logic from its 

presentation, making it easier to test and maintain the 

application. The Redux architecture proposes the use of 

unidirectional data flow to manage the application state, 

allowing for predictable and scalable interfaces where the 

application state is stored in a single repository and is only 

changed through actions [22].  

Furthermore, a separation of duties architecture should 

also be added. The principle of segregation of duties 

involves breaking each application layer into smaller 

sections, each of which solves only one application 

problem or function. Scalable logging also exists. When 

moving from heavy monoliths to distributed computing 

systems, log monitoring becomes difficult [23]. A 

distributed approach helps developers to combat problems 

and also log as much information as required. Equally 

important is the principle of sole responsibility. This 

principle suggests that each class should have only one 

reason for the change, which promotes clean, reproducible 

code with fewer bugs. These are just some examples of 

scalable interface architectures and principles. Depending 

on the requirements and specifics of the project, it is 

possible to select the appropriate architecture or a 

combination of several architectures to achieve the desired 

level of scalability and flexibility. 

Aside from examples of architectures and principles, it 

is worth considering real-world examples of scalable 

interface architectures (Table 2). For instance, Netflix uses 

a microservice architecture with the front end divided into 

many independent modules. Netfilx uses ReactJS to create 

dynamic interfaces and GraphQL for API management and 

data caching. Netflix’s architecture scales horizontally by 

adding new servers to the pool. Airbnb, on the other hand, 

uses a SSR based architecture with ReactJS to optimise 

page load time and SEO. They also use GraphQL for API 

management and data caching and scale horizontally by 

adding new servers to the pool. Facebook, on the other 

hand, uses ReactJS to create dynamic interfaces and 

GraphQL for API management and data caching. They 
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have also developed their content management system 

called GraphQL Relay. Facebook’s architecture scales 

horizontally by adding new servers to the pool. Amazon 

also uses a microservice architecture to split the front end 

into independent modules. They use ReactJS and 

AngularJS to create dynamic interfaces and use Amazon 

Web Services (AWS) Lambda for server-side functions. 

Amazon’s architecture also scales horizontally by adding 

new servers to the pool. Lastly, Google uses ReactJS and 

AngularJS to create dynamic interfaces and uses Google 

Web Toolkit (GWT) to compile Java code into JavaScript. 

They also use Google Cloud Platform (GCP) for hosting 

and scaling. Google’s architecture scales horizontally by 

adding new servers to the pool. 

 
Table 2: Comparative table of scalable front-end architectures 

Company Peculiarities Pros Cons 

Netflix 

Microservice architecture. Use 

of ReactJS and GraphQL. 

Horizontal scalability 

High flexibility and 

scalability. Effective data 

management using GraphQL. 

High infrastructure configuration 

requirements Specialised skill-set 

requirements 

Airbnb 

SSR and ReactJS. GraphQL for 

API management. Horizontal 

scalability 

Optimized page loading and 

SEO Flexibility in data 

management with GraphQL 

Additional server infrastructure 

maintenance expenses 

Facebook 

Use of ReactJS and GraphQL. 

“GraphQL Relay” content 

management system. Horizontal 

scalability 

High performance and 

flexibility. Effective data 

management via GraphQL 

Requires substantial resources for 

development and upkeep 

Amazon 

Microservice architecture. 

ReactJS and AngularJS. 

Horizontal scalability via AWS 

Lambda 

High flexibility and 

scalability. Resource-saving 

using AWS Lambda 

High AWS configuration and 

infrastructure management 

requirements 

Google 
ReactJS, AngularJS, and GWT 

Horizontal scalability via GCP 

Variety of technology and 

tools. High performance using 

GCP 

Difficulty in deploying and 

maintaining applications on GCP 

 
This table can help organise information and make a 

more informative comparison between different scalable 

interface architectures. Furthermore, it is possible to 

highlight the basic principles of scalable interface 

architectures. It is worth considering the use of 

microservice architecture, which involves splitting the 

front end into independent modules. As well as the use of 

ReactJS, a widely used JavaScript library, for developing 

dynamic interfaces. The implementation of GraphQL as a 

query language for efficient API management and data 

caching should be emphasised. An important aspect is the 

use of SSR to optimise page load times and improve SEO 

performance. And horizontal scaling, which involves 

adding new servers to the pool to increase performance. 

 

3.4 Recommendations  

After analysing various scalable interface architectures, 

several recommendations for their further improvement 

can be identified. To improve the reliability and stability of 

the architecture, extensive use of automated tests and 

Continuous Integration/Continuous Delivery (CI/CD) 

tools is recommended. This will help identify and fix 

problems early in the development process. It is important 

to continue to research and develop methods to optimise 

interface performance. This includes optimising page 

loading, reducing response times and improving the overall 

responsiveness of the user interface. To meet the growing 

needs of developers and users, it is recommended that the 

functionality of the architecture be continually enhanced. 

This may include adding support for new technologies, 

expanding APIs, and improving development tools. In 

addition, it is important to ensure the availability of 

tutorials and documentation for developers, as well as to 

provide quality technical support. This approach will help 

accelerate the process of implementing and improving the 

architecture, as well as improve the skills of employees. 

 

4 Discussion 

For a thorough review of this topic, other studies on 

scalable front-end architecture should be consulted. As 

such, L. Chamari et al. [7] considered modern smart 

buildings that require integration of various information 

systems such as Building Management Systems, Energy 

Management Systems, IoT, Building Information Models 

and others for effective management and monitoring. 

However, the lack of a well-defined system architecture 

with APIs poses challenges for developing and deploying 

effective applications for smart buildings. The architecture 

proposed in this paper, based on the principles of 

microservices, APIs, cloud components and full-stack 

partitioning, aims to enhance the repeatability, modularity, 

and scalability of such applications. The research results 

include the development of three smart building 

applications that demonstrate the reusable and modular 

aspects of the proposed architecture. That is, the common 

aspects between the referenced work and this study lie in 

the endeavour to develop scalable applications using 

modern architectural principles. However, the difference is 

that this study emphasises ensuring the stability and 

security of user data, which is a critical aspect in 
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application development, especially in the context of the 

growth of Internet technologies and cybersecurity threats. 

The study Y. Degawa et al. [22] addresses the topic of 

scalable front-end architecture, focusing specifically on 

smart buildings and the integration of different information 

systems, and draws attention to the challenges of 

developing effective smart building applications due to the 

lack of a well-defined system architecture with APIs. 

Y. Degawa et al. [22] emphasised that processor 

performance depends on the instruction delivery front end, 

as the design of interface architecture requires 

consideration of instruction processing performance and 

cache management in processors. Various techniques such 

as cache replacement algorithms and prefetching have been 

investigated to improve performance. One key factor is to 

reduce instruction cache misses. However, the number of 

misses does not always explain the performance changes 

due to parallel processing of misses by the front end. The 

study proposes a new factor, the number of missed areas, 

which explains the performance variation. Hence, both 

studies address the performance and scalability issues of 

the processor front end and recognise the importance of 

considering the performance of instruction processing and 

cache management to design a scalable architecture. 

However, unlike this study, which focuses on designing a 

scalable interface architecture to protect user data, the 

research concentrates on analysing the number of cache 

misses and introducing a new factor, the number of miss 

areas. 

P. Mwiinga [24] pointed out that in today’s world, 

saturated with technological innovation and extensive 

digital interaction, preserving user privacy, and providing 

robust security measures are becoming increasingly 

important. The study analyses technologies aimed at 

preserving user privacy and examines their key role in 

balancing security and privacy protection. Through a 

detailed examination of various techniques and 

innovations in this area, the study assesses the challenges, 

achievements and prospects associated with achieving an 

optimal balance between security and user privacy in the 

digital space. Thus, both studies focus on the importance 

of user privacy and security in the context of the digital 

environment. They also approach this issue by analysing 

technologies aimed at preserving user privacy and 

evaluating their role in balancing security and privacy. 

However, while the 2023 study is more focused on 

analysing the challenges, advances and prospects in 

security and privacy, this study specifically aims to 

develop a scalable interface architecture with a focus on 

stability and protection of user data. 

K. Khan [25] proposed a comprehensive guide to cloud 

development suitable for both experienced professionals 

and novices. He reviewed the key concepts of cloud 

applications and explored architectural patterns and their 

development techniques. The work also discusses DevOps 

practices and the importance of securing and monitoring 

applications in the cloud, real case studies and future trends 

in cloud development. Both studies address important 

aspects of software development using advanced 

technologies. While the aforementioned study focuses on 

cloud development and DevOps practices, this study 

focuses on scalable interface architecture with growth and 

resilience in mind and user data protection. However, both 

approaches complement each other, as cloud development 

and DevOps practices can be effectively integrated into a 

scalable UI Architecture, ensuring application stability and 

security. 

R. Davis [26] emphasized the ubiquitously used deep 

neural networks which are capable of more accurate 

performance on various tasks compared to manual 

systems. He emphasised that this has increased the need for 

more sophisticated models to handle large amounts of data, 

but traditional computing architectures have faced a 

performance bottleneck due to the need to move data 

around. A new approach using an optical neural network 

with multiple analogue frequency conversions is proposed 

in this paper. The performance of the system has been 

successfully demonstrated on a three-layer Deep Neural 

Networks for Modified National Institute of Standards and 

Technology (MNIST) digit analysis, which confirms its 

scalability and the possibility of all-analogue signal 

processing from start to finish. 

K. Lawal et al. [27] predicted that by 2030, the number 

of IoT devices connected to the Internet will exceed 125 

billion units. This will create large amounts of data and 

require scalable architectures. The study demonstrates the 

advantages of fog computing over cloud computing in 

scalable scenarios. The fixed building architecture limits 

the benefits of fog computing due to the low number of IoT 

devices. However, in scalable scenarios, the benefits of fog 

computing are significant. Thus, both studies point to the 

need for scalable data processing solutions.  

E. Blessing and H. Klaus [28] focused on the 

implementation of face-covering detection technologies in 

public places, which raises questions about data security 

and privacy. This work examines strategies to protect 

sensitive information and considers the technical and 

ethical aspects of using the technology. Security measures 

adopted include encryption and access control, while 

privacy measures aim to preserve user rights and 

autonomy. Legal compliance and educational initiatives 

also play an important role in ensuring the ethical use of 

technology [29]. In summary, both studies address data 

security and privacy issues in the context of emerging 

technologies. However, this paper focuses on the 

development of a scalable interface architecture, while the 

other focuses on the implementation of face-covering 

detection technology in public spaces. 

D. Recupero et al. [30] indicated that recent 

breakthroughs in computer science, such as the semantic 

web and artificial intelligence, have enabled the 

development of a flexible human-like service architecture 

based on the Zora service. This architecture consists of 

three modules to interact with humans and perform various 

tasks. It is flexible and can be extended with new modules, 

and inbuilt modules can be easily augmented with learning 

resources. Each module has a frontend for interacting with 

people and a backend for performing computations on the 
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server. That is, both studies emphasise the flexibility of 

their architectures and the ability to extend them with new 

modules. However, this study focuses on the security and 

scalability aspects of the interface architecture, while the 

2019 study focuses more on user interaction and task 

execution. 

Y. Perera and D. Jayasuriya [31] identified that the use 

of web applications has increased significantly in recent 

times, generating interest in improving their usability. 

Frontend performance plays an important role in this, as it 

is the interface for users. To improve frontend performance 

and scalability, micro-frontend architectures are used to 

enable developers to deal with various issues such as 

orchestration and communication between components. 

Advanced technologies such as ReactJS and NodeJS are 

used to implement such architectures. Recent research has 

proposed new orchestration and communication 

techniques, resulting in significant improvements in web 

application performance. So, both studies highlight the 

increasing usage of web applications and also emphasise 

the importance of frontend performance and scalability of 

systems. However, this study focuses on designing a 

scalable interface architecture with an emphasis on user 

data protection. While other work focuses on using micro-

frontend architecture to improve frontend performance and 

scalability. 

O. Nikulina and K. Khatsko [32] emphasise that the 

modern development of various web systems uses new 

microservice architecture to improve features such as 

performance and portability. This requires the conversion 

of legacy systems from monolithic architecture to 

microservice architecture, which is a complex and costly 

process. This research aims to develop a method to apply 

micro-frontends to improve monolithic single-page 

applications. The authors proposed a method to transform 

the architecture of a software system using microservices. 

The approach used is based on reverse engineering and 

moving to a modular architecture to improve the 

performance and portability of the application. The study 

resulted in a 200% performance improvement and 

stabilised communication time between application 

components. Thus, both studies emphasise the need to use 

modern approaches to improve the performance of web-

based systems and suggest certain methods for 

transforming the architecture of software systems using 

new technologies. However, this study focuses on 

developing a scalable front-end architecture that provides 

stability and protection of user data, while the second study 

focuses on improving monolithic single-page applications 

using micro-frontends.  

Similar to previous authors, A. Pant [33] confirmed 

that securing sensitive data has become a priority for 

everyone from individuals to businesses and governments. 

This paper discusses the critical importance of data security 

and privacy compliance in today’s society. As technology 

continues to evolve, changing the way information is 

created, collected, and used, threats to data security are 

becoming increasingly serious [34; 35]. The author 

emphasises the multifaceted importance of data security 

and privacy compliance in various fields of endeavour. The 

importance of protecting personal information to protect 

privacy rights and maintain public trust is discussed first. 

Both the frequency and complexity of cyber threats are 

increasing, highlighting the importance of data security 

measures to prevent unauthorised access and information 

leaks. The general aspect of the research is the importance 

of data security in today’s digital world. Furthermore, the 

increasing threats to data security in the context of 

technological advancement are also pointed out. However, 

this study focuses on the development of a scalable 

interface architecture that ensures stability and security of 

user data, while the 2023 study focuses on a general 

analysis of the critical importance of data security in 

today’s society. Thus, while both studies address the issue 

of data security, their methodologies and focuses are 

different. 

N. Paraskevopoulos et al. [36] introduced SpinQ, the 

first native compilation platform for scalable spin-qubit 

architectures. SpinQ addresses the unique operational 

constraints of the crossbar, enables scalable compilation, 

and achieves O(n) computational complexity. The authors 

analysed the performance of SpinQ on this architecture by 

compiling a variety of quantum circuits, revealing unique 

insights into the matching and architecture. The proposed 

new mapping techniques may improve the execution 

success of algorithms on this architecture and inspire 

further research in this area. That is, both papers present 

innovative approaches to developing architectures for 

specific domains. While this study focuses on the design of 

a scalable interface architecture for securing user 

information, the other focuses on the development of a 

compilation platform for scalable spin-qubit architectures. 

In doing so, both studies highlight the importance of 

considering the unique constraints and features of the target 

architectures. 

S. Naqvi and A. Mohsin [37] considered an IoT system 

that has vulnerabilities such as scalability, security, and 

access control due to centralised architecture. To solve 

these problems, Distributed Ledger Technology (DLT) is 

used to provide a secure and scalable infrastructure for IoT. 

This research proposes the use of DLT based on Directed 

Acyclic Graph (DAG) to overcome the limitations of IoT 

devices. The authors presented an architecture based on the 

Tangle DAG framework and utilising a lightweight 

Masked Authentication Message data model. Experiments 

confirmed the energy-efficient execution of computations 

on the entire node, which allows efficient resource 

utilisation. As a result, a scalable access control 

infrastructure for IoT using a DAG-based distributed 

registry can be proposed. It comes out that both studies 

address the issues of security and scalability in different 

information systems. In both cases, the use of advanced 

technologies such as DLT and microservice architectures 

play a key role in achieving these goals. The main 

similarities of both works lie in the pursuit of security and 

scalability in information systems. While this study 

focuses on frontend aspects, providing stability and 

protection of user data, the study focuses on scalability, 

security, and access control aspects in centralised 

architectures. That is, this study proposes a scalable 
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architecture for the interface and the second study proposes 

a scalable access control infrastructure for IoT. 

T. Krishnappa [38] pointed out that the rapid growth 

and widespread use of social media have created new 

security and privacy challenges for individual users. The 

study aims to assess users’ awareness of security and 

privacy measures and their understanding of potential risks 

and vulnerabilities. The results obtained are analysed to 

identify trends, knowledge gaps and user perceptions to 

help better understand the situation in this area. The results 

of the study can be used to develop recommendations for 

improving security measures and encouraging responsible 

online behaviour among social media administrators, 

legislators and users. The main objective of this study is to 

provide users with the necessary knowledge to ensure their 

protection in the digital age, emphasising their awareness 

and understanding of security and privacy in social media. 

Both works address important aspects of the information 

technology field but from different perspectives. This 

study focuses on the implementation of an interface 

scalable architecture with an emphasis on user data 

protection and stability. Furthermore, practical solutions 

are proposed to create robust systems that can scale 

efficiently and ensure data security. On the other hand, the 

2023 survey highlights the security and privacy issues in 

social media and the level of user awareness of these 

issues. The author proposes a qualitative survey to assess 

users’ understanding of security and privacy measures and 

to identify trends and gaps in their knowledge.  

The general trend, confirmed by analysing various 

studies, indicates that data security and privacy are 

important criteria in digital technologies. However, given 

the evolution of the information space, attention must also 

be paid to user awareness of security and privacy measures 

within scalable interface architectures. This means that not 

only the technical aspects of security are crucial, but also 

the user’s awareness of their role in data protection. Such 

an approach will lead to more resilient and secure 

information systems, as well as to a greater overall level of 

digital literacy. 

 

5 Conclusions 

The research conducted examined various aspects of 

scalable interface architectures and their impact on data 

security and privacy. The main topic addressed in the study 

was the issue of data security and privacy in the context of 

new technologies. Study results confirmed that these 

aspects are becoming increasingly important in the digital 

age, requiring serious attention from developers, 

businesses, and society as a whole. It is important to note 

that users’ understanding of data security and privacy 

measures is a key factor in the successful implementation 

of scalable interface architectures. 

One of the important study results is the development 

of methods and recommendations for ensuring data 

security and privacy in scalable interface architectures. The 

practical significance of such recommendations lies in the 

possibility of creating reliable and secure systems that can 

efficiently scale and protect user data. In addition, the study 

not only raised issues of user data security, but the growth 

and resilience of architectures were also important aspects. 

Data security is a key element in modern information 

technology, but it is also important to ensure that 

architectures are resilient and scalable to ensure their long-

term performance and success in different usage scenarios. 

Summarising the results and conclusions of the study, 

it is possible to note that the development of methods for 

creating scalable interface architectures plays a key role in 

the creation of reliable, productive, and flexible web 

applications. The right choice of architecture and its 

continuous improvement are essential for the successful 

implementation of projects and their competitiveness in the 

market. Further research in this area will contribute to the 

development of new methods and approaches and help 

solve current problems in interface development. 
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In the last decades, the field of global optimization has experienced significant growth, leading to the 

development of various deterministic and stochastic algorithms designed to tackle a wide range of 

optimization problems. One notable member of this family is the Social Group Optimization (SGO) 

algorithm. The Improving Phase and the Acquiring Phase are its two main fundamental phases. The 

two upgraded versions of SGO with a modified improvement phase are Enhanced Social Group 

Optimization (ESGO) and Enhanced Modified Social Group Optimization (EMSGO). The key 

enhancement in these variants focuses on honing, refining skills and abilities to achieve greater 

effectiveness. To assess the performance of ESGO and EMSGO, an extensive comparative analysis is 

conducted, involving twelve algorithms, including recently introduced, potent metaheuristic methods. 

Since both ESGO and EMSGO are modified algorithms, a comparison is conducted between these 

two algorithms and six recently introduced improved/hybrid algorithms. Subsequently, twenty-six 

real-world design problems from the mechanical and chemical engineering areas are addressed by 

applying both modified methods. The simulation results leave no doubt about the capability of ESGO 

and EMSGO to consistently achieve optimal solutions. Their robust performance, both in comparative 

evaluations and real-world applications, underscores their potential in solving challenging 

optimization tasks. 

Povzetek: Razširjeni algoritem za optimizacijo socialnih skupin (ESGO) izboljšuje izvirno 

optimizacijo socialnih skupin z dodajanjem faze posnemanja, kar povečuje raznolikost populacije in 

globalno iskanje rešitev. ESGO je bil uspešno uporabljen pri reševanju kompleksnih optimizacijskih 

problemov. 

 

1 Introduction 
Numerous optimization difficulties have emerged as a 

result of the technology's rapid progress and need to be 

addressed. These problems are common in many 

industries, such as minerals, machinery, chemicals, 

electronics, finance, and electronics. complex solution 

spaces and complex relationships of unknown variables 

are common features of real-world optimization problems. 

Large numbers of variables, complex nonlinear 

constraints, and significant computational effort are 

frequently present in these situations [1-2]. Because they 

are unable to balance accuracy and time cost, conventional 

optimization techniques have difficulties effectively 

addressing these nonproductivity discontinuity problems 

[3]. Metaheuristic optimization algorithms have 

demonstrated superior performance in balancing time cost 

and solution quality [4]. Because of their straightforward 

structure and absence of requirement that a problem be 

continuously derivable, metaheuristic optimization  

 

 

algorithms have been widely used to handle challenging 

optimization problems in natural and technical fields [5,6].  

Metaheuristic algorithms have advanced significantly 

in the last few decades in terms of hyperparameter self- 

adaptation, population structure evolution, and theoretical 

characterization of the search dynamics [7]. A focus of 

metaheuristic algorithm research is how to balance 

algorithm exploration and exploitation for improved 

performance. To achieve balance, many studies utilize 

other operators or modify the algorithm settings [8]. To 

balance the exploration and exploitation of TLBO, 

Satapathy et al. presented an alternative search pattern 

technique [9]. Some metaheuristic algorithms' search 

performance during optimization is significantly 

influenced by programmable factors like crossover rate, 

mutation rate, and population size. Adaptive parameter 

control has been thoroughly investigated by researchers in 

order to address the problem of parameter value control at 

various phases of the optimization process [10]. OTLBO, 

a variation of the teaching learning-based optimization 
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(TLBO) algorithm that Satapathy et al. presented with 

orthogonal design and generates an optimal offspring by a 

statistical optimal method where a new selection strategy 

is applied to decrease the number of generations and make 

the algorithm converge faster. [11]. Evolution of the 

population structure has a significant impact on how well 

metaheuristic algorithms perform in searches. By include 

elite factors in the hierarchical population structure, 

Zhong et al. devised the differential evolution (DE) 

algorithm variant known as EHDE [12]. Wang et al. 

presented a four-layered GSA variation with a greater 

search capability dubbed MLGSA, which was inspired by 

the two-layered structure GSA [13]. Theoretical 

examination of the search dynamics has recently drawn a 

lot of interest from scholars in addition to the 

aforementioned variables [14]. 

Metaheuristic optimization algorithms can generally 

be divided into four groups [15]: algorithms based on 

physics and chemistry, swarm intelligence, human 

intelligence, and evolutionary principles. The principles of 

natural evolution serve as the basis for evolutionary-based 

algorithms. A common example is genetic algorithms, and 

its proposal was motivated by Darwinian evolution [16]. 

Genetic algorithms provide solutions through the concept 

of crossover and mutation of species in nature. DE [17], 

evolutionary programming [18], and evolutionary 

strategies [19] are other evolutionary-based algorithms 

that have been developed. Swarm-based algorithms, 

which construct optimization models by replicating 

animal social behaviour, fall under the second 

classification. ACO [21] and Particle Swarm Optimization 

(PSO) [20] are two of the most used swarm-based 

algorithms. By exchanging data on each person involved 

in the optimization process, they offer solutions. A few 

examples of swarm-based algorithms include the 

Artificial Bee Colony (ABC) [22], Whale Optimization 

Algorithm (WOA) [23], Butterfly Optimization 

Algorithm (BOA) [24], Seagull Optimization Algorithm 

(SOA)[25], Sooty Term Optimization Algorithm 

(STOA)[26], Chimp Optimization 

Algorithm(ChOA)[27], Jelly Fish (JS)[28]. Human-based 

algorithms, which draw their inspiration from human 

behaviour, are the third group.  Some human-based 

algorithms are Teaching Learning Based Optimization 

(TLBO)[29], Social Group Optimization (SGO)[30], Past 

Present Future (PPF)[31], and Mine Blast Algorithm 

(MBA)[32]. Physical and chemical-based algorithms, 

which are motivated by the physical laws and 

cosmological chemical processes, are the fourth type. 

Gravitational Search Algorithm (GSA)[34] and Simulated 

Annealing (SA)[33] are two popular ones. Examples of 

physical and chemical-based algorithms include the Water 

Cycle Algorithm (WCA)[35], Ray Optimization(RO)[36], 

and Artificial Chemical Reaction Optimization 

Algorithm(ACROA)[37]. 

The SGO algorithm is a novel human-based algorithm 

proposed by Satapathy et al., inspired by the social 

behaviour of human for solving complex problem. It can 

be seen from literature that SGO has good performance on 

solving variety of real-world optimization problems [38-

46] like many outstanding algorithms. But the NFL 

theorem [47] encouraged us to improve the SGO even if 

their performance is competitive with that of other 

algorithms.  As observed in the literature, an algorithm 

may perform exceptionally well for a specific set of 

problems but often struggles with others. This 

phenomenon is supported by the No Free Lunch (NFL) 

theorem, which encourages researchers to propose new 

algorithms or improve existing ones. In this context, the 

SGO algorithm has been modified to enhance its 

capability in solving real-world problems. 

 

In this paper, the following key contributions are made: 

• The enhanced SGO algorithm is introduced in 

two forms, ESGO and EMSGO, which 

incorporate practical problem-solving 

mechanisms based on rational group dynamics, 

aligning with the foundational principles of SGO. 

• The performance of the proposed ESGO and 

EMSGO algorithms is evaluated using a 

comprehensive set of 23 benchmark test 

functions. When compared to contemporary 

state-of-the-art algorithms, these solutions 

demonstrate their competitiveness in providing 

efficient solutions to these test problems while 

exhibiting faster convergence. 

• Since both ESGO and EMSGO are modified 

algorithms, a comparison is conducted between 

these two algorithms and six recently introduced 

improved/hybrid algorithms. 

• To further assess the capabilities of ESGO and 

EMSGO, they are applied to tackle 26 chemical 

and mechanical design problems. In most cases, 

the algorithms yield optimal solutions for these 

real-world challenges. 

 

The subsequent sections of this paper are organized as 

follows: Section 2 presents a comprehensive review of the 

fundamental concepts of SGO and MSGO. Section 3 

provides a detailed description of the proposed ESGO and 

EMSGO algorithms. Section 4 verifies the efficacy of the 

improved strategies and the superiority of the modified 

algorithms by conducting experiments using classical test 

functions and addressing real-world optimization 

problems. Finally, in Section 5, the conclusions are 

presented, and avenues for future research are explored. 
 

2 Social group optimization and 

modified social group optimization  

2.1 Social group optimization (SGO) 

The SGO algorithm, which is intended to handle complex 

problems, takes inspiration from human social behaviour. 

According to this algorithm, members of a social group 
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are potential solutions since they each have the knowledge 

and abilities needed to solve the given problem. 

Individuals' human characteristics match the dimensions 

of the design factors in the problem. The Enhancing Phase 

and the Acquiring Phase are the two stages of the 

optimization process. 

Consider a social group denoted as P_i, with i ranging 

from 1 to pop_size, representing the group's individuals. 

Each individual, P_i, is characterized by traits (p_i1, p_i2, 

p_i3, ..., p_iD), where D signifies the defining dimensions. 

Every individual is associated with a fitness value, f_i, 

reflecting their fitness levels. 

Phase 1: Improving Phase  

In this phase, the best individual, 'gbest,' shares 

knowledge with the entire group, enhancing their 

collective knowledge. Each individual updates their 

information based on 'gbest' according to the formula: 

 

  Pnew_i = c * P_i + r * (gbest - P_i)               (1)  

 

The new solution, Pnew_i , is accepted only if it 

improves fitness. Here, 'r' is a random number from U(0, 

1), and 'c' is the self-introspection parameter (c=0.2). 

Phase 2: Acquiring Phase 

In this phase, an individual interacts with the best 

performer (best_P) and engages in random interactions 

with other group members to acquire knowledge. The 

update is determined by:  

 

 Randomly select one person P_r, where i ≠r  

 

If f(P_i) < f(P_r) 

         Pnew_i = P_i + r_1*(P_i - P_r) + r_2 * (best_P -          

                           P_i) 

Else 

         Pnew_i = P_i + r_1 * (P_r - P_i) + r_2 * (best_P -    

                          P_i)   

End if                                                                        (2) 

 

The new solution is accepted if it enhances fitness. 

Here, r_1, r_2, and r_3 are random numbers from U(0, 1), 

introducing stochasticity. 'lb' and 'ub' represent lower and 

upper bounds of design variables. For detailed insights, 

refer to the paper [30]. 

 

2.2 Modified social group optimization 

(MSGO) 
In the MSGO, the Improving Phase remains same as like 

SGO. Only Acquiring Phase has been modified in the 

following manner: 

Phase 2: Acquiring Phase  

A social group member engages in interactions with 

the best performer (best_P) in the same group during the 

Acquiring Phase. In order to learn, they simultaneously 

strike up conversations at random with other group 

members. When the other person knows more than the 

interacting person does, and the interacting person has a 

higher Self-Awareness Probability (SAP) of learning that 

knowledge, new knowledge is acquired. SAP is a measure 

of an individual's ability to learn from others. The 

following is an outline of the Acquiring Phase: 

 

For i = 1 to pop_size  

        Randomly select one person P_r, where i ≠ r 

        If f(P_i) < f(P_r) 

            If rand > SAP 

Pnew_i = P_i + r_1 * (P_i - P_r) + r_2 *  

(best_P - P_i)  

            Else  

                 Pnew_i = lb + r_3 * (ub - lb)  

            end if  

       Else 

                   Pnew_i = P_i + r_1 * (P_r - P_i)+ r_2 *      

                         (best_P - P_i)     

                                    

       End If  

End for                                                           (3)  

 

The acceptance of the new solution, Pnew_i , is 

contingent upon its ability to yield enhanced fitness 

relative to the current solution. In this context, r_1, r_2, 

and r_3 denote three independent random numbers drawn 

from a uniform distribution U(0, 1), introducing stochastic 

elements into the algorithm. The terms 'lb' and 'ub' 

represent the lower and upper bounds of the corresponding 

design variable, and the SAP is fixed at 0.7. For a more in-

depth understanding of the SGO algorithm, please consult 

the referenced paper [15]. 

 

3 Proposed ESGO (Enhanced SGO) 

and EMSGO (Enhanced MSGO) 

3.1 ESGO, and EMSGO algorithms 
To enhance or refine a skill or ability to a higher level of 

effectiveness in the SGO algorithm, the Improving phase 

undergoes the following modifications. 

 

Initially, a subset of the best-performing individuals (gbest 

persons) is selected from the social group. The knowledge 

level of each individual within this group is then enhanced 

through interactions with these superior (gbest) persons. 

As the iterations progress, the number of members in the 

gbest group diminishes. Eventually, only one dominant 

(gbest) individual remains within the social group. This 

modification of improving phase is adapted in the 

following manner: 

 

1) Calculate the number of gbest individuals (NG): NG 

= floor(0.1 * pop_size * (1 - iter / max_iter)) + 1 

2) Sort the fitness values in descending order and store 

the corresponding best values: 

             [value_best] = sort(f, 'descend') 

3) For each of the top NG individuals (indexed as j): 

             for j = 1:NG 

GG_j = P_best_j                (4) 

GGf_j = value_j 

                    End 
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4) Iterate through the entire population (i = 1 to 

pop_size): 

   For i = 1 to pop_size  

         Randomly select one individual, GG_r. 

 

   If the fitness value of GG_r (GGf_r) < fitness  

       value of the current individual (f_i): 

           Pnew_i = c * P_i + r_4 * (GG_r - P_i)       (5) 

   Else 

           Pnew_i = c * P_i + r_5 * (P_i - GG_r) 

   End if 

 

Only accept the new solution, Pnew_i, if it results in 

a higher level of fitness than the existing solution. Here, 

r_4 and r_5 are two independent random numbers drawn 

from a uniform distribution U(0, 1). 

 

The ESGO and EMSGO algorithms are derived by 

replacing Improving phase by the above modified 

Improving phase into the SGO and EMSGO algorithms, 

respectively. 

 

3.2 Phases of ESGO and EMSGO algorithm, 

Exploration and Exploitation concept  
Each of the two phases constituting the ESGO and 

EMSGO algorithms emphasizes distinct aspects of 

exploration and exploitation within the optimization 

framework. 

 

a) Improving Phase (Exploration Emphasis): Initially, a 

subset of the top-performing individuals (referred to 

as "gbest persons") is chosen from the social group. 

The individuals then undergo a process of knowledge 

enhancement through interactions with these superior 

gbest persons. As the iterations progress, the size of 

the gbest group gradually diminishes, eventually 

leaving only one dominant gbest individual within the 

social group. This adjustment in the improving phase 

facilitates improved knowledge transfer among 

individuals, thereby enhancing their exploration 

capabilities more rapidly. Throughout this phase, the 

primary focus is on exploration. 

 

b) Acquiring Phase (Transition to Exploitation): A 

social group member participates in a discussion with 

the group's top performer during this period. They 

also strike up conversations at random with other 

group members in an effort to learn more. When 

interacting with someone who knows more, an 

individual absorbs new information because they are 

more likely to have a higher Self-Awareness 

Probability (SAP) for learning that information. SAP 

is a measure of an individual's ability to learn from  

c) others. At this point, people start using the knowledge 

they have learned for optimization, marking the shift 

from exploration to exploitation. 

 

 

 

3.3 Discussion of computational complexity of 

ESGO and EMSGO algorithms 
BigO (TSD + TNC_f), where T is the number of iterations, 

S is the population size or the number of agents, C_f is the 

cost of function evaluation, and D is the problem 

dimension, represents the computational complexity of 

SGO. 

 

In analysing the temporal complexity of most 

algorithms, three main factors are usually taken into 

account:  

a. BigO (SD) computational complexity is usually 

associated with population initialization, where S 

denotes population size and D denotes problem 

dimension. 

b. BigO (SC_f) is frequently used to limit the 

computational cost of the initial function 

evaluation (FE). 

c. BigO (TSD + TNC_f) usually sets a limit on the 

main loop's computational complexity. 

 

Consequently, the overall computational complexity 

of the ESGO and EMSGO algorithms remains the same as 

the SGO algorithm, as both the ESGO and EMSGO 

algorithms are derived by introducing a modified 

improving phase, where the computational complexity of 

the modified improving phase is BigO (TSD + TNC_f). 

 

It follows that SGO, EMSGO, and EMSGO have 

similar computational complexity, which is represented by 

the notation BigO (TSD + TNC_f). 

  

Algorithm 1 gives the pseudo-code for the proposed 

ESGO and EMSGO algorithm. 

Algorithm 1: Pseudo code of ESGO /EMSGO 

algorithm 

1. Set up the search agent population (persons). 

2. Algorithm parameters definition: C, SAP 

3. While iter < Max_iter: 

 Determine the best current solution by doing fitness 

calculations 

  Select the best solutions and make gbest persons 

group. 

   Within the population (pop_size), for every agent i: 

                  Update the person using Equation 5. 

    End for. 

Perform fitness calculations and update the current 

position of persons 

  Update the current best solution. 

   

 Within the population (pop_size), for every agent i: 

Update the person using Equation 2 for ESGO 

algorithm/ Update the person using Equation 3 

for EMSGO algorithm 

 End for 

Perform fitness calculations and update the current 

position of persons 

Update the current best solution. 

     

4.   End while. 
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4 Simulation, experimental result, 

and discussions 

The performance of the ESGO and EMSGO algorithms is 

demonstrated in this paper through four experiments. In 

experiment 1, both algorithms are compared with each 

other and also with their original algorithm SGO and 

MSGO respectively. In the second experiment, the 

performances of both algorithms are compared with 

twelve state-of-the-art algorithms such as African vultures 

optimization algorithm (AVOA) [48], DE 

[49], Exponential distribution optimizer (EDO)[50], 

GWO [51], Kepler optimization algorithm (KOA) 

[52], Light Spectrum Optimizer (LSO) [53], Mantis 

Search Algorithm (MSA)[54], Nutcracker optimizer 

algorithm(NOA) [55], Reptile Search Algorithm (RSA) 

[56], Slime mould algorithm (SMA) [57], Spider wasp 

optimizer(SWO)[58], and WOA [23]. In the 3rd 

experiment, the performance of both algorithms is 

compared with six improved/hybrid recently introduced 

algorithms. In the 4th experiment, both algorithms show 

their performance in solving twenty-six real-world 

constrained optimization problems of mechanical and 

chemical design problems. 

Every novel optimization algorithm must undergo 

rigorous evaluation using well-defined benchmark 

functions to assess and validate its performance. Although 

there are numerous benchmark functions available, 

however there is no standardized set of benchmarks that 

are agreed upon for evaluating new algorithms. In order to 

validate and benchmark the performance of our proposed 

ESGO and EMSGO algorithms, the simulations are 

conducted on a set of twenty-three benchmark functions. 

These carefully selected benchmark functions serve as a 

comprehensive testbed for assessing various aspects of the 

algorithms, including their ability to achieve rapid 

convergence, escape local optima, and prevent premature 

convergence. The selection of these benchmark functions 

is motivated by their widespread use in existing literature 

[57, 59-63]. Out of the twenty-three functions, seven are 

unimodal benchmark functions (F1–F7), ideal for 

benchmarking the exploitation capabilities of algorithms 

due to their single global optimum. Six are multimodal 

benchmark functions, while ten are fixed-dimensional 

multimodal benchmark functions. Each of the multimodal 

functions, from F8 to F23, contains a multitude of local 

optima, making them well-suited for evaluating the 

 exploration capabilities of algorithms. For a 

comprehensive understanding of these benchmark 

functions, detailed descriptions can be found in reference 

[9], and graphical representations are provided in Figure 

1. Experiments 1-3 use these benchmark functions to 

validate the performance comparisons among algorithms.  

The detailed descriptions of twenty-six real-world 

constrained optimization problem of mechanical and 

chemical design problems are given in [64] which is used 

in experiment 4 to validate the performance algorithms. 

Implemented on the Windows 10 operating system, 

MATLAB 2016a is employed to execute all algorithms. 

The simulations are conducted on a laptop equipped with 

an Intel Core i5 processor and 8 GB of memory. 

 

4.1 Algorithm validation 
To assess the performance of the ESGO and EMSGO 

algorithms, a set of 23 benchmark functions is utilized, 

with results compared against twelve different 

metaheuristic algorithms, as previously outlined. In 

Experiment 1, a comparative analysis is conducted 

between ESGO, SGO, MSGO, and EMSGO, with the 

results presented in Table 2. In Experiment 2, the modified 

algorithms are compared with the twelve other algorithms, 

and the comparative outcomes are showcased in Table 3. 

Similarly, in Experiment 3, ESGO and EMSGO are 

compared with six recently introduced improved/hybrid 

algorithms, with the results imported in Table 5. 

Throughout these experiments, a fixed parameter, 

max_FEs, is maintained at 15,000. Consequently, the 

number of iterations and population size may vary for 

different algorithms. The parameter configurations for the 

algorithms align with widely accepted settings utilized by 

various researchers, as detailed in Table 1. 

 

Experiment 1: The performance comparison 

of the SGO family of algorithms  
In this specific experiment, the performance of the SGO 

algorithm family, which includes ESGO, SGO, EMSGO, 

and MSGO, is assessed through comparative analysis. To 

ensure the robustness and statistical significance of the 

findings, the experiment is conducted 30 times. The 

outcomes are presented in Table 2, detailing key metrics 

such as the best (BEST), worst (WORST), average 

(MEAN), and standard deviation (SD) of fitness solutions. 

Noteworthy results are highlighted in bold within the 

tables, and the symbol '∥' denotes that the value remains 

consistent with the preceding row. 

 

Discussion 
It is seen from Table 2 that the ESGO algorithm reaches 

the global optimum for twelve functions, only best 

solution reaches optimal solution in four cases, and in four 

cases find good solutions in compare to others. The 

EMSGO algorithm reaches the global optimum for fifteen 

functions, only best solution reaches optimal solution in 

one case, and in three cases find good solutions in compare 

to others. The MSGO algorithm reaches the global 

optimum for thirteen functions, and only best solution 

reaches optimal solution in two cases. Similarly, the SGO 

algorithm reaches the global optimum for eight functions, 

only best solution reaches optimal solution in three cases, 

and in one case find good solutions in compare to others. 

Hence, it can be concluded that both the ESGO and 

EMSGO algorithms achieve improved results.
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Table 1: Parameter setting of algorithms compared to the SGO and MSGO algorithms 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

     

     

Sl. No. Algorithms Parameters Values 

1 SGO C 0.2 

 MSGO C 
SAP 

0.2 
0.7 

2 GWO Control parameter [2, 0] 

3 AVOA p1 

p2 
p3 

alpha 

betha 
gamma 

0.6 

0.4 
0.6 

0.8 

0.2 
2.5 

4 SMA Parameter 0.03 

5 EDO f= 2*rand-1 
a=f^10 

b=f^5 

c=d*f 

 

6 DE F 

Cr 

0.5 

0.5 

7 KOA Tc 

M0 
lambda 

3 

0.1 
15 

8 LSO Ps 

Pe 
Ph 

B 

0.05 

0.6 
0.4 

0.05 

9 MSA p 

A 
a 

P 

Alp 
Pc 

0.5 

1.0 
0.5 

2 

6 
0.2 

10 NOA Alpha 

Pa2 
Prb 

0.05 

0.2 
0.2 

11 RSA Alpha 

value 

Beta 

0.1 

0.1 

0.1 

12 SWO TR 

Cr 

N_min=20 

0.3. 

0.2 

20 

13 WOA Spiral updating probability 

Shrinking encircling 

Random search ability 

0.5 

0.5 

0.1 

14 ESGO C 0.2 

15 EMSGO C 

SAP 

0.2 

0.7 
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Figure 1: Graphical representation of classical benchmark functions 

 

Table 2: Comparison results of family of SGO algorithms 

Algo/Fu

nctions 

 F1 F2 F3 F4 F5 F6 

ESGO BEST 0 4.1803e-199 8.2277e-149 5.9334e-140 3.4173e-09 0 

WORST 0 1.9582e-189 3.3997e-140 7.4641e-135 2.8200e-08 1.8489e-32 

MEAN 0 1.9721e-190 9.1732e-145 1.4414e-135 1.3524e-08 4.9304e-33 

STD 0 0 1.2569e-146 2.4817e-135 8.3790e-09 7.4354e-33 

 

SGO BEST 9.2725e-206 1.5010e-103 1.2056e-205 1.1175e-103 25.2399 1.4422e-05 

WORST 1.4198e-205 1.8192e-103 2.8262e-205 1.2648e-103 26.5470 7.4685e-04 

MEAN 1.2120e-205 1.6575e-103 2.1541e-205 1.2011e-103 25.9628 1.7258e-04 

STD 0 1.0090e-104 0 4.4263e-105 0.3815 2.4597e-04 

 

EMSG

O 

BEST 0 1.1289e-259 8.2056e-239 2.5451e-130 0 4.1842e-05 

WORST 0 2.4844e-196 5.7833e-179 2.1033e-125 1.2171e-04 5.3231e-04 

MEAN 0 2.5618e-197 5.7883e-180 2.3576e-126 1.4548e-05 2.4457e-04 

STD 0 0 0 6.5915e-126 3.8171e-05 1.7999e-04 

 

MSGO BEST 3.0864e-212 2.7434e-106 1.6631e-207 7.0946e-106 0 2.4271e-06 

WORST 1.1362e-205 1.7802e-103 6.3071e-195 4.8986e-104 0.1337 0.0215 

MEAN 4.1136e-206 7.9570e-104 6.3071e-196 1.8810e-104 0.0244 0.0112 

STD 0 5.4012e-104 0 1.5099e-104 0.0518 0.0075 

 

Algo/Fu

nctions 

 F7 F8 F9 F10 F11 F12 

 

ESGO BEST 2.0781e-05 -1.0832e+04 0 8.8818e-16 0 1.5705e-32 

WORST 8.1608e-05 -7.5157e+03 28.8538 8.8818e-16 0.0123 1.5705e-32 

MEAN 4.3626e-05 -9.0179e+03 17.3123 8.8818e-16 0.0012 1.5705e-32 

STD 2.0376e-05 1.1567e+03 10.2887 0 0.0039 2.8850e-48 

 

SGO BEST 5.0521e-06 -9.6243e+03 0.0039 '∥'  
  

0 2.0146e-06 

WORST 2.5723e-04 -5.7770e+03 0.0039 0 4.4800e-05 

MEAN 1.2684e-04 -7.6685e+03 0.0039 0 1.0564e-05 

STD 8.3738e-05 1.4999e+03 0 0 1.2502e-05 

 

EMSG

O 

BEST 9.1415e-06 -1.2569e+04 0 '∥' '∥' 1.0378e-07 

WORST 6.1383e-05 -1.2569e+04 0   2.9400e-05 
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Experiment 2: The performance comparison 

with state-of-the-art metaheuristics 

algorithms 
 

Based on the results obtained from Experiment 1, it is 

evident that ESGO and EMSGO exhibit superior 

performance in terms of fitness function evaluation when 

compared to other algorithms. Consequently, in this 

experiment, ESGO and EMSGO are subjected to a 

comprehensive comparison with the remaining twelve 

algorithms to validate their performance. The experiment 

is repeated 30 times, with the statistical results—including 

the BEST, WORST, MEAN, and SD of fitness solutions 

presented in Table 3. This rigorous analysis is designed to 

ensure stability and establish statistical significance, with 

the most remarkable results highlighted in bold in the 

MEAN 3.6674e-05 -1.2569e+04 0   8.4505e-06 

STD 2.0307e-05 5.9041e-05 0   1.1504e-05 

 

MSGO BEST 1.2110e-05 -1.2569e+04 '∥' '∥' '∥' 7.5531e-07 

WORST 1.6058e-04 -1.2569e+04    7.5531e-07 

MEAN 8.3206e-05 -1.2569e+04    7.0659e-05 

STD 6.1619e-05 0.0559    1.7495e-04 

 

Algo/Fu

nctions 

 F13 F14 F15 F16 F17 F18 

ESGO BEST 1.3498e-32 0.9980 3.0749e-04 -1.0316 0.3979 3.0000 

WORST 0.0110 0.9980 3.0749e-04 -1.0316 0.3979 3.0000 

MEAN 0.0033 0.9980 3.0749e-04 -1.0316 0.3979 3.0000 

STD 0.0053 0 1.0537e-19 0 0 1.0978e-15 

        

SGO BEST 3.2121e-05 0.9980 3.0749e-04 '∥' '∥' 3.0000 

WORST 0.0979 0.9980 3.1132e-04   3.0000 

MEAN 0.0110 0.9980 3.0867e-04   3.0000 

STD 0.0307 7.4015e-17 1.3701e-06   5.1279e-16 

 

EMSG

O 

BEST 1.0838e-09 0.9980 3.0749e-04 '∥' '∥' 3.0000 

WORST 9.8844e-05 0.9980 3.0749e-04   3.0000 

MEAN 2.5227e-05 0.9980 3.0749e-04   3.0000 

STD 3.6575e-05 0 1.0537e-20   0 

 

MSGO BEST 4.0152e-06 '∥' 3.0749e-04 '∥' '∥' 3.0000 

WORST 0.0110  7.7817e-04   3.0000 

MEAN 0.0024  5.0234e-04   3.0000 

STD 0.0037  2.0656e-04   2.1251e-16 

 

Algo/Fu

nctions 

 F19 F20 F21 F22 F23 

 

 

ESGO BEST -3.8628 -3.3220 -10.1532 -10.4029 -10.5364  

WORST -3.8628 -3.2031 -10.1532 -10.4029 -10.5364  

MEAN -3.8628 -3.2982 -10.1532 -10.4029 -10.5364  

STD 9.3622e-16 0.0501 1.3240e-15 1.6748e-15 1.32149e-15  

 

SGO BEST '∥' -3.3220 -5.0552 -10.4029 -5.1756  

WORST  -3.2031 -5.0552 -5.0877 -5.1285  

MEAN  -3.2863 -5.0552 -5.6192 -5.1332  

STD  0.0574 0 1.6808 0.0149  

 

EMSG

O 

BEST '∥' -3.3220 -10.1532 -10.4029 -10.5364  

WORST  -3.3220 -10.1532 -10.4029 -10.5364  

MEAN  -3.3220 -10.1532 -10.4029 -10.5364  

STD  9.2038e-09 0 1.8724e-15 2.7773e-15  

 

MSGO BEST '∥' -3.3220 -10.1532 -10.4029 -10.5364  

WORST  -3.2031 -10.1532 -10.4029 -10.5364  

MEAN  -3.2863 -10.1532 -10.4029 -10.5364  

STD  0.0574 1.3240e-15 1.6748e-15 2.1349e-15  
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table, and the symbol '∥' indicating that its value is 

equivalent to the value in the preceding column. Table 4 

reports the p-values derived from the WRS test [65] at a 

significance level of 5% for ESGO(E) versus other 

approaches and EMSGO(EM) versus other approaches. 

When p-values fall below 0.05, it indicates a rejection of 

the null hypothesis, while "N" signifies that the input 

values are similar. Additionally, in Table 4, "-" indicates 

that the performance of other approaches is inferior, "+" 

signifies it is superior, and "S" suggests a similar 

performance when compared to ESGO and EMSGO. 

 

Table 3: Comparison Results of ESGO, EMSGO and other algorithms 
Algo/F
unction

s 

 F1 F2 F3 F4 F5 F6 

ESGO BEST 0 5.2836e-199 3.5401e-46 3.1051e-142 7.4975e-10 0 

WORST 0 3.1359e-190 2.6954e-42 1.9962e-134 2.4696e-08 0 
MEAN 0 3.7878e-191 8.1478e-43 2.7076e-135 8.9214e-09 0 

SD 0 0 1.0752e-42 6.1875e-135 9.9187e-09 0 

 
EMSG

O 

BEST 0 6.9340e-263 2.4211e-243 7.1047e-133 0 9.7104e-07 

WORST 0 1.7585e-199 3.1882e-186 4.3710e-125 0.0032 3.8264e-04 
MEAN 0 1.8564e-200 3.1982e-187 8.3185e-126 4.2652e-04 1.0457e-04 

SD 0 0 0 1.6478e-125 0.0010 1.4912e-04 

        
AVOA BEST 7.7025 0.0334 53.4364 0.0490 30.7586 37.96

52 

WORST 2.3803e+04 72.2977 6.9949e+04 67.0993 8.7707e+07 2.6602e+04 
MEAN 8.9613e+03 46.2646 3.8489e+04 38.0639 2.9522e+07 8.2425e+03 

SD 1.0486e+04 26.2007 2.6043e+04 26.1463 3.8485e+07 1.1002e+04 

P-value(E) 6.3864e-05 1.8267e-04 1.8267e-04 1.8267e-04 1.8267e-04 6.3864e-05 
P-value(EM) 8.7450e-05 '∥'  '∥'  '∥'  1.7265e-04 1.8267e-04 

        
DE 

 

BEST 4.4059e+04 163.1432 8.4222e+04 80.8065 1.9217e+08 4.2435e+04 

WORST 6.5836e+04 1.7386e+10 1.0999e+05 89.0112 2.3023e+08 6.2838e+04 

MEAN 5.8571e+04 3.4780e+09 9.4515e+04 85.4072 2.0369e+08 5.6172e+04 
SD 6.4844e+03 5.8684e+09 8.7802e+03 2.5891 1.1840e+07 6.4762e+03 

P-value(E) 6.3864e-05 1.8267e-04 1.8267e-04 1.8267e-04 1.8267e-04 6.3864e-05 

P-value(EM) 8.7450e-05 '∥'  '∥'  '∥'  1.7265e-04 1.8267e-04 
 

EDO BEST 1.4834e-102 5.0862e-56 0 1.5668e-51 28.7129 0.550

8 

WORST 8.0060e-85 1.2305e-40 5.2972e-76 3.9187e-40 28.7434 1.108

0 

MEAN 1.0280e-85 1.2404e-41 5.5843e-77 3.9239e-41 28.7295 0.861
5 

SD 2.5035e-85 3.8879e-41 1.6674e-76 1.2390e-40 0.0105 0.175
7 

P-value(E) 6.3864e-05 1.8267e-04 1.8267e-04 1.8267e-04 1.8267e-04 6.3864e-05 

 P-value(EM) 8.7450e-05 '∥'  0.0028 '∥'  1.7265e-04 1.8267e-04 
 

GWO BEST 1.1432e+04 45.8397 1.9213e+04 45.0504 1.1085e+07 1.0877e+04 

WORST 1.9109e+04 1.0544e+03 4.3169e+04 56.7561 2.6838e+07 1.8265e+04 
MEAN 1.4651e+04 209.3304 3.1801e+04 51.0770 1.7175e+07 1.5388e+04 

SD 2.7088e+03 310.0702 7.1282e+03 4.0340 5.5991e+06 2.7820e+03 

P-value(E) 6.3864e-05 1.8267e-04 1.8267e-04 1.8267e-04 1.8267e-04 6.3864e-05 
 P-value(EM) 8.7450e-05 '∥'  '∥'  '∥'  1.7265e-04 1.8267e-04 

 

KOA BEST 5.4244e+04 2.5173e+06 6.4049e+04 77.5024 1.6814e+08 4.2841e+04 
WORST 6.5658e+04 4.3553e+10 1.2905e+05 86.0408 2.2523e+08 6.7207e+04 

MEAN 6.0795e+04 1.3480e+10 9.6211e+04 83.4309 2.0486e+08 5.8797e+04 

SD 3.7316e+03 1.5055e+10 2.6865e+04 2.6637 1.9144e+07 8.3548e+03 
P-value(E) 6.3864e-05 1.8267e-04 1.8267e-04 1.8267e-04 1.8267e-04 6.3864e-05 

 P-value(EM) 8.7450e-05 '∥'  '∥'  '∥'  1.7265e-04 1.8267e-04 

 
LSO BEST 0 0 0 0 29 7.500

0 

WORST 0 0 0 0 29 7.500
0 

MEAN 0 0 0 0 29 7.500

0 
SD 0 0 0 0 0 0 

P-value(E) NaN 6.3864e-05 6.3864e-05 6.3864e-05 6.3864e-05 1.5938e-05 

 P-value(EM) 0.3681 '∥'  '∥'  '∥'  5.9363e-05 6.3864e-05 
 

MSA BEST 3.8432e+04 1.0814e+05 4.1720e+04 69.9315 8.1597e+07 4.0168e+04 

WORST 3.8432e+04 1.0814e+05 4.1720e+04 69.9315 8.1597e+07 4.0168e+04 
MEAN 4.3015e+04 2.0010e+06 5.2453e+04 72.9467 1.0748e+08 4.4521e+04 
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SD 2.6972e+03 2.2635e+06 5.9061e+03 1.8691 1.6092e+07 2.4725e+03 
P-value(E) 6.3864e-05 1.8267e-04 1.8267e-04 1.8267e-04 1.8267e-04 6.3864e-05 

 P-value(EM) 8.7450e-05 '∥'  '∥'  '∥'  1.7265e-04 1.8267e-04 

 
NOA BEST 4.8660e+04 2.9131e+08 7.3451e+04 77.6661 1.4000e+08 5.1567e+04 

WORST 6.6244e+04 8.0625e+10 1.3115e+05 86.9414 2.2977e+08 6.3968e+04 

MEAN 5.7156e+04 2.3403e+10 1.0086e+05 83.1270 1.8809e+08 5.8477e+04 

SD 6.0233e+03 2.7126e+10 2.0704e+04 3.2065 3.0255e+07 3.7992e+03 

P-value(E) 6.3864e-05 1.8267e-04 1.8267e-04 1.8267e-04 1.8267e-04 6.3864e-05 

 P-value(EM) 8.7450e-
05 

'∥'  '∥'  '∥'  1.7265e-04 1.8267e-04 
 

RSA BEST 0 0 0 0 29 7.500

0 

WORST 0 0 0 0 29 7.500

0 

MEAN 0 0 0 0 29 7.500
0 

SD 0 0 0 0 0 0 

P-value(E) NaN 6.3864e-05 6.3864e-05 6.3864e-05 6.3864e-05 1.5938e-05 

 P-value(EM) 0.3681 '∥'  '∥'  '∥'  '∥'  '∥'  
 

SMA BEST 4.1063e-05 0.0080 0.0037 0.1079 28.9931 7.191

9 

WORST 0.1126 0.5269 292.4747 0.3502 30.1790 9.248
6 

MEAN 0.0402 0.1431 71.5265 0.1975 29.4534 7.757
6 

SD 0.0342 0.1830 98.6191 0.0770 0.3974 0.650

8 
P-value(E) 6.3864e-05 1.8267e-04 1.8267e-04 1.8267e-04 1.8165e-04 6.3864e-05 

P-value(EM) '∥'  '∥'  '∥'  '∥'  '∥'  1.8267e-04 

 
SWO BEST 4.8980e+04 3.6923e+05 5.6283e+04 78.8348 1.6983e+08 5.3525e+04 

WORST 6.3486e+04 7.6522e+10 1.0584e+05 84.7210 2.3214e+08 6.6370e+04 

MEAN 5.8234e+04 1.3004e+10 8.6366e+04 82.0490 1.9669e+08 5.8365e+04 

SD 4.7426e+03 2.4953e+10 1.4348e+04 2.0315 2.2956e+07 4.1333e+03 

P-value(E) 6.3864e-05 1.8267e-04 1.8267e-04 1.8267e-04 1.8267e-04 6.3864e-05 

P-value(EM) '∥'  '∥'  '∥'  '∥'  '∥'  1.8267e-04 
 

WOA BEST 1.0763e+04 37.4285 7.9057e+04 53.3947 4.6152e+06 8.5596e+03 

WORST 2.2247e+04 171.652 1.5291e+05 86.0943 6.9715e+07 3.7200e+04 

MEAN 1.6084e+04 80.5780 1.1317e+05 76.7905 2.7538e+07 1.8897e+04 

SD 4.4502e+03 42.3134 2.3395e+04 10.7489 2.0558e+07 8.2834e+03 

P-value(E) 6.3864e-05 1.8267e-04 1.8267e-04 1.8267e-04 1.8267e-04 6.3864e-05 

 P-value(EM) '∥'  '∥'  '∥'  '∥'  '∥'  1.8267e-04 

Algo/F
unction

s 

 F7 F8 F9 F10 F11 F12 

ESGO BEST 4.3625e-05 -1.1089e+04 0 8.8818e-16 0 1.5705e-32 

WORST 1.3583e-04 -7.9700e+03 23.8790 8.8818e-16 0 1.6109e-32 

MEAN 6.9865e-05 -8.8463e+03 12.1385 8.8818e-16 0 1.5802e-32 

SD 2.9670e-05 962.9930 9.0560 0 0 1.5117e-34 

        

EMSG

O 

BEST 2.3125e-05 -1.2569e+04 0 8.8818e-16 0 7.0940e-12 

WORST 6.3363e-05 -1.2569e+04 0 8.8818e-16 0 9.1524e-06 
MEAN 4.3487e-05 -1.2569e+04 0 8.8818e-16 0 1.8881e-06 

SD 1.3955e-05 7.2809e-04 0 0 0 2.9886e-06 

        
AVOA BEST 0.2208 -4.1571e+03 55.3583 1.1428 1.0421 0.244

4 

WORST 23.8537 -3.2544e+03 325.4436 12.2769 229.6541 5.5755e+07 
MEAN 11.7494 -3.6179e+03 217.0793 6.9852 44.9105 5.7285e+06 

SD 9.9263 256.5975 108.4945 3.8592 89.3992 1.7581e+07 

P-value(E) 1.8267e-04 1.8267e-04 6.3864e-05 6.3864e-05 6.3864e-05 1.4939e-04 
 P-value(EM) '∥'  '∥'  '∥'  '∥'  '∥'  '∥'  

 
DE 

 

BEST 66.7799 -3.3978e+03 335.9169 20.4348 462.1846 2.8041e+08 

WORST 108.1115 -2.3055e+03 415.4900 20.6292 588.1518 5.4382e+08 

MEAN 93.8855 -2.7284e+03 398.0476 20.5596 516.8565 4.0688e+08 
SD 12.6976 315.6260 22.9089 0.0620 37.1096 8.8929e+07 

P-value(E) 1.8267e-04 1.8267e-04 1.7861e-04 6.3864e-05 6.3864e-05 1.4939e-04 

 P-value(EM) '∥'  '∥'  6.3864e-05 '∥'  '∥'  1.8267e-04 
 

EDO BEST 5.6818e-05 -1.2566e+04 0 8.8818e-16 0 0.023

9 
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WORST 7.1180e-04 -1.2352e+04 0 8.8818e-16 0 0.096
9 

MEAN 2.8708e-04 -1.2489e+04 0 8.8818e-16 0 0.064

7 
SD 2.2037e-04 69.8756 0 0 0 0.024

6 

P-value(E) 0.0017 1.8267e-04 0.00 NaN NaN 1.4939e-04 
 P-value(EM) 4.3964e-04 '∥'  NaN NaN NaN 1.8267e-04 

        
GWO BEST 3.9947 -3.8122e+03 231.6198 16.0005 106.2397 1.0871e+06 

WORST 11.1918 -2.2596e+03 311.4545 18.2003 185.9527 4.0395e+07 

MEAN 6.2076 -2.8373e+03 272.2285 17.4764 147.1419 1.5626e+07 
SD 2.4455 574.3139 30.7015 0.6500 28.2347 1.4349e+07 

P-value(E) 1.8267e-04 1.8267e-04 1.7861e-04 6.3864e-05 6.3864e-05 1.4939e-04 

 P-value(EM) 1.8267e-04 1.8267e-04 1.1067e-04 6.3864e-05 6.3864e-05 1.8267e-04 
 

KOA BEST 77.6168 -5.4177e+03 367.0005 19.9668 387.9851 3.1296e+08 

WORST 112.4230 -5.4177e+03 424.7784 19.9668 575.4793 5.0309e+08 
MEAN 97.2831 -5.4177e+03 399.6969 19.9668 516.5733 4.3850e+08 

SD 12.8711 9.5869e-13 22.5140 0 54.2910 6.1302e+07 

P-value(E) 1.8267e-04 6.3864e-05 1.7861e-04 1.5938e-05 6.3864e-05 1.4939e-04 

 P-value(EM) '∥'  '∥'  1.1067e-04 '∥'  '∥'  1.8267e-04 

 

LSO BEST 0.0258 -5.0565e+03 0 8.8818e-16 0 1.669
0 

WORST 0.1386 -2.3825e+03 0 8.8818e-16 0 1.669
0 

MEAN 0.0685 -3.1907e+03 0 8.8818e-16 0 1.669

0 

SD 0.0412 1.0299e+03 0 0 0 2.3406e-16 

P-value(E) 1.8267e-04 1.8165e-04 0.0022 NaN NaN 4.9177e-05 

 P-value(EM) '∥'  '∥'  NaN NaN NaN 6.3864e-05 
 

MSA BEST 45.5181 -4.4134e+03 336.7071 19.3659 366.8070 9.5920e+07 

WORST 45.5181 -4.4134e+03 336.7071 19.3659 366.8070 9.5920e+07 
MEAN 51.7201 -4.0591e+03 346.9462 19.7710 398.6249 1.7816e+08 

SD 4.7908 195.7146 6.9562 0.1759 26.6722 3.8232e+07 

P-value(E) 1.8267e-04 1.8267e-04 1.7861e-04 6.3864e-05 6.3864e-05 1.4939e-04 
 P-value(EM) '∥'  '∥'  1.1067e-04 '∥'  '∥'  1.8267e-04 

        
NOA BEST 79.4873 -5.4177e+03 364.2811 19.9668 471.3946 2.5340e+08 

 WORST 120.1875 -5.4177e+03 434.5688 19.9668 592.1890 5.7029e+08 

MEAN 103.4432 -5.4177e+03 403.0857 19.9668 565.1993 4.2632e+08 

SD 14.0245 9.5869e-13 25.9011 0 35.3447 1.1130e+08 

P-value(E) 1.8267e-04 6.3864e-05 1.7861e-04 1.5938e-05 6.3864e-05 1.4939e-04 

P-value(EM) '∥'  '∥'  1.1067e-04 '∥'  '∥'  1.8267e-04 
 

RSA 

 

BEST 7.1089e-04 -3.0950e+03 0 8.8818e-16 0 1.6690 

WORST 0.0103 -1.9350e+03 0 8.8818e-16 0 1.6690 
MEAN 0.0047 -2.3866e+03 0 8.8818e-16 0 1.6690 

SD 0.0031 401.2004 0 0 0 2.3406e-16 
P-value(E) 1.8267e-04 1.8267e-04 0.0022 NaN NaN 4.9177e-05 

P-value(EM) '∥'  '∥'  NaN NaN NaN 6.3864e-05 

 
SMA BEST 4.2446e-04 -1.2555e+04 0.0027 0.0020 0.0036 0.831

4 

WORST 0.0740 -3.7818e+03 26.9253 0.0524 0.0880 1.662
2 

MEAN 0.0293 -7.2608e+03 4.1987 0.0282 0.0487 1.254

6 
SD 0.0217 3.8479e+03 8.7322 0.0167 0.0305 0.287

6 

P-value(E) 1.8267e-04 0.3847 0.3840 6.3864e-05 6.3864e-05 1.4939e-04 
P-value(EM) '∥'  1.8267e-04 1.1067e-04 '∥'  '∥'  1.8267e-04 

 

SWO BEST 66.0314 -3.3444e+03 375.6053 20.1243 423.7847 2.1526e+08 
WORST 102.7668 -2.6099e+03 429.9510 20.5447 550.9944 4.6015e+08 

MEAN 90.2103 -2.9264e+03 407.7917 20.3921 507.9397 3.4502e+08 

SD 11.9828 225.8055 17.5389 0.1530 47.6517 6.2470e+07 
P-value(E) 1.8267e-04 1.8267e-04 1.7861e-04 6.3864e-05 6.3864e-05 1.4939e-04 

P-value(EM) '∥'  '∥'  1.1067e-04 '∥'  '∥'  1.8267e-04 

 
WOA 

 

BEST 4.0683 -8.4432e+03 241.8468 12.7928 66.1645 1.1880e+06 

WORST 18.1893 -4.7413e+03 340.4939 17.8355 215.8781 6.0313e+07 

MEAN 11.1807 -6.3963e+03 306.6318 15.5953 155.9841 2.5707e+07 
SD 4.4140 1.2397e+03 34.3787 1.6976 51.5082 2.2675e+07 
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P-value(E) 1.8267e-04 5.8284e-04 1.7861e-04 6.3864e-05 6.3864e-05 1.4939e-04 
P-value(EM) '∥'  1.8267e-04 1.1067e-04 '∥'  '∥'  1.8267e-04 

Algo/F
unction

s 

 F13 F14 F15 F16 F17 F18 

ESGO 

 

BEST 1.3498e-32 0.9980 3.0749e-04 -1.0316 0.3979 3.000

0 

WORST 0.0548 0.9980 3.0749e-04 -1.0316 0.3979 3.000

0 

MEAN 0.0077 0.9980 3.0749e-04 -1.0316 0.3979 3.000
0 

SD 0.0172 0 9.7310e-20 0 0 9.3622e-16 

 

EMSG

O 

BEST 1.4482e-09 0.9980 3.0749e-04 -1.0316 0.3979 3.000

0 

WORST 9.3515e-05 0.9980 3.0749e-04 -1.0316 0.3979 3.000

0 

MEAN 1.8852e-05 0.9980 3.0749e-04 -1.0316 0.3979 3.000

0 

SD 3.3044e-05 0 9.7310e-20 0 0 0 

 

AVOA BEST 3.4455 3.3015 0.0018 -1.0316 0.3982 3.002
9 

WORST 2.2399e+08 25.6376 0.0510 -0.9123 0.4404 7.092

5 
MEAN 7.5618e+07 12.5651 0.0205 -0.9929 0.4142 4.302

2 
SD 8.7433e+07 7.4563 0.0159 0.0441 0.0166 1.749

2 

P-value(E) 1.7761e-04 6.3864e-05 1.7462e-04 6.3864e-05 6.3864e-05 1.0997e-04 
P-value(EM) 1.8267e-04 '∥'  1.8267e-

04 
'∥'  '∥'  6.3864e-05 

 

 
D

E 

 

BEST 6.7444e+08 3.0014 0.0042 -1.0215 0.4034 4.611
4 

WORST 1.0352e+09 15.5151 0.0256 -0.7381 0.6127 12.66

26 
MEAN 8.9934e+08 9.6993 0.0181 -0.8525 0.4704 7.461

7 

SD 1.1373e+08 4.4249 0.0080 0.0957 0.0748 2.906
5 

P-value(E) 1.7761e-04 6.3864e-05 1.7462e-04 6.3864e-05 6.3864e-05 1.0997e-04 

P-value(EM) 1.8267e-04 '∥'  1.8267e-04 '∥'  '∥'  6.3864e-05 
 

EDO BEST 0.1964 0.9980 6.0609e-04 -1.0316 0.3979 3.000

0 
WORST 0.5513 0.9982 0.0013 -1.0316 0.3979 3.000

7 

MEAN 0.3684 0.9981 8.3949e-04 -1.0316 0.3979 3.000
2 

SD 0.1092 8.7514e-05 1.9852e-04 1.3264e-06 1.4829e-05 2.1767e-04 

P-value(E) 1.7761e-04 6.3864e-05 1.7462e-04 6.3864e-05 0.4429 1.0997e-04 
P-value(EM) 1.8267e-04 '∥'  0.0028 '∥'  '∥'  6.3864e-05 

 

 
GWO 

BEST 1.8154e+07 2.0230 0.0038 -1.0308 0.4006 3.004
4 

WORST 1.1507e+08 12.9125 0.0413 -0.9536 0.6533 5.532

3 
MEAN 5.8232e+07 7.1274 0.0164 -1.0038 0.4841 3.831

1 

SD 2.9227e+07 3.8136 0.0125 0.0263 0.0904 0.684
1 

P-value(E) 1.7761e-04 6.3864e-05 1.7462e-04 6.3864e-05 6.3864e-05 1.0997e-04 

P-value(EM) 1.8267e-04 '∥'  1.8267e-04 '∥'  '∥'  6.3864e-05 
 

KOA BEST 7.2168e+08 2.9821 0.0049 -1.0276 0.4016 7.649

7 
 WORST 1.0797e+09 27.8353 0.1063 -0.6278 0.5907 32.34

46 

MEAN 9.2260e+08 12.2474 0.0525 -0.8687 0.4792 16.52
06 

SD 1.1321e+08 8.1667 0.0338 0.1568 0.0626 8.568

4 

P-value(E) 1.7761e-04 6.3864e-05 1.7462e-04 6.3864e-05 6.3864e-05 1.0997e-04 

P-value(EM) 1.8267e-04 '∥'  1.8267e-04 '∥'  '∥'  6.3864e-05 
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LSO 
 

BEST 3 4.0339 0.0102 -1.0139 0.4016 5.845
3 

WORST 3 12.6705 0.1022 -0.3175 0.5907 37.65

39 

MEAN 3 9.8962 0.0532 -0.6705 0.4792 16.87

01 

SD 0 3.7132 0.0282 0.2216 0.0626 11.80
80 

P-value(E) 6.1582e-05 4.9177e-05 1.7462e-04 6.3864e-05 6.3864e-05 1.0997e-04 

P-value(EM) 6.3864e-05 '∥'  1.8267e-04 '∥'  '∥'  6.3864e-05 
 

 

MSA 

BEST 2.8700e+08 0.9980 0.0030 -1.0298 0.4016 3.025

0 

WORST 2.8700e+08 0.9980 0.0030 -1.0298 0.5907 3.025

0 

MEAN 3.8465e+08 1.2827 0.0049 -1.0233 0.4792 3.153
3 

SD 6.9371e+07 0.3251 0.0015 0.0078 0.0626 0.099

7 

P-value(E) 1.7761e-04 6.3864e-05 1.7462e-04 6.3864e-05 6.3864e-05 1.0997e-04 

P-value(EM) 1.8267e-04 '∥'  1.8267e-04 '∥'  '∥'  6.3864e-05 

 
NOA BEST 7.6419e+08 7.9004 0.0138 -0.9764 0.4016 3.861

7 

WORST 9.5384e+08 64.6598 0.1132 -0.1700 0.5907 31.75
82 

MEAN 8.4808e+08 28.3656 0.0656 -0.5786 0.4792 11.91

98 

SD 6.8994e+07 21.7623 0.0336 0.3114 0.0626 9.195

3 

P-value(E) 1.7761e-04 6.3864e-05 1.7462e-04 6.3864e-05 6.3864e-05 1.0997e-04 

P-value(EM) 1.8267e-04 '∥'  1.8267e-04 '∥'  '∥'  6.3864e-05 

 

RSA BEST 3 9.2110 0.0090 -0.4096 0.5116 6.6847 

WORST 3 12.6705 0.1484 0 0.5907 123.1639 

MEAN 3 12.3246 0.0922 -0.0815 0.4522 40.6273 

SD 0 1.0940 0.0590 0.1429 0.0626 31.6910 

P-value(E) 6.1582e-05 2.4282e-05 1.6494e-04 4.1717e-05 6.3864e-05 1.0997e-04 

P-value(EM) 6.3864e-05 '∥'  1.7265e-04 '∥'  '∥'  6.3864e-05 

 
SMA BEST 2.9824 0.9980 7.1102e-04 -1.0315 0.4016 3.000

8 

WORST 3.2405 9.8039 0.0143 -1.0209 0.5907 3.360
9 

MEAN 3.1123 4.8996 0.0057 -1.0291 0.4792 3.082

6 
SD 0.0930 3.2198 0.0042 0.0038 0.0626 0.122

9 

P-value(E) 1.7761e-04 6.3864e-05 1.7462e-04 6.3864e-05 6.3864e-05 1.0997e-04 
P-value(EM) 1.8267e-04 '∥'  3.2984e-04 '∥'  '∥'  6.3864e-05 

 
SWO BEST 5.4627e+08 1.0171 0.0193 -1.0283 0.4116 3.371

7 

WORST 1.0179e+09 22.0117 0.0942 -0.0493 0.5957 23.61
71 

MEAN 7.5225e+08 8.7381 0.0611 -0.7510 0.4892 10.25

34 
SD 1.3204e+08 5.9854 0.0224 0.3141 0.0726 6.967

2 

P-value(E) 1.7761e-04 6.3864e-05 1.7462e-04 6.3864e-05 6.3864e-05 1.0997e-04 
P-value(EM) 1.8267e-04 '∥'  1.8267e-04 '∥'  '∥'  6.3864e-05 

 

WOA BEST 1.0576e+08 1.1509 0.0018 -1.0308 0.4016 3.001
8 

WORST 3.9234e+08 20.1571 0.0514 -0.5923 0.5907 33.11

36 

MEAN 2.2762e+08 11.2657 0.0180 -0.9283 0.4792 10.45

06 

SD 9.3427e+07 6.4055 0.0175 0.1413 0.0626 11.98
40 

P-value(E) 1.7761e-04 6.3864e-05 1.7462e-04 6.3864e-05 6.3864e-05 1.0997e-04 

P-value(EM) 1.8267e-04 '∥'  1.8267e-04 '∥'  '∥'  6.3864e-05 

  F19 F20 F21 F22 F23  

ESGO 

 

BEST -3.8628 -3.3220 -10.1532 -10.4029 -10.5364  

WORST -3.8628 -3.2031 -10.1532 -10.4029 -10.5364  
MEAN -3.8628 -3.3101 -10.1532 -10.4029 -10.5364  



164   Informatica 49 (2025) 151–176                                                                                                                                            A. Naik 

SD 9.3622e-16 0.0376 0 1.8724e-15 5.3864e-15 

 

 

EMSG

O 

BEST -3.8628 -3.3220 -10.1532 -10.4029 -10.5364  

WORST -3.8628 -3.3220 -10.1532 -10.4029 -10.5364  
MEAN -3.8628 -3.3220 -10.1532 -10.4029 -10.5364  

SD 0 9.2038e-09 0 0 5.3864e-15 

 

 

AVOA 

 

BEST -3.8554 -3.0677 -6.3022 -9.1029 -4.4976  

WORST -3.6830 -2.3662 -1.2040 -1.5697 -1.4449  

MEAN -3.8016 -2.7888 -2.5218 -3.6354 -2.4322  
SD 0.0532 0.2461 1.6158 2.2237 1.0535  

P-value(E) 6.3864e-05 1.3093e-04 6.3864e-05 6.3864e-05 6.3864e-05  

P-value(EM) '∥' 1.8165e-04 '∥' '∥' '∥' 
 

 

D
E 

 

BEST -3.8529 -2.9290 -2.3594 -2.2949 -3.2228  
WORST -3.6123 -1.9355 -0.7682 -0.7686 -1.0506  

MEAN -3.7591 -2.4405 -1.2893 -1.1888 -1.5033  

SD 0.0866 0.3006 0.5691 0.4318 0.6396  

P-value(E) 6.3864e-05 1.3093e-04 6.3864e-05 6.3864e-05 1.6118e-04  

P-value(EM) '∥' 1.8165e-04 '∥' 1.5932e-04 '∥' 
 

 

EDO 
 

BEST -3.8627 -3.2807 -10.0372 -10.1394 -10.3280  
WORST -3.8624 -3.1114 -9.0513 -6.6129 -5.8198  

MEAN -3.8626 -3.1647 -9.4825 -8.8969 -8.5269  

SD 1.2376e-04 0.0475 0.3170 1.0859 1.5640  
P-value(E) 6.3864e-05 1.7865e-04 6.3864e-05 6.3864e-05 4.3745e-04  

P-value(EM) 6.3864e-05 4.3745e-04 6.3864e-05 6.3864e-05 4.3745e-04 

 

 

GWO 

 

 

BEST -3.8598 -3.2761 -6.6657 -5.0855 -2.8311  

WORST -3.7899 -2.7823 -0.9199 -1.8350 -1.3021  

MEAN -3.8323 -3.0315 -1.9021 -3.3878 -2.1339  
SD 0.0275 0.1266 1.7055 1.2214 0.4926  

P-value(E) 6.3864e-05 1.7865e-04 6.3864e-05 6.3864e-05 1.6118e-04  

P-value(EM) '∥' 4.3745e-04 '∥' 0.0297 1.6118e-04 
 

 

KOA 

 
 

BEST -3.7779 -2.8099 -1.0715 -1.9384 -1.5148  

WORST -3.5197 -2.0402 -0.4657 -0.6809 -0.8724  
MEAN -3.6068 -2.4278 -0.7505 -1.0839 -1.1098  

SD 0.0958 0.2350 0.2215 0.3508 0.1946  

P-value(E) 6.3864e-05 1.3093e-04 6.3864e-05 6.3864e-05 1.6118e-04  
P-value(EM) '∥' 1.8165e-04 6.3864e-05 1.5932e-04 1.6118e-04 

 

 

LSO 
 

 

BEST -3.7985 -2.7576 -1.7209 -1.3938 -3.1473  
WORST -3.5779 -1.8099 -0.6040 -0.6387 -0.8197  

MEAN -3.7193 -2.3107 -1.0016 -0.9915 -1.4593  

SD 0.0750 0.3213 0.4116 0.2900 0.7417  
P-value(E) 6.3864e-05 1.3093e-04 6.3864e-05 6.3864e-05 1.6118e-04  

P-value(EM) '∥' 1.8165e-04 '∥' 1.5932e-04 '∥' 
 

 

MSA 
 

 

BEST -3.8605 -3.2122 -5.3730 -4.7984 -5.0588  

WORST -3.8605 -3.2122 -5.3730 -4.7984 -5.0588  

MEAN -3.8554 -3.0574 -3.1027 -3.3813 -5.0588  

SD 0.0055 0.0765 0.9302 0.9535 1.3777e-14  

P-value(E) 6.3864e-05 1.7865e-04 6.3864e-05 6.3864e-05 2.9377e-04  

P-value(EM) '∥' 4.3745e-04 '∥' '∥' '∥' 
 

 

NOA 
 

 

BEST -3.8433 -2.5874 -1.1580 -1.5230 -2.4136  
WORST -3.5174 -1.8432 -0.5307 -0.7422 -0.8937  

MEAN -3.7123 -2.1747 -0.7900 -1.1315 -1.2139  

SD 0.1111 0.3111 0.2374 0.2992 0.4667  
P-value(E) 6.3864e-05 1.3093e-04 6.3864e-05 1.5932e-04 1.6118e-04  

P-value(EM) '∥'  1.8165e-04 '∥'  6.3864e-05 '∥'  
 

 

RSA 

 
 

BEST -3.8094 -2.4156 -0.8657 -1.2773 -1.1469  

WORST -3.0148 -0.9463 -0.2834 -0.4220 -0.6601  
MEAN -3.4383 -1.6450 -0.4905 -0.6030 -0.9586  

SD 0.2788 0.5156 0.2049 0.2477 0.1349  

P-value(E) 6.3864e-05 1.3093e-04 6.3864e-05 1.5932e-04 1.6118e-04  
P-value(EM) '∥'  1.8165e-04 '∥'  6.3864e-05 '∥'  

 

 

SMA 

 
 

BEST -3.8623 -3.1346 -10.0208 -9.3983 -8.2808  

WORST -3.8341 -2.2623 -2.4945 -1.9579 -1.0896  
MEAN -3.8514 -2.7689 -4.5584 -4.6781 -3.7356  

SD 0.0078 0.3421 2.1547 2.6561 2.1286  

P-value(E) 6.3864e-05 1.3093e-04 6.3864e-05 6.3864e-05 3.8932e-04  
P-value(EM) '∥'  1.8165e-04 '∥'  '∥'  '∥'   
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Table 4: WRS test results on Table 3 
 F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 
 E EM E EM E EM E EM E EM E EM E EM E EM E EM E EM E EM E EM 

AVOA - - - - - - - - - - - - - - - - - - - - - - - - 
DE - - - - - - - - - - - - - - - - - - - - - - - - 
EDO - - - - + + - - - - - - - - - - + N N N N N - - 
GWO - - - - - - - - - - - - - - - - - - - - - - - - 
KOA - - - - - - - - - - - - - - - - - - - - - - - - 
LSO N N + + + + + + - - - - - - - - + N N N N N   
MSA - - - - - - - - - - - - - - - - - - - - - - - - 
NOA - - - - - - - - - - - - - - - - - - - - - - - - 
RSA N N + + + + + + - - - - - - - - + N N N N N   
SMA - - - - - - - - - - - - - - S - - - - - - - - - 
SWO - - - - - - - - - - - - - - - - - - - - - - - - 
WOA - - - - - - - - - - - - - - - - - - - - - - - - 

 F13 F1
4 

F15 F16 F17 F18 F19 F20 F21 F22 F23   

 E EM E E
M 

E E
M 

E E
M 

E E
M 

E E
M 

E E
M 

E E
M 

E E
M 

E E
M 

E E
M 

  

AVOA - - - - - - - - - - - - - - - - - - - - - -   
DE - - - - - - - - - - - - - - - - - - - - - -   
EDO - - - - - - - - - - - - - - - - - - - - - -   
GWO - - - - - - - - - - - - - - - - - - - - - -   
KOA - - - - - - - - - - - - - - - - - - - - - -   
LSO - - - - - - - - - - - - - - - - - - - - - -   
MSA - - - - - - - - - - - - - - - - - - - - - -   
NOA - - - - - - - - - - - - - - - - - - - - - -   
RSA - - - - - - - - - - - - - - - - - - - - - -   
SMA - - - - - - - - - - - - - - - - - - - - - -   
SWO - - - - - - - - - - - - - - - - - - - - - -   
WOA - - - - - - - - - - - - - - - - - - - - - -   

 

Total no of’+’=10, Total no of ’S’=1, Total no of ’N’=8, Total no of’-’=257 (For ESGO algorithm) 

Total no of’+’=7, Total no of ’S’=0, Total no of ’N’=11, Total no of’-’=258 (For EMSGO algorithm) 

Here, E represents ESGO and EM represents EMSGO algorithm. “-”, “+”, and “S” denote that the performance of other 

approaches is worse, better, and similar to ESGO and EMSGO respectively. 

 

 

 
SWO 

 

BEST -3.8379 -2.7585 -1.4098 -1.9429 -3.4058  

WORST -3.6279 -1.8461 -0.6324 -0.7866 -0.9884  

MEAN -3.7513 -2.2405 -0.9346 -1.1783 -1.5817  
SD 0.0579 0.2779 0.3051 0.3436 0.6943  

P-value(E) 6.3864e-05 1.3093e-04 6.3864e-05 1.5932e-04 1.6118e-04  

P-value(EM) '∥'  1.8165e-04 '∥'  6.3864e-05 '∥'  
 

 

WOA 
 

BEST -3.8622 -2.9763 -6.2016 -3.4370 -4.4309  
WORST -3.6581 -2.1432 -1.4378 -1.0475 -1.6685  

MEAN -3.7568 -2.7168 -3.2018 -2.2719 -2.7508  

SD 0.0746 0.2455 1.3968 0.6886 1.0772  
P-value(E) 6.3864e-05 1.3093e-04 6.3864e-05 3.8932e-04 2.9377e-04  

P-value(EM) '∥'  1.8165e-04 '∥'  6.3864e-05 '∥'   
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Figure 3: Convergence characteristics of algorithms 

 

Discussion 
In this experimental evaluation, the effectiveness of 

ESGO and EMSGO in navigating, exploiting, and 

avoiding local minima across a diverse range of 

benchmark functions, including both unimodal and 

multimodal functions, was examined. 
Unimodal functions, characterized by a singular global 

optimum, serve as a measure of an algorithm's exploitation 

capability. The results presented in Table 3 for unimodal 

test functions (F1-F7) demonstrate the superior 

performance of ESGO and EMSGO, surpassing most 

other algorithms in all evaluated functions. These findings 

underscore the proficiency of ESGO and EMSGO in 

exploitation, showcasing their capacity to efficiently 

converge towards and exploit the optimal solution. This 

efficacy is attributed to the incorporation of the self-

awareness probability (SAP) parameter. 
Multimodal test functions, featuring multiple local optima 

that escalate with dimensionality, provide a platform for 

assessing an algorithm's exploration ability. Functions F8 

through F23 represent multimodal scenarios. As indicated 

in Table 3, ESGO and EMSGO exhibit remarkable 

exploration capabilities, surpassing other methods. Across 

multimodal functions, ESGO and EMSGO not only 

achieve optimal solutions but also outperform all 

compared algorithms, demonstrating competitiveness 

with high-performance optimizers. The exploration 

prowess of ESGO and EMSGO can be attributed to the 

distinctive phases of optimization and the self-

introspection parameter C. 
 

Based on the WRS test results in Table 3, 

For the ESGO algorithm: 

• It performs worse than EDO for F3 and F9, LSO 

for F2, F3, F4, and F9, and RSA for F2, F3, F4, 

and F9. 

• It matches the performance of EDO for F10 and 

F11, LSO for F1, F10, and F11, as well as RSA 

for F1, F10, and F11. 

• ESGO outperforms other algorithms in all other 

functions. 

• It consistently surpasses AVOA, DE, KOA, 

MSA, NOA, SMA, and SWO across all twenty-

three functions. 

 

For the EMSGO algorithm: 

• It is inferior to EDO for F3, LSO for F2, F3, F4, 

and RSA for F2, F3, and F4. 

• It matches the performance of EDO for F9, F10, 

and F11, LSO for F1, F9, F10, F11, and RSA for 

F1, F9, F10, and F11. 
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• EMSGO outshines other algorithms in the 

remaining functions. 

It consistently outperforms AVOA, DE, KOA, MSA, 

NOA, SMA, and SWO for all twenty-three functions. 

 

As depicted in Table 4, the ESGO algorithm surpasses 

AVOA, DE, EDO, GWO, KOA, LSO, MSA, NOA, RSA, 

SMA, SWO, and WOA in 23 cases out of 23, 23, 19, 23, 

23, 16, 23, 23, 16, 22, 23, and 23 cases, respectively. 

Conversely, the ESGO algorithm performs less effectively 

than AVOA, DE, EDO, GWO, KOA, LSO, MSA, NOA, 

RSA, SMA, SWO, and WOA in zero, zero, two, zero, 

zero, four, zero, zero, four, one, zero, and zero cases, 

respectively. Additionally, the ESGO algorithm exhibits 

equivalence with EDO in two cases and with LSO and 

RSA in three and three cases, respectively. In summary, 

out of 276 instances, ESGO achieves equivalent results in 

8 cases, the same solution in one case, a worse solution in 

10 cases, and superior outcomes in 257 cases compared to 

other algorithms. 

 

Similarly, as illustrated by Table 4, the EMSGO 

algorithm outperforms AVOA, DE, EDO, GWO, KOA, 

LSO, MSA, NOA, RSA, SMA, SWO, and WOA in 23 

cases out of 23, 23, 19, 23, 23, 16, 23, 23, 16, 22, 23, and 

23 cases, respectively. Conversely, the EMSGO algorithm 

performs less effectively than AVOA, DE, EDO, GWO, 

KOA, LSO, MSA, NOA, RSA, SMA, SWO, and WOA in 

zero, zero, one, zero, zero, three, zero, zero, three, one, 

zero, and zero cases, respectively. Additionally, the 

EMSGO algorithm exhibits equivalence with EDO in 

three cases and with LSO and RSA in four and four cases, 

respectively. In summary, out of 276 instances, EMSGO 

achieves equivalent results in 11 cases, the same solution 

in zero cases, a worse solution in 7 cases, and superior 

outcomes in 258 cases compared to other algorithms. 

 

In conclusion, both ESGO and EMSGO demonstrate 

outstanding performance when addressing unimodal and 

multimodal functions. 

 

Experiment 3: The performance comparison 

with well-known improved and hybrid 

metaheuristics algorithms 
In this section, the same set of 23 optimization 

functions used in Experiments 1 and 2 is employed. The 

objective is to perform a comparative analysis between the 

simulation results obtained from ESGO, EMSGO, and the 

findings previously reported in reference [66] for two 

prominent optimization algorithms: the dynamic Harris 

Hawks Optimization with a mutation mechanism 

(DHHO/M) [67], and the Harris Hawks Optimization 

incorporating genetic operators such as crossover and 

mutation (HHOCM) [68]. Additionally, the analysis is 

extended to compare the simulation results from reference 

[69] for three other prominent optimization techniques: 

the Exponential Crow Search Algorithm (ECSA), the 

Power Crow Search Algorithm (PCSA), and the S-shaped 

Crow Search Algorithm (SCSA). Furthermore, the 

simulation results of a prominent hybrid algorithm, the 

Improved Hybrid Aquila Optimizer (IHAO) [70], and the 

Harris Hawks Optimization (HHO) [71] algorithm 

IHAOHHO [71] are also investigated. 

 

Table 5: Simulation results for ESGO, EMSGO, DHHO/M, HHOCM, IHAOHHO, ECSA, PCSA, and SCSA 
fun

cti

ons  

 ESGO EMSGO DHHO/M HHOCM IHAOHHO ECSA PCSA SCSA 

F1 BEST 0 0       

MEAN 0 0 1.97e-95 0 3.37e-253 7.62e-28 1.41e-32 8.36e-35 

STD 0 0 6.74e-95 0 0 1.02e-27 1.87e-32 1.33e-34 

 

F2 BEST 0 0       

MEAN 0 0 1.326e-48 1.22e-203 1.56e-127 2.13e-11 1.02e-11 3.14e-12 

STD 0 0 6.07e-48 0 8.53e-127 2.13e-11 1.78e-11 7.20e-12 

 

F3 BEST 2.20e-122 0       

MEAN 1.46e-116 0 7.67e-70 0 2.74e-199 1.35e-22 2.27e-24 1.0e-24 

STD 2.37e-117 0 4.20e-69 0 0 5.36e-22 5.43e-24 4.37e-24 

 

F4 BEST 0 0       

MEAN 0 0 3.96e-43 4.55e-197 2.22e-129 2.87e-13 7.64e-13 4.20e-13 

STD 0 0 2.16e-42 0 1.11e-128 4.35e-13 1.28e-12 6.27e-12 

 

F5 BEST 6.34e-21 0       

MEAN 7.11e-20 0 6.70e-03 3.14e-02 5.39e-04 7.97e-01 1.25 1.32 

STD 8.47e-20 0 9.58e-03 5.02e-02 2.27e-03 1.62 1.83 1.91 

 

F6 BEST 0 0       

MEAN 0 0 7.39e-05 3.13e-04 3.59e-06 5.81e-28 7.08e-33 0 

STD 0 0 1.09e-04 3.83e-04 7.73e-06 1.08e-27 9.91e-33 0 

 

F7 BEST 1.56e-05 4.25e-07       

MEAN 2.53e-05 5.29e-06 1.58e-04 1.62e-04 9.53e-05 4.72e-04 4.50e-04 4.88e-05 

STD 1.18e-05 3.23e-06 1.44e-04 1.76e-04 7.67e-05 2.72e-04 2.98e-04 3.31e-05 

 

F8 BEST -1.05e+04 -1.26e+04       

MEAN -9.25e+03 -1.26e+04 -1.26e+ 04 -1.26e+04 -1.26e+04 -2.45e+03 -2.66e+03 -2.81e+03 

STD 7.86e+02 0 5.43e+02 5.50e+01 1.82e-01 3.53e+02 3.09e+02 3.76e+02 

 

F9 BEST 0.00e+00 0       
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MEAN 12.5341 0 0 0 0 2.60 4.44 3.70 

STD 7.2981 0 0 0 0 7.06 6.00 7.08 

 

F1

0 

BEST 8.88e-16 8.88e-16       

MEAN 8.88e-16 8.88e-16 8.88e-16 8.88e-16 8.88e-16 1.11e-01 1.09e-01 0.91e-01 

STD 0 0 0 0 0 2.20e-01 3.02e-01 1.36e-01 

 

F1

1 

BEST 0 0       

MEAN 0 0 0 0 0 2.68e-02 1.23e-02 1.00e-02 

STD 0 0 0 0 0 2.86e-02 3.48e-02 3.19e-02 

 

F1

2 

BEST 1.59e-32 1.57e-32       

MEAN 1.59e-32 1.57e-32 8.53e-06 1.57e-05 2.70e-07 2.23e-08 9.04e-08 8.11e-11 

STD 2.30e-34 2.89e-48 1.00e-05 2.27e-05 4.42e-07 1.47e-07 .76e-07 1.49e-10 

          

F1

3 

BEST 2.34e-32 1.35e-32       

MEAN 2.34e-32 1.35e-32 9.52e-05 2.76e-04 3.02e-06 1.11e-04 1.05e-02 1.25e-02 

STD 2.21e-34 2.10e-48 1.10e-04 3.96e-04 5.08e-06 1.93e-04 2.12e-02 2.00e-02 

 

F1

4 

BEST 9.98e-01 9.98e-01       

MEAN 9.98e-01 9.98e-01 1.29 1.16 1.59 9.98e-01 9.98e-01 9.98e-01 

STD 0 0 9.40e-01 5.27e-01 9.25e-01 3.43e-02 9.95e-02 5.64e-02 

 

F1

5 

BEST 3.07e-04 3.07e-04       

MEAN 3.99e-04 3.07e-04 4.58e-04 5.61e-04 4.42e-04 3.27e-03 4.41e-03 1.23e-03 

STD 2.90e-04 2.64e-16 3.01e-04 4.29e-04 3.46e-04 5.61e-03 8.11e-03 3.64e-03 

 

F1

6 

BEST -1.0316 -1.0316       

MEAN -1.0316 -1.0316 −1.0316 −1.0316 -1.0316 -1.0316 -1.0316 -1.0316 

STD 0 7.40e-17 5.75e-11 3.87e-09 3.19e-08 5.77e-16 6.19e-16 6.42e-16 

 

F1

7 

BEST         

MEAN 3.97e-01 3.97e-01 3.98e-01 3.98e-01 3.98e-01 3.97e-01 3.97e-01 3.97e-01 

STD 0 0 3.99e-06 1.65e-06 4.04e-05 0 0 0 

 

F1

8 

BEST 3.0000 3.0000       

MEAN 3.0000 3.0000 3.0000 3.0000 3.0000 3.0000 3.0000 3.0000 

STD 1.20e-15 6.62e-16 7.53e-08 1.55e-08 3.32e-06 2.16e-15 2.13e-15 2.04e-15 

 

F1

9 

BEST -3.8628 -3.8628       

MEAN -3.86e+00 -3.86 -3.86 -3.86 -3.83 -3.86 3.86 3.86 

STD 9.3622e-16 0 3.09e-03 5.16e-04 7.1972e-02 2.61e-15 2.42e-15 2.37e-15 

 

F2

0 

BEST -3.32e+00 -3.32       

MEAN -3.32e+00 -3.32 -3.11 -3.26 -3.08 -3.27 -3.27 -3.27 

STD 1.7813e-03 2.23e-11 8.39e-02 6.78e-02 1.19e-01 4.79e-02 5.29e-02 5.92e-02 

 

F2

1 

BEST -1.02e+01 -1.02e+01       

MEAN -1.02e+01 -1.02e+01 -1.00 -5.06 -1.02 -2.05 -6.72 -6.57 

STD 1.32e-15 0.00e+00 1.26e-01 2.69e-04 1.45e-03 3.31 3.38 3.69 

 

F2

2 

BEST -1.04e+01 -1.04e+01       

MEAN -1.04e+01 -1.04e+01 -1.02e+01 -5.09 -1.04e+01 -5.43 -3.96 -4.61 

STD 1.24e-13 1.67e-15 1.87e-01 1.06e-04 6.66e-04 3.52 3.80 3.53 

 

F2

3 

BEST -1.05e+01 -1.05e+01       

MEAN -1.05e+01 -1.05e+01 -1.04e+01 -5.13 -1.05e+01 -6.00 -5.50 -4.55 

STD 1.32e-15 2.78e-17 1.54e-01 1.78e-04 6.67e-04 3.67 3.70 3.84 

 

 

Table 6: Results of Friedman’s Test on Table 5 

Functions ESGO EMSGO DHHO/M HHOCM IHAOHHO ECSA PCSA SCSA  

F1 2 2 5 2 4 8 7 6  

F2 1.5 1.5 5 3 4 8 7 6  

F3 4 1.5 5 1.5 3 8 7 6  

F4 1.5 1.5 5 3 4 6 8 7  

F5 2 1 5 4 3 6 7 8  

F6 2 2 7 8 6 5 4 2  

F7 2 1 5 6 4 8 7 3  

F8 5 2.5 2.5 2.5 2.5 8 7 6  

F9 8 1 3 4 2 5 7 6  

F10 3 3 3 3 3 8 7 6  

F11 3 3 3 3 3 8 7 6  

F12 2 1 7 8 6 4 5 3  

F13 2 1 4 5 3 7 6 8  

F14 1.5 1.5 7 6 8 3 5 4  

F15 2 1 4 5 3 7 8 6  
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F16 1 2 6 7 8 5 3 4  

F17 3 3 7 6 8 3 3 3  

F18 2 1 7 6 8 5 4 3  

F19 2 1 7 6 8 5 4 3  

F20 2 1 7 6 8 3 4 5  

F21 2 1 4 7 3 8 6 5  

F22 2 1 4 6 3 5 8 7  

F23 2 1 4 7 3 5 6 8  

Sum of 

ranks 57.5 35.5 116.5 115 107.5 138 137 121 

 

Average 

of ranks 2.5 1.543478 5.065217 5 4.673913 6 5.956522 5.26087 

 

Sum of 

ranks 

squared 191.75 66.25 642.25 657.5 611.25 900 873 709 

 

 

The assessment methodology and parameters 

employed for the ESGO and EMSGO algorithms closely 

adhere to the protocols outlined in Experiment 1. To 

ensure a fair comparison with the results from other 

algorithms, the dimension size was standardized to D = 30 

for all functions, excluding fixed-dimensional benchmark 

functions. Additionally, the maximum number of fitness 

function evaluations was set to Max_FEs = 15,000, and 30 

independent runs were conducted. Table 5 displays 

function values in terms of BEST, MEAN, and STD for 

the 23 classical benchmark functions, as discussed earlier. 

The BEST function value is provided exclusively for 

ESGO and EMSGO, as it is not reported for other 

algorithms in the imported papers. Bold font in the table 

denotes the most outstanding function value for each 

function. Evidently, EMSGO outperforms all listed 

algorithms in Table 5, exhibiting the lowest MEAN 

function value with the lowest STD for 22 out of the 23 

functions. In addition, ESGO performs second-best in 

Table 5, obtaining the lowest STD for eight of the 23 

functions and the lowest MEAN function value. Out of the 

23 classical benchmark functions, HHOCM comes in third 

place with the lowest MEAN function value and the 

lowest STD for five of them 

 

For each of the 23 classical benchmark functions 

listed in Table 5, Friedman's test [73], a nonparametric 

statistical test, was used to identify the lowest MEAN 

function value with the lowest STD. The findings of 

Friedman's test are shown in Table 6, revealing statistical 

insights into the ranks of ESGO, EMSGO, DHHO/M, 

HHOCM, IHAOHHO, ECSA, PCSA, and SCSA. The 

top-ranking algorithm is indicated in bold in this table. The 

algorithms are EMSGO, ESGO, IHAOHHO, HHOCM, 

DHHO/M, SCSA, PCSA, and ECSA, in that order of 

ranking. This suggests that out of all the algorithms that 

were looked at, EMSGO performs the best. 

 

 

 

 

 

4.2 Process Synthesis and design problems of 

chemical and mechanical engineering 

Real-world optimization problems are extremely 

difficult to solve due to the incredible complexity of 

objective functions and the profusion of nonlinear 

nonconvex equality and inequality constraints. This 

research focuses on a carefully chosen set of 26 limited 

problems taken from the mechanical and chemical 

engineering areas. In addition to the exhaustively 

documented 19 mechanical engineering problems in [64], 

the compilation includes seven process synthesis and 

design problems from chemical engineering. In these 

cases, the number of decision variables ranges from 2 to 

30, the equality constraints from 0 to 4, and the inequality 

constraints from 1 to 86. See [64] for a detailed discussion 

of the problems and thorough formula definitions. 

In the experimental phase, the parameter Max_FEs 

(maximum number of fitness function evaluations) is 

defined as: 

Max_FEs=

{
 
 

 
 

1 × 105 ,         𝑖𝑓 𝐷 ≤ 10

2 × 105 ,         𝑖𝑓 10 < 𝐷 ≤ 30

4 × 105 ,         𝑖𝑓 30 <  𝐷 ≤ 50

8 × 105 ,         𝑖𝑓 50 < 𝐷 ≤ 150

106 ,         𝑖𝑓 150 < 𝐷

 

With a fixed population size of 50, D here stands for 

the dimension (number of decision variables) for 

algorithms. Based on the learnings from Experiment 1, 

additional factors were chosen, and Table 7 provides an 

overview of the results. For constraint management, Deb's 

guidelines [74] are adopted, using a criterion that accepts 

impractical solutions if they show small violations, from 

0.01 in the first iteration to 0.001 in the last. In problems 

pertaining to process synthesis, design, and optimization 

in mechanical engineering, this approach is very helpful 

because the global minimum frequently coincides with or 

is located close to the edge of the viable design space. 

Candidate solutions tend to gravitate towards these 

boundaries when this approach is used, increasing the 

likelihood of obtaining the global minimum [75] 
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Table 7: Details of 26 real-world constrained optimization problem, 

  Name F(x) ESGO EMSGO 

P8 Process synthesis problem 2.0000000000e+00 2.0000e+00(R) 2.0000e+00(R) 

 

P9 Process synthesis and design problem 2.5576545740e+00 2.5577e+00(R) 2.5577e+00(R) 

 

P10 Process flow sheeting problem 1.0765430833e+00 1.0765e+00(R) 1.0765e+00(R) 

 

P11 Two-reactor Problem 9.9238463653e+01 9.9238e+01(R) 9.9238e+01(R) 

 

P12 Process synthesis problem 2.9248305537e+00 2.9248e+00(R) 2.9248e+00(R) 

 

P13 Process design Problem 2.6887000000e+04 2.6887e+04(R) 2.6887e+04(R) 

 

P14 Multi-product batch plant 5.3638942722e+04 5.8477e+04 5.9484e+04 

 

Mechanical engineering problems   

 

P15 Weight Minimization of a Speed Reducer 2.9944244658e+03 2.9944e+03(R) 2.9944e+03(R) 

     

P16 Optimal Design of Industrial refrigeration 

System 

3.2213000814e-02 3.2213e-02(R) 3.2213e-02(R) 

 

 

P17 Tension/compression spring design (case 1) 1.2665232788e-02 1.2665e-02(R) 1.2669e-02 

     

P18 Pressure vessel design 5.8853327736e+03 6.0597e+03 6.3708e+03 

     

P19 Welded beam design 1.6702177263e+00 1.6702e+00(R) 1.6702e+00(R) 

     

P20 Three-bar truss design problem 2.6389584338e+02 2.6390e+02(R) 2.6390e+02(R) 

     

P21 Multiple disk clutch brake design problem 2.3524245790e-01 2.3524e-01(R) 2.3524e-01(R) 

     

P22 Planetary gear train design optimization 

problem 

5.2576870748e-01 5.3000e-01 5.3319e-01 

     

P23 Step-cone pulley problem 1.6069868725e+01 1.6070e+01(R) 1.6226e+01 

 

P24 Robot gripper problem 2.5287918415e+00 2.5288e+00(R) 2.5288e+00(R) 

     

P25 Hydro-static thrust bearing design problem 1.6254428092e+03 1.6348e+03 1.6475e+03 

 

P26 Four-stage gear box problem 3.5359231973e+01 3.5359e+01(R) 3.5359e+01(R) 

 

P27 10-bar truss design 5.2445076066e+02 5.2453e+02 5.2548e+02 

 

P28 Rolling element bearing 1.4614135715e+04 1.6958e+04 1.6958e+04 

 

P29 Gas Transmission Compressor Design  2.9648954173e+06 2.9649e+06(R) 2.9649e+06(R) 

 

P30 Tension/compression spring design (case 2) 2.6138840583e+00 2.6586e+00 2.6586e+00 

 

P31 Gear train design Problem 0.0000000000e+00 0(R) 1.4840e-26 

 

P32 Himmelblau’s Function -3.0665538672e+04 -3.0666e+04(R) -3.0666e+04(R) 

 

P33 Topology Optimization 2.6393464970e+00 2.6393e+00(R) 2.6393e+00(R) 
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Discussion 
The optimal solution is reached by the ESGO in 19 

cases, whereas the ESGO is reached in 16 cases, according 

to Table 7. In two instances, the results are the same for 

both, while in five instances, ESGO receives a better result 

than EMSGO. 

 

Overall discussion 
From the entire experiment, it was discovered that 

ESGO performs better for real-world optimization 

problems, while EMSGO is more effective for handling 

classical optimization problems. 

. 

 

5 Conclusion 

This paper introduces an innovative adaptation of the 

Social Group Optimization algorithm, namely Enhanced 

Social Group Optimization (ESGO) and Enhanced 

Modified Social Group Optimization (EMSGO). The 

Improving Phase of the SGO algorithm has been tailored 

to incorporate the concept of "hone." To evaluate the 

effectiveness of ESGO and EMSGO, extensive 

experiments were conducted across 23 benchmark 

functions, comparing their performance against twelve 

other optimization techniques and six recently introduced 

improved/hybrid algorithms. The test outcomes were 

rigorously assessed using Wilcoxon's rank test and 

Friedman's test, revealing that both ESGO and EMSGO 

significantly outperform the compared algorithms. 

Furthermore, ESGO and EMSGO were applied to address 

26 real-world optimization problems. ESGO successfully 

identified optimal solutions in 19 cases, while EMSGO 

achieved optimal solutions in 16 cases. The 

comprehensive experimentation indicates that ESGO 

excels in tackling real-world optimization problems, 

whereas EMSGO demonstrates superior performance in 

classical optimization challenges. Consequently, it is 

concluded that while these algorithms exhibit exceptional 

proficiency in classical optimization scenarios, their 

performance may vary when applied to real-world 

problems. Future research will explore their applicability 

in image processing, industry, neural networks, text 

analysis, and data mining as part of addressing real-world 

optimization challenges. 
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With the enormous amount of data produced daily, cloud and fog computing presented efficient and effective 

models for real-time data exchange. Nevertheless, this technology came with a cost at the security level, 

where it became an easy target for malicious actions that could quickly spread throughout the model. 

Blockchain, a recent and promising technology, has shown to be a suitable solution for securing transactions 

in the fog environment because of the distributed ledger structure that makes it resistant to many types of 

attacks. Scalability, however, introduced the main drawback of a blockchain by making it inefficient in some 

real-world applications, especially in the medical field, which includes a lot of data exchange. This work 

will suggest a scalable and secure model for fog and cloud computing in healthcare systems that depend on 

sidechains and the clustering of the available fog nodes. The importance of the model is highlighted, and 

experimental results showed promising outcomes. 

Povzetek: V raziskavi je predlagan varen in razširljiv model stranske verige za megleno računalništvo v 

zdravstvenih sistemih, ki izboljšuje varnost in učinkovitost obdelave podatkov. 

 

1 Introduction 
The technological revolution in the last century has led to 

significant development in the software and hardware of 

information systems. For example, in the old banking 

systems, committing a transaction needed the manual 

assistance of one or more employees. However, almost all 

banking services nowadays are automated and allow 

clients to do various transactions from their homes or 

shops using online applications and micro hardware (i.e., 

electronic ships).  

   A significant part of this enormous development was the 

proliferation of the Internet of Things (IoT) devices. Those 

devices, which support connecting to the internet network, 

granted a variety of data manipulation actions such as 

gathering, transmitting, and processing. In addition, they 

helped in dispensing many human-controlled actions that 

consume time and resources. Many fields started using 

IoT devices because of their low prices and the ability to 

perform critical tasks without human supervision. 

Healthcare institutions, including hospitals, started using 

such devices to keep track of the patient's health records 

(i.e., blood pressure, temperature) and add them to the 

primary system for later use. Moreover, modern 

agriculture adopted IoT sensors connected to the internet 

to monitor the soil state for a better harvest.  

   This massive development of information systems and 

the amount of data produced (especially by IoT devices) 

brought the need to invent and enhance those systems to 

satisfy growing demands, including storage, processing 

power, and availability. Cloud computing came then to 

solve these problems, offering various services to 

facilitate       data          manipulation.  It     allowed      the  

 

 

 

accomplishment of many tasks using remote servers 

provided by several international companies (i.e., Google 

and Apple). For example, cloud storage offered by Google 

supplied users with terabytes of storage at a low cost. 

Moreover, it eliminated the risk of losing the physical data 

resulting from any emergency. In addition, cloud services 

facilitate the deployment of large programs that needs 

many computer resources and cannot be done from the 

user side. 

   Although cloud computing presented the solution to 

many problems, it raised others. Such a technology 

consists of a centralized structure that serves millions of 

users in the same place, thus, causing unwanted latency in 

some critical applications. For example, in automated car 

projects, response time and availability are crucial 

measures that can lead to life-threatening problems. Those 

cars need quick operations toward any action that could 

happen on the roads (i.e., a child crossing the street). 

Based on that, fog computing [1] came as a solution to 

give a better performance. It provided services similar to 

cloud computing but with better performance. The 

distributed and close-to-user structure helped a lot in 

increasing the response time with much fewer failures. 

   With their distributed architecture, Fog systems were 

more secure than cloud computing. Nevertheless, the 

communication between the different fog nodes 

represented the main vulnerability that a hacker could 

exploit. For instance, a malicious transaction targeting a 

specific fog node could quickly spread throughout the 

system, making it very hard to recover to its original state. 

Moreover, heterogeneous models' damage levels would be 

much higher [2]. To tackle this problem, researchers 

proposed two different approaches [3, 4]. The first 

approach depends on preventing malicious transactions 
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before entering the system, while the other suggests 

detecting and recovering the damage. 

   In the case of detecting and recovering malicious 

actions, studies focused on building efficient and effective 

algorithms [2, 5] that could scan the system for unusual 

behavior and directly start the recovery process in the case 

of attacks. In [6], the researchers focused on machine 

learning to discover any intrusion and to recover it. On the 

other hand, the prevention systems mainly focused on 

blockchain to approve any transaction before entering the 

fog system. For example, in [7], the authors presented a 

blockchain model to protect the system and facilitate the 

data exchange between the clients and the doctors in the 

hospital. 

   Recently, blockchain technology has become a 

significant target for many applications because of its high 

security and the ability to control the flow of transactions 

to any system, especially fog networks. This combination 

(blockchain + fog) allowed to filter the transactions of IoT 

devices by forcing the proof of work and validation 

between different nodes [8]. Blockchain effectiveness and 

efficiency are measured using a set of metrics to study the 

scalability and compatibility with the given systems [9]. 

1.1 Overview 

This section provides an overview of the key topics 

addressed in this work: IoT devices, cloud computing, fog 

computing, and blockchain technology. 

   IoT devices are connected to the internet to gather, 

transmit, or process data. Their affordability and ability to 

function in challenging environments have led to 

widespread adoption across various fields. In healthcare 

systems, for instance, IoT devices have become essential 

for monitoring patients' vital signs and issuing instant 

alerts during emergencies. These devices also streamline 

processes like medication delivery. A notable example is 

an IoT innovation designed to monitor blood glucose 

levels and administer insulin automatically [10-11]. 

    Cloud computing offers remote access to resources such 

as storage, processing power, and networks, all delivered 

over the internet. This technology enhances service 

quality and ensures quick, reliable access to resources [12-

13]. 

   Fog computing, while similar to cloud computing, 

operates as a decentralized system positioned between 

cloud services and end users. It manages, stores, and 

processes data closer to the client, acting as a 

complementary component to traditional cloud services. 

   Blockchain technology, introduced by Satoshi 

Nakamoto in 2008, marked a turning point in data security 

and management. It relies on a decentralized structure, 

eliminating the need for a single control point. Blockchain 

is a distributed ledger where every user holds a copy of the 

chain, updated in real-time. Transactions are recorded in 

blocks, each containing a unique "hash" to prevent 

unauthorized alterations, and every block links to its 

predecessor to maintain the chain's integrity. When a user 

initiates a transaction, a new block is created, requiring 

approval from the majority or all users. This consensus 

mechanism ensures transparency and prevents tampering. 

Once added, a block becomes immutable, preserving the 

chain's integrity. To address scalability issues, sidechains 

were developed as an innovative solution. These smaller, 

independent chains interact with the main blockchain to 

exchange assets when needed. Sidechains reduce the time 

required to add new blocks and offer localized privacy. 

They can also have different structures and mechanisms 

from the main chain. The interaction between sidechains 

and the main chain relies on protocols such as the Two-

Way Peg Protocol, which ensures secure and efficient data 

exchange. This protocol can be symmetric, used for chains 

with similar structures, or asymmetric, enabling cross-

chain communication between differing systems like 

Bitcoin and Ethereum [14-15]. Figure 1 illustrates the 

architecture of blockchain, emphasizing its structure and 

security mechanisms, including the role of hashes and the 

genesis block. 

 
Figure 1: Blockchain architecture. 

1.2 Problem statement 

The fog architecture, while offering several advantages, is 

vulnerable to malicious transactions that can spread across 

the system, especially in decentralized environments like 

healthcare. This issue is challenging to resolve due to the 

interdependence of data across nodes, where a 

compromised node can affect others. Security solutions 

for fog systems generally fall into two categories: 

detection and recovery [2, 5, 8], which focus on 

identifying and mitigating malicious transactions, and 

prevention mechanisms aimed at blocking such 

transactions before they occur. Blockchain technology has 

been proposed as a solution to enhance security by 

validating transactions and providing a detailed, tamper-

proof ledger [19-21]. However, as the number of fog 

nodes grows, scalability becomes a major concern, 

particularly in high-transaction environments like 

healthcare. This paper proposes a scalable blockchain 

approach for fog computing in healthcare, utilizing 

multiple sidechains to reduce transaction processing time 

and improve overall system performance. 

1.3 Innovations in our work 

Despite the superiority of fog computing over the cloud, it 

still needs a set of security restrictions to curb the 

vulnerabilities that take time to handle. Those 

vulnerabilities came from the decentralized architecture of 
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fog that makes it easy to spread malicious transactions 

between the correlated nodes. Moreover, the separated 

structure imposes many challenges in tracking the attacks 

and recovering their effects.  

   Blockchain, a recent and promising technology, protects 

the environments that include committing transactions and 

exchanging data. Accordingly, this work will suggest a 

blockchain model that secures the fog nodes using a 

sidechain approach. The model will cluster the nodes 

based on their frequency of communication to form a 

sidechain and ensure local privacy between them. Within 

the same cluster, when a node needs to commit a 

transaction, it is approved first by most nodes, then a new 

block is created on the ledger. On the other hand, when 

there is communication between nodes from different 

clusters, the transactions are committed through a main 

chain formed from the unclustered nodes. 

   Our research offers several key innovations that address 

limitations in existing studies: 

1. Integration of Blockchain for Secure Data Sharing:       

We utilize blockchain technology to protect data 

exchanged between fog nodes, ensuring secure, 

immutable transactions across the system. 

2. Scalability Through Sidechains: 

       To address the scalability issues commonly associated 

with blockchain, we propose the formation of 

sidechains within clusters of fog nodes. This approach 

reduces the validation time for each transaction by 

localizing processing within smaller, manageable 

groups. 

3. Elimination of Centralized Communication: 

       Unlike many existing models, our approach 

eliminates the need for centralized communication 

between fog nodes in different clusters, enhancing 

system efficiency and reducing bottlenecks. 

4. Privacy Assurance Within Clusters: 

       By confining sensitive data and operations within 

individual clusters, our model ensures robust privacy 

for intra-cluster communication. 

1.4 Organization of the paper 

In section 2, the paper will review the literature review 

related to the topic. Then, section 3 will suggest a new 

model that provides a secure and scalable blockchain 

solution for a healthcare system. Section 4 will show and 

analyze the obtained results after the simulations. Finally, 

the conclusion will be presented in section 5. 

2 Related work 
This section reviews studies on cloud and fog technologies 

in information systems, focusing on their integration and 

security measures, especially blockchain and sidechain 

models, for improved data exchange. Security solutions 

are categorized into detection and recovery methods and 

prevention methods. Detection and recovery approaches 

assess attack damage and implement recovery algorithms, 

while prevention relies on blockchain to ensure 

trustworthy transactions. 

2.1 Cloud and fog computing in information 

systems 
Cloud computing has been widely adopted for its 

computational and financial benefits. 

• Smart Cities: A hierarchical cloud model was 

proposed in [22], with horizontal layers for interface 

management and vertical layers for security and data 

actions, improving data availability and user 

interaction. 

• Healthcare: In [23], cloud services were examined for 

strengths (accessibility) and limitations (data 

management), with a focus on public and private 

cloud models. 

• Agriculture: A cloud architecture in [24] addressed 

traditional system inefficiencies, enhancing 

flexibility and enabling better weather tracking for 

production. 

   Fog computing emerged as a solution to the limitations 

of cloud services, particularly for IoT and real-time 

applications/themes: 

• Characteristics of Fog: As described in [25], fog 

nodes bridge IoT and cloud systems, leveraging 

decentralized architecture, numerous nodes to prevent 

single-point failures, and proximity to end devices for 

real-time communication. 

• Real-Time Applications: The authors in [26] 

introduced a fog model with "Third Party Memory 

Management" for real-time IoT requests, reducing 

cloud dependency. 

• Autonomous Cars: In [27], fog layers integrated with 

machine learning (Support Vector Machine) 

enhanced real-time response and trajectory planning, 

achieving promising results in simulations. 

• Detection and Recovery: Techniques like IDS-based 

models ([2]), node differentiation ([5]), and trust-

building mechanisms ([31]) enhance database 

integrity and reduce attack impact. 

• Prevention: Blockchain models ([35], [19]) improve 

secure transactions, while sidechains ([8], [17]) 

address scalability and performance issues. 

 

   Table 1 presents a consolidated perspective that 

demonstrates the evolution of cloud and fog systems, their 

applications, and advanced security mechanisms. 
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Table 1: Related works – cloud and fog computing. 

Reference Focus Area 
Key 

Contribution 
Advantages 

[22] 

Cloud 

Computing 

in Smart 

Cities 

Proposed a 

hierarchical 

model for 

integrating cloud 

computing into 

smart cities. 

- Horizontal 

layer for 

interface 

establishment. 

- Vertical layer 

for security and 

data 

management. 

[23] 

Cloud 

Computing 

in 

Healthcare 

Studied strengths, 

weaknesses, and 

models of cloud 

computing in 

healthcare 

applications. 

- Highlighted 

public vs. 

private clouds. 

- Addressed 

accessibility and 

service 

management 

differences. 

[24] 
Cloud in 

Agriculture 

Introduced a 

cloud architecture 

to modernize 

agricultural 

information 

systems and 

processes. 

- Improved 

flexibility and 

weather 

tracking. 

- Enhanced 

production chain 

and data storage. 

[25] 

Fog 

Computing 

for IoT 

Explored the 

essential role of 

fog computing in 

IoT device 

development and 

its characteristics. 

- Reduced cloud 

pressure. 

- Enhanced 

decentralization 

and real-time 

communication. 

[26] 

Fog for 

Real-Time 

Applications 

Presented a fog-

based model for 

real-time IoT 

response with a 

"Third Party 

Memory 

Management" 

unit. 

- Differentiated 

between normal 

and real-time 

requests. 

- Reduced 

unnecessary 

cloud data 

uploads. 

[27] 

Fog in 

Autonomous 

Cars 

Integrated fog 

computing with 

Support Vector 

Machines to 

enhance 

autonomous car 

communication. 

- Decentralized 

structure for 

better trajectory 

planning. 

- Improved 

response time 

and reduced 

latency. 

 

2.2 Fog computing in healthcare systems 
Fog computing has been increasingly adopted in 

healthcare to address the limitations of traditional cloud-

based models, especially for real-time, low-latency 

applications.  

• Real-Time Notifications: A fog model proposed in 

[28] enables real-time patient health monitoring with 

low latency by dividing operations into four layers: 

sensors, fog for data analysis, cloud for storage, and a 

management layer for oversight. 

• Comparison with Cloud: In [29], a hybrid fog-cloud 

architecture demonstrated 28% faster response times 

and enhanced security via decentralization, which 

mitigated certain attack risks. 

• Enhanced Security: The model in [30] incorporated 

VM selection for better IoT management and a 

cryptographic mechanism for public and private key 

generation, achieving improved latency and 

performance in iFogSim simulations. 

 

2.3 Security in fog computing models 
Security mechanisms in fog systems are categorized into 

detection and recovery and prevention, focusing heavily 

on blockchain integration: 

Detection and recovery: 

• Data Integrity: Algorithms in [2] and [5] detect 

malicious transactions, assess damage, and initiate 

recovery using logs and IDS tools, albeit with 

limitations in simulation and reliance on IDS 

accuracy. 

• Node Isolation: Models like COMMITMENT ([31]) 

and DataIDS ([33]) reduce attack intensity by 

isolating malicious nodes and utilizing dependency 

graphs for anomaly detection. 

Prevention with blockchain: 

• FogChain for Healthcare: A blockchain-based 

architecture in [35] improved transaction throughput 

and response time by 66% compared to cloud 

systems. 

• Scalability with Sidechains: Studies in [8] and [17] 

introduced sidechains to enhance blockchain 

scalability, enabling independent yet coordinated sub-

chains to handle increased user demands efficiently. 

   For more details on the discussed models and their 

metrics, refer to Table 2, which summarizes their scope, 

methodologies, and performance outcomes. 

Table 2: Related works - healthcare and fog security. 

Referen

ce 
Focus Area 

Key 

Contributi

on 

Advantag

es 

Limitatio

ns 

[2] 

Detection & 

Recovery in 

Fog Healthcare 

Introduced 

an IDS-

based 

model for 

assessing 

and 

recovering 

from 

database 

attacks in 

fog nodes. 

- Efficient 

damage 

assessment

. 

- 

Distinguis

hed bad 

transaction

s for future 

use. 

- No real-

world 

simulatio

n. 

- IDS 

reliance 

might 

lead to 

inaccuraci

es. 
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Referen

ce 
Focus Area 

Key 

Contributi

on 

Advantag

es 

Limitatio

ns 

[5] 

Smart City 

Fog Data 

Recovery 

Differentiat

ed 

private/pub

lic fog 

nodes and 

developed 

damage 

assessment 

and 

recovery 

algorithms. 

- Focused 

on 

managing 

public and 

utility data. 

- Recovery 

algorithms 

fix 

attacked 

databases. 

- No 

simulatio

n 

performed

. 

[8] 

Blockchain 

Scalability via 

Sidechains 

Integrated 

fog with 

sidechains 

to improve 

blockchain 

scalability 

and 

processing 

power. 

- Better 

transaction 

rates. 

- Effective 

use of 

processing 

power. 

None 

mentione

d. 

[17] 

Sidechain 

Efficiency in 

Fog 

Computing 

Presented a 

fog-

sidechain-

root 

architecture 

for 

scalability 

and 

transaction 

validation. 

- Improved 

throughput

, latency, 

and 

efficiency. 

- 

Supported 

access 

control 

mechanism

. 

None 

mentione

d. 

[19] 

Blockchain 

and IoT 

Integration in 

Fog 

Proposed a 

blockchain-

based fog 

model for 

secure IoT 

data 

exchange 

with 

performanc

e-testing 

algorithms. 

- Secure 

environme

nt for IoT-

fog data 

exchange. 

- Good 

performan

ce metrics. 

- 

Scalabilit

y not 

considere

d. 

- 

Performa

nce tested 

using 

local 

parameter

s. 

[20] 

Smart Cities 

with 

Blockchain & 

Fog 

Developed 

a fog-

blockchain-

cloud 

model for 

security 

and 

performanc

e in smart 

cities. 

- Enhanced 

response 

time and 

energy 

efficiency. 

- Adopted 

encryption 

and 

authenticat

ion 

mechanism

s. 

- Did not 

address 

scalability 

issues. 

Referen

ce 
Focus Area 

Key 

Contributi

on 

Advantag

es 

Limitatio

ns 

[21] 

Blockchain-

Based Fog 

Security 

Introduced 

blockchain 

and 

encrypted 

signatures 

to secure 

IoT data at 

fog nodes. 

- Enhanced 

defense via 

blockchain 

transparen

cy. 

- Good 

response 

time and 

scalability. 

None 

mentione

d. 

[28] 
Fog in 

Healthcare 

Proposed a 

fog-based 

notification 

system for 

real-time 

health 

records 

with four 

layers. 

- Low 

latency and 

fast 

response 

time. 

- Reduced 

data 

overhead 

on the 

cloud. 

None 

mentione

d. 

[29] 
Fog vs. Cloud 

in Healthcare 

Compared 

fog and 

cloud 

models in 

healthcare 

based on 

performanc

e and 

security. 

- 28% 

faster 

response 

time than 

cloud. 

- Effective 

defense via 

decentraliz

ed 

structure. 

None 

mentione

d. 

[30] 
Fog Security 

Mechanisms 

Added 

security 

with patient 

authenticati

on, VM-

based fog 

node 

selection, 

and 

cryptograp

hic key 

manageme

nt. 

- Improved 

latency and 

system 

performan

ce. 

- 

Simulated 

on 

iFogSim 

software. 

None 

mentione

d. 

[31] 

Malicious 

Node 

Mitigation 

(COMMITME

NT) 

Proposed a 

fog model 

to isolate 

malicious 

nodes and 

reduce 

attack 

intensity 

with trust 

records. 

- Reduced 

attack 

intensity 

by 66%. 

- 

Decreased 

latency by 

15 

seconds. 

None 

mentione

d. 

[32] 

Malicious 

Node 

Detection 

Studied 

behavior 

between 

fog servers 

- Effective 

for fog-

based 

vehicle 

None 

mentione

d. 
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Referen

ce 
Focus Area 

Key 

Contributi

on 

Advantag

es 

Limitatio

ns 

to detect 

unusual 

activity and 

issued 

alerts based 

on 

thresholds. 

networks. 

- Real-time 

threat 

detection. 

[33] 

DataIDS 

Model for 

Database 

Attack 

Detection 

Introduced 

dependency 

graphs for 

detecting 

abnormal 

fog node 

behavior. 

- Effective 

against 

noise, 

replay, and 

stuck-at 

attacks. 

- Adequate 

experiment

al 

response. 

- Lacked 

recovery 

mechanis

ms for 

attacks. 

[34] 

Machine 

Learning for 

Fog Security 

Surveyed 

ML/AI 

integration 

for 

intrusion 

detection 

and data 

security in 

fog 

systems. 

- 

Highlighte

d ML 

algorithms 

like 

Random 

Forest, 

Naive 

Bayes, and 

PCA. 

None 

mentione

d. 

[35] 

Blockchain in 

Fog for 

Healthcare 

Suggested 

a FogChain 

model 

integrating 

blockchain 

for real-

time health 

data 

exchange. 

- 66% 

better 

response 

time than 

cloud. 

- Suitable 

for 

healthcare 

IoT data. 

None 

mentione

d. 

3 The suggested model 

3.1 Overview 

The proposed model begins by clustering fog nodes based 

on their communication frequency, using the k-means 

clustering algorithm. A parameter k specifies the 

minimum number of nodes in each cluster, promoting 

efficient and localized data exchange within the clusters. 

Before clustering, the 10 least-interacting fog nodes are 

excluded and assigned to the main blockchain (central 

ledger). This decision aligns with recommendations 

suggesting a minimum of seven nodes to form a secure 

blockchain, as they ensure over 66% agreement to tolerate 

up to two untrusted participants. To ensure the security 

and integrity of transactions, the model employs the SHA-

256 hashing algorithm for generating transaction hashes 

and maintaining a tamper-proof ledger. SHA-256, a 

standard in blockchain systems, provides robust 

cryptographic security by converting input data into fixed-

length, irreversible hash values. For encryption, the model 

utilizes Elliptic Curve Cryptography (ECC), a highly 

secure and computationally efficient public-key 

encryption algorithm. ECC ensures secure communication 

and data exchange between nodes while offering smaller 

key sizes compared to RSA, making it well-suited for 

resource-constrained fog computing environments. The 

clustering process works as follows: 

1. Clustering nodes: 

• The k-means algorithm clusters fog nodes based on 

the frequency of communication links. Nodes that 

frequently exchange data are grouped into the same 

cluster, fostering local privacy and efficient 

transaction handling. 

• The number of clusters (N) is predefined, ensuring 

balanced cluster sizes and optimal system 

performance. 

2. Main blockchain (Central ledger): 

• The 10 least-interacting nodes form the central ledger. 

These nodes maintain the global blockchain and 

facilitate inter-cluster communication. 

3. Sidechains: 

• Each cluster forms a sidechain, where the fog nodes 

act as users of the chain. Transactions within a 

sidechain are monitored and validated by the nodes in 

the cluster. This design provides enhanced privacy for 

entities requiring secrecy, as data within a sidechain 

remains isolated from the central ledger. 

• The Plasma framework is used to create and manage 

sidechains, enabling efficient data processing and 

scalability. Transactions in sidechains are handled 

using Ethereum protocols, incorporating features like 

smart contracts, Decentralized Autonomous 

Organizations (DAO), and digital tokens for 

advanced functionality. 

   This approach offers significant advancements in 

security, scalability, and data integrity within the proposed 

system. By employing sidechains, the model ensures that 

sensitive data is confined and processed within specific 

clusters, thereby enhancing localized security and 

protecting information from unauthorized access or 

exposure. The localization of data minimizes the risk of 

breaches across the broader network, fostering a secure 

environment tailored to the needs of entities requiring 

heightened privacy. Additionally, the integration of 

sidechains addresses scalability challenges by alleviating 

the transaction load on the main blockchain. This design 

enables more efficient processing, as transactions within 

sidechains are handled independently of the central ledger. 

Consequently, this improves resource allocation and 

significantly reduces latency, ensuring that the system can 

accommodate increased demands without compromising 

performance. 

   Furthermore, the adoption of SHA-256 hashing and 

ECC provides robust mechanisms for consensus and 



A Secure and Scalable Sidechain Model for Fog Computing in…                                               Informatica 49 (2025) 177–192   183

  

security. The SHA-256 hashing algorithm ensures the 

integrity of transactions by generating unique, immutable 

hash values, effectively preventing unauthorized 

tampering or data corruption. Simultaneously, ECC 

encryption secures data exchanges between nodes, 

offering a high level of cryptographic protection with 

smaller key sizes, which is particularly advantageous in 

resource-constrained environments. Together, these 

cryptographic techniques fortify the system against 

potential vulnerabilities, ensuring that all transactions are 

authenticated and secure. Figure 2 illustrates the detailed 

process, showcasing the steps involved in clustering, the 

formation of sidechains, and their seamless integration 

with the main blockchain. This visual representation 

highlights the model’s ability to deliver a secure, scalable, 

and efficient architecture, specifically designed to meet 

the stringent requirements of applications such as 

healthcare systems.  

 
Figure 2: A Fog cluster. 

   Each block consists of a set of parameters that are 

essential for its functioning (see figure 3): 

Block ID (same as Transaction ID): is a unique attribute 

that refers to a specific block. 

Hash: As stated earlier, each block has a unique hash that 

ensures that the block is not altered or modified by any 

unauthorized users. 

Previous Block Hash: This parameter creates the ledger 

structure by linking the blocks. When a block is modified, 

it will change its hash, thus making the link inconsistent. 

Thus, it is considered the primary defense mechanism in 

the blockchain. 

Encrypted content: The healthcare data is encrypted and 

saved in this block attribute. 

Signature: This attribute links the creation of the block to 

a specific entity without knowing the actual identity. 

Timestamp: Records the date of the creation of the block. 

 
Figure 1: Block structure. 

   The main chain will be formed of the fog nodes in the 

system that do not belong to any cluster or preselected 

ones. This chain will be responsible for exchanging the 

transactions between the different sidechains. The 

communication between the sidechains and the main chain 

is performed through a protocol called a 2-way peg, which 

ensures the integrity of the data transmitted between them. 

This protocol is the most crucial component in cross-chain 

data exchange because it ensures the proper 

communication and information transfer from one chain 

to the other. Moreover, it obliges both chains through a 

digital contract to abide by the confirmed data 

transactions. Like side chain creation, the main chain 

involves the same features the plasma framework 

provides. The main chain is built based on the data 

provided for the ten selected nodes and allows the cross-

chain data exchange using the 2-way-peg protocol. 

Coordinator: 

The coordinator presented in the model is a computer 

program responsible for the encryption/decryption process 

to ensure that the data is only accessible by authorized 

users. It plays a role in helping the recipient node to find 

the intended data after being uploaded to the main chain. 

Encryption/Decryption process: 

This process is done based on the private and public key 

concepts that can protect the data from unauthorized 

access. The public key will be shared between all the 

nodes and has the role of encrypting the data. On the other 

hand, the private key is given to specific nodes with the 

right to decrypt the data (see figure 4).  
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Figure 2: Public and Private Key Concept. 

   First, the node uploading the data will encrypt it using 

the public key provided to all the nodes (sent by the 

coordinator). In the next step, the coordinator will follow 

a predefined set of privileges to send the private key to the 

authorized recipients to ensure their right to access the 

data. 

   Implementing the different chains in the model is done 

through the plasma framework [37] that allows the 

available active nodes to be divided into chains. The 

framework creates the chains using an interface that 

permits adding the nodes to each chain (including the main 

chain) and setting the different attributes like proof of 

work, time to approve a block, and the data exchanged. 

Moreover, this software specifies the data exchange 

scheme that will select the data used in the model and the 

flow of data and transactions between the different entities 

in the simulation. The importance of this framework is in 

the 2-way-peg protocol, which ensures a smooth data 

transfer between any two chains. This protocol works by 

locking the data on the sending chain first, and then using 

a smart contract, the data will be transferred without any 

modification to its intended destination. 

➢ Pseudo code: 

This subsection will present the pseudo-code for the 

creation of the whole model (see figure 5). It will include 

the clustering method, the creation of the chains, and the 

data mapping to the chains. 

1. k // minimum number of nodes per cluster 

2. N // number of clusters 

3. D //data 

4. Exclude the ten least active nodes from D 

5. Run k-means (D, k, N) 

6. Establish SideChains + MainChain 

7. Map the data to the different chains; 

8. Run the transactions 

 

    The pseudocode outlines a process for clustering nodes 

and managing data with a focus on minimizing network 

load and ensuring efficient transaction handling. Initially,  

 

 

a minimum number of nodes per cluster (denoted by k) 

and the total number of clusters (N) are defined. The data 

set D is processed by first excluding the ten least active 

nodes, likely to enhance performance by removing 

underutilized or irrelevant nodes. The k-means algorithm 

is then applied to partition the data into N clusters, with k 

representing the minimum number of nodes per cluster. 

Following clustering, the system establishes both 

SideChains and a MainChain to handle and validate 

transactions securely. The data is then mapped to the 

appropriate chains based on the clustering results, and 

transactions are executed across the system, ensuring that 

the data is processed efficiently within the established 

structure. 

 

 

Figure 5: The complete model. 

3.2 Model functionality 

3.2.1 In the sidechain of a specific cluster 

When a transaction is committed in a given cluster, a block 

is created containing the encrypted data with a specific 

hash pointing to the previous block's hash. This process 

uses the plasma framework that links the different blocks 

and updates the ledger at each node within the cluster. This 

block is then sent to the other fog nodes in the same cluster 

to check whether it is accepted (All/Majority of the users). 

If the approval is achieved, then the block is added to the 

sidechain of all the users (in the same cluster); else, it will 

be deleted. 
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➢ Pseudo code: 

The pseudo-code below will present the sidechain's 

functionality in a specific cluster, including the approval 

mechanism and the node creation process. 

1. Di → database of fog node i 

2. Tj → Transaction j 

3. Li → SideChain ledger of node i 

4. Bj → Block of transaction j 

5. If Tj.is_committed(Di) 

6.          Bj.Create(); 

7. If a majority of nodes approve 

8.          Bj.Add_To(Li); 

9. Else 

10.          Bj.Remove(); 

    

   The pseudocode describes the functionality of a 

sidechain within a specific cluster, focusing on the 

approval mechanism and node creation process for 

transactions. Each fog node i has its own database (Di) and 

sidechain ledger (Li). When a transaction Tj occurs, it is 

first checked to see if it is committed to the node’s 

database (Tj.Is_committed(Di)). If the transaction is 

committed, a new block Bj is created to represent Tj. Next, 

the block is subject to approval by a majority of the nodes 

in the cluster. If the majority approves, the block is added 

to the node's sidechain ledger (Li). If the approval is not 

obtained, the block is removed from the process. This 

ensures that only validated transactions are recorded on 

the sidechain, maintaining the integrity of the distributed 

ledger within the cluster. 

3.2.2 Exchanging data between clusters 

When two fog nodes in two different clusters need to 

exchange information, the data will be sent first to the 

main chain through the 2-way-peg protocol. This protocol 

is responsible for ensuring the integrity of the data while 

being transferred from one chain to the other. It will lock 

the data in the side chain and wait until the smart contract 

is initiated to transfer it from one chain to the other. Then, 

the fog node could get the intended data from the main 

chain to the targeted cluster (also using the 2-way-peg). It 

is worth mentioning here that at every included chain, a 

new block will be added to the ledger. 

 

➢ Pseudo code: 

This part shows the functionality of the whole model when 

communication between the different clusters is involved. 

It will include how the data is transferred from one block 

to the other and blocks creation locations. 

1. Di → database of fog node i 

2. Dy → database of fog node y 

3. Tj → Transaction j //sending data to main chain 

4. Tk → Transaction k //receiving data from the 

main chain 

5. Tm → Transaction m // posting data on the main 

chain 

6. Lm → Main Ledger 

7. Li → SideChain ledger of node i 

8. Ly → SideChain ledger of node y 

9. Bj → Block of transaction j 

10. Bk → Block of transaction k 

11. Bm → Block of transaction m 

12. If Tj.is_Commited(Di) 

13.        Bj.Create(); 

14. If a majority of nodes approve (Cluster i) 

15.          Bj.Add_To(Li); 

16. Else 

17.          Bj.Remove(); 

18.          End_Process(); 

19. If Tm.is_Commited(Di) 

20.         Bm.Create(); 

21. If a majority of nodes approve (Main Chain) 

22.        Bm.Add_To(Lm); 

23. Else 

24.        Bm_Remove(); 

25.        End_Process(); 

26. If Tk.is_Commited(Di) 

27.        Bk.Create(); 

28. If a majority of nodes approve (Cluster y) 

29.        Bk.Add_To(Ly); 

30. Else 

31.        Bk.Remove(); 

32.        End_Process(); 

    

   This pseudocode describes the process of transferring 

data between different clusters, focusing on transaction 

creation, approval, and the movement of data across 

sidechains and the main ledger. First, transactions Tj, Tk, 

and Tm are identified, with Tj representing the transaction 

sending data to the main chain, Tk receiving data from the 

main chain, and Tm posting data on the main chain. When 

a transaction, such as Tj, is committed in the database of a 

fog node i (Di), a corresponding block Bj is created. The 

block is then subject to approval by a majority of nodes in 

the cluster i (lines 14–17). If approved, it is added to the 

sidechain ledger Li of node I; otherwise, it is removed. 

Similarly, when Tm is committed, a block Bm is created 

and added to the main ledger Lm after approval by the 

majority of nodes in the main chain (lines 20–24). For 

transactions like Tk, when data is received from the main 

chain, the transaction is committed in node i, a block Bk is 

created, and it is added to the sidechain ledger Ly of node 

y after receiving approval from the majority of nodes in 

cluster y (lines 26–32). This process ensures that data 

flows between clusters in a secure and validated manner, 

with transaction blocks only being added to the respective 

ledgers after proper approval. 

3.3 An Example: Demonstrating intercluster 

and intracluster communication 

This section provides an example to illustrate how the 

proposed model facilitates both intercluster and 

intracluster communication. By exploring real-world 

scenarios, we demonstrate the functionality of the system, 

highlighting its mechanisms for secure data exchange 

within a single cluster and across multiple clusters. 
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3.3.1 Data exchange within a cluster 

To understand intracluster communication, consider the 

case of a patient named Jad. After certain medical 

procedures, the responsible department uploaded Jad's 

data to the sidechain, making it accessible to other 

authorized entities within the same cluster. Table 3 

displays the patient’s record. 

Table 3: Patient Record. 

ID Name Temp Weight 

1234 Jad 38 70 

 

   The process begins with the fog nodes responsible for 

data management creating a new block containing Jad's 

encrypted data and an associated hash. This block is 

proposed to the cluster’s distributed ledger. Once a 

majority of the fog nodes approve the block, it is added to 

the ledger. The approval and voting process is orchestrated 

by the plasma framework, which ensures consensus 

among the nodes and oversees decisions regarding the 

block creation. Following this successful transaction, the 

data is now securely stored on the sidechain. Suppose a 

doctor operating from another fog node within the same 

cluster needs access to Jad's data. The doctor must request 

permission through the coordinator, who manages access 

control. The coordinator provides the necessary private 

decryption key, enabling the requesting node to decrypt 

and access the specific content on the sidechain’s 

distributed ledger. This example illustrates the robust and 

secure mechanisms employed by the model to facilitate 

data sharing within a single cluster. 

3.3.2 Data exchange between clusters 

To explain intercluster communication, consider a 

scenario involving a patient named Sami. Sami enters the 

emergency department, part of fog cluster 1, and his initial 

record is created as shown in Table 4. 

Table 4: Another patient record. 

ID Name Temp Weight 

4321 Sami 37 75 

 

   After being transferred to the X-ray department, which 

belongs to fog cluster 2, the doctors in the new department 

request access to Sami's medical data from fog cluster 1. 

In this case, fog cluster 1 initiates a request to create a new 

block on the main chain containing the relevant data. The 

coordinator plays a crucial role in facilitating this 

operation by managing the exchange of cryptographic 

keys between the two clusters. Using the 2-way-peg 

protocol, the sidechain of fog cluster 1 transfers the data 

to the main chain. Subsequently, a cross-chain operation 

enables fog cluster 2 to retrieve the data from the main 

chain and integrate it into its sidechain ledger. Finally, the 

coordinator provides the private decryption key to 

authorized personnel, allowing them to access the 

decrypted data. This example highlights the seamless and 

secure data exchange between clusters, demonstrating the 

efficiency of the proposed model in handling intercluster 

communication. 

4 Experimental results 
This part of the paper will examine the experimental 

results after the simulation of the suggested model. It will 

first introduce the simulation software used to get the 

results. Then it will go over the dataset. Finally, it will 

show the achieved results. 

4.1 Simulation software 
The Plasma framework was utilized to simulate the 

functionality of the proposed model. Plasma supports 

InterLedger Protocols (ILP), which facilitate seamless 

data exchange between the main blockchain and 

sidechains. The framework allows for efficient transaction 

handling while enabling integration with smart contracts, 

critical for secure and autonomous operations. In addition, 

Truffle and Ganache were employed for smart contract 

development and testing. Truffle provided the necessary 

tools to compile and deploy the contracts, while Ganache 

simulated the blockchain environment locally, ensuring 

smooth testing of transaction workflows before 

deployment. 

4.2 Dataset 
For this study, a simulated dataset representing healthcare 

systems was used to evaluate the model. The dataset 

included medical reports, such as X-ray images, 

prescriptions, and text-based patient records. These 

records reflect real-world scenarios where sensitive 

information must be securely managed and quickly 

accessed. 

• Block Structure: Each block in both the sidechains 

and mainchain could contain only one medical report. 

• Block Size: The maximum block size was restricted 

to 2.53 KB to align with typical constraints in 

blockchain-based systems. This assumption allowed 

for testing the system’s ability to manage fine-grained 

data distribution effectively and securely. 

4.3 Hardware setup 
The simulation was performed on a system with the 

following specifications: 

• Processor: Intel Core i7, 2.30 GHz 

• RAM: 8 GB 

• Storage: 1 TB HDD 

• Operating System: Windows 64-bit 
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   The hardware setup ensured sufficient resources to 

handle the computational demands of running the Plasma 

framework and its associated tools. 

4.4 Performance metrics and results 
The performance of the proposed model was evaluated 

based on the following key metrics: 

• Transactions Per Minute (TPM): The number of 

transactions processed in a given time, reflecting the 

system’s throughput. 

• Latency: The time taken for a transaction to be 

verified and added to a block. 

• Response Time: The delay experienced by users 

when querying data or submitting a transaction. 

• Data Exchange Size: The amount of data exchanged 

between sidechains and the main blockchain. 

 

   The following flowchart provides a clear visualization 

of the experimental process, from data preparation to 

performance evaluation: 

 

[Start] --> [Dataset Preparation] --> [Simulation 

        Environment Setup] 

  --> [Deploy Clustering Algorithm] --> [Form Sidechains 

        and Mainchain] 

  --> [Simulate Transactions on Plasma Framework] 

  --> [Evaluate Metrics: TPM, Latency, Response Time, 

        Data Exchange Size] 

  --> [Analyze and Compare Results with Default  

        Blockchain Model] --> [End] 

 

   This flowchart illustrates the systematic steps taken to 

implement and evaluate the proposed model, ensuring a 

structured approach to testing its capabilities. 

4.5 Performance 
This subsection will focus on presenting the results 

achieved after the simulation of the Plasma framework. 

The metrics “Transaction per minute," "Latency," and 

"Response time" will be used to study the performance 

and scalability of the model in comparison with the default 

blockchain approach. Moreover, the data exchange size 

will be tracked as well. In addition, the achieved results 

will be discussed and analyzed. 

   The experimental results of the proposed model are 

presented in detail, focusing on a comparative analysis of 

performance between a single blockchain and a model 

incorporating five sidechains. These results are illustrated 

in Figure 6, which highlights the number of committed 

transactions as a function of time. The graph demonstrates 

a clear advantage in productivity for the model with five 

sidechains compared to the single-chain approach.  

The sidechain model exhibits a significantly higher 

number of committed transactions over the same time 

period, indicating enhanced throughput and overall 

efficiency. This improvement can be attributed to several 

key factors: 1) The clustering approach used in the 

sidechain model reduces the number of nodes 

participating in each cluster. This localization simplifies 

the approval process for transactions, resulting in faster 

consensus, 2) Smaller clusters decrease network 

congestion, as communication is confined to a limited 

subset of nodes, enhancing the speed and reliability of data 

exchange, 3) By distributing transaction activity across 

five sidechains, the model alleviates the workload on 

individual chains. This parallelization ensures smoother 

data exchange, even under high transaction loads, and 4) 

Each sidechain operates independently but adheres to the 

same security protocols, maintaining data integrity while 

improving processing times. 

 

 
Figure 6: Time versus transactions performed. 

 

   Figure 7 examines a critical performance metric for 

blockchain systems: latency, defined as the time elapsed 

between the submission of a transaction and its final 

acceptance or rejection on the blockchain. This metric 

provides insight into the responsiveness and efficiency of 

the blockchain model. The results depicted in the graph 

highlight a noticeable reduction in latency for the 

proposed five-sidechain model compared to the traditional 

single-chain model. The decreased latency can be 

attributed to the introduction of sidechains significantly 

lowers the number of transactions each chain must handle. 

As a result, the time required to process and validate a 

transaction—whether to approve or reject it—is 

minimized, leading to faster transaction finalization. This 

is also attributed to efficient resource allocation where the 

smaller clusters created by the sidechain model distribute 

the computational workload across multiple chains, 

reduced the processing pressure on any single chain. This 

distribution allows for smoother data exchange and 
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quicker transaction handling, despite the maximum block 

size of 2.53 KB. 

 
Figure 7: Time versus average latency. 

   The simulation also examined the data exchange size 

within the proposed model, which refers to the volume of 

data processed through the blockchain via transactions. 

Figure 8 illustrates the amount of data entering the two 

blockchain models over time. The graph clearly 

demonstrates that the proposed model significantly 

outperforms the traditional single-chain architecture, 

allowing a greater volume of data to be processed. The 

reduced transaction latency in the proposed model 

facilitated faster data approval, enabling higher 

throughput, and the enhanced architecture processed more 

transactions in less time, leading to greater data flow into 

the blockchain. 

 
Figure 8: Time versus size of eata exchange. 

   Figures 9 and 10 examine the scalability of the proposed 

model by increasing the number of clusters to 30, 

assessing its effectiveness in adding blocks to the ledgers. 

The results clearly demonstrate that a higher number of 

clusters significantly enhances system performance by 

increasing both data exchange capacity and the number of 

transactions processed. This improvement highlights the 

model's scalability and its suitability for handling complex 

fog computing systems with a large number of nodes. The 

clustering technique eliminates the limitations of the 

single-chain structure, which often struggles with 

scalability due to the extensive validation required across 

numerous nodes. By leveraging sidechain architecture, the 

model reduces the effort involved in block creation and 

improves throughput. Furthermore, the sidechains operate 

without requiring constant connectivity to the main chain, 

effectively mitigating bottleneck issues and ensuring 

smooth data flow. 

 
Figure 9: Time versus size of data exchange. 

 
Figure 10: Time versus transactions performed. 

   We conducted a comparative analysis between our 

proposed model and the system presented in [35], which 

introduced a novel architecture designed to secure 

healthcare records in a fog computing environment. The 

referenced model emphasized the implementation of an 

additional fog layer to enhance system security, improve 

throughput, and deliver real-time services. To ensure a fair 

comparison, we simulated the same block sizes used in 

[35], specifically 1 KB and 0.1 KB. Figure 11 provides a 

visual comparison of throughput, measured in 

Transactions Per Second (TPS), between our model, 

utilizing 30 clusters, and the system from [35]. The bar 

graph highlights the clear superiority of our approach in 

handling a higher number of transactions. This 

performance advantage can be attributed to the clustering 

algorithm employed in our model, which organizes the 

system into sidechains. This approach significantly 

reduces the validation time required for each transaction 

by distributing the workload across multiple clusters, 

thereby enhancing overall throughput. The results 

underline the efficiency of our model in managing 

transactional processes within a fog computing 
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environment, especially when compared to traditional 

architectures. 

 
Figure 11: Comparison between our model and [35] in 

terms of throughput. 

   In addition to evaluating throughput, we also compared 

the latency performance of our model with the results 

presented in [35] as well as the latency of a traditional 

cloud-based model. Figure 12 clearly demonstrates the 

superior latency performance of our approach. The key 

factor contributing to this advantage is the use of 

sidechains, each consisting of fewer nodes compared to 

the single chain architecture. With a smaller number of 

nodes in each sidechain, the transaction validation process 

becomes significantly faster, as fewer participants are 

involved in the approval process. This reduction in the 

number of nodes per sidechain leads to quicker transaction 

commitment, thereby minimizing latency. The results 

highlight how our model’s structure—leveraging 

sidechains and clustering—enables more efficient 

processing and faster response times, outperforming both 

the system in [35] and the conventional cloud model in 

terms of transaction validation speed. 

 

 
Figure 12: Comparison between our model, [35], and the 

cloud in terms of latency. 

5 Conclusion and future work 
Cloud computing has significantly enhanced information 

systems by providing greater processing power, 

flexibility, and storage. However, the increasing 

complexity of applications and the rise of IoT devices 

have outgrown the cloud’s capabilities, leading to the 

introduction of the fog layer [38]. Fog computing offers 

faster response times and reduced latency, but remains 

vulnerable to malicious transactions between nodes [39]. 

This work proposes a fog model using a clustering 

algorithm to create sidechains for transaction monitoring, 

addressing scalability challenges and improving 

blockchain technology’s limitations. 

   Future work could incorporate real-world data into 

simulations for more accurate results and identify issues 

not visible with synthetic data. Exploring different 

clustering algorithms or metrics, such as communication 

frequency, could provide new insights. Additionally, 

using alternative blockchain metrics, like response time, 

could offer a more comprehensive evaluation of the 

model’s performance. 
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Fetal mortality and newborn health issues require urgent attention because of high maternal and infant
mortality rates during labor, highlighting the critical need for accurate fetal condition monitoring to re-
duce complications. This study proposes the development of a fetal health risk classification model based
on Important Feature Selection (IFS) and a Classification and Regression Tree (CART) using cardiotocog-
raphy (CTG) data from the UCI Machine Learning Repository. The IFS method was used to select the
most relevant features, reduce model complexity, and increase generalization to prevent overfitting. The
IFS-CART model was tested with 10-fold cross-validation and showed an accuracy of 94.50%, superior to
the conventional CART, which only reached 93.83%. In addition, the average values of the True Positive
Rate (TPR) and True Negative Rate (TNR) also increased, indicating that this model is effective in distin-
guishing normal, suspected, and pathological fetal conditions. Evaluation using the area under the curve
receiver operating characteristic (AUC-ROC) showed that the model had high performance in detecting
at-risk conditions, with an AUC of 0.981 for the ”suspect” class. This finding confirmed that IFS-CART is
not only accurate but also has high interpretability, making it easy for medical personnel to use for clinical
decision support. The results of this study show that IFS-CART can serve as a reliable decision support
system for real-time fetal health monitoring. Further implementation is expected to improve diagnostic
accuracy and prevent complications during pregnancy and labor

Povzetek: Opisan je nov model za klasifikacijo tveganja za zdravje ploda z uporabo izbire pomembnih
značilnosti in metode CART na podatkih kardiotokografije.

1 Introduction

Fetal hypoxia occurs when oxygen supply to the fetus is
insufficient during labor. This condition can cause severe
consequences, including intrapartum stillbirth, asphyxia,
neonatal encephalopathy, neonatal death, and neurodevel-
opmental impairment [1]. The incidence of fetal hypoxia in
European hospitals ranges from 0.06% to 2.8% [2]. Glob-
ally, intrapartum fetal hypoxia results in approximately
1.3 million stillbirths, 0.9 million neonatal deaths, and
0.6 to 1 million cases of long-term disability from neona-
tal hypoxic-ischemic encephalopathy annually [3]. These
statistics underscore the urgency of addressing this issue to
prevent further cases. Labor naturally induces a degree of
hypoxic stress as uterine contractions (UC) potentially im-
pair maternal placental perfusion, compromising fetal oxy-

gen delivery. Clinicians face the challenge of identifying
the small number of cases where physiological protective
mechanisms fail to compensate for labor-induced hypoxic
stress, leading to significant cerebral injury [4]. Effective
fetal monitoring during labor is crucial to prevent the dev-
astating effects of fetal hypoxia. However, it must also be
sufficiently discriminatory to minimize unnecessary iatro-
genic interventions, such as caesarean sections, which carry
their own risks to both mother and baby [5].

Cardiotocography (CTG) is a commonly used screening
tool for monitoring fetal conditions, such as fetal heart rate
(FHR) and uterine contractions (UC). Unfortunately, the in-
terpretation of CTG is subjective and depends on the clini-
cian’s experience, which often leads to erroneous diagnoses
and unnecessary medical interventions [6]. This has led to
an increased interest in machine learning to provide a more
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objective and accurate analysis. A promising approach is
the classification and regression tree (CART), which has a
structure that is easy to interpret [7] .
However, CART is prone to overfitting, particularly

when all features in the dataset are used without selection.
To overcome this drawback, this study proposes the inte-
gration of an important feature selection (IFS) method with
CART. IFS helps select the most relevant features, reduce
model complexity, and increase robustness to overfitting,
thereby improving classification accuracy. In addition, IFS
increases the resistance to overfitting, thereby improving
classification accuracy.
Themain contribution of this research is the development

of an IFS-CART model that is not only accurate but also
easy to interpret. The CART model is not only accurate
but also easy to interpret, providing practical benefits for
medical personnel performing risk assessments without the
need for an in-depth understanding of computational mod-
els. This research also demonstrates how the combination
of IFS and CART can overcome the limitations of previ-
ous state-of-the-art models, such as SVM and Naive Bayes,
which, although accurate, lack high interpretability and re-
quire complex computations.
The remainder of this paper is organized as follows. Sec-

tion 2 presents a comprehensive review of related studies,
highlighting previous research and machine learning tech-
niques. Section 3 outlines the research methodology, in-
cluding the dataset, preprocessing steps, model develop-
ment, and validation procedures, to ensure the reliability
of the results. Section 4 presents the experimental findings
with an in-depth discussion, provides critical insights, and
presents the results in the context of existing literature. Fi-
nally, Section 5 draws conclusions from the study and pro-
poses recommendations for future research to strengthen
the findings presented.

2 Related works

Various machine learning techniques have been applied to
analyze cardiotocography (CTG) data to improve the accu-
racy and reliability of fetal health condition diagnosis. In-
novations in these techniques are evolving along with the
increasing need for models that are not only accurate but
also interpretative and easy to use in a clinical context.
Sahin and Subasi [8] initially investigated the integration

of a support vector machine (SVM) with an empirical mode
decomposition (EMD) metaheuristic technique to enhance
the accuracy of fetal condition classification. The model
attained an accuracy of 86% by utilizing a limited dataset
of 90 samples. Nevertheless, they encounter challenges re-
garding computational complexity and constraints in the in-
terpretation of the results. In the same study, the authors
evaluated the naive bayes (NB) model, which is recognized
for its simplicity and computational efficiency, achieving
an accuracy of 96.77%. However, NB performance fre-
quently deteriorates when applied to datasets containing ir-

relevant or redundant features, indicating the necessity for
more effective feature selection in fetal health predictive
models.
In 2016, Yılmaz [9] introduced and compared three neu-

ral network architectures: multilayer perceptron neural
network (MLPNN), probabilistic neural network (PNN),
and general regression neural network (GRNN). Each of
these architectures was designed to address specific chal-
lenges in fetal health data analysis, especially in detecting
complex nonlinear patterns in CTG data. The MLPNN
model demonstrated the ability to detect nonlinear rela-
tionships with an accuracy of 90.35%, recall of 78.71%,
specificity of 90.50%, precision of 84.44%, and F1-score
of 81.47%. However, MLPNN require a long training time
and are prone to overfitting, especially when the data fea-
tures are large or poorly structured. In contrast, PNNs ex-
cel at classification speed and are well suited for process-
ing biomedical data, such as physiological signals on CTG,
with an accuracy of 92.15%, recall of 82.82%, specificity
of 92.24%, precision of 87.63%, and F1-score of 85.16%.
However, PNN require large memory resources, which is
an obstacle in large-scale clinical applications. In contrast,
the GRNN models offer continuous prediction capabilities
with 91.86% accuracy, 83.92% recall, 92.62% specificity,
85.81% precision, and an 84.85% F1-score. However, the
proposed GRNN model is less optimal for distinct classi-
fications and requires careful parameterization to achieve
the best performance. These limitations suggest that al-
though neural networks are capable of good performance,
their computational complexity and susceptibility to over-
fitting limit their applicability in clinical contexts where
quick and intuitive interpretation is required.
More recently, Chuatak et al. [7] applied a classification

and regression tree (CART) to a CTG dataset with 2,126
samples from the UCI Repository. The CART model is
known for its easy-to-understand tree structure and abil-
ity to produce clear classification rules for medical person-
nel without requiring a deep understanding of the compu-
tational models. In this study, CART achieved an accuracy
of 93.65%. However, the main limitation of CART is its
susceptibility to overfitting when all dataset features are
used without selection. Thus, additional techniques, such
as boosting or bagging, are required to achieve optimal per-
formance, especially on large datasets with many features.
In 2024, Shalini et al. [10] extended the exploration of

machine learning models on CTG data by comparing var-
ious models, including Linear Regression, Random For-
est, K-Nearest Neighbors (KNN), Gradient Boosting Clas-
sifier, Decision Tree, and Support Vector Classifier. Based
on the same dataset of 2,126 samples, the Random For-
est and Decision Tree models achieved 93% and 85% ac-
curacy, respectively. The Linear Regression, KNN, and
gradient boosting classifier models demonstrated varying
performances, with accuracies ranging from 89% to 90%,
whereas the support vector classifier obtained a lower accu-
racy of 81%. This study showed that although some of these
models provide reasonably good results, they have limita-
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tions in both accuracy and interpretability, making them
less than ideal in clinical contexts that require quick and
accurate decisions.
To facilitate a clear comparison, Table 2 summarizes the

performance of the various machine learning models on the
CTG data.
Through these studies, it can be seen that neural network-

based models, such as MLPNN, PNN, and GRNN, perform
quite well in the classification and prediction of fetal condi-
tions. However, their high computational requirements and
interpretation complexity are obstacles in clinical applica-
tions that require fast and reliable decisions. In addition,
traditional models such as SVM and NB demonstrate fast
performance; however, they have limitations when han-
dling data with redundant or overlapping features, which
often results in decreased accuracy under certain condi-
tions.
This study selected CART because of its ability to gen-

erate classification rules that are clear and easy to interpret
by medical personnel, without the need for in-depth knowl-
edge of computational models. However, without proper
feature selection, CART is prone to overfitting when ap-
plied to large datasets with many features. To address this
issue, this study proposes the integration of an essential
feature selection (IFS) method with CART. IFS allows the
model to retain only the most relevant features, thereby re-
ducing complexity, increasing generalizability, and ensur-
ing reliable results in clinical practice.

3 Methodology

3.1 Dataset

In this study we used the cardiotocography (CTG) dataset
from the UCI Machine Learning Repository [11]. The
dataset comprises 2126 entries with information on third-
trimester pregnant women. It includes 21 features and one
feature class (NSP) used to determine the fetal heart rate
(FHR) and uterine contractions (UC) in the CTG dataset.
A comprehensive overview of the CTG dataset used in this
study is presented in Table 3.1.

3.2 Decision tree-based learning

Decision tree-based learning represents an effective ap-
proach for addressing regression and classification prob-
lems. Support Vector Machines (SVM) and Decision Trees
(DT) are among the machine learning techniques utilized
for these tasks [12]. DT offers distinct advantages, includ-
ing independence from predictor parameter distribution as-
sumptions and computational efficiency. Furthermore, de-
cision trees can effectively handle missing data [13].
A hypothetical study employs a vector of two indepen-

dent variables (X1, X2) to construct a tree. Figure 1 il-
lustrates a model comprising four internal nodes and five
leaves, used to estimate the target parameter. The tree’s

growth progresses from top to bottom, with initial compar-
isons made betweenX1 and the threshold value T1. Subse-
quent steps depend on whetherX1 exceeds T1, determining
the branch selection.

Yes No

Yes No Yes No

Yes No

Figure 1: A typical decision trees

Various techniques exist for creating decision tree-based
regressor classification models, including fuzzy ID3 [14],
ID3 [15], C4.5 [16], and CART [17]. DT offers supe-
rior interpretability and visualization compared to black-
box models like artificial neural networks, facilitating eas-
ier comprehension of results in regression and classification
problems.
However, DT presents certain limitations. In regression

analysis, it can only estimate continuous values. Addition-
ally, the tree structure may become complex due to numer-
ous branches in classification and regression tasks. The
modeling data significantly influences the DT structure, po-
tentially leading to inconsistent results and structural vari-
ations across datasets.
The CART model, widely adopted for its efficiency in

processing qualitative and quantitative data [17], employs
recursive binary splitting. This study utilizes the CART al-
gorithm with the Gini splitting rule. The permutation ap-
proach and mini measure identify relevant dataset charac-
teristics.
The percentage of samples in category k (0 or 1) at a node

is expressed in Equation (1):

pk =
nk

n
(1)

where p represents the data class probability at node τ . The
mini impurity i(τ) is calculated using Equation (2).

i(τ) = 1−
∑
k

p2k (2)

For a two-class problem in (3):

i(τ) = 1− p21 − p20 (3)

TheGini impurity changewhen nodes split into subnodes
τ1 and τ2 is formulated in Equation (4):
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Table 1: Performances of several machine learning models on CTG data based on previous studies

Studies Models Accuracy (%) Precision (%) Recall (%) Dataset Size
[8] SVM + EMD 86.0 - - 90
[8] NB 96.77 - - 90
[9] MLPNN 90.35 84.44 78.71 2,126
[9] PNN 92.15 87.63 82.82 2,126
[9] GRNN 91.86 85.81 83.92 2,126
[7] CART 93.65 - - 2,126
[10] Linear Regression 89 82.67 77 2,126
[10] Random Forest 93 87.33 85.67 2,126
[10] KNN 90 82.67 76.67 2,126
[10] Gradient Boosting Classifier 90 80.67 77.67 2,126
[10] Decision Tree 85 85 85 2,126
[10] Support Vector Classifier 81 80.67 79.67 2,126

∆i(τ) = i(τ)− pli(τ1)− pri(τ2) (4)

The algorithm tracks and aggregates each node’s i(τ)
drop. Using a single CART Gini Importance is formulated
in (5):

IG(θ) =
∑
τ

∑
T

∆iθ(τ, T ) (5)

The Gini importance identifies relevant features for the
classification objective function, indicating feature fre-
quency as a separator and its discriminative value. In equa-
tion (5), T represents the number of trees in the model, and
IG(θ) denotes the corresponding Gini importance.

3.3 Proposed model
Figure 2 illustrates the block diagram of our proposed
model. We initiated the process by selecting the CTG
dataset, comprising 2216 original samples. Subsequently,
we divided and categorized the data to enhance system
transparency. We implemented decision trees and rule-
based classifiers using 10-fold cross-validation for model-
ing categorization. The folds served as training data to de-
velop the model. We utilized the remaining data as a test set
to validate the resulting model and determine performance
metrics, such as accuracy.

3.3.1 Data preparation

Each feature in the cardiotocography (CTG) dataset ex-
hibits distinct value ranges and units, such as fetal heart
rate (FHR) and uterine contractions (UC). This scale dispar-
ity among features can lead to imbalances. Classification
algorithms like CART may overemphasize features with
larger values, compromising model performance. Conse-
quently, normalization becomes essential to ensure equal
feature contribution in machine learning processes and pre-
vent model bias.

This study employs zero-mean normalization to trans-
form numerical features. This technique ensures a mean of
zero and uniform variance for each feature, enhancing data
distribution consistency. Zero-mean normalization proves
particularly valuable when handling high-variance data, en-
abling optimal model performance unaffected by feature
scale differences.
The zero-mean normalization equation is expressed as in

Equation (6):

x′ =
x− µ

σ
(6)

where: x′ represents the normalized feature value, x de-
notes the original feature value, µ signifies the average fea-
ture value, and σ indicates the feature’s standard deviation.
This normalization step is crucial for maintaining data

integrity and improving overall model accuracy in the anal-
ysis of cardiotocography dataset.

3.3.2 Feature preprocessing and selection

Feature selection using Important Feature Selection (IFS)
follows the normalization process. This step is crucial in
analyzing medical data like CTGs, which often contain nu-
merous characteristics, not all relevant for fetal health status
classification. IFS selects features that significantly con-
tribute to classifying fetal status (normal, suspect, or patho-
logical).
The proposed method employs the Information Gain cri-

terion to assess feature relevance based on its impact in re-
ducing data entropy. Features with minimal contributions
are eliminated, retaining only important ones for model
training. This approach reduces dataset dimensionality, en-
hances computational efficiency, and accelerates training.
It also minimizes overfitting risk, resulting in a more accu-
rate and interpretable model.
Equation (7) calculates feature significance in IFS using

the Information Gain criterion:
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Table 2: CTG dataset description
Features Information
BV FHR baseline (beats per minute)
AC FHR of acceleration per second
FM FHR of fetal movements per second
UC FHR of uterine contractions per second
LD FHR of light deceleration per second
SD FHR of severe deceleration per second
PD FHR during prolonged deceleration per second

ASTV Percentage of time with abnormal short-term variability
MSTV Mean short-term variability
ALTV Percentage of time with abnormal long-term variability
MLTV Mean long-term variability
HW Width of the FHR histogram
HMin Minimum FHR histogram
HMax Maximum FHR histogram
HNMax FHR of histogram peaks
NZ The FHR of the histogram zeros is given by
HMo Histogram mode
HMean Histogram mean
HMed Histogram median
HV Histogram variance
HT Histogram tendency
NSP Fetal state class code (N=normal; S=suspect; P=pathologic)

IG(S,A) = E(S)−
∑

v∈V alues(A)

|Sv|
|S|
× E(Sv) (7)

Where IG(S,A) represents feature A’s information gain
relative to dataset S, Sv is the data subset based on a par-
ticular value of feature A, and E(S) measures uncertainty
or entropy in dataset S.
Information gain quantitatively evaluates each feature’s

contribution to reducing classification target uncertainty. It
provides a direct indication of a feature’s ability to improve
model class separation by calculating entropy change be-
fore and after feature use.
This method was chosen for its ability to explicitly mea-

sure individual feature relevance to the classification target,
offering advantages over techniques like Principal Com-
ponent Analysis (PCA). While PCA reduces dataset di-
mensionality, it transforms features into a new dimensional
space without considering specific contributions to the clas-
sification target, often losing original feature interpretabil-
ity.
The Information Gain criterion ensures retained original

features directly relate to the classification target, maintain-
ing model result interpretability and clarity. Features with
low IG values are eliminated, while those with high values
are retained. This process reduces dataset complexity, im-
proves computational efficiency, and minimizes overfitting
risk.

By retaining the most relevant features, the model pro-
duces more accurate predictions while maintaining a clear
relationship between important features and classification
results. This approach is vital in clinical applications and
data-driven analyses where interpretability and efficiency
are key factors for model effectiveness.

3.3.3 Overfitting control and hyperparameter
optimization

IFS-CART implements critical steps to maintain high ac-
curacy while resisting overfitting. These steps include hy-
perparameter optimization and cross-validation. Overfit-
ting occurs when a model performs exceptionally well on
training data but fails to predict new data accurately, lead-
ing to decreased performance in real-world conditions. To
mitigate this issue, the study optimizes key hyperparame-
ters such as maximum tree depth (max_depth), pruning,
andminimum samples per leaf. These optimizations reduce
model complexity without sacrificing accuracy.
Cost-complexity pruning serves as a primary technique.

This method eliminates tree branches that minimally con-
tribute to model performance, maintaining model simplic-
ity and preventing overfitting by reducing tree size. The
pruning process is optimized using Equation (8).

Rα(T ) = R(T ) + α · |T | (8)

Here, Rα(T ) represents the tree’s cost after consider-
ing its complexity, R(T ) denotes the total classification er-
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Figure 2: Schematic model of fetal health risk status classification using the CTG dataset

ror, and |T | signifies the number of tree nodes. The pa-
rameter α controls complexity; a higher α value results
in a smaller, simpler tree. This optimization retains only
nodes that significantly contribute to classification results,
enhancing model efficiency and interpretability.

3.3.4 Model stability and generalizability via
cross-validation

Cross-validation ensures model stability and generalizabil-
ity. This study employed 10-fold cross-validation to opti-
mize tree structure and maintain performance consistency.
The dataset was divided into 10 subsets. Each subset served
as test data, while the remaining nine were used for training.
This process repeated until all folds were tested.
Cross-validation tests the model across various data con-

figurations, providing a comprehensive performance as-
sessment. It reduces overfitting risk and enhances result
reliability. By averaging performance metrics from each
fold, the model demonstrates consistent performance inde-

pendent of specific data.
This validation approach is crucial in medical applica-

tions. It increases confidence in the model’s ability to func-
tion optimally beyond training data, including real clinical
scenarios [18, 19, 20, 21, 22].

3.3.5 Evaluation of the implications for clinical
applications

To ensure the comprehensive performance of the IFS-
CART model, this study used several confusion matrix-
based metrics. In addition to accuracy (ACC), metrics such
as recall or true positive rate (TPR), precision or positive
predictive value (PPV), and specificity or true negative rate
(TNR) were evaluated to provide a deeper understanding
of the model’s ability to classify different classes (normal,
suspect, and pathological). In Equations (9), (10), (11),
and (12), provideive the appropriate formulas for the ACC,
TPR, PPV, and TNR.
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ACC =
TP + TN

TP + FP + FN + TN
× 100 (9)

TPR =
TP

TP + FN
× 100 (10)

PPV =
TP

TP + FP
× 100 (11)

TNR =
TN

TN + FP
× 100 (12)

Where TP (True Positive) denotes the number of correct
predictions for each target class (normal, suspect, patho-
logical), and FP (False Positive) and FN (False Negative)
describe the prediction errors that may affect clinical deci-
sions. Using these metrics, the model is not only measured
based on overall accuracy but also assessed in terms of its
ability to distinguish high-risk cases (suspect and patholog-
ical) from normal cases.
In addition, this study also applied the area under the

curve receiver operating characteristic (AUC-ROC) to pro-
vide an additional evaluation of themodel’s ability to distin-
guish positive and negative classes at various classification
thresholds. The AUC-ROC is particularly relevant in the
medical context as it can assess how well the model pre-
dicts suspect and pathological conditions compared to nor-
mal classes. The ROC curve plots the TPR against the false
positive rate at various thresholds, and AUC values close
to 1.0 indicate that the model has excellent and consistent
classification ability.

4 Results and discussion
A computing platform with an Intel Core i5 2.5GHz dual-
core CPU, 16 GB of RAM, and the 64-bit operating sys-
temmacOSCatalinawas used for the experiments. KNIME
version 4.7.0 produced model performance as the calcula-
tion output, including accuracy, recall, and Precision.

4.1 Results
First, we applied the CART model without importance fea-
ture selection (IFS) on the CTG dataset. All features in this
dataset are used for the optimal classification analysis of the
data. The experimental results are presented in Table 4.1.
The model produced good ACC (93.83%), and the aver-
age values of the TPR (93.83%), PPV (93.83%), and TNR
(96.91%) measures also obtained good average values. The
results are quite good, but this model still indicates overfit-
ting, which can be seen in some incorrect predictions that
should be predicted correctly.
In the second experiment, the importance feature selec-

tion (IFS) method was implemented to select important and
influential features to tackle overfitting in the CARTmodel.
Figure 3 presents the results of analyzing relevant features
using IFS obtained from the CTG dataset. We found that

the MSTV feature had the greatest effect with an impor-
tance value of more than 20.50% when using all features
in the CTG dataset. Some features, including NZ and SD,
had no impact on the CART model’s development, where
they were of 0% importance in tree building. The HT fea-
ture had the lowest effect (0.95%) compared to the other
features. The results show that MSTV, ASTV, ALTV, and
HMe have the highest significance. Based on this result, all
features with less than 2% importance were removed from
the new dataset; thus, 18 features remained in this process.
The new CTG data is then used for reclassification using
the CART-based important feature selection model (IFS-
CART). The aim of this stage is to obtain logic classifica-
tion results based on important features. The results of the
second set of experiments are presented in Table 4.
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Figure 3: Feature importance of the proposed CARTmodel
on the CTG dataset using all features

As can be seen in Table 4, this model resulted in an ACC
(94.50%) which is quite impressive as it is up 0.67% from
the first experiment results. Meanwhile, the average val-
ues of TPR (94.49%), PPV (94.47%), and TNR (97.25%)
across all classes also improved compared to the first ex-
perimental results. In this case, the proposed model mostly
produced relatively good classification averages and ob-
tained impressive class prediction results. Based on these
results, the proposed model is quite promising because it
can improve the classification performance of the CART
model on the CTG dataset with a superb average value.
A more detailed comparison of the first and second ex-
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Table 3: Confusion matrix of CART without IFS on the CTG dataset
Predicted Class ACC (%) TPR (%) PPV (%) TNR (%)(1) (2) (3)

Targeted Class
(1) 446 35 6

93.83
91.58 90.84 95.51

(2) 37 467 4 91.93 92.66 96.23
(3) 8 2 485 97.98 97.98 98.99

Average 93.83 93.83 96.91

Note: (1) Normal; (2) Suspect; (3) Pathological

Table 4: Confusion matrix of CART with IFS on the CTG dataset
Predicted Class ACC (%) TPR (%) PPV (%) TNR (%)(1) (2) (3)

Targeted Class
(1) 443 33 11

94.50
90.97 92.87 96.61

(2) 29 476 3 93.70 93.33 96.54
(3) 5 1 489 98.79 97.22 98.59

Average 94.49 94.47 97.25

Note: (1) Normal; (2) Suspect; (3) Pathological

periments is presented in Table 5. The best model perfor-
mance results are indicated by bold numbers. As shown in
Table 5, the second experiment with ACC value (94.50%)
outperformed the first experiment. TPR outperformed the
first experiment in classes 2 and 3 with values of (2 =
93.70%) and (3 = 98.79%), respectively. In addition, PPV
and TNR also outperformed in class (1) and (2), with the
respective values of PPV in class (1 = 92.87%) and class
(2 = 93.33%), while the respective values of TNR in class
(1 = 96.61%) and class (2 = 96.54%). In contrast to the
first experiment, the classification performance was supe-
rior only in class TPR (1= 91.58%) and only for PPV and
TNR in class 3 with values of 97.98% and 98.99%, respec-
tively. In the second experiment, the average TPR, PPV,
and TNR values were superior to those in the first experi-
ment, with average values of 94.49%, 94.47%, and 97.25%,
respectively. Based on the experimental results, overall, the
proposed model in the second experiment outperforms the
first experiment in which the ACC and average values of
TPR, PPV, and TNR were quite impressive.
In the third experiment, we compared the proposed

model with other models such as NB, MLP, SVM, k-NN,
LR, and C4.5, as shown in Table 6. The results show
that the accuracy (ACC), error classification (E-CL), cor-
rect classification (C-CL), and incorrect classification (I-
CL) of our proposed model gives better results than the
other models with respective values of ACC (94.73%), E-
CL (5.27%), C-CL (2014), and I-CL (112). The second,
third, and fourth best models based on accuracy were C4.4
with ACC (92.24%), k-NN with ACC (90.31%), and Lo-
gistic Regression with ACC (89.24%). The best result was
MLP with ACC (81.70%).
To ensure that the IFS-CART model is not only accurate

but also resistant to overfitting and has good generalizabil-

ity, an evaluation was conducted on the training data and
separate test datasets. This evaluation involves the calcu-
lation of accuracy metrics as the main performance indica-
tor, which is reinforced by AUC-ROC analysis to provide
a more comprehensive understanding of the model’s ability
to distinguish each target class: normal (1.0), suspect (2.0),
and pathological (3.0). The results are shown in Figures 4
and 5.

As shown in Figure 4, the performance of the IFS-CART
model remained consistent between the training and test
data, with an accuracy of 94.73% on the training data and
93.80% on the test data. This minimal difference in perfor-
mance indicates that the model does not experience overfit-
ting and can generalize well to new data. In addition to ac-
curacy, similar consistency was observed in the precision,
recall, and specificity metrics, indicating that the model
maintained high performance on both datasets. These re-
sults demonstrate that hyperparameter optimization, in-
cluding pruning and limiting the maximum tree depth, suc-
cessfully prevented the model from learning noise or irrel-
evant patterns from the training data. As shown in Figure
4, the performance of the IFS-CART model remained con-
sistent between the training and test data, with an accuracy
of 94.73% on the training data and 93.80% on the test data.
This minimal difference in performance indicates that the
model does not experience overfitting and can generalize
well to new data. In addition to accuracy, similar consis-
tency was observed in the precision, recall, and specificity
metrics, indicating that the model maintained high perfor-
mance on both datasets. These results demonstrate that hy-
perparameter optimization, including pruning and limiting
the maximum tree depth, successfully prevented the model
from learning noise or irrelevant patterns from the training
data.
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Table 5: Comparison results between the first and second experiment of CTG dataset
Predicted Class ACC (%) TPR (%) PPV (%) TNR (%)(1) (2) (3)

CART Targeted Class
(1) 446 35 6

93.83
91.58 90.84 95.51

(2) 37 467 4 91.93 92.66 96.23
(3) 8 2 485 97.98 97.98 98.99

Average 93.83 93.83 96.91

CART+IFS Targeted Class
(1) 443 33 11

94.73
90.97 92.87 96.61

(2) 29 476 3 93.70 93.33 96.54
(3) 5 1 489 98.79 97.22 98.59

Average 94.49 94.47 97.25

Note: (1) Normal; (2) Suspect; (3) Pathological

Table 6: Comparative effectiveness of proposed and traditional machine learning models on the CTG dataset
Approaches Models ACC (%) E-CL* (%) C-CL** I-CL***

Machine Learning Traditional

NB 83.90 16.04 1785 341
MLP 81.70 18.30 1737 389
SVM 87.58 12.42 1862 264
k-NN 90.31 9.69 1920 206
LR 89.37 10.63 1900 226

Decision Tree-Based
C4.5 92.24 7.76 1961 165
CART 93.83 7.79 1962 164

Proposed Model 94.73 5.27 2014 112

Note: *Error Classification (E-CL), **Correctly Classified (C-CL), ***Incorrectly Classified (I-CL)

The evaluation of the AUC-ROC also confirms that the
model is excellent in distinguishing the positive and nega-
tive classes. Figure 5 shows the ROC curves for each target
class.

As shown in Figure 5, for the suspect class, the proposed
model performed best with an AUC of 0.981. The ROC
curve for this class is close to the upper left corner of the
graph, indicating that the model achieved a high detection
rate with minimal error. This performance is particularly
relevant in a clinical context because the suspect class re-
quires more intensive monitoring and early intervention to
avoid the development of more serious conditions. In the
pathological class, the model also performed reasonably
well, with an AUC of 0.778. Although these results were
sufficient to detect most high-risk conditions, some predic-
tion errors indicated a feature overlap between the suspect
and pathological classes. This reduces the accuracy of clas-
sification in certain cases, but it still provides a strong ba-
sis for medical personnel to detect critical conditions early.
Further improvements to feature selection and threshold op-
timization can improve accuracy and reduce errors in this
class. In contrast, the model performed very poorly in the
normal class, exhibiting an AUC of 0.097. The ROC curve
for this class almost follows a random line, indicating that
the model has difficulty distinguishing between the normal
and suspect classes. This low performance is likely due to
an imbalance in the number of samples or feature overlap

between the two classes, whichmakes prediction under nor-
mal conditions inaccurate. This emphasizes the importance
of improving feature selection and dataset balancing to im-
prove prediction accuracy in the normal class and reduce
the possibility of unnecessary false positives. Overall, the
AUC-ROC evaluation results showed that the IFS-CART
model has great potential for detecting high-risk conditions,
such as suspicious and pathological conditions, with good
accuracy. Despite the weakness in normal class detection,
this model remains relevant as a reliable diagnostic tool
for real-time monitoring of fetal health. With additional
optimization, the model can further strengthen support for
rapid and accurate clinical decision-making, ensuring that
at-risk conditions are detected in time to prevent more seri-
ous complications.
Finally, we compared the proposed model with previous

studies. The results are presented in Table 4.1.
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Figure 4: Comparison of the performance of the IFS-CART
model with training and test data for each class (normal,
suspect, and pathological)

The comparison results presented in Table 7 show that
the proposed IFS-CART model achieved the highest ac-
curacy of 94.73%, outperforming various machine learn-
ing models reported in previous studies. The conventional
CART model reported in reference [7] achieved an accu-
racy of 93.65%, whereas the random forest and logistic re-
gressionmodels reported in reference [10] only achieved an
accuracy of 85%. The Decision Tree and Gradient Boost-
ing Classifier models, with 93% and 90% accuracy, respec-
tively, and the K-Nearest Neighbor (k-NN) model, with
90% accuracy [10], also fall below the accuracy level of
the proposed model. In addition, some neural network-

Table 7: Comparison between the proposedmodel and prior
studies

Studies ACC (%)
CART [7, 11] 93.65

Random Forest [10] 85
Decision Tree [10] 93

K-Nearest Neighbor [10] 90
Logistic Regression [10] 85

Gradient Boosting Classifier [10] 90
Support Vector Machine [10] 81

MLPNN [9] 90.35
PNN [9] 92.15
GRNN [9] 91.86

Proposed Model 94.73

Figure 5: Receiver operating characteristic curves and area
under the curve of the IFS-CART model for each fetal
health class: normal (1.0), suspect (2.0), and pathological
(3.0)

based models, such as the Multi-Layer Perceptron Neural
Network (MLPNN)with an accuracy of 90.35%, the Proba-
bilistic Neural Network (PNN)with an accuracy of 92.15%,
and the General Regression Neural Network (GRNN) with
an accuracy of 91.86% [9], although performing quite well,
still show lower accuracy than the IFS-CARTmodel. Based
on these data, the proposed model showed a significant im-
provement in accuracy compared with other existing mod-
els, making it the highest performing model for fetal health
risk classification in the context of this study.

4.2 Discussions

The experimental results demonstrate that integrating the
Important Feature Selection (IFS) method with the Classifi-
cation and Regression Tree (CART) algorithm significantly
improves fetal health classification using cardiotocography
(CTG) data. The application of IFS successfully reduces
dataset dimensionality by identifying the most relevant fea-
tures for classification, resulting in a simpler model with
reduced risk of overfitting. The IFS-CART model not only
achieves high accuracy but also maintains interpretability,
which is crucial in clinical applications, allowing medical
professionals to understand and effectively use this model
in decision-making.
Comparison of the first and second experiment results

shows significant performance improvement after IFS im-
plementation. Accuracy increased from 93.83% to 94.50%,
average True Positive Rate (TPR) improved from 93.83%
to 94.49%, and positive predictive value (PPV) rose from
93.83% to 94.47%. These results confirm that proper fea-
ture selection is critical for enhancing prediction accuracy
by reducing the influence of less relevant features. Addi-
tionally, the increase in True Negative Rate (TNR) from
96.91% to 97.25% indicates the model’s improved ability
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to identify negative cases, which can help reduce unneces-
sary medical interventions.
In the third experiment, the proposed IFS-CART model

was compared with other machine learning models from
previous studies to assess its superiority. With the high-
est accuracy of 94.73%, IFS-CART outperformed various
other models. For instance, conventional CART from pre-
vious references achieved 93.65% accuracy [7], while ran-
dom forest and logistic regression had 85% accuracy [10],
demonstrating that IFS-CART offers higher accuracy and
better efficiency. The Decision Tree model with 93% accu-
racy [10] approached IFS-CART’s performance but still fell
short. These results highlight that although traditional deci-
sion tree models offer good interpretability, the IFS-CART
model provides superior accuracy crucial for reliability in
medical applications.
Furthermore, K-Nearest Neighbor and Gradient Boost-

ing Classifier algorithms, each with 90% accuracy [10], as
well as Support Vector Machine (SVM) with 81% accu-
racy [10], showed limitations in handling the complexity
of fetal health classification compared to IFS-CART. Neu-
ral network-based models, such as multi-layer perceptron
neural network (MLPNN) with 90.35% accuracy, Proba-
bilistic Neural Network (PNN) with 92.15%, and General
Regression Neural Network (GRNN) with 91.86% [9], also
approached IFS-CART’s performance but required signif-
icantly more computational resources and were prone to
overfitting. In contrast, IFS-CART is not only more com-
putationally efficient but also easier to understand, allowing
medical professionals to interpret results quickly.
The Area Under Curve-Receiver Operating Characteris-

tic (AUC-ROC) evaluation shows that IFS-CART performs
well in distinguishing the ”suspect” class with an AUC
value of 0.981 and the ”pathological” class with an AUC
of 0.778. High performance in the ”suspect” class is par-
ticularly important in clinical settings, where at-risk cases
require intensive monitoring and early intervention to pre-
vent serious complications. However, the low AUC value
for the ”normal” class (0.097) indicates the model’s diffi-
culty in distinguishing between normal and at-risk condi-
tions. This difficulty may be due to sample imbalance and
feature overlap between normal and at-risk classes, which
can affect prediction accuracy for these classes. These re-
sults highlight the importance of additional optimization,
such as class data balancing and more effective feature se-
lection, to improve model performance in detecting normal
cases.
Additionally, the application of cost-complexity pruning

and tree depth limitation successfully reduced the risk of
overfitting, reflected in the consistency of model perfor-
mance between training and testing data. From a practi-
cal perspective, the IFS-CART model provides significant
value to medical professionals due to its high interpretabil-
ity. This model allows clinicians to utilize prediction re-
sults quickly and accurately without requiring a deep under-
standing of complex computational algorithms. This easy
interpretability is highly relevant in clinical contexts, where

quick and accurate decisions are crucial for reducing the
risk of complications during childbirth.
Furthermore, the model’s flexibility in handling data

variations and its ability to be integrated into real-time fe-
tal health monitoring systems demonstrate its initial poten-
tial as a reliable and effective solution in medical applica-
tions. However, these findings require further validation
using broader and more diverse datasets to ensure model
generalization and reliability across various clinical condi-
tions. Sub optimal performance in detecting normal cases
indicates the need for further strategies, such as enhanced
feature selection algorithms or class data balancing, to re-
duce false-positive predictions and improve accuracy.
Overall, this study shows that the combination of IFS and

CART is an effective strategy for classifying fetal health
risks using CTG data. These findings are in line with pre-
vious studies that have demonstrated the benefits of inte-
grating feature selection techniques with machine learning
algorithms to improve medical classification accuracy [2].
For example, [23] found that the use of feature selection
improved model performance in predicting pregnancy out-
comes based on CTG data. Finally, our findings not only
improve accuracy, but also offer important interpretability
and efficiency inmedical applications. With continuous op-
timization and validation, this model can support faster and
more accurate clinical decision-making.

5 Conclusions

In conclusion, this study highlights the theoretical and prac-
tical implications of developing a fetal health risk classifi-
cationmodel based on Essential Feature Selection (IFS) and
Classification and Regression Trees (CART) tested on car-
diotocography (CTG) data. The results of this study con-
firm the importance of relevant feature selection for im-
proving the accuracy of prediction models, which supports
more accurate clinical decision-making and potentially re-
duces the risk of maternal and fetal health complications.
The primary contribution of this study was the finding

that the integration of IFS and CART can improve the
consistency and interpretability of the model, making it
more practical for use by medical personnel without in-
depth knowledge of computational algorithms. This find-
ing could encourage the use of predictive models to detect
fetal risk conditions, which is clinically crucial in managing
cases of labor-related complications. Although the model
performed well in the “at-risk” category, this study identi-
fied the need for improved accuracy in distinguishing nor-
mal fetal conditions, especially to reduce the likelihood of
unnecessary medical interventions.
In future research, subsequent investigations should fo-

cus on refining feature selection techniques and data bal-
ancing methods to enhance prediction accuracy across all
fetal condition categories. Furthermore, additional testing
withmore extensive and diverse datasets will strengthen the
generalizability of the model in various clinical contexts.
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The exploration of more advanced machine learning mod-
els and automation in CTG data assessment are also crucial
steps to improve the accuracy and efficiency of predicting
real-time fetal health.
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In today’s era, smartphones are used in daily lives because they are ubiquitous and can be customized by 

installing third-party apps. As a result, the menaces because of these apps, which are potentially risky for 

user’s privacy, have increased. Information on smartphones is perhaps, more personal than compared to 

data stored on desktops or computers, making it an easy target for intruders. After Android, the most 

prevalently used mobile operating system is Apple’s iOS. Both Android and iOS follow permission-based 

access control to protect user’s privacy. However, the users are unaware whether the app is breaching the 

user’s privacy. To combat this problem, in the paper we propose a hybrid approach to detect malicious 

iOS apps based on its permissions. In the first phase, weights have been assigned to app permissions using 

multi-criteria decision-making (MCDM) approach namely Analytic Hierarchy Process (AHP), and in the 

second phase machine learning& ensemble learning techniques have been employed to train the classifiers 

for detecting malicious apps. To test the efficacy of the proposed method dataset comprising 1150 apps 

from 12 app categories has been used. The results demonstrate the proposed approach improves the 

efficacy of detecting malicious iOS apps for majority of categories. 

Povzetek: Raziskava predlaga hibridni pristop za zaznavanje zlonamernih iOS aplikacij z uporabo 

analitičnega hierarhičnega procesa za dodelitev uteži dovoljenjem aplikacij in strojnega učenja za 

klasifikacijo, kar izboljša zaznavanje. 

 

1 Introduction 
Apple’s iOS (iPhone Operating System) is one of the most 

widely used mobile operating systems after its counterfeit 

Android. Apple manufactures and distributes different 

types of iOS devices such as iPad, iPod touch, iPhone, 

Apple Watch, Apple TV, etc. Apple has a huge customer 

base because it provides a lot of unique features such as 

multitasking, multi-touch gestures, internal 

accelerometers, voice assistant Siri, etc.(Wikipedia). 

Apple also offers a platform for its developers to publish 

and distribute their applications also called apps through 

its online store ‘App Store’. This online store is also a 

repository of billions of apps from which iOS users can 

download apps from different categories (Apple Inc.). 

With the presence of 1.96 million apps, the App Store is 

the world’s second-largest online store than its counterpart 

Android which has 2.87 million apps on its official store 

Play Store. Such a fast-growing platform motivates 

developers, IT industries, marketing firms, and 

organizations to develop feature-rich apps. It also allures 

the customers or users to download these apps.  

With the upsurge of smart devices, the number of apps, 

and the number of smartphone users, smartphones and 

smart devices have also become a device for storing a 

large amount of user’s personal data (Erickson et al.). This 

includes personal information such as address book, photo  

 

gallery, email IDs, passwords, calendar events, etc. 

Additionally, a smartphone always generates contextual 

data via its sensors. Such crucial information of users is  

undoubtedly more personal when compared with the data, 

which is stored on personal computers because 

smartphones stay with individuals throughout the day and 

generate a lot of contextual data by sensors. These sensors 

are not present on personal computers; therefore, it can be 

inferred that smartphones contain a lot of user’s personal 

data which makes them a valuable resource for the 

developers of malicious apps who might intend to develop 

privacy-infringing apps and access user’s data. 

To preserve the privacy of its users both Apple 

and Android follow a permission-based access control 

policy (Krupp). The policy ensures that the app will notify 

its users about all the permissions and resources the app 

will use during its run-time. Android follows an install-

time and run-time permission policy in which the users are 

aware of the permissions the app will acquire during its 

usage during app installation. Whereas, Apple follows a 

run-time permission policy in which the users are 

informed about app permissions during app usage (Khan 

et al.). Additionally, Apple provides privacy controls 

through its inbuilt ‘setting app’, through which they can 

explicitly define the permission for every app which has 

been installed (Krupp). Additionally, Apple follows a 

strict code signing process in which the apps that have 
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been submitted by the developers on the App Store are 

critically examined before they are published. However, 

past attacks on iOS devices via privacy-infringing apps 

have demonstrated these methods adopted by Apple are 

inadequate to preserve the privacy of the users.  

    A lot of research work has been conducted to highlight 

the privacy breach by apps. Research conducted by Wired 

has identified that thousands of iOS and Android apps leak 

data from the cloud. The apps leaked lots of user's personal 

data such as medical information, phone number, device 

identifiers, passwords, etc.(WIRED).  A similar kind of 

research conducted by Oxford researchers identified that a 

lot of third-party apps are sharing data with Facebook and 

Google. A total of 959,000 apps were analyzed.  The study 

identified that 88% of these apps were transferring data to 

Alphabet which is Google’s parent company, while 

Twitter, Facebook, Microsoft, and Amazon received 34%, 

43%, and 18% of user's data respectively (Millman). To 

name a few the data collected by these companies included 

age, location, gender, etc. A report by Pt security 

highlighted the threats by the third-party mobile apps 

which included insecure data storage by apps, Escalated 

privileges taken by the app, side-loaded software, client-

side vulnerabilities,  etc.(Ptsecurity.com).  

    The issue of privacy leaks by apps also increases 

because of the issues in the current permission model 

adopted by Apple. The users do not have fine-grained 

access control over the data which is shared by the app in 

use. Smartphones do offer coarse-grained privacy as well 

as security controls where the users can either deny or 

allow permission for an explicit resource by an app. 

However, the problem with this approach is that once a 

user grants permission to the app he/she does not have any 

control over restricting the app from sharing the data. For 

example, once a user grants location permission to an app, 

the user cannot restrict the app from accessing a particular 

location. Likewise, once a user grants permission to access 

the address book, the user cannot restrict the app from 

accessing a specific contact. Since the users do not have 

the option to specify the accuracy of the sensors while 

accessing location, device accelerometer, and locally 

shared data, thus the apps must restrict their access. 

However, developers of malicious apps intentionally 

create over-privileged apps. Users are allured by the 

features of apps and thus grant permissions to the friendly-

looking apps. However, the users never know if the app is 

using their data locally or sharing it with third-party 

domains without their consent. To eradicate this, problem 

we present a privacy detection model that uses app 

permissions during static analysis. The model first extracts 

user permission using the concept of reverse engineering 

and constructs a Boolean value permission 

matrix P_mxn  where m represents the number of apps 

under analysis and n represents no. of permissions. Here a 

total of 1150 iOS apps from 12 app categories are tested 

for 10 different user permissions. Machine learning and 

ensemble-based techniques are employed to train the 

classifiers and determine malicious iOS apps. Apps are 

reverse-engineered from 12 different categories. In order 

to improve the precision of classifiers, the correlation of 

permissions for each category has been computed using 

Analytic Hierarchy Process (AHP). Later, the weighing 

factors obtained from AHP for each permission category-

wise have been used to construct a weighted permission 

matrix P[mxn] to train the classifiers. The motivation for 

using a weighted permission matrix is that every 

permission has a different weight for a category.  Apple 

provides a set of predefined app categories on the App 

Store which helps the developer to choose the best 

category before uploading the app.  The category also 

defines the necessary features that the app provides the 

users during its usage. For example, the category 

navigation specifies that the apps belonging to the 

navigation category will fetch the user’s location to guide 

them and navigate them. Likewise, an app belonging to 

the photo and video category will require access to the 

user’s photo gallery and camera to serve its intended 

purpose.  Apple provides a limited set of permissions, 

which require explicit approval during app usage. The 

problem of privacy leaks exists because it is very difficult 

to determine a benign app, an over-privileged app, or a 

malicious app with this limited permission set. Even the 

operating system cannot determine the intention of an app 

during its run-time. In other words, it is very difficult to 

identify malicious iOS apps as there exists a thin boundary 

line to identify how well a permission is correlated to a 

category. Using our approach, we identify the most 

significant permissions within a category using AHP 

approach that helps in identifying the malicious iOS apps. 

To address the challenges in the existing model for 

handling privacy breaches, we use the AHP technique to 

find the correlation of permission for a category to detect 

privacy violations by apps. For example, the permission 

of a user’s location is an essential feature for an app 

belonging to the ‘navigation’ category because it functions 

after it receives the user’s approval to access the GPS 

location. The same permission might have a different 

weight for the ‘books’ category as the prime purpose of 

this category is to provide stories, comics, graphic novels, 

and interactive content for which location permission may 

not be mandatory permission. Based on the 

aforementioned facts and guidelines provided by Apple 

we propose a heuristic approach to determine privacy 

leaks by iOS apps.  

The foremost contributions of the paper have been listed 

below. 

• A novel hybrid approach that integrates MCDM 

approach, AHP with Machine learning & ensemble 

learning techniques has been proposed to detect 

malicious iOS apps. 
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Table 1: Summary of research works on detecting privacy breach

• The proposed approach has been evaluated on 1150 

apps belonging to twelve category iOS apps. Each app 

possesses ten permissions.   

• The proposed approach improves the malware 

detection accuracy best case value of 14%. 

The rest of the paper is organized as follows. Section 2 

describes the related work on machine learning and 

ensemble techniques used to detect malicious apps. The 

section also describes the techniques that have been used 

in this paper. Section 3 describes our proposed heuristic 

approach of multicriteria decision-making approach using 

AHP. Section 4 describes the experimental results and 

analysis. The paper is concluded in Section 5. 

 

2 Machine learning, ensembling 

techniques to detect privacy leaks 

based on app permissions 
Machine learning and ensembling learning techniques 

have been employed by many researchers to detect 

privacy violations by apps. Ping et al. have developed an 

ensemble classifier ‘Enclamald’ to identify the contrasting 

permission patterns to illustrate the important difference 

between malicious apps the benign ones based on 

permission usage(Xiong et al.). Liu et al. have proposed a 

two-layered permission-based detection model for 

Android apps. In their work, they considered both 

requested permission and used permission by apps to 

detect malicious apps using machine learning techniques 

(Liu and Liu). Congyi et al. used an implementation of 

ensemble learning- XGBoost method to detect malicious 

Android apps based on permission usage(Congyi and 

Guangshun). Alba et al. used feature selection and 

ensembling techniques to classify  

 

 

Android malware(Coronado-De-Alba et al.). Idrees et al. 

proposed a model PIndoid, permissions, and intent-based 

framework, to detect malicious Android apps. It uses a 

combination of permissions and intents integrated with the 

ensemble method to improve the malware detection 

accuracy(Idrees et al.). Abdirashid et al. proposed a model 

to detect unknown malware by using a permission-based 

approach to enhance the accuracy as well as 

efficacy(Sahal et al.). The authors have improved the 

feature selection technique by incorporating weighing 

method TF-IDFCF, based on the class frequency of the 

app features. Jin et al. developed a malware detection 

system SigPID capable of coping with malware and its 

variants(Sun et al.). The authors have used three levels of 

pruning to mine app permission and identify the most 

significant permission capable of distinguishing malware 

apps from benign ones. Wang et al. have applied different 

ranking algorithms to classify malicious Android apps 

based on different ranking techniques namely principal 

component analysis(PCA) and sequential forward 

selection (SFS) to detect risky app permissions along with 

their subsets(Wang et al.). The authors have used a data 

set of 310926 benign and 4868 malicious apps and 

employed several machine learning classifiers. Jing Y et 

al. developed an automated risk assessment framework 

RiskMon which utilizes machine learning models to rank 

and assess the risks by Android apps(Jing et al.). The 

highlight of the tool was that it continuously monitors the 

behaviour of Android apps by combining the expectations 

of app users with their run-time behaviour. Run time 

behaviour of 20 iOS mobile health care iOS apps was 

analyzed by Adhikari R et al.to determine their strengths 

and weaknesses by assigning a safe score and risk score to 

them based on their run time analysis(Adhikari et al.). 

Authors Objective  Technique/Method Data Set 

Abdirashid et al. 

(Sahal et al.) 

Develop permission-

based malware detection 

model 

Utilize feature selection 

techniques  

1000 samples of apk files  

 

Jin et al. (Sun et 

al.) 

 

Develop malware 

detection system SigPID 

Identify the most significant 

app permission to classify 

malware apps 

310926 benign Android apps, 5494 

malicious Android apps  

 

Wang et al. 

(Wang et al.). 

Explore the permission-

induced risk to classify 

Android apps  

Ranking of permissions, 

identification of malicious 

apps using PCA and SFS 

310,926 benign and 4868 malicious apps  

 

Jing et al. (Jing et 

al.) 

Develop a risk 

assessment framework 

Computes a risk assessment 

baseline by monitoring the run 

time behaviour of apps 

14 Android apps  

 

Adhikari et al. 

(Adhikari et al.) 

Analyze run time 

behaviour of health care 

apps 

Computation of safe score and 

risk score of iOS apps during 

their usage 

20 iOS apps 

Kang et al.(Kang 

et al.) 

Malware detection using 

static analysis 

Permission-based analysis of 

malware 

51,179 benign Android apps and  

4,554 malware Android apps  

Huang et 

al.(Huang et al.) 

Detect malicious 

Android apps based on 

their permissions 

Grouping of permissions to 

Boolean vector and then 

training in machine learning 

classifiers  

124,769 benign Android apps and 480  

Malicious Android apps  
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Table 1 details the summary of research works on 

detecting privacy breaches. 

 

However, the limitation of the above approaches 

is the differentiation of benign apps from malicious apps 

if they all request a similar set of app permissions. Since 

in Android, a large set of app permissions (approximately 

320+) is already available, hence application of feature 

selection techniques, machine learning techniques, and 

reverse engineering is easy. However, in the case of the 

iOS platform a limited set of 10-13 permissions is 

available which varies with the iOS version. Hence, 

distinguishing a benign app from a malicious app is very 

difficult because there exists a thin boundary between a 

malicious and a benign app.  

As most of the work has been done for the 

Android platform, in this paper we propose the detection 

of malicious apps for the iOS platform using AHP and 

MCDM approach to detect malicious iOS with a minimal 

permission set. We have also employed several 

ensembling techniques. The machine learning classifiers 

that were used for evaluating the proposed method are 

listed below(Mesevage), (Abaker and Saeed; Chehal et 

al.), (Harahsheh and Chen). 

(i) Naïve Bayes (NB): It is a Bayesian classification 

method and is based on Bayes' Theorem. The 

Bayesian classification method builds a probabilistic 

classifier that is based on modelling the underlying 

features for different classes. The classification 

technique predicts class member probability that a 

given sample/tuple belongs to a particular class. The 

advantages of using this technique are that it needs 

less training data, is highly scalable, and can be used 

for both multi-class as well as binary classification 

problems(Mesevage). 

(ii) Decision Tree (DT): It constructs a tree structure in 

a top-down recursive manner based on the divide and 

conquer manner. The decision tree is a tree structure 

where the internal node represents a test on an 

attribute every branch represents the output of the test 

and the leaf nodes depict the class distribution and are 

easy to interpret(Chehal et al.). 

(iii) Random Forest (RF): Random Forest generates 

many classification trees. Every tree gives a 

classification and the forest selects the classification 

that has the most votes [15]. 

(iv) Neural Network (NN): The basic unit of a neural 

network is neurons, which take inputs, perform 

mathematical computations with them, and generate 

output. Every input is multiplied by a weight, and then 

all weighted inputs are added together with a bias 

function, and then the sum is passed through an 

activation function(Zhou).  

(v) Support Vector Machine (SVM): It is a 

fast machine learning algorithm used for 

solving multiclass classification problems 

for larger data sets. It can work with high-

dimensional data comprising thousands of features 

and attributes. The algorithm can be used in text 

classification problems with high-dimensional spaces 

[15]. 

The ensembling approaches that have been employed are 

bagging using J48 (decision tree) and boosting.  

 

(vi) Bagging (Bg): The technique is based on creating 

multiple subsets from the original dataset. The 

instances from the dataset are selected with 

replacements. Then a base model also called a weak 

model is created for each of the subsets. The models 

are run in parallel and they work independently of 

each other. The final predictions are computed by 

combining the predictions from all models(Idrees et 

al.).  

(vii) Boosting (Bo): In boosting a subset is created from 

the original dataset and instances are given equal 

weights initially. The base model is constructed on 

the previously created subset and is utilized to make 

predictions for the complete dataset. Errors are 

determined to employ real and anticipated values. 

Higher weights are allocated for the perceptions that 

are incorrectly anticipated. A strong learner is defined 

using the weighted mean of weak learners(Idrees et 

al.).  

 

The following section describes the proposed approach to 

determine malicious iOS apps using a multi-criteria 

decision-making approach. 

 

3 Classifying iOS Apps using 

proposed hybrid approach 
Figure 1 shows the proposed framework to classify iOS 

apps using machine learning and ensemble techniques 

based on ranked permissions. Permissions are ranked 

using AHP. In the proposed method, the apps are installed 

from the AppStore, and their features are fetched (here 

features refer to the app permissions such as location, 

camera, photo gallery, etc.). We have considered ten 

features for twelve categories of iOS apps. Each app has a 

set of features in the form of a permission vector. 

Generally, permission for each feature is either present or 

absent corresponding to an app, and the features if present 

are considered to be equally important. In reality, the 

features of each category app have different weights. 

Based on this belief, we have ranked the permission set of 

each category of apps. On the basis of permission usage 

across the category, we have applied correlation 

coefficient and ranked permissions across the category. 

For example, an app belonging to the Social Networking 

category can have app permissions like photo, camera, 

location, internet, etc. whereas a simple flashlight app 

from the utilities category may require only camera 

permission. Thus, the ranking of permission for camera 

would be entirely different in social networking and utility 

category. 

The proposed method has two phases. In the first phase, 

the app features are assigned weights based on the app 

category. In the second phase, the classification 

algorithms are applied for the identification of malicious 

iOS apps.   
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Assigning weights to app permissions 

To rank the permissions of an app we are using the AHP, 

a MCDM approach. Step 1 is to identify the AHP 

Hierarchy. In this step, first, the goal is defined. In this 

work, the goal is to classify an iOS app as Malign or 

benign. Second, the criteria are identified. Here, the 

criterion is the apps category. 

 

Figure 1: Framework to classify iOS App using machine learning and ensemble technique based on ranked 

permissions 

 
 

 Figure 2: The Hierarchy of iOS Apps for AHP 

Twelve mobile app categories have been considered. The 

categories are Books, Navigation, Games, Education, 

Health & Fitness, Lifestyle, Music, Utilities, Photo & 

Video, Sports, Social Networking, and Finance(Bhatt et 

al.). Third, the sub-criterion is defined if present. Here, the 

sub-criterion is the feature set of each category app for 

which permissions are present.AHP has been used to 

identify important features of each category app. The 

bottom level consists of the various alternatives. In our 

problem, 1150 apps belonging to twelve categories are the 

varied alternatives. The AHP hierarchy for ranking 

permissions of each category app is shown in Figure 1. 

In step 2, pair-wise comparisons among features 

are performed to create a judgement matrix. We consider 

the ten feature sets of all apps belonging to each category. 

The features set consists of photos, internet, notification, 

map, location, contacts, calendar, cellular data, iAd, and 

camera. The Pearson correlation coefficient is utilized to 

find the feature importance for a particular category app. 

Then we used the Pearson correlation coefficient to 

perform a pair-wise comparison among features to find the 

relative importance of each pair and are given values in 

the range of 1 to 9. Table 2 has been used for the creation 

of a judgement matrix that provides the relative ranking 

that signifies the intensity of importance among the 

considered feature pair. The order of the judgement matrix 

depends upon the number of elements that the level of 

comparison. Since we are comparing the 10 feature pairs 

so for each category, the matrix of dimension 10*10 is 

formed. As the judgement matrices are formed, the 

eigenvectors and maximum eigenvalue (λmax) for each 

matrix are computed. Later consistency index (CI) and 

consistency ratio (CR) are calculated as shown in 

Algorithm 1. RI is a random consistency index given by 

Saaty for n varying from 1 to 10 (Refer Table 3). The 

acceptable value of CR is less than 0.1. If the CR value 

exceeds 0.1, it represents inconsistencies and the result is 

meaningless. Thus, the entire process requires re-

evaluations(Saaty).
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Table 2: Criteria for comparison 

Intensity of Importance Definition 

1 Equal importance 

3 Weak importance of 𝐶𝑖  over 𝐶𝑗   

5 Essential or strong importance 

7 Demonstrated importance 

9 Absolute importance 

2,4,6,8 Intermediate 

Reciprocals If 𝐶𝑖 has one of the above judgements assigned to it when compared with 

𝐶𝑗 has the reciprocal value when compared with 𝐶𝑖 

 

Table 3: RI values 

 

 

 

 

Algorithm 1 : Ranking permission of varied category Apps using AHP 

 

 

 

 

 

  

Size 1 2 3 4 5 6 7 8 9 10 

RI 0.00 0.00 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49 

Step1: Define AHP hierarchy. (Refer Figure 2) 

1. Goal: To identify an iOS app is benign or malicious 

2. Criteria: Twelve iOS App Categories 

3. SubCriteria: Feature vectors of each category app. 

4. Alternatives: 1150 apps belonging to different categories.  

Step 2: Pairwise comparison is performed to find relative ranking among features of each category apps. (Refer 

Table 1) 

Step 3: Compute Judgement Matrix (M) of dimension 10*10 for each category apps. (Illustrated in Table 5) 

Step 4: Calculate Mn, normalized judgement matrix which can be obtained by dividing each element with the 

column sum. 

Step 5: Find the average of all the row elements of Mnto get eigenvectors WT having dimension 10*1 that are 

considered as the weights of each feature if the matrix is consistent.  

Step 6: Check the consistency of the matrix, M.  

a. The maximum eigen value (λmax) for each matrix is calculated. 

𝜆𝑚𝑎𝑥 =  
1

n
∑

ith entry in MW𝑇

ith entry in WT

n⋅

i̇=1

 

b. The consistency index (CI) of each matrix of order 10 is calculated 

𝐶𝐼 =
(𝜆𝑚𝑎𝑥−𝑛)

(𝑛−1)
Here n =10 (number of app features) 

c. Compute consistency ratio (CR)  

𝐶𝑅 =
𝐶𝐼

𝑅𝐼
 𝐻𝑒𝑟𝑒, 𝑅𝐼 = 1.49 
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The judgement matrix is found to be consistent if the value 

of CR is less than 0.1. The weights of features are fetched.  

 

Apply classification algorithms to identify the benign and 

malign iOS apps    

 

The feature weights computed by applying AHP are used 

for each category of apps and are used to train the 

classifiers. Five machine learning and two ensemble 

learning techniques are applied for the identification of 

malign and benign apps. The machine learning techniques 

that are considered are Naïve Bayes, Neural Network, 

Random Forest, Decision Tree, and SVM.  

The ensemble learning techniques are applied as 

the feature set in some of the categories is found to be 

skewed. The techniques used are bagging and boosting 

where J48 is used as a baseline technique. 

4 Experimental results and analysis 
This section presents the experimental setup and results of 

the proposed model on 12 categories of iOS 1150 apps. 

4.1 Experimental setup 

The proposed permission weighting approach is evaluated 

on twelve categories of iOS apps. The categories are 

Books (Bks), Education (Edu), Finance (Fin), Games 

(Gam), Health & Fitness(H&F), Lifestyle (LS), Music 

(Mus), Navigation (Nav), Photo&Video(P&V), Social 

Networking (SN), Sports (Sp) and Utilities (Util). There 

are a total of 1150 iOS apps that have been considered. The 

apps are fetched from the App Store.  Table 5 shows the 

distribution of apps in each category that has been 

considered.  

 

Table 4: Category wise apps distribution 
Category Apps Count 

Books 126 

Education 141 

Finance 91 

Games 201 

Health & Fitness 81 

Lifestyle 101 

Music 91 

Navigation 46 

Photo & Video 61 

Social Networking 91 

Sports 46 

Utilities 86 

Total 1150 

 

Each category app defines the important features that it 

serves to the users. The features set consists of photos, 

internet, notification, map, location, contacts, calendar, 

cellular, iAd, and camera. The permission log of these 

features has been extracted. Each app has its own set of 

feature vectors, for example, App1 of the Books category 

has feature vector fv= (1,0,0,1,0,1,0,0,0,0) which depict 

that this app has three features: photos, map, and contacts. 

The different features of apps are generally given equal 

importance. Here photos, map, and contacts are given 

equal importance. It has been noticed that certain features 

of apps are more important than other features. Based on 

this belief, this paper prioritizes the features of an app 

using the AHP, MCDM technique to classify the app as 

malicious or benign.  

The proposed method undergoes two phases to detect 

malicious iOS apps: In the first phase the features of each 

category of iOS apps are ranked using AHP and in the 

second phase machine learning as well as ensemble 

learning methods are applied to ranked features. Finally, 

the performance of both approaches is evaluated using 

precision defined by equation 1. Here, precision is a metric 

used to evaluate the model’s positive classifications which 

are actually positive. It is defined as a ratio of true positive 

(TP) predictions and total number of predicted positives 

which includes both false positives (FP) as well as true 

positives. Precision improves when false positives 

decrease. 

Precision =
TP

TP + FP
                                       (1) 

4.2 Experimental results 

This section presents the results obtained from our 

experimental study. During the first phase, the features of 

varied category apps were ranked using AHP. The 

feature's importance has been computed using the 

correlation coefficient. The results of which are given in 

Table 4 and have been taken from our previous work on 

the detection of malicious iOS apps using static and 

dynamic analysis approaches (Bhatt et al.). The work is an 

extension of previous work by including ensembling and 

multi-criteria decision-making approach. The correlation 

values are used for pair-wise feature comparison. The 

judgement matrix has been computed for each category 

app using pairwise feature comparison. Figures 3a-3l 

represent the Judgement Matrix corresponding to each 

category of apps.      

 

Table 5: Features Importance in each category apps 
Bks Edu Fin Gam 

iAd Notifi. Notifi. iAd 
Photos MapKit Location Notifi. 
Internet Cellular MapKit Cellular 
Notifi. Location Camera Calendar 
Contacts Camera Contacts Photos 
MapKit Calendar Cellular Location 
Calendar Contacts Photos Internet 
Cellular Internet Calendar Camera 
Location Photos iAd MapKit 
Camera iAd Internet Contacts 

H&F LS P&V SN 
MapKit Notifi. Notifi. Notifi. 

Notifi. MapKit Camera Cellular 

Contacts Cellular iAd Camera 

iAd Contacts MapKit Calendar 

Calendar Location Calendar Location 

Camera iAd Cellular iAd 

Photos Calendar Internet Contacts 

Cellular Photos Location MapKit 

Location Camera Photos Photos 

Internet Internet Contacts Internet 
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Spo Util Mus Nav 

Cellular MapKit Cellular Cellular 

Calendar Cellular Notifi. Calendar 

MapKit Calendar MapKit Notifi. 

Notifi. Camera Calendar Internet 

Camera Location Internet Photos 

Photos Internet Location iAd 

Contacts Photos Photos MapKit 

Location Contacts Camera Camera 

Internet Notifi. iAd Contacts 

iAd iAd Contacts Location 

 

 
Figure 3 a: Judgement Matrix for Apps from (Books 

(Bks) category 
 

 
Figure 3 b: Judgement Matrix for Apps from Education 

(Edu) category 

 

 
Figure 3 c: Judgement Matrix for Apps from Games 

(Gam) category 

 

 
Figure 3 d: Judgement Matrix for Apps from Health & 

Fitness (H&F) category 

 
Figure 3 e:Judgement Matrix for Apps from Music (Mus) 

category 
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Figure 3 f:Judgement Matrix for Apps from Navigation 

(Nav) category 

 
Figure 3 g: Judgement Matrix for Apps from Social 

Networking (SN) category 

 

 
Figure 3 h: Judgement Matrix for Apps from Finance 

(Fin)category 

 

 
Figure 3 i: Judgement Matrix for Apps from Photo & 

Video (P&V) category 

 

 
Figure 3 j: Judgement Matrix for Apps from Sports 

(Spo)category 

 
Figure 3 k: Judgement Matrix for Apps from Utilities 

(Util)category 
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Figure 3 l: Judgement Matrix for Apps from Lifestyle 

(LS) category 

The procedure given in Algorithm 1 has been followed and 

the final weights of the ten features for all the twelve 

category Apps are shown in Table 6. Table 7 shows the 

Consistency Index (CI) and inconsistency ratio (CR) 

values obtained for each iOS category app. A CR value 

below 0.1 suggests that the comparisons made are 

consistent and that the judgments used in the AHP process 

are reliable. In our analysis, it can be clearly observed from 

the tables 6 & 7 that the CR values obtained were 

consistently below this threshold for all category iOS apps, 

which means that the pairwise comparisons of the 

permissions were logical and coherent.

 

Table 6: Final weights of all features for twelve category apps 

 

 

 

 

 

appsFeatures Weights (Bks) Features Weights (Edu) Features Weights (Gam) Features Weights (H&F) 

N 0.260416 N 0.22869837 N 0.258617391 N 0.373378406 

iA 0.1536197 M 0.25874097 iA 0.217896213 M 0.239753234 

Ce 0.1118894 Ce 0.13251323 Ce 0.196327424 Ce 0.127111058 

Cl 0.1130392 Co 0.11850109 P 0.108141669 Co 0.070634637 

M 0.0972874 I 0.1023565 Cl 0.080053713 I 0.054553629 

I 0.0941756 L 0.0464333 L 0.034984294 L 0.03462572 

L 0.0570132 Cl 0.03384061 I 0.025581562 Cl 0.030962473 

Ca 0.0387621 P 0.02371545 Ca 0.030363325 P 0.025841841 

P 0.0395886 iA 0.03329195 M 0.025065278 iA 0.023556455 

Co 0.0342088 Ca 0.02190853 Co 0.02296913 Ca 0.019582547 

Features Weights (Mus) Features Weights (Nav) Features Weights (SN) Features Weights (Spo) 

N 0.3164822 Ca 0.32905485 N 0.243144501 Ce 0.226412065 

Ce 0.2583536 Ce 0.2360261 Ce 0.230117625 Cl 0.193037193 

L 0.1466667 Cl 0.14566162 L 0.098318076 N 0.130405534 

M 0.0571527 Co 0.07414116 Cl 0.158169247 M 0.114890071 

Co 0.0561844 I 0.06437649 Ca 0.110922948 Ca 0.089492707 

Cl 0.0476753 L 0.03690112 Co 0.040755572 P 0.070530109 

P 0.0505276 M 0.04092982 iA 0.03808108 I 0.058589306 

iA 0.0271474 P 0.03279818 P 0.032758226 Co 0.043199994 

Ca 0.0210871 N 0.0221352 M 0.028127397 L 0.039473318 

I 0.018723 iA 0.01797546 I 0.019605329 iA 0.033969703 

Features Weights (Fin) Features Weights (Util) Features Weights (P&V) Features Weights (LS) 

N 0.2430282 N 0.24600855 I 0.239110134 N 0.286591226 

M 0.200416 iA 0.14601401 N 0.169841704 Ce 0.198462154 

Ce 0.151552 Ce 0.15944265 Ca 0.154772531 L 0.141693949 

Co 0.1195261 Cl 0.10371867 iA 0.119366316 Co 0.079178536 

I 0.0901974 M 0.08086139 Cl 0.081263199 M 0.064995197 

L 0.0727182 I 0.07471276 M 0.074714065 Cl 0.056637209 

Cl 0.0504631 L 0.055601 Ce 0.047334716 iA 0.061643922 

P 0.0312343 Ca 0.04967195 co 0.040725409 P 0.064021004 

iA 0.0256206 P 0.04642525 L 0.037987177 Ca 0.025483038 

Ca 0.015244 

 

Co 0.03791838 P 0.03488475 I 0.021293766 
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Table 7: Consistency Index (CI) and inconsistency ratio (CR) values 

Sno Category CI CR 

1 Books          0.14527 0.097497 

2 Education 0.146455 0.098292 

3 Finance 0.136704 0.091747 

4  Games 0.145712 0.097794 

5 Health & Fitness 0.135315 0.090816 

6 Lifestyle 0.144084 0.096701 

7 Music 0.14871 0.099806 

8 Navigation 0.143824 0.096526 

9 Photo & Video 0.1444 0.096913 

10 Social Networking 0.142957 0.095944 

11 Sports  0.135897 0.091206 

12 Utilities 0.147348 0.098891 

A detailed illustration of AHP steps has been omitted for 

the sake of the length of the paper. The results of this 

evaluation were analyzed to find whether the inclusion of 

AHP in prioritizing and determining the weights of 

features improves the accuracy of iOS app classification or 

not. We have used the cross-validation technique in the 

Weka toolkit to measure the efficiency of the models. 

Generally, whenever an inadequate amount of data 

instances is available, cross-validation method is preferred 

to accomplish an unbiased approximation of the model 

performance. In the k-fold cross-validation technique, the 

dataset is divided into k subsets, each of equal size. The 

model is constructed ‘k’ times, each time using (k−1) sets 

of data instances for training the classifier and leaving out 

one subset as a ‘test set’ for predictions. We considered 

five machine-learning techniques and two ensemble-based 

techniques for classification. The machine learning 

classifiers that are used for evaluating the proposed 

method are Decision Tree (DT), Random Forest (RF), 

Naïve Bayes (NB), Neural Network (NN), and Support 

Vector Machine (SVM) and the considered ensemble 

approaches are bagging using J48(Bg) and Boosting (Bo). 

We compared the proposed AHP-based weighing 

approach with actual permission-based classification 

approaches.  

The summary of the precision values for different 

classifiers has been depicted in Table 8 and Table 9. The 

tables also depict the comparison of precision values 

before/after applying the AHP technique for various 

classifiers. The results depicted in Table 8 and Table 9 

demonstrate that the proposed AHP-based approach 

achieved an improved average accuracy in all the category 

apps. The improved average accuracy attained for 

classification algorithms Random Forest, Support Vector 

Machine, Naïve Bayes, Neural Network, and Decision tree 

is 77.83%, 78.61%, 77.99%, 75.21%, and 78.21% 

respectively. It has been observed that Random Forest and 

SVM-based AHP classifier (SVMAHP), performs better in 

8 categories out of 12 categories apps, and Naïve Bayes-

based AHP (NBAHP) and Neural Network-based AHP 

(NBAHP) classifier performs better in 9 categories out of 12 

categories apps. Integration of machine learning with AHP 

has shown the best performance for Health & fitness 

category apps as the improvement can be clearly observed 

in the case of three classifiers SVMAHP, NBAHP, and NNAHP 

as 9.8%, 9.1%, and 8.3%. The proposed hybrid model has 

also shown good results for the apps belonging to the 

categories: Navigation and Photo & Video. The results 

reveal the improvement of 4.4%, 2.2%, and 2.9% in 

SVMAHP, NBAHP, and NNAHP classifiers for the Navigation 

category and 1.9%, 3.3% and 4.9% in RFAHP, SVMAHP 

and NBAHP for Photo & Video category. The average 

accuracy attained in ensemble techniques, Boosting and 

Bagging using J48 is 80.01% and 77.22%. The ensemble 

learning technique, boosting integrated with AHP 

performed the best as it has shown better accuracy in all 

the 12 categories of apps. The highest improvement 

attained is 14% for Health and Fitness Apps. Figure 4 

shows the improved precision scores for 12 iOS apps 

categories using the proposed hybrid approach. 

 

 

 

 

 

Table 8: Summary of Results Precision Values (in Percentage) 
Category RF RFAHP SVM SVMAHP NB NBAHP NN NNAHP DT DTAHP 

Books 76.1 76 75.3 76.3 76.8 75.9 71.8 75.3 79.9 79.9 

Education 76.5 75.7 76.5 69 75.7 74.3 78.6 70.7 78.6 77.9 

Finance 62.2 61.6 63.9 63.9 67.9 73.3 66 61.3 71 67.2 

Games 85.1 86 86.2 85.7 84.1 84.6 84.2 84.5 83.5 82.5 

Health & Fitness 83.7 82.5 74.9 84.7 71.7 80.8 77.9 86.2 84.1 78.5 

Lifestyle 79.1 80 82.9 76 74.9 74.9 75.8 74.8 82.9 81.9 

Music 97.8 98.9 98.9 98.9 95.6 95.6 95.6 95.6 98.6 98.6 
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Navigation 67.2 67.2 71.6 76 76 78.7 60.4 63.3 67.2 67.2 

Photo & Video 75.9 77.8 68 71.3 67.3 72.2 77.4 77.4 74.1 74.1 

Social Networking 79.7 81 82 81.9 75.2 74.2 76.5 76.5 78.5 81.3 

Sports 66.1 67.9 74.7 74.7 69.9 69.9 58.4 58.4 70.8 74.8 

Utilities 77.6 79.4 83.1 84.9 80.8 81.5 78.5 78.5 71.1 77.1 

Average 77.25 77.83 78.17 78.61 76.33 77.99 75.09 75.21 78.36 78.42 

 

Table9: Evaluation of weighing based approach using machine learning classification algorithm 

S No Category Bo BoAHP Bg BgAHP 

1 Books(B) 78.5 79.3 79.2 76 

2 Education(E) 70 73 76.4 78.6 

3 Finance(F) 73.5 73.6 67.2 66.9 

4 Games(G) 84 84 84.7 83.5 

5 Health & Fitness (HF) 70 83.9 80 84.3 

6 Lifestyle(L) 72.9 72.9 78.9 76.8 

7 Music(M) 97.8 98.9 98.9 98.9 

8 Navigation(N) 78.7 78.7 55.6 53.8 

9 Photo & Video (PV) 77.8 79.6 70.4 70.4 

10 Social Networking (SN) 79.6 79.7 82 82 

11 Sports(S) 72.2 72.2 75.2 75.2 

12 Utilities(U) 85.4 85.4 80.8 80.2 

 Average 78.37 80.1 77.44 77.22 

 
 

Figure 4: Improved precision using proposed hybrid approach for 12 iOS category apps 

 

 

Based on the above results from Table 8 and Table 9 it can 

be concluded that the proposed approach of using a multi-

criteria decision-making approach using AHP improves 

the detection rate of malicious apps. Up to 9.8% in 

machine learning techniques and 14% in ensemble 

learning techniques.  

5 Conclusion 
The paper proposes an AHP-based weighting approach 

integrated with machine learning and ensemble learning 

techniques to detect iOS malicious apps. The proposed 

method initially extracts the app permissions using static 

analysis for 12 categories to compute a permission matrix 

comprising the number of apps and presence/absence of 

features. Then correlation of permissions for every 

category is computed using Pearson Correlation. Later, the 

AHP technique is applied to determine the weights of all 

permissions based on their correlation with respect to the 

category and in order to compute a weighted permission 

matrix. The proposed method has been compared with 

traditional permission-based classification methods. 

Empirical results depict that the proposed approach 
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improves the detection rate for all 12 categories of iOS 

apps. In the future, we plan to conduct a sensitivity 

analysis to test the robustness of the AHP-derived weights. 

We will also explore different privacy settings for iOS 

apps namely track, link, and not-link, and investigate 

which privacy settings are better predictors for 

determining malicious or benign apps based on app 

permissions. 
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