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PROFILES 

The readers can observe substantial differences 
existing between the contents concerning concrete 
profiles of editors of Informatica. In some cases 
the scientific achievements of the profiled editor 
are in the foreground, in other cases, the brilliant 
career seems to play the decisive role. Commonlv, 
both achievement and career give the reason for 
the decision to put someone into the Informatica's 
profile collection. However, this does not mean 
that a critical amount of the scientific achieve
ment and career must not be present. 

The work of Professor Branko Souček fulfills 
both conditions. As a challenge to the Japanese 
fifth generation computer systems, he launched 
the term of the six generation computer systems, 
although at first through his editor function of a 
dedicated Wiley book series. In this series, he is 
not only the editor but also the leading author as 
it can be recognized from the list of Wiley's books 
which follows. 

Dr. Souček is one of the earliest editor of In
formatica. Today, his research is in 

1. the brain windows evoked potentials and the 
holographic netvrork for neurological diag-
noses; 

2. the holographic fuzzy learning for credit scor-
ing; and in 

3. IRIS-FEED, Integrated Reasoning and 
Informing Service—Federated ExEcutive 
Database. 

The reader will get an impression of his re
search work on the next pages of Informatica, in 
the paper entitled Neurological Diagnoses Based 
on Evoked Brain Windows and on Holographic 
Learning which is a result of years of the inter-
disciplinary research. 

By these introductory notes and the short cur-
riculum vitae which follows many other matters 
of primary and secondary importance cannot be 
entirely embraced and recognized by those who do 
not know the style of work and life of Professor 
Souček. It is a lot more which could be reflected 
into detail of his innovative research, technologi-
cal design, teaching experience editorial work and 
academic career. 

Branko Souček 
Branko Souček is a professor of electronic com
puter engineering and holds a B.Sc. and Ph.D. 
in electrical engineering (University of Zagreb, in 
1955 and 1963, respectively). He has divided his 
tirne between research and teaching at several in-
stitutions as: 

- Institute "Rudjer Boškovič", Zagreb, Croa-
tia; 

- Brookhaven National Laboratory, Upton, 
N.Y., U.S.A. 

- Department of Mathematics and Department 
of Electrical Engineering, University of Za
greb, Croatia; 

- State University of New York, Stony Brook, 
N.Y., U.S.A.; 

- Department of Electrical and Computer En
gineering, University of Arizona, Tuscon, 
Arizona, U.S.A.; and 

- IRIS International Center, Bari, Italy. 

Professor Souček has been the manager in 
large information technology projects and lec-
turer/consultant for multinational corporations, 
including: 

- IBM, Boeblingen, Germany; 

- Siemens, Munich, Germany; 

- Schering, New Jersey, U.S.A.; 

- Lockheed, Palo Alto, Ca., U.S.A.; and 

- NASA, Newport News, U.S.A. 

Dr. Souček experience ranges from the world's 
first Associative, million channel, real-time data 
acquisition system, to the original Brain-window 
theory. He has published more than 100 scien-
tific/technical papers, and has served as invited 
and tutorial speaker on many informational con-
ferences. 

Dr. Souček has served as lecturer/consultant 
for 

- Integrated Computer Systems, Los Angeles, 
Ca., U.S.A.; 
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— Software Research Corporation, St. Louis, 
U.S.A.; and 

— Infotech, London, U.K. 

He serves as an expert in United Nations agen-
cies IAEA and UNIDO. His books on mini, micro, 
neural, and real-time computing have been pub
lished in U.S.A., Canada, Europe, Russia, China 
and Japan in over 100,000 copies. 

Souček's B o o k Series Concerning the 
Sixth Generat ion Computer Technology 

Presently, Professor Souček is an editor of Se
ries of books in "The Sixth Generation Com
puter Technology", published by John Wiley, New 
York, U.S.A. The books published during 1988-
1994 are the following: 

1. B. Souček and Marina Souček: Neural and 
Massively Parallel Computers, J. Wiley, New 
York, p. 450, 1988; 

2. B. Souček: Neural and Concurrent Real-
Time Systems, The Sixth Generation, J. Wi-
ley, New York, p. 387, 1989; 

3. B. Souček and the IRIS Group: Neural and 
Intelligent Systems Integration: Fifth and 
Sixth Generation Integrated Reasoning In
formation Systems, J. Wiley, New York, p. 
650,1991; 

4. B. Souček and the IRIS Group: Fuzzy, Holo-
graphic, and Parallel Intelligence, J. Wiley, 
New York, p. 350, 1991; 

5. B. Souček and the IRIS Group: Dynamic, 
Genetic and Chaotic Programming, J. Wiley, 
New York, p. 550, 1992; 

6. B. Souček and the IRIS Group: Fast Learn-
ing and Invariant Object Recognition: The 
Sixth Generation Breakthrough, J. Wiley, 
New York, p. 270, 1992. 

7. T. Hrycej: Modular Learning in Neural Net-
works: A Modularized Approach to Neural 
Network Classification, J. Wiley; 

8. R. Sun: Integrating Rules and Connection-
ism for Robust Commonsense Reasoning, J. 
Wiley; and 

9. V.L. Plantamura, B. Souček, G. Visaggio: 
Frontier Decision Support Concepts, J. Wi-
ley. 

Current Act iv i t ies 

Professor Souček offers consulting, teaching, 
projects and studies in: 

- Help Desk. Supports the person in com-
plex but routine decision making, customer 
service and support, maintenance and trou-
bleshooting, software development and use, 
Information retrieval, product support. 

- Media Decision Support. Supports the 
information systems and software packages 
in their work. This includes intelligent data 
bases, pattern base, deductive hypermedia, 
association maps, decision support in EDI. 

- Process Decision Support. Supports 
real-time process control systems. It offers 
the features of production surveillance, ob
ject and pattern recognition, product evalua-
tion, adaptation and learning, robot support. 

- Integration of Reasoning, Informing and 
Serving, IRIS 

- The Business Process Reengeneering, BPR 

- Intelligent Business Networks, IBN 

- Frontier Decision Support Concepts, Wiley, 
New York, 1994, ISBN 0-471-592560-0 

Address: 

Prof. Branko Souček 
STAR Service; IRIS 
Via Amendola 162/1 
70126 Bari, Italy 
fax: 3980-5484556 
phone: 3980-5484555. 

Edited by A.P. Železnikar 
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The evoked potentials have been generated in response to auditory stimuli to a per-
son, and light stimuli to insects, resulting in two datasets, HUMAN and INSECT. In 
both datasets the responses are composed of several peaks with variable latencies. The 
brain-window logic is used to explain the evoked responses. Brain-windows are gener
ated through mutual coupling of biological oscillators, and modulated by the memory 
that stores the past history and the present behavior. Latencies of the peaks provide 
necessary Information to discriminate between normal subject and pathological states 
resulting from injury, tumor or multiple sclerosis. The holographic neural network clas-
sifies the subjects, based on the peak latencies. Combining brain-window theory with 
the holographic learning opens new possibilities for neurological diagnoses, as well as for 
a new kind offuzzy neural netvvorks. 

1 Introduction 

Evoked potentials are frequently used in the 
brain research. Souček and Carlson [1,2] have 
found that insect brain generates special kind of 
evoked tirne sequence: brain-windows. The brain-
window theory is used here to explain the human 
evoked potentials. Two datasets have been used, 
called INSECT and HUMAN. 

INSECT. A firefly flash is a brilliant burst 
of light which serves as a signal in a dynamic 
courtship communication system between males 
and females. Because it is possible to observe and 
recored firefly flashes from a distance and to com-
municate with firefly using artifical flashes, these 
animals provide ideal material for the analysis of 
insect brain functions. 

The fireflies Photuris versicolor were courted 
using artificial flashes provided by a flashlight. 
The flashlight was driven with a relay controlled 
stimulator. The duration of the flashes varied be-
tween 0.1 and 0.2 seconds. The artificial flashes 
and female responses were recorded using a hand-

held photomultiplier, the output of which was fed 
into a tape recorder. For details see [1,2]. 

H U M A N . Brainstem Auditory Evoked Poten
tials (BSAEPs) are generated in response to a 
brief auditory stimuli with seven peaks appear-
ing within 10 ms following the stimulus in nor
mal subjects. Pathological states resulting from 
head injury, acoustic tumors and multiple scle-
roses give rise to delays in the transmission of 
electrical signals and consequently the peaks are 
abnormally located. The BSAEPs were obtained 
from the Vertex-left mastoid, Vertex-right mas-
toid electrode locations on the scalp employing 
a Nivolet Pathfinder II system. Details can be 
found in [3,4,5]. 

2 The Brain Windows 

The theory that explaines the HUMAN and IN
SECT datasets is based on fuzzy, adjustable logic 
called "brain windows". The logic is supported by 
a network of coupled nonlinear oscillators. Upon 
receiving stimulus, the brain generates a sequence 
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of tirne windows of different vvidths. Receiving 
and sending windows are interleaved in the se-
quence. Each receive window recognizes a partic-
ular subgroup of stimulus intervals. Each sending 
window determines the latency of the response 
from the brain. The windows are arrayed in pri-
orities and controlled by the memory. Memory 
stores the past history. Brain windows are gen-
erated through mutual coupling of the primary 
oscillator, answer oscillator, and window genera
tor, see Figure 1. Hence, the brain windows are 
directly related to the inherent biological oscilla-
tors and to the memory. The oscillator generates 
a primary waveform P(t) with a period T\. Upon 
receiving a stimulus, the memory M\ is charged 
and slowly discharges back toward zero (Figure 
la). In this way, M\ modulates the primary vvave-
form (Fig. lb). Hence, M\(t) is equivalent to 
the phase-response curve (PRC). The positive and 
negative phases of the primary waveform desig-
nate receive and send wondows. Receive windows, 
defined by the positive phase of P(t), are periods 
during which a second stimulus can command an 
answer. Send windows, during which a response 
can actually be generated by the brain are defined 
by negative phases of P(t). A second memory, Mi, 
recalls the past history of stimulation. Depending 
on the past history, Mi can take any value in the 
range — 1 < Mi < 1. The intersection of the mem-
ory Mi and the primary waveform P(t) defines 
the sequence of the receive-send brain windows. 
Figures lc,d,e show three receive-send windows 
sequences for the memory values M'i, M2 , M2 , 
respectively. The basic carrier of information is 
the interval I between two stimuli. The second 
stimulus is matched against the train of receive 
windows. Each receive window recognizes a par-
ticular group of intervals. In this way, the brain 
receives and analyzes the stimulation interval I. 
This interval can be considered as a question in 
the communication. The logic of the brain gen
erates the answer to the received question. The 
answer information is coded in the latency L of 
the response. The latency is matched against the 
train of send windows. Each send window de
fines a particular group of latencies as a group of 
legal ansvvers. Hence, the receive interval I (ques-
tion) will produce the answer with the latency L 
only if I matches one of the receive windows and 
L matches one of the send windows. The brain 

windows operate with external, as vvell as with 
internal stimuli and responses. 

3 Holographic Network 
for Neurological Diagnoses 

Holographic netvvorks are a new brand of neural 
networks, which have been developed by Suther-
land [6,7]. This type of networks signiiicantly dif-
fers from the conventional back-propagation lay-
ered type. The main difference is that a holo
graphic neuron is much more povverful than a con
ventional one, so that it is functionally equiva-
lent to a whole conventional network. Therefore 
there is no need to build massive networks of holo
graphic neurons; for most applications one or few 
neurons are sufncient. In a holographic neurons 
there exist only one input channel and one output 
channel, but they carry whole vectors of complex 
numbers. An input vector S is called a stimulus 
and it has the form: 

S = [\1ei9\\2eie\---,\neiB»}. 

An output vector R is called a response and its 
form is: 

2J=[7ifi,'Vl
>72e,"Va,---,7nC,'*"»]. 

Ali complex numbers above are written in polar 
notation, so that modules are interpreted as confi-
dence levels of data, and phase angles serve as ac-
tual values of data. The neuron internally holds a 
complex rc x m matrix X, vvhich enables memoriz-
ing stimulus-response associations. Learning one 
association between a stimulus S and a desired 
response R reduces to the (noniterative) matrix 
operation 

X+ = STR. 

Note that ali associations are enfolded onto the 
same matrix X. The response R* to a stimulus 

S* = [\*1eiei,\*2eiel,---\*neie»] 

is computed through the follovving matrix opera
tion: 

R* = —S*X. 
c* 

Here c* denotes a normalization coefficient vvhich 
is given by c* = £JJ=i X*k. 

The response R* to a stimulus S* can be in
terpreted as a vector (i.e. a complex number) 
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TABLE 1 

Training Set 
Testing Set 

Normal 

30 
46 

Abnormal 
(Multiple Sclerosis) 

23 
34 

Total 

53 
80 

composed of many components. Each component 
corresponds to one of the learned responses. If 
S* is equal to one of the learned stimuli S, then 
the corresponding response R occurs in R* as a 
component with a great confidence level (« 1). 
The remaining components have small confidence 
levels (<C 1) and they produce a "noise" (error). 

It is believed that the BSAEP latencies provide 
necessary and sufficient information to discrimi-
nate between normal and pathological states. The 
experiments have shown that the 2nd, 3rd and 
the 4th peak latencies are the optimal features for 
classification. Ho et al [5] have collected a total 
of 133 BSAEP patterns from patients of which 
53 are used for training and the rest were used 
for testing. Table 1 shows the number of nor
mal and abnormal BSAEP patterns in the train
ing and testing sets. 

Holographic Neural Technology [6,7,8] is a rela-
tively new artificial neural system paradigm that 
resembles to a class of mathematics found within 
optical holograms. An element of information 
within the holographic neural paradigm is rep-
resented by a complex number operating within 
the phase and magnitude. The input BSAEP pat
terns S - {s(0),s(l),s(2)} (the 2nd, 3rd and 
4th peak latencies) and output class R — {r} 
(r = — ve (Normal) and r = +ve (Abnormal)) 
were converted from real values to the complex 
representations in the neural system by sigmoidal 
preprocessing operation 

s(k) - Xke
ie" 

9k -+ 2TT(1 + e ^ ^ ) - 1 

where /i is the mean of distribution over S, k — 
0,1,2, o is the variance of distribution, and \k is 
the assigned confidence level. The above trans-
formation maps the above input BSAEP patterns 
to corresponding sets of complex values. 

The experiments with the holographic network 
show that the number of higher order terms de-
termines not only the learning time, but also the 
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TABLE 2 

Classif. res.: Class A 

Classif. res.: Class N 

Overall Performance: 

96,25 % 

Ref. diagn. 

Abnormal 

31 

3 

Number of 

Ephocs: 1 

Ref. diagn. 

Normal 

0 

46 

Training 

Time: 1 sec 

classification accuracy [5]. The optimal number 
of the higher order product terms are 50. The 
results of using holographic network in classifica
tion of BSAEPs after the first learning trial are 
presented in Table 2. 

4 Results 

The brain window concept has been used to ex-
plain the evoked patterns in HUMAN and IN-
SECT datasets. The experimentaly observed 
evoked potential and behavior waveforms fol-
low the theoreticaly predicted primary oscillator 
waveform, as presented in Figure 1. In other 
words, the waveforms are generated through mu-
tual coupling of biological oscillators and modu-
lated by the memory that stores the past history 
and the present behavior. Holographic netvrork 
classifles BSAEP peak latencies and discriminate 
between normal and pathological states, with 96% 
accuracy. Experiments show that holographic 
learning of HUMAN dataset takes 1 second, while 
backpropagation learning takes 20 seconds. 

5 Conclusion 

The brain window concept has been used to ex-
plain the evoked patterns in HUMAN and IN-
SECT datasets. The experimentaly observed 
evoked potential and behavior waveforms fol-
low the theoreticaly predicted primary oscillator 
waveform, as presented in Figure 1. In other 
words, the waveforms are generated through mu-
tual coupling of biological oscillators and modu-
lated by the memory that stores the past history 
and the present behavior. 

The memory stores the internal context. Mem-
ory adjusts the sequence of receive-send windows. 
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The stimulus interval I presenting the sensory pat-
tern is matched against the train of receive win-
dows. The response latency Z, presenting the an-
swer or decision, is matched against the train of 
send windows. The language is directly related 
to the physiological findings: biological oscillators 
and pulses (flashes). 

Brain-window language is in excellent agree-
ment with experimental data measured on Pho-
turis versicolor female fireflies stimulated by artifi-
cial flashes. Computer analysis of a large volume 
of experimental data reveals the fact that data 
points are clustered into islands of dialogues. 

INSECT dataset is explained with one level of 
oscillator-pulse interaction. This concept can be 
extended to the hierarchy of oscillator-pulse lev-
els. Each level has its sequence of receive-send 
windows, and its memory (context). The seh-
sory patterns and the decisions or commands pass 
through the hiearchy in opposite directions. 

The HUMAN data set keeps the BSAEPs gen-
erated in response to a brief auditory stimuli with 
seven peaks appearing within 10 ms following the 
stimulus in normal subjects. The latencies of the 
initial five peaks of BSAEPs are highly stable 
in healthy normal subjects under a wide variety 
of physioloigical conditions such as sleep, wake-
fulness and anesthesia. However, in pathologi-
cal states resulting from head injury, acoustic tu-
mors,autistic disorders and multiple sclerosis the 
peaks are abnormally located. One explanation is 
the change of delays in transmission of electrical 
signals. 

According to Chiappa [10], there is no strong 
primary evidence in hurnans to define the pre-
sumed generator sources of BSAEP waveforms. 
The suggested generator sources are as follows: 
wave I-distal eighth nerve; wave II-proximal 
eighth nerve or cochlear nucleus; wave III-lower 
pons (possibly the superior olivary complex); 
wave IV-mid or upper pons (possibly the lateral 
lemniscus tracts and nuclei); wave V-upper pons 
or inferior colliculus. 

It is not known whether BSAEPs are being gen-
erated at synapses in gray matter nuclei or by 
volleys in white matter tracts, or by the result of 
summation of electrical activity from more than 
one nucleus. 

Because exact generator sources of BSAEP 
waveforms are not known (synaptic versus tract 

potentials or both), the pathophysiology of ab
normalities is also speculative. In experimental 
animals, unilateral and bilateral focal brain stem 
cooling produced BSAEP amplitude and latency 
abnormalities, respectivelv. However, the vari-
ety of diseases in which BSAEP abnormalities are 
found suggests that multiple factors can be in-
volved, presumably including segmental demyeli-
nation and axonal and neuronal loss, and modifi-
cation of the brain-window hierarchy. 

The brain-window hierarchy is modulated by 
the memory that stores the past history and the 
present behavior. Hence in pathological states, 
the memory disturbance dictates the abnormal lo-
cation of the response peaks. If this is so, than 
the subject treatment could be also oriented in the 
direction of the memory and its contents. The di-
agnoses might include the stimulation of the sub
ject with the pairs or trains of auditory, light or 
electrical stimuli. The pattern of the train should 
coincide with the brain-window sequence. Fur-
ther experiments, both with simple animals and 
with human, are needed to clear out remaining 
questions. The experiments include the use of 
anesthetic on human, and of ethanol on firefly lu-
ciferase. 

Combining Brain-windows with holographic 
learning opens new possibilities: a) explanation 
of other brain codes, languages and signals; b) 
design of a new class of fuzzy neural networks; 
c) new kind of neurological diagnoses; d) adap-
tation of holographic learning for large train-
ing and testing sets found in pattern recogni-
tion, speech and vision; e) Brain-window con
cept for natural language processing, reasoning 
and language-knowledge archives; f) interaction 
among the fuzzy Brain-windows representing the 
symbol, word, schema, frame, association map or 
cognitive map; g) diagnoses: Parkinson, Hunt-
ington, Wilson, Infarcations, Ischemia, Hemor-
rhages, Coma, Epilepsy, Hysteria, Meningitis, 
Surgery, etc. 
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Figure 1: Brain-windows in evoked potentials and time sequences. (a) Phase-response curve (PRC). 
The simulus flash charges the memory (Mi) which decays with time, producing the PRC. (b) Primary 
waveform defined by the PRC. As the PRC declines toward zero, the period of the primary waveform 
increases towards the resting value. Memory levels caused by previous flashes (M2) are shown as 
horizontal lines intersecting the primary wavefarm. These memory levels define the receive-send 
windows. (c,d,e) Receive-send window periods defined by memory levels (M2): (c) highly positive 
memory level (M2); receive windows narrow, send windows wide; (d) memory at zero level (M2); (e) 
highly negative memory level (M2); receive windows wide, send windows narrovv. 
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This paper is concerned with establishing a common language that can be used to 
communicate between the different members of a multi-agent system. We suggest that 
this may be done by successively approximating the concepts that each agent in the 
system deals with, and the paper gives algorithms which make this possible. Along 
the way we introduce the notion of a description language cut, or dl-cut, which is an 
abstraction to which a rich class of languages may be mapped. The idea of a dl-cut is 
then used to introduce rough concepts— rough descriptions ofthe concepts used by the 
agents. Finally we discuss the way in which rough concepts can be logically combined 
and used in deductive reasoning, also debating the scope of the validity of inferences 
using the concepts. 

1 Introduction 

Over the last twenty years, techniques from artif-
cial intelligence have been successfully applied to 
problems ranging from factory scheduling [23], to 
process control [15], and the diagnosis of faults in 
complex systems [12]. Expert systems have been 
developed which can replicate or exceed the accu-
racy of human experts [3], and which have bodies 
of knowledge that make them as knowledgeable 
as the best informed human expert [16]. With 
the increasing power and sophistication of these 
systems have come a number of well-documented 
problems — in general intelligent systems do not 
scale up easily, they tend to be brittle so that their 
performance breaks down as they leave their do-
main of expertise rather than degrading slowly as 

that of a human exp ert would, and it is difficult 
to ensure that they are consistent. 

A number of solutions have been suggested to 
remedy these ills, each stemming from a major re-
search effort. One is to try to ensure consistency 
by constructing intelligent systems in a more rig-
orous way, structuring the knowledge that they 
contain and ap plying techniques from softvvare 
engineering. This work is typified by the KADS 
project [22] and has led to interesting develop-
ments in areas such as the formal specification of 
knowledge-based systems [5]. 

A second approach is to reduce brittleness by 
building intelligent systems around a vast body 
of commonsense knowledge that approximates the 
kind of knovvledge that people use in their inter-
actions with everyday situations. This, in the-

mailto:mirek@dpmi.tu-graz.ac.at
mailto:sp@acl.lif.icnet.uk
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ory, will allow such intelligent systems to fall back 
on more general ideas when their specific expert 
knowledge fails. For instance, when a medical di
agnosis system is queried about the ailments suf-
fered by someone's car it should be able to trans-
fer some of its basic knowl edge about diagnosis 
and use this with commonsnese knowledge of how 
cars work to attempt an answer. The CYC project 
[14] which aims to do precisely this has recently 
released the first version of its knowledge base, 
and it will be int eresting to observe whether the 
claims made for it are justified. 

A third approach, and the one that we will con
sider in this paper, is to build communities of 
small, and therefore more manageable, systems. 
Because the individual systems contribute differ-
ent skills and knowledge, together they are ca-
pable of handling pr oblems that are beyond the 
scope of a single system. This is the approach of 
the ARCHON project [11] which has proved itself 
in the area of industrial process control in general, 
and in the construction of a co-operative system 
for elect ricity distribution management [4] in par-
ticular. 

Now, one of the most interesting things about 
the ARCHON system is that it provides a frame-
work for combining together existing systems. 
The motivation for this is the promotion of code 
and resource reuse, which is clearly a worthy 
aim, but in doing so raises a new and difficult 
problem. Different systems developed at different 
times may use different languages for knowledge 
representation. If this is the čase, how should they 
be combined? Work on ARCHON understand-
ably stopped short of providing an answer to this 
question, and it seems that little has yet been pub-
lished on general Solutions to the problem, though 
there has been some work on translating between 
different uncertainty handling formalisms in this 
context [19, 25]. 

However, some preliminary work has been pub-
lished on related subjects. Huhns et al. [9] de-
scribe ways of integrating different information 
models of businesses, that is they discuss the 
problems of relating such models and resolving 
incompatibilities between them. To do this they 
make use of the CYC ontology, which is postu-
lated to be of sufficient extent to encompass any 
notion in any business model, and integrate differ
ent models by integrating them into CYC. The re-

sult of this work is a system called Carnot, which 
provides an architecture and tools for integrat
ing the information models of large businesses. 
Neches et al. [17] make a similar suggestion but 
from the more general perspective of integrating 
knowledge representation systems irrespective of 
domain or interpretation. To do this they suggest 
the idea of an "interlingua" which is a general lan-
guage for knowledge interchange. At first blush, 
such a language certainb/ seems to be a good idea, 
but, as Ginsberg [6] argues, there are reasons why 
the definition of a standard interlingua seem pre-
mature. 

This work on interlinguae assumes that there 
will be some underlying ontology, some basic set 
of concepts and their inter-relations, that is un-
derstood by ali systems. Now, while such ontolo-
gies exist in some domains [17], they are far from 
universal, so there are domains in which the ap-
proaches discussed above will founder. In this pa
per we present some initial ideas about the way 
in which a model that is common to a number 
of intelligent systems that do not have a known 
common ontology might be constructed automat-
ically from the models of individual agents within 
the group. 

2 Basic concepts 

Our inspiration to develop methods to obtain a 
common interpretation of knowledge from multi-
ple sources stems from the domain of multistrat-
egy learning, first proposed by Brazdil [1]. The 
ability of this principle to improve performance 
was demonstrated by Brazdil and Torgo [2], and 
by Torgo and Kubat [24]. In the particular čase 
we will consider here, the problem involves several 
agents and a central system. 

The agents possess knowledge which is ex-
pressed in a particular language and the task of 
the central system is to combine the knovvledge 
into a general structure. The problem in doing 
this is that the language used by any agent may 
be different to the languages used by any other 
agent, and, if this is the čase, the central system 
will need to translate the information obtained 
from the individual agents into some common ba-
sis which we vvill refer to as the central language 
CL. 

Figure 1 illustrates the situtation we will con-
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agent 1 

concepts formulae 

agent n 

concepts formulae 

CL 

context 

Figure 1: The system under consideration 

x 

, ^T^ , i 1 r 2 L 1 1 

f g 

z C {a,b},y = {d},{f} C z C {e,f,g} 

Figure 2: Roughly described concepts a;, y and z 

sider. Each agent has a language which expresses 
a set of concepts and a set of logical formulae con-
cerning those concepts. The central system con-
tains the contezt of the overall system which plays 
an important role in any application of the knowl-
edge of the multi-agent system since the kind of 
concepts with which the system will deal have 
connotations which vary widely according to the 
context. Thus, for instance, the concepts 'fertile 
land' and 'warm day', have widely different mean-
ings in Central Africa and in Sweden. 

Note also that in this čase, unlike the agents, 
the central system has no direct access to the en-
vironment, however there is no theoretical reason 
why the central system should not have access, 
nor, for that matter why there should be a "cen
tral" system with a distilled common language. 
Instead the common language could be replicated 
in each agent, producing a group with no central 
focus, but whose members could ali understand 

each other. 

Now, when the system of agents is initially set 
up, the central system has no understanding of 
the languages used by the various agents. How-
ever, it is possible that it can establish a common 
language by approximation. That is, it is pos
sible for each agent to describe its knowledge to 
the central system in terms of its set of concepts. 
Depending upon the wealth of concepts available 
to the agent this may be a very precise or a very 
coarse description of its knowledge so that there 
is no guarantee as to the precision of the trans-
lation that is possible between the agent and the 
central system. 

When ali the agents do this the central system 
will end up with a language which can deal to 
some degree with aH of the knowledge dealt with 
by ali the agents, and so is broader than that of 
any single agent. In addition, due to the intersec-
tion between concepts, it may be more detailed 
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than that of any agent. 
What we propose in this paper are some 

thoughts as to how this might be achieved within 
the framework of rough concepts which we have 
developed [13] from ideas on rough sets [21]. 

A few informal definitions are needed to clar-
ify some of the notions tha t we will operate with. 
A language, often called a description language, 
is understood as a set of well formed formulae 
(wff). We will only deal with languages with a 
finite number of wffs. Each wff represents a con
cept captured by the language. Each concept, in 
turn, is interpreted as a set of relevant objects 
assigned to it by its context. Thus, when speak-
ing about students, we usually do not mean ali 
students in the world. Rather, we implici tly con-
strain ourselves to the students of our university, 
students of Computer Engineering, students from 
the secondary school in the neighbourhood, and 
the like. The context represents additional infor-
mation common to ali concepts, and in this čase 
we a ssume tha t the context is common to ali 
agents. 

Figure 2 presents a graphical representation of 
possible relationships between CL and concepts 
known by an agent. Each segment a through g 
stands for one wff oi a simple CL, and consists of 
objects tha t cannot be further discerned in CL. 
Each wff is true for one or more objects. The 
lozenges x, y and z are concepts known by an 
agent. Note tha t , due to the different languages 
used by the agent and the central system, the 
boundaries of x do not coincide with those of the 
wffs of CL so that x is not described as precisely 
by CL as by the language of the agent. However, 
without any additional information, the classifica-
tion of the objects from the segment b as positive 
or negative instances of x is completely unknovvn 
and cannot be quantified by a probability or a 
fuzzy degree of membership, so that this impre-
cise classification is stili very useful. In addition, 
as concepts y and z illustrate, CL may be able 
to precisely distinguish the concepts of an agent, 
or even some subsets of some the concepts under
stood by an agent. 

This issue is closely related to work on granu-
larity such as that by Hobbs [8] who defined an 
indistinguishability relation for unary predicates 
and Imielinski [10] vvho extended Hobbs vvork so 
that the idea can be applied to approxima te rea-

soning. Our proposal also has notions in common 
with Carnot [9] which ušes the idea of finding the 
best generalisation of a given concept, and with 
Ginsberg's [6] discussion of KIFs in which he pro-
poses discarding details s uch as probabilities in 
order to facilitate interchange between agents that 
quantify their knowledge and those that do not. 

For simplicity, we assume that the information 
possessed by the agents is noise-free and relevant. 
Readers interested in a method for pruning out 
noisy and irrelevant knowledge can find details in 
work by Brazdil and Torgo [2]. Thus the task that 
we will address is defined as follows: 

Given: 

A definition of the central language CL; 
The general context expressed either as a set of 

constraints on the set of objects vvith which the 
multi-agent system will deal (such as the set of 
ali types of car manufactured in Europe), or as 
a list of possible objects (such as Rover Metro, 
Nissan Micra, Ford Escort, . . . ) ; 

For each agent, the descriptions of concepts 
and formulae in the agenfs language which al-
low the agent to classify objects in terms of the 
concepts; 

Find: 

The description of ali concepts in CL; 
The scope of validity of the old as well as newly 

inferred propositions in CL. 

The essence of this translation process is abstrac
tion, a phenomenon that has been widely studied 
in artiiicia! intelligence. A comprehensive analy-
sis is provided by Giunchiglia and Walsh [7] where 
three types of abstraction are defined, depend-
ing on the ability of the source language L\ and 
the object language Li to distinguish objects. In-
formally, an abstraction is constant if both lan
guages discern the same objects; an abstraction 
is decreasing if L\ is able to distinguish the same 
objects as £2 &nd possibly some more; an abstrac
tion is increasing if Li is able to distinguish the 
same objects as L\ and possibly some more. The 
preceeding discussion makes it clear tha t , depend-
ing upon the exact concepts available, our method 
may give any of these types of abstraction, and 
indeed may give a mixture of different types for 
different agents in the same system. 
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3 Translating into C L 
In this paper, no strong requirement is made on 
the syntax of the well-formed formulae— we use a 
logic-like notation to describe the attributes of the 
objects which exemplify the concepts the various 
agents deal with. However, this notation is used 
purely for convenience since it allows us to write 
down ideas such as "the shape of a certain class of 
object is either a cube or a pyramid" in a concise 
way as, for instance: 

I shape{x) = cube I V I shape(x) = pyramid I 

or: 
shape(x, cube) V shape(x, pvramid) 

and it should not be seen as a fundamental limi-
tation on the approach— the results presented in 
the paper hold whatever form the wffs are written 
in. 

To get an idea of the motivation for the dl-cut 
and rough concepts, consider a simple example. 

E x a m p l e 1. 
Let a set of toy blocks be described by their shape: 
cube, pyramid, bali, and prism. The CX-language 
capable of describing the shape by means of these 
terms decomposes the set into four disjoint sub-
sets, each of which is represented by at least one 
object. Suppose the concept to be translated into 
CL is 'stable in an earthquake. ' Cubes and pyra-
mids are stable, balls are not stable, and the sta-
bility of a prism depends on the ratio of its base 
area to its height. Since no distinction is made 
between the different types of prism, CL cannot 
discern short, fat prisms (stable) from tali, thin 
prisms (unstable). If no additional information is 
available, the concept 'stable in an earthquake' 
can only be approximated by its lower bound 
(sufficient condition) and upper bound (necessary 
condition): 

lower bound: 
Vi stable(x) = 

shape(x, cube) V shape(x, pyramid) 

upper bound: 
Vx stable(x) = 

shape(x, cube) V shape(x, pvramid) 
V shape(x, prism) 

a 
The lower-bound description (core) is true for 
cubes and pyramids, whereas the upper-bound 

description (envelope) is true for cubes, pyramids, 
and prisms. Obviously, the 'distance' between the 
core and envelope depends on the language CL. 
Co ncepts expressed by the pair [core, envelope] 
are called rough concepts. 

The notion of a dl-cut, defined below, will fa-
cilitate the formalization of the approach tha t we 
have just outlined. In the following definition, 
the universe U is the set of ali objects seen by the 
central system. 

Definit ion 3.1 (dl -cut) Denote by Dl the set of 
ali wffs of a language. A subset dl C Dl is called 
a dl-cut iff it decomposes U into a system of pair-
wise disjoint sets such that each set is assigned 
precisely one wff f £ dl that is true for ali ele-
ments of this set. 

Thus in the simple system from Example 1, the 
universe of ali blocks can be decomposed into four 
disjoint sets each of which is assigned one of the 
following predicates: 

shape(x, cube), shape(x, pvramid), 
shape(x, bali), shape(x, prism) 

Each predicate is a wff and the set of four predi
cates is a dl-cut. In general there is not a unique 
dl-cut for a given universe. In this čase, an al
ternative dl-cut is made up of the following three 
wffs: 

shape(x, cube) V shape(x, prism), 
shape(x, pyramid), shape(x, bali) 

The elements (wffs) of a dl-cut are description 
items or generic concepts which may be distin-
guished by the central system, and may be used 
by it to approximate the concepts handled by 
the various agents with which it communicates. 
Knowing th at any disjunction of description 
items can be considered to be a concept, we can 
discern, by means of the dl-cut, 2N different con
cepts, where N is the number of wffs in the dl-
cut. The notion of a dl-cut facilitates a mapping 
of a rich class of languages onto easy-to-handle 
boolean expressions (for a deeper analysis, see 
[13]). 

Basically, there are two possible approaches to 
the construction of a dl-cut from the underly-
ing language— a naive approach, and a concept-
oriented approach. We only cover the naive ap
proach in detail, contenting ourselves with hinting 
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f mammal J f reptile J f bird 

f e a g l e j lark J 

Figure 3: Example of a generalization tree 

at how the concept-oriented approach can be em-
ployed. 

The naive method ušes a hill-climbing search 
technique. The initial state is the empty set of 
wffs, the final state is a set of wffs that form a dl-
cut, and the search mechanism is to augment the 
current set of wffs with a u>/f that does not ov erlap 
with any previous wff. Obviously, an exhaustive 
search would reveal many different dl-cuts whose 
capacity to model concepts varies. Hence, the 
search must be made heuristic by adding some 
criterion for selecting which wff to add to the dl-
cut. To be useful, this criterion should refiect the 
ability of the dl-cut that results from the addition 
the wff to model concepts. This approach leads 
us to propose Algorithm 1. 

The prerequisite for this algorithm is the avail-
ability of a generalitrj criterion which gives some 
idea of the quality of a dl-cut, and of a mecha
nism for a subsumption test to establish if one wff 
can replace another. The generality criterion in 
a system such as ours which is based upon the 
manipulation of attributes naturally reflects the 
number of literals in an expression since each of 
these corresponds to an attribute of the domain. 
Thus A is more general than A A B and A V B is 
more general than A. The subsumption test čari 
be based on knowledge of the domain, so that 
'bird' subsumes 'eagle' as in Figure 3 or on the 
explicit listing of the concepts represented by a 
wff. Thus if ali objects representing concept A 
also represent concept B, then B subsumes A. 
By convention, we write p C q if q subsumes p, 
and p ^ q if P subsumes q. 

A similar notion to subsumption is that of over-

lapping. Two wffs l\ and l-i are said to overlap if 
h = ki V /12 V . . . V lln, l2 = hi V /22 V . . . V l2m, 
and lu = kj for some i and j . Finally, the lan-
guage CL is assumed to be sufficiently rich that 
at least some of its wffs li must be subsumed by 
some concepts Sj, that is /,• C SJ, and for each 
object Uk G U, a wff lp can be found such that /p 

is true for Uk • 
The input to the algorithm is the set S of 

aH concepts, the context which defines the ex-
tent of the umverse U, and CL, which when the 
first dl-cut is constructed will be empty, but for 
other dl-cuts will be a set of uiffs. Further, let 
LlCL) = {k, . . . , / „} be the list of viffs from CL, 
in descending order according to some generality 
criterion so that for /,-,/j € L^CL\ if i < j , lj is 
not more general than /,-. 

The algorithm terminates when S is empty or 
when the ability of dl^CL^ to discern concepts can-
not be increased without backtracking from the 
current state. 

Algorithm 1 

1. Let dl(CL) = 0; 

2. Starting with li, search for the first k €E L^CL^ 
such that an Sj G S can be found for which lj C 
Sj. If no such /,- can be found, go to 5; 

3. Let d/(CL) = d/(CL)u {/,•}. Discard ali /;- G HCL) 
overlapping with U; 

4. Delete from S ali concepts Si such that s,- C d j 
where dj is any disjunction of wffs from dl^CL\ 
If S is not empty, go to 2; 

5. Find a u>jf that is true for the rest of the universe 
U, add it to d/(Ci) and stop. 
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Of course, many different procedures using 
more powerful heuristics and search techniques 
can be proposed, and their detailed analysis is 
an open research topic. The algorithm we have 
presented can serve as a guideline. 

Before we proceed to the illustration of the al
gorithm by a simple example, a few comments are 
necessary. Firstly, an additional requirement in 
step 2 can demand that the concept s j subsuming 
li is not allowed to subsume any other concept s^-
This requirement makes sense if agents are able 
to order their concepts by subsumption. 

Secondly, since the explicit storing of L^CL^ 
would limit the utility of the procedure to very 
small languages, the list is intended to be im-
plicit. Thus in the language based on conjunc-
tions of unary predicates, the algorithm would be-
gin with single predicates, then, when the ability 
of the predicates to describe concepts has been ex-
hausted, proceed to conjunctions of pairs of pred
icates selected by a suitable heuristics. 

It is also possible to derive an alternative al
gorithm driven by the concepts s/ instead of 
the wffs. This is the 'concept-oriented' approach 
hinted at above. 

Finally, it should be noted that, in general, sub
sumption checking is NP-hard for first-order logic 
and must be assisted, in realistic applications, 
by background classification information based on 
notions of generality of concept, such as that de-
picted in Figure 3. A similar problem can arise 
with the discarding of overlapping wffs in step 3. 

Example 2. 
Consider once again the blocks world of Exam-
ple 1 which is extended so that the blocks can 
be described in terms of the material from which 
they are made as well as their shape— ali cubes, 
prisms, and pyramids are metallic while balls are 
wooden. The agents understand the concepts 
'stable' and 'belongs to Tom', and are able to 
classify the objects in U as positive and negative 
examples of the concepts. In the flrst step, the 
central system picks the unary predicates one by 
one until one of them turns out to be subsumed 
by any of the two concepts. 

Suppose that the concept 'stable' subsumes the 
predicates shape(x, cube) and shape(x, pyramid) 
while 'belongs to Tom' subsumes shape(x, pyra-
mid). The system selects shape(x, pyramid) as 

thefirst wffoidl(CL). From now on, ali predicates 
overlapping with shape(x, pyramid) will be dis-
carded so that only the predicates shape(x, cube), 
shape(x, prism), shape(x, bali), material(x, wood) 
and their conjunctions are allowed to appear in 
any of the future wffs. Thus we might end up 
with dl(CL) being: 

shape(x,pyramid),shape(x,cube), 
shape(x, bali) A material(x, wood), 
shape{x, prisrn) 

D 

Now, we can deflne the important notion of a 
rough concept. 

Definition 3.2 (rough concept) Let xR(dl) = 
[xc(dl), xE(dl)] be a rough set. A rough concept is 
the pair [des(xc),des(xE)], where des(xG) is the 
description of the core of x in Din and des{xE) 
is the description of the envelope of x in Dldi-

Note that the core description does not apply to 
any negative instance of x, the envelope descrip
tion applies to ali positive instances of x, and 
the complement of the envelope applies only to 
negative instances of x. Beware, however, that 
any pair [core,envelope] pertains to a particular 
dl-cut. Different dl-cuts tend to imply different 
rough concepts since the core and envelope are 
itf/fsfrom dpCLK In this respect, the idea of rough 
concepts departs from Pawlak's rough sets [21]. 
Even though a wff can be understood as a set 
of objects for which it is true, the symbolic in-
terpretation of an approximation of a concept is 
dominant. 

The next algorithm translates the concepts 
from the agent's language into CL. The input is 
formed by dl^CL> and by the concepts to be trans-
lated into CL. As output, the algorithm produces 
rough concepts in CL. 

Algorithm 2 

For each concept C of an agent, and for any dCi,de. E 

1. If dCi is subsumed by C, then dCi belongs to the 
core; 

2. If dej overlaps with C, then dej belongs to the 
envelope; 
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3. The core (respectively, the envelope) is the union 
of ali items dCi (respectively, dej), so that Cc = 
(J,- dCi, (respectively, CE = (J, dej). 

E x a m p l e 3 . 
Thus in our running blocks world example, we can 
write down the rough description of the concepts 
"stable" and "belongs to Tom". Applying Algo-
ri thm 2 we find that for the dl-cut described in 
Example 2: 

stable(x)c = 
{shape(x,cube),shape(x,pyramid)} 

stable(x)E = 
{shape(x,cube),shape(x,pyramid), 

shape(x, prism)} 

Thus: 

stable(x)R = 

{shape(x, cube), shape(x,pyramid)}, 

{shape(x, cube), shape(x,pyrarnid), 

shape(x, prism)} 

Similarly since the only objects that are known 
not to belong to Tom are prisms, we have: 

belongsJo..Tom(x)c — 
{shape(x, bali) A material(x, wood), 

shape(x, pyramid)} 

belong sJo-Tom(x)E = 
{shape(x, bali) A material(x, wood), 

shape(x,pyramid), shape(x, cube)} 

Thus: 

belongs .to.Tom(x)R = 

{shape(x, bali) A material{x, uiood), 

shape(x,pyramid)}, 

{shape(x, bali) A material(x, uiood), 

shape(x, pyramid), shape(x, cube)} 

D 

4 Reasoning with Rough 
Concepts 

The work presented in previous sections makes it 
possible translate concepts from the languages of 
various agents into CL. If we consider that the 
central system that ušes CL will need to reason 

with these concepts, a natural question arises— 
how can one logically manipulate rough concepts? 

Well, if we take x and y as concepts roughly 
defmed in dl^CL) by means of cores and envelopes 
it can be easily shown that for the cores and 
envelopes of their disjunction, conjunction, and 
negation, the following relations hold where the 
dl in the parentheses is a shorthand for dl^CL>, 
and V is the set of ali uiffs in the language CL: 

(xVy)E(dl) = xE(dl)UyE(dl) 
(xVy)c{dl) D xc(dl)[Jyc(dl) 
lxAy)E(dl) C xE(dl) n yE(dl) 
ix/\y)c{dl) = xc(dl) n yc(dl) 
(^x)E{dl) = V-(xc)(dl) 
(^x)c(dl) = V-(xE)(dl) 

For instance, the envelope of a disjunction of two 
concepts is equal to the union of the envelopes of 
the individual concepts. The envelope is under-
stood as a subset of V and is subject to unions, in-
tersections, and subtractions; the concepts them-
selves are subject to disjunctions, conjunctions, 
and negations. 

The relation of implication can easily be defined 
by means of the partial ordering < imposed on 
the space of aH wffs such that for ivffs /,-, lj and 
lk', h < lj iff lj = /,• U lk and /,• < lj iff /,- < lj or 
t,- = l j . 

Definit ion 4.1 ( impl icat ion) 
Let xR = (xc,xE) and yR = (yc,yE) be rough 
concepts. The operation of implication is defined 
as folloms: 

(xR - • yR) O (xR < yR) 
&{(xc<yc)A(xE<yE)} 

From the well-known properties of partialb/ or-
dered sets it follows that (xR —> yR) <=$• (-ixR V 

y
R) o [-,X

E U yc,-ixc U yE]. 
We can consider the elements of CL, which are 

the rough concepts translated into CL by the al-
gorithms in Section 3, as the set of language ele
ments that form the basis of a formal logic. These 
may be propositional constants or predicate sym-
bols. Denoting this set of language elements as 
V we can then consider the set of well formed 
formulae of this logic, denoting this set as C(V) 
[18, 20]. For any p £ C,{V) we define the rough 
measure R(p) of p which is the rough description 
of the concept or combination of concepts that 
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R(p) 
RV(P) 

[0,0] 
false 

M 
roughly false 

[0,v] 
unknovvn 

[x,v\ 
roughly true 

[V, V] 
true 

Table 1: Rough truth values (0 C X C V) 

correspond to p. More precisely: 

Rip) = P*C,P*E 

where p-c is the lower bound on the core of p and 
p-E is the upper bound on the envelope. 

Example 4. 
To delve a little further into our blocks world 
example,consider the compound concept p which 
represents stable(x) V belongsJoJTom(x). Now: 

stable(x)R — 

{shape(x, cube), shape(x,pyramid)}, 

{shape(x,cube),shape(x,pyramid), 

shape(x,prism)} 

belongsJo-Tom(x)R = 

{shape(x,ball) A mater ial(x,wood), 

shape(x, pyramid)}, 

{shape(x, bali) A material(x, wood), 

shape(x,pyramid), shape(x, cube)} 

so that: 

R(P) = 

{shape(x, bali) A material(x, wood), 

shape(x, cube), shape(x,pyramid)}, 

{shape(x, bali) A material(x, wood), 
shape(x, cube), shape(x,prism), 

shape(x, pyramid)} 

a 

One way of interpreting the rough measure of an 
element p € C (V) is the degree to which p is true 
in the universe of rough concepts. That is how 
universally it is true amongst the rough concepts. 
Obviouslv, for p*7 = pE = £(V), the proposition is 
always true and we define the rough truth measure 
RV(p) = true{t). For pc = pE — 0 the proposi
tion is always false. Three other important truth 
values of R(p) may be posited, and these are sum-
marized in Table 1 (for more detailed discussion, 
see Parsons et al. [20]). 

The symbolic values in Table 1 indicate to 
what degree a proposition is true in V. How-
ever, the pair R(p) = [pc,pE] can also be under-
stood as a more general measure since it explic-
itly determines in what part of the universe of 
rough concepts the proposition is true, roughly 
true and so on. More specifically, the expres-
sion R(p) = [pC,pE] says that p is true in pc 

and roughly true in pE. Similar considerations 
enable us to define a truth-ordering on the set of 
propositions. 

Definition 4.2 (truth ordering) Letpi andp2 
be propositions. We say that p\ is more true than 
Vi iffP? 2P2 andp? DpE. 

By now this section has introduced a rough 
measure of truth, a set of basic symbolic truth 
values, the scope of validity of a proposition, and 
the ordering of propositions based on their truth 
value. With this background, we can study what 
happens with the truth measure if we subject the 
formulae of C(V) to rules of inference. This is 
expressed by Theorem 4.1 which is proved in the 
Appendix: 

Theorem 4.1 For formuale p, q and r G £(V), 
variable x and a constant symbol a, modus po-
nens (a), modus tollens (b), resolution (c), syllo-
gism (d), and universal instantiation (e) have the 
follotving effect on rough descriptions: 

a) 

b) 

c) 

d) 

e) 

R(p - q) 
R(p) 
R(q) 

R(P - q) 

RH) 
Rhp) 

R(pVq) 
R(^p V r) 
R(q V r) 

R(p - q) 
R(q -> r) 
R(p -+ r) 

R(\fxP(x)) 
R(P(a)) 

— 

= 

= 

= 

= 

= 

~ 

r= 

= 

[<*,0\ 
[7,5] 
[c*n7,/3] 

[°,0\ 
[7,5] 
[anj,/3] 

[°,0\ 
[7,5] 
[a n 7, /? U 5] 

[7,5] 
[aC[y,0U6] 

[«,/?] 
[a,V] 
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natural 

C wood stone D 

Figure 4: A classification tree 

For instance, for modus ponens the theorem reads 
as follows: 

If the implication p —* q is true in a C V 
and roughly true in /3 C V, and if the 
formula p is t rue in 7 C V and roughly 
true in 8 C V, then q is true in a f l 7 and 
roughly true in (5. 

In this respect, the theorem gives truth-preserving 
inferential rules for automated reasoning and says 
in what part of the universe described by CL the 
rules are really deductive. 

E x a m p l e 5. 
Suppose tha t the dl-cut obtained from CL by 
Algorithm 1 consists of the following four pred-
icates: material(x,wood), mater ial(x, stone), 
material(x, metal), 
and material(x, plastic). Furthermore, let the 
background knowledge contain the decision tree 
from Figure 4 (see overleaf). After simplifica-
tion with respect to an agent that understands 
the concepts interesting and tedious and whose 
knowledge is summarised by Figure 5 (see over
leaf), the dl-cut becomes material(x, natural), 
material(x, metal), and material(x, plastic), be-
cause the background knowledge says that nat
ural material in our universe is either wood or 
stone and because this simplification does not in-
terfere with the system's ability to discern the 
concepts interesting and tedious. The concepts 
interesting and tedious are then translated into 
CL as follows: 

{material(x, natural)}, 

{material(x, natural), material(x, metal)} 

tedious(x)R(dl) = 

{material(x, metal)}, 

{material(x, metal), material(x, plastic)} 

Thus: 
-*interesting(x)R(dl) = 

{material(x, plastic)}, 

{material(x,plastic), material(x, metal)} 

and: 
(-iinteresting(x) —> tedious(x))R(dl) = 

{material(x, natural), 

material(x, metal)}, V 

If some piece of knowledge says tha t , with 
the exception of metal objects, it is always the 
čase that interesting(x) —> foobar(x) (where 
foobar(x) is a concept unknown to the agents) 
so that (interesting(x) —• foobar(x))R(dl) = 
[{material(x, natural), mater ial(x, plastic)}, 
material(x, natural), material(x, plastic)}], then 
it is possible to conclude, using Theorem 3.1 (a) , 
tha t 

foobar(x)R(dl) = 

{material(x, natural)}, 

{material(x, natural), material(x, plastic)} 

interesting(x)R (dl) = 
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agenfs proposition: -linteresting —• tedious 

• . ,. tedious agent 
interesting 

( ' ^ 
I I 1 1 

wood stone metal plastic 

natural CL 

Figure 5: Translation of interesting and tedious into CL 

5 A larger example 

In this section we give a more extensive example 
than any so far in order to bring together ali the 
ideas introduced in the paper. 

We will consider the construction of a com-
mon language from the knovvledge of two simple 
agents. In doing so description language cuts are 
built from both sets of concepts and their exem-
plary objects. We will then use the overall lan
guage CL which understands the concepts known 
to both agents to build rough descriptions of ali 
concepts, and show how these might be combined 
in the central system to learn things that were not 
apparent to the individual systems. The example 
is kept simple to make it easy to follow, and aims 
to elucidate new features of our work rather than 
duplicate previous examples. 

Since both Huhns et al. [9] and Pawlak [21] 
have used similar examples, it seems entirely 
appropriate that the agents we consider should 
be concerned with motor vehicles. The first 
agent understands three concepts, small-car(x), 
fast_car(x), and slow-car(x)whidx are described 
in terms of the objects in Table 2 (see overleaf) 
where the table should be read as saying, for in
stance, tha t a Rover Metro is an example of both 
a small car and a slow car. The second agent 
also knows about slow cars, but also understands 
the concepts family-car(x) and van(x), defining 
these with the examples in Table 3 (see overleaf). 

The context of this example is precisely the set 
of vehicles known by both agents, so that between 
them they know of every object in U. The set of 
concepts and objects gives us a deliberateb/ sim
ple dl-cut with which to construct CL in the hope 

of making the example reasonably transparent. 
Applying Algorithm 1 to the knowledge possessed 
by the first agent, we initially have dl^CL,s> = 0. 
Then, one by one we add wffs, each of which in 
this čase is a simple term such as roverjmetro(x). 
Since each wff\s this simple, dl^CL^ increases with 
each iteration: 

iteration 0 
dtCL) = 0 
iteration 1 
rf/(Ci) = {rover.metro(x)} 

iteration 2 
d[(CL) _ {r0verjmetro(Lx),austinjmini(x)} 

iteration 6 
dl(CL) _ {r0verjmetro(x),au8tin.mini(x), 

ford-escort(x), vu>-golf(x), 
reliantjrobin{x), lotus-eclat(x)} 

This is a dl-cut that is suitable for describing ali 
the concepts known to the first agent. We then 
apply the same algorithm to the wffs tha t are 
formed by the objects known to the second agent. 
AH this second application of the algorithm does 
is to extend dl^CL^ at every iteration, with the 
exception of the tirne the wff fordjescort(x) V 
ford_cortina(x) is considered since this subsumes 
and thus replaces ford-escort(x), and the tirne 
that roverjmetro(x) is considered since it is al-
ready in dl^CLh Thus we have: 

iteration 7 
dl(CL) _ {roverjmetro(x')jaugtin_mini(x), 

ford.escort(x) V ford-Cortina(x), 
lotus-eclat(x), reliant.robin(x), 

vw.golf(x)} 
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rover jmetro(x) 
austiri-mini(x) 
ford.escort(x) 
lotus..eclat(x) 

reliantjrobin(x) 
vw.golf(x) 

small jcar{x) fast.car(x) slow.car(x) 
* * 

* 

Table 2: The concepts known by the first agent 

ford-escort(x) V ford.cortina(x) 
toyota.corrola(x) 
ford.transit(x) 

vauxhallja,stra(x) 
rover jmetro(x) 

nissan.micra(x) 

family.car(x) van(x) slow.car(x) 
•k 

• 
* 

Table 3: The concepts known by the second agent 

iteration 15 
d/(C£) _ {rover_meiro(x),austin-mini(x), 

ford.escort(x) V ford-cortina(x), 
Jotus-eclat(x),reliantjrobin(x), 
vw-.golf(x),toyota-corrolla(x), 
f ord.tr ansit(x),vauxhall.astra{x), 
nissan-micra(x)} 

Given this dl-cut, we can then use Algorithm 
2 to build rough descriptions in CL of the con
cepts known by the two agents. In this čase the 
concepts are quite precisely known, and we have: 

slow.car(x)R = 

{rover jmetro(x), austin.mini(x), 

reliantjrobin{x), nissanjmicra(x)}, 

{rover jmetro(x), austin.mini(x), 

reliant.robin(x),nissan.micra(x)} 

fast.car(x)R = 

{lotus.eclat(x), vw.golf(x)}, 

{lotus-eclat(x), vw-golf(x)} 

van(x)R — 

{ford-transit(x), vauxhall.astra(x)}, 

{fordJransit(x), vauxhaU-astra(x)} 

family_car(x)R = 

{ford.escort(x) V ford.cortina(x), 

toyota-corrolla(x)}, 

{ford.escort{x) V ford-cortina{x), 

toyota.corrolla(x)} 

smalLcar(x)R = 

{rover.metro(x),austin.mini(x)}, 

{rover jmetro(x), au slin.mini(x), 

ford.escort(x) V ford.cortina(x)} 

which neatly illustrates the point made in Section 
2 about the nature of the abstraction attainable 
by the use of rough sets. CL contains knowledge 
of more concepts than either of the agents, it can 
define most of them as precisely as either agent, 
though it has a coarser knovvledge of what consti-
tutes a small car. However, it has more precise 
knowledge of the kinds of slow car than either 
agent. 

Having established CL we can of course use the 
results of Section 4 to manipulate the rough con
cepts. For instance, we can evaluate the validity 
of the idea that ali cars known to the system are 
either fast or slow. That is we can find the rough 
measure R(fast.car(x) V slowjcar(x)), which is: 

R(fast.car(x) V slow-car(x)) = 

{rover jmetro(x), relianljrobin(x), 

lotus.eclat(x), austin.mini(x), vw.golf(x)}, 

{rover-rnetro(x),austin.mini(x), 

http://ord.tr
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lotus-eclat(x), reliant-robin(x), vw.golf(x)} 

so that the proposition is completely true in 
that part of the universe known to the cen
tral system tha t does not include vans or family 
cars, since the rough description of fast.car(x) V 
slow.car(x) does not overlap with the rough 
description of family-car(x) V van(x). How-
ever, there is an overlap between the rough 
descriptions of fast.car{x) V slow.car(x) and 
smalljcar(x). Indeed, we can test the hypothesis 
that slowjcar(x) <-> smalLcar(x), taking this to 
mean that : 

slow.car(x) —*• smalLcar(x)A 
smalLcar(x) —* slow.car(x) 

Now, 

(slow-car(x) —• smalLcar(x))R — 

{rover jmetro(x), austinjmirii(x), 

ford-escort(x) V ford.cortina(x), 

lotus-eclat(x), vw.golf{x), 

toyota.corrolla(x), ford.transit(x), 

vauxhalLastra(x)}, 

{rover.metro{x), austiri-rnini(x), 

ford.escort(x) V ford-Cortina(x), 

lotus.eclat(x), vw.golf(x), 

toyota.corrolla(x),fordJransit(x), 

vauxhall.astra{x)} 

and: 

(smalLcar(x) —* slowjcar(x))R = 

{roverjmetro(x), austinjmini{x), 

lotus-eclat(x),reliant.robin(x), 

vw.golf(x),toyota-CorroUa(x), 

fordJransit(x),vauxhalLastra(x), 

nissan-micra(x)}, 

{rover jmetro(x), austinjmini(x), 

ford-escort(x) V ford-Cortina(x), 

lotus-eclat(x),reliant-robin(x), 

vw.golf(x), toyota-corrolla(x), 

fordJransit(x),vauxhalLasira(x), 

nissan.micra(x)} 

so tha t : 

(slow.car(x) <-• smalLcar(x))R = 

{rover jmetro(x), austinjmini(x), 

lotus.eclat(x), vw.golf(x), 

toyota.corrolla(x), fordJ,ransit(x), 

vauxhalLastra(x)}, 

{rover jmetro(x), austin.mini(x), 

ford.escort(x) V ford-Cortina(x), 

lotus-eclat(x), vw.golf(x), 

toyota-Corrolla(x), fordJransit(x), 

vauxhalLastra(x)} 

which implies that the proposition is less than 
roughly true, and less true than the proposition 
that being a small car implies being a slow car. 

6 Conclusion 

The primary goal of this work was to develop 
the basis of a method of translating concepts and 
propositions from different languages used by a 
set of agents. This goal was achieved with the in-
troduction of the notions of a dl-cut and a rough 
concept which allow the common language to be 
established as a dl-cut of ali the different lan
guages used by the various agents, and this dl-
cut to be used to specify the rough concepts that 
may be used to express the concepts manipulated 
by the agents. Two simple algorithms have been 
provided that make it possible to establish dl-cuts 
and rough concepts. We also addressed the prob
lem of reasoning with the dl-cuts once they were 
established, giving results describing how logical 
reasoning may be performed with the concepts. 

Future research in this direction should concen-
trate on the heuristics needed for the development 
of more efficient algorithms constructing dl-cuts 
from description languages. The main issues are, 
in this respect, the need to minimize the amount 
of information lost in the process of translation 
and the complexity of the subsumption checks and 
tests for overlapping wffs. 
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Appendix 

Proof of Theorem 5.1 

a) Modus Ponens 

R(q) 2 R(pDq) = R((->pVq)Ap) = [aC\j,pr\6], so 
the lower bound on the core is a f]f. In addition, 
[a,/3] = iž(->pV q) D R(q), so the npper bound on 
the envelope is /3. Hence R(q) = [a n 7,/?]. • 

b) Modus Tollens 

R(->p) 2 R(->P H -.g) = R((~ip V q) A ->q) = [a H 
7, /3 fl 6], so the lower bound on the core is aHf. 
In addition, [a, /3] = R(->p V q) 3 R^p), so the 
upper bound on the envelope is j3. Hence R(-^p) = 
M 7,/3]. D 

c) Resolution 

We know that R(q V r) = R((p V q V r) A (-.p V q V 
r)) = [((pVqVr)crt(->pVq\/r)c),((pVqVr)En(^p\/ 
qVr)E)]. Now, (pVqWr)c D (pVq)c\Jrc = aUrc 

and (-ip V qV r)c D (->p V r)c U qc '= 7 U qc, 
so the lower limit on their intersection is a D 7. 
Similarly, (p V q V r)E = (p V q)E U r £ = /3 U r £ 

and (np V g V r ) E = (-.p V r ) B U ? B = 7 U gB. 
Now, the upper limits on r £ and g^ are S and /9, 
respectively, so the maximum size of the envelope 
is /3 U 6. • 

rfj Syllogism 

This follows immediately from the resolution re-
sult. We have R(^pV q) = [a,P] and R(-iqV r) = 

[f,S]. Resolving these together gives P(->p V r) = 
[a fl 7,/3 U £] and the result follows. • 

e) Universal Instantiation 

R(yxiP(xi)) = R(P{a)) A R(P(b)) A . . . A 
R(P(n)) = [P(a) c H P(6) c n . . . H P ( n ) c , P (a ) £ H 
P ( 6 ) B n . . . P ( n ) B ] . Thus P ( a ) c D ( V ^ P ^ , ) ) 0 

and P ( a ) £ D (Vz.-P(sO)S, so P(P(a)) = [a,U]. 
D 
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Important advancements in the theory of teaching and practical teaching young children 
foreign languages are described and discussed in a broad context of finding the most 
effective ways of conveying Information in various areas of human activity. 
It is reported about the development of a new theory of teaching called the theory of 
dynamic conceptual mappings (the DCM-theory). The basic principles of the DCM-
theory are set forth, and its composition is shortly described. The DCM-theory may be 
characterized as a theory ofbridging gaps betv/een conceptual systems of a teacher and 
a learner. It became the ground for creating new, highly effective methods of teaching 
young children and teenagers to read and communicate in English. These methods 
are called the methods of emotionally-imaginative teaching (the EIT-methods) and are 
based on ideas of artificial intelligence and cognitive science. 

The new methods permitted to make a decisive 
breakthrough in solving the actual problem of di-
minishing the starting age for teaching children 
to read and communicate in a foreign language. 
The effectiveness of the DCM-theory and EIT-
methods is proved, first of ali, by considerable di-
minishing the starting age for teaching Russian-
speaking young children to read and communi
cate in English. The new methods enabled to 
teach 5- and 6-year-old children to read and to 
discuss fluently compHcated texts in English writ-
ten in Simple Present Tense or Simple Past Tense. 
It is reported that the EIT-methods have been 
successfully tested in teaching approximately two 

hundred children of the age from 4 to 16 years. 
A number of ideas important for achieving this 
success is described. 

The opportunities of applying obtained results 
to constructing intelligent tutoring systems with 
friendly interfaces are pointed out. The signifi-
cance of results for education, cognitive psychol-
ogy, cognitive linguistics, artificial intelligence, 
and applied epistemology is analyzed. In partic-
ular, a concrete recommendation concerning the 
realization of the Knowledge Archives Project is 
formulated. 
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1 Introduction 
The stormy progress1 in constructing computers 
has contributed very much to the stunning ex-
tension of possibilities to convey and to receive 
information of various kinds. 

The most striking illustration of these new pos
sibilities is the grandiose project of the Knowledge 
Archives launched in 1992 by three Japanese re-
search institutes. The intention consists in devel-
oping a very large-scale knowledge informational 
system which is to become the most universal 
of ali application systems. This future Knowl-
edge Archives is to acquire, to store, and to unite 
diverse knowledge about sciences, technologies, 
cultures. Thus this system should become the 
most universal expert system (Knowledge, 1992; 
Zeleznikar, 1993a). 

The Knowledge Archives Project is one of the 
most bright indications of the gradual transition 
in studies on artificial intelligence (Al) to a new 
orientation which may be called, according to 
Zeleznikar, A. P. (1993b), informational orienta
tion. 

The goal of conveving information is its effec-
tive perception by some recipients. That is why 
the transition to the informational orientation in 
studies on Al should imply the increase of atten-
tion to investigating the mechanisms of mastering 
new information by intelligent systems in order to 
find the most effective ways to convey informa
tion. 

On the one hand, one feel the need of studies 
with the use of formal means aimed at modelling 
general regularities of conveying and perceiving 
information by intelligent systems (Zeleznikar, A. 
P., 1988, 1992, 1993c). 

On the other hand, it is important to investi-
gate experimentally the regularities of perceiving 
information by people. 

Teaching may be considered as systematic con-
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veying information from one person (persons) to 
other persons or person (learners or learner) with 
the aim to enable learners (a learner) to carry 
out some activities. These activities, in particu-
lar, may consist in further conveying information 
as in čase of preparing future teachers of primary 
and secondary schools. 

Hence a noticeable advancement in some spe-
cific area of education may cause an essen-
tial progress in solving diverse tasks of effec
tive conveving information, if this advancement is 
achieved due to a more deep penetration into com-
plicated cognitive mechanisms of human thinking. 

It seems that just such a point of view is the 
most appropriate for considering the present ar-
ticle. Reporting about the development of a 
new cognitive theory of teaching and, as a conse-
quence, of new, highly effective methods of teach
ing very young children foreign languages, this ar-
ticle expresses the ideas going far beyond the lim-
its of school education and important for increas-
ing the effectiveness of conveying information in 
diverse spheres of human activitv. 

As it is well known, for the success of teach
ing the learners should have some initial positive 
motivation. If this condition is satisfied, then the 
success of teaching strongly depends on the lack 
or the availability of difficulties in understanding 
teaching materials. 

When a learner (especially a child) masters 
some new information easily, his or her interest in 
studies grovvs, and this contributes to achieving 
new successes in learning. On the contrary, great 
difficulties tied with the learning of some new in
formation are usually the cause of the decrease 
(and even the disappearance) of initial positive 
motivation. 

Numerous difficulties in studying school disci
plines felt by many pupils are the sad reality of 
education in varied countries. Such difficulties 
strongb/ influence the psychology of pupils, di-
minish their self-respect, and contribute usually 
to the emergence of the psychology of a failure 
(Glasser, W., 1991; Maclntyre, P. D., & Gardner, 
R. C , 1991). 

That's why the problem of finding methods 
making easier the learning of diverse disciplines 
has highly great social significance and attaches 
the attention of many researchers. 

Obviously, fundamental problems of teaching 
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are to be solved with respect to the progress in 
cognitive science. Pitrat, J. (1992) argues the ex-
perience of using the results of the artificial in-
telligence theory for carrying out studies in cog
nitive science. He supposes that the study of Al 
will help to look at the natural intelligence from 
a new angle. 

Continuing this thought, one can hope that 
taking into account the achievements of the AI-
theory may contribute to the progress in the the-
ory of teaching. 

A similar opinion is expressed also by Schank, 
R. and Slade, S. (1991, p. 106) believing that 
"the study of learning within the framework of 
artificial intelligence will have a significant impact 
on science, technology and education". 

Our experience confirms the fruitfulness of this 
idea. Achievements of the theory and practice 
of natural-language-processing systems (NLPSs) 
together with the data of cognitive psychology 
and cognitive linguistics allowed us to look from 
a new side at the problems of teaching. As a re-
sult, a new theory of teaching has been developed 
called the Theory of Dynamic Conceptual Map-
pings (the DCM-theory). Many basic ideas of this 
theory are stated in Fomichov, V. A., & Fomi-
chova, O. S. (1993). 

In Section 2 the interrelations of teaching and 
of regularities of natural language understanding 
are analyzed. Section 3 shows the actuality of 
diminishing the starting age for studying foreign 
languages by children. In Section 4 main princi-
ples and composition of the DCM-theory are set 
forth. In Section 5 the use of dynamic conceptual 
mappings for explaining the rules of reading En-
glish letters to very young children is illustrated. 
Section 6 describes the successful results of using 
the methods of emotionallv-imaginative teaching 
elaborated on the basis of the DCM-theory at 
lessons of English destined for children. First of 
ali, the elaborated methods permitted to teach 
5- and 6-year-old children to read and to discuss 
complicated texts in English in Simple Present 
Tense or Simple Past Tense. In the most coun-
tries and in the most schools children are able to 
do this being 12 or 13 years old. 

In Section 7 the significance of the DCM-theory 
for education is analyzed. Section 8 is devoted to 
describing the significance of obtained results for 
cognitive science, artificial intelligence, and ap-

plied epistemology. In particular, large possibili-
ties of designing new intelligent tutoring systems 
are pointed out. 

2 Teaching and Regularities of 
Natural Language 
Understanding 

2.1 The role of natural language in 
teaching 

It is clear that a good carpenter is able to teach 
somebody his handicraft using a few of words or 
even without words. 

However, natural language (NL) is the chief 
instrument of teaching diverse theoretical disci-
plines. Although the set of teaching materi-
als may include photographs, diagrams, objects 
like patterns of rocks, artificial constructions like 
models of molecules, e tc , the destination and 
meaning of these materials, their interconnections 
are explained by means of NL. 

It is widely accepted that a text-book may be 
written by means of a "good language" or a "bad 
language". In the first čase we mean that the ma
terials of the text-book may be easily understood, 
and in the second čase it is difncult for learners 
to master the information provided by the text-
book. 

That's why it seems that theories of teaching 
should take into account the knowledge about 
the regularities of natural language understand
ing given by the modern science, and that a more 
deep attention to such regularities may contribute 
to the progress in education. 

2.2 The role of knowledge about 
reality in natural language 
understanding 

The regularities of NL-understanding were stud-
ied intensively during the seventies and the 
eighties by specialists on constructing natural-
language-processing systems (NLPSs), on cogni
tive psychology and cognitive linguistics. 

As concerns NL-understanding by people, a 
highly important role in building mental repre-
sentations of NL-texts is played by diverse cog
nitive models accumulated by people during the 
life: semantic frames, explanations of meanings 
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of notions, prototypical scenarios, social stereo-
types, representations of general regularities and 
area-specific regularities, and other knovvledge of 
varied sorts determining, in particular, the use 
of metaphors and the creation of commitments 
for mutual orientation of dialogue participants 
(Johnson-Laird, P., 1983; Fauconnier, G., 1985; 
FiUmore, C , 1985; Seuren, P.A.M., 1985; Wino-
grad, T. k Flores, F., 1986; Johnson, M., 1987; 
Lakoff, G., 1987; Chernov, G.V., 1987; Fomi-
chova, O.S., 1989, 1990). 

The experience of constructing NLPSs allows 
us to draw a similar conclusion about the role 
of knowledge about reality in NL-understanding. 
Nowadays it is widely accepted that a NLPS 
should contain a knowledge base and use diverse 
knowledge about reality for the processing of NL-
texts. This may be necessary for fmding the ref-
erents of personal and possessive pronouns in dis-
courses, for reconstructing the meaning of incom-
plete (elliptical) phrases being fragments of dis-
courses, for picking out one of several meanings of 
a word, for understanding metaphors and syntac-
tically irregular phrases, etc. The role of knowl-
edge about the world is especially high in inter-
preting the oral speech, since such a knowledge 
helps to divide the utterances into the fragments 
corresponding to lexical items. 

The mentioned ideas \vere the starting point 
for creating the DCM-theory and methods of 
emotionally-imaginative teaching. Besides, an 
important role was played by the approach of 
Pavilionis, R.J. (1985) to interpreting the mech-
anisms of NL-understanding. This approach be-
longs to the philosophy of language. 

The central plače in the approach of Pavilio
nis occupies the notion of a conceptual system 
(CS) of a person. This is a system of interre-
lated information fragments reflecting the cogni-
tive experience of an individual on different levels 
(including preverbal and non-verbal ones) and as 
concerns different aspects of cognition. The most 
abstract concepts of such systems are tied contin-
uously with the concepts reflecting our every-day 
experience. Each sub ject of cognition has a CS in
cluding the knowledge and beliefs about real and 
possible states of affairs in the world. 

Every language expression is built in the frame-
work of some CS. Analyzing texts, a recipient 
interprets them forming the conceptual pictures 

and using the available information. It should be 
taken into account that a recipient is able to as-
sign meanings only to such texts which can be 
"inscribed" into his or her CS. 

It should be added that the approach of Pavil
ionis develops many ideas of the theory of speech 
acts proposed in the fifties-sixties by J. L. Austin, 
P. F. Strawson, and J. R. Searle. 

3 The Problem of Diminishing 
the Starting Age for Teaching 
Children Foreign Languages 

In the modem world, the knowledge of foreign 
languages (FLs) is one of the important precon-
ditions of the successful work in many areas of 
human activitv. Nevertheless, studying FLs in 
schools is difficult for many pupils in diverse coun
tries. That's why one of the actual problems of 
the theory of teaching is the development of meth
ods making easier learning FLs by children. 

As it is noted in Rixon, S. (1992), fifteen years 
ago and until recently the dominant approach to 
teaching children FLs in schools was as follows: 
FLs were studied in secondary schools beginning 
with the age 11 or more years. 

There are data showing the benefits of learn
ing a FL in primary schools (see, in particular, 
Dabene, L. (1991)). 

First, children extend the tirne for attaining flu-
ency and competence in a FL or FLs. Second, 
children have less disciplines to study and are able 
(if it is interesting for them) to give more efforts 
and time to learning a FL. 

That is why the problem of "early" language 
learning has been emerged in recent years and is 
being considered as a highly actual one in many 
countries of Europe, in U.S.A. and Canada. This 
problem is treated in different manners in diverse 
countries. 

In the context of the French educational struc-
ture, "early" language learning is starting to 
study a language one or two years before the 
beginning of secondary education (Dabene, L., 
1991). In several other countries of Western Eu
rope, during a number of years the initial ages 
for learning English have been as follovvs: The 
Netherlands - 10 years (since 1985), Denmark -
9 years, Austria - 8 years (Rixon, S., 1992). 
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In such countries as Spain, France, Italy, Hun-
gary, Czechia, Slovakia, Poland, Bulgaria, ex-
perimental projects have been realized aimed at 
teaching ali children of primary age a FL. The 
starting age in Israel is 10 years and the possibil-
ity exists to begin learning a FL being 9 years old 
in many schools (Rixon, S., 1992). 

In Russia in the most schools, pupils learn a 
FL beginning with the 6th grade being 11 or 
more years old. In big cities there are also the 
so called specialized schools, where the starting 
age for learning a FL is 7-8 years. 

One can observe a considerable interest to di-
minishing the initial age of learning a FL in U.S.A. 
In 1990, the programmes on studying a FL were 
offered by 22 % of element ar y schools in U.S.A. 
(Met, M., & Rhodes, N., 1990; Arendt, J. D., k 
Warriner-Burke, II. P., 1990). 

However, the problem of teaching ali children a 
FL in primary schools is not easy. It is felt the 
lack of adequate text-books, curricula, and well-
trained teachers. Especially difficult is to teach 
a child to master the rules of reading and the 
grammar of a FL because a child doesn't know 
sufficiently well even the grammar of the native 
language. 

Likely, due to these main reasons the start
ing age for teaching English in Germany in 1991 
stayed 10-11 years, and the starting grade was 
the first grade of secondary education (Brusch, 
W., 1991). 

Thus, in many countries of Europe, in U.S.A., 
and in some other countries the problem of cre-
ating new methods of teaching FLs enabling to 
diminish the starting age for learning FLs and 
making easier and more interesting learning by 
children a FL is being considered as a highly ac-
tual one. 

4 The Theory of Dvnamic 
Conceptual Mappings: Main 
Principles and Composition 

4.1 General characterization 

The Theory of Dynamic Conceptual Mappings 
(the DCM-theory) is a new theory of teaching and 
may be shortly characterized as a theory of bridg-
ing gaps between the conceptual systems (CSs) of 
a teacher and a learner. 

The central notion of the new theory of teach
ing is the notion of a dynamic conceptual mapping 
(DCM). We'll say about a mapping of the kind 
when a useful (from the standpoint of goals of 
teaching) correspondence is established during a 
lesson or in the course of reading a text-book be-
tween components of some fragment F l and com-
ponents of some other fragment F2 of the inner 
(or mental) world's picture of a learner. 

The following three types of mappings are con
sidered in the theory as playing chief roles in 
teaching. 

First, mappings transforming some fragment of 
a material to be studied into more general mental 
representation (MR). 

Second, mappings transforming some fragment 
of the world's picture of a learner into more gen
eral MR. 

Third, isomorphic correspondences between 
generalized MR of a fragment of the inner world's 
picture of a learner and a generalized MR of a 
knowledge portion to be learned at a lesson. 

Thus, the DCM-theory pays a peculiar atten-
tion to the use of analogy in teaching. 

The central component of the DCM-theory is 
the description of a number of conceptual map
pings realized for learning English. 

The following distinctive features of the DCM-
theory should be underlined: (a) a great number 
of invented useful analogies; (b) the high complex-
ity and originality of many invented analogies; (c) 
the unusual small age of learners successfully un-
derstanding these analogies: the children are 5 or 
6 (and even in many cases 4.5) years old. 

4.2 Main principles 

The DCM-theory is based on the following chief 
ideas: 

1. On condition that the learners have some ini
tial positive motivation to study a discipline, 
in developing a stable, strong positive moti
vation of learners a decisive role is played by 
regular repeating the feeling of success. 

2. The collection of methods used by a spe
cialist to teach some discipline may be in-
terpreted as an algorithm of enriching con
ceptual systems, or inner world's pictures, of 
people by means of establishing dynamic cor-
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respondences betvveen fragments of the inner 
world's pictures of a teacher and a learner. 

3. The opportunity to establish such dynamic 
correspondences is afforded by the exis-
tence of some common part of teacher's and 
learner's CSs. 
This common part is composed by mental 
representations of every-day situations, pic
tures of the nature, etc. The size of such a 
common part of knowledge may considerably 
vary and this greatly influences the results 
of teaching. Huge gaps between a CS of a 
teacher and a CS of a learner are the chief 
reason of difflculties in studying diverse dis-
ciplines. 

4. If differences betvveen CSs of a teacher and 
a learner are rather great (for instance, in 
the situation of studying the grammar of a 
foreign language by a child), new fragments 
of information should be introduced through 
special "channels" being the most close to the 
life experience and knowledge of a learner in 
order to be effectively understood (i.e., "in-
scribed" into a CS of a learner). 
The number of such special "channels" for in-
troducing new difficult information may con-
siderably vary for learners of diverse ages, 
professions, and cultures. 
In particular, young children have usually 
only the following channels: (a) fairy-tales 
and tales based on well known postulates of 
behavior; (b) situations of every-day life (in-
cluding games). 

5. Let's agree that the term "a teacher" may 
designate a school teacher, or a professor at 
a university, or an author of a text-book, etc. 
Then the process of entering new portions of 
information through special "channels" may 
be explained as follows. 

In such situations when the existence of a 
considerable gap betvveen CSs of a teacher 
and a learner is obvious as concerns intro-
ducing new information, a teacher is to go 
beyond the set of notions used traditionally 
for explaining the information of the kind and 
is to invent (preferably, preliminarily) some 
new ways of explaining the material to be 
studied. 

Searching these new ways, a teacher is to 
take into account the knowledge about the 
full conceptual system of learner. 

A teacher must try to find in the learner's 
conceptual picture of the world such frag
ments which reflect situation similar (or iso-
morphic) in some generalized sense to situa
tions taking plače in teaching materials to be 
mastered by the learner. 

As a rule, this is possible to do. If such 
similar situations are discovered, a teacher 
must invent the ways understandable for the 
learner (the learners) and enabling to estab
lish the correspondences betvveen each such 
generalized situation and the situation ex-
pressed by the teaching material. 

Then a teacher should select such an analogy 
which seems to be an optimal one from the 
standpoint of introducing a new fragment of 
information pertaining to the studied disci
pline. 

The realization of this principle is explained 
in detail in the next section. 

6. The inner content of the teaching process as 
a systematic directed realization of dynamic 
conceptual mappings determines the form of 
teaching from the point of view of people who 
are present at lessons. 

This form may be characterized as emotion-
ally-imaginative teaching (this applies both 
to children and to adults). 

The main distinguished feature of this form 
is creating the feeling of success due to the 
use of numerous comparisons of studied the-
oretical situations with such situations vvhich 
are well known to the learners. 

E.g., for children such a role is played by 
fairy-tales and games, for programmers—by 
algorithms and structured diagrams. 

7. The students of higher educational establish-
ments intending to work in the future as 
teachers are to master the methods of in-
venting effective mappings betvveen CSs of 
a teacher and a learner. Besides the deep 
knovvledge of special disciplines, this is the 
chief prerequisite of the successful vvork of a 
teacher. 
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Thafs why it appears to be expedient to use 
for teaching such students special expressive 
means permitting to represent visually the 
fragments of conceptual systems of a teacher 
and a learner and correspondences between 
fragments of CSs. 

In cases when the lack of such means is felt, 
it is expedient to develop new effective means 
of visual representing the fragments of con
ceptual systems and the correspondences be-
tween such fragments. 

4.3 The composition of the 
DCM-theory 

The DCM-theory includes the following chief 
components: 

1. Main principles. 

2. Theoretical basis of highly effective teaching 
very young children (4-6 years old) the rules 
of reading English words. 

3. Theoretical basis of highly effective teach
ing very young children (4-6 years old) chief 
constructions of English grammar (Simple 
Present Tense, Simple Past Tense, general 
and special questions). 

4. Theoretical basis of improving the skill of 
young children and teenagers to read and 
communicate in English (see, in particular, 
Fomichov, V. A., & Fomichova, 0 . S., 1993). 
This basis is mainly transportable as con-
cerns teaching other FLs. 

5. Theoretical basis of teaching Russian-
speaking students and post-graduates to find 
implicit assessments of facts and hypotheses 
in papers in English on science and technol-
ogy while translating or abstracting these pa
pers (Fomichova, 0 . S., 1989, 1990; Fomi
chov, V. A., & Fomichova, 0 . S., 1993). This 
basis is transportable as concerns the other 
pairs of languages besides the English and 
the Russian. 

6. New ways of visual representing diverse cog-
nitive structures in order to teach students 
of higher institutions of learning to establish 
effective dynamic mappings between CSs of 
a teacher and a learner. 

The mentioned cognitive structures may be 
semantic represent ations of sentences and 
discourses (if it is needed, generalized rep-
resentations), formal descriptions of notions, 
and other fragments of knowledge. 

The ground for these new ways is provided by In
tegral Formal Semantics (IFS)—a new, very pow-
erful and flexible approach to the formalization 
of NL-semantics and NL-pragmatics. The ba-
sic ideas of IFS are described, in particular, in 
Fomitchov, V. A. (1984), Fomichov, V. (1988, 
1992, 1993a, 1993b,1994). 

The main new visual means of the DCM-theory 
as concerns describing conceptual structures and 
conceptual mappings are based on the theory of 
K-calculuses, algebraic systems of conceptual syn-
tax, and K-languages (see Fomichov, V., 1992) 
being the central constituent of IFS. These means 
are the strings of standard K-languages and ori-
ented labeled graphs (K-graphs) equivalent to 
such strings. K-graphs provide a number of im-
portant advantages from the standpoint of rep
resenting semantic structure of sentences and 
discourses and representing knowledge blocks in 
comparison with traditional semantic nets and 
with conceptual graphs of Sowa, J. F. (1984). It 
should be noted that the expressive possibilities of 
standard K-languages are close to the expressive 
possibilities of NL. 

The task of describing these new ways of visual 
representing cognitive structures goes far beyond 
the scope of the present paper and will be the 
subject of future research work. 

5 About Dynamic Conceptual 
Mappings for Teaching Very 
Young Children the Rules of 
Reading English Words 

Teaching very young, non-English-speaking chil
dren (4-6 years old) to read English words is 
a complicated problem. The principal difnculty 
consists in explaining why some letters or combi-
nations of letters correspond to different sounds 
in some situations. Besides, most often the chil
dren of this age do not read quite well in a native 
language. 

The impossibility to overcome the mentioned 
difficulty is one of the main reasons of the situa-
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tion when ali text-books on English published by 
1992 in United Kingdom and destined for non-
English-speaking children under seven years are 
oriented to the prereading stage of learning En
glish (Rixon, S., 1992). 

Let's illustrate the approach of the DCM-
theory to solving this problem in teaching 
Russian-speaking young children. Consider the 
way of explaining the rule of reading the letter 
"Y" proposed by the DCM-theory. The discussed 
difficulty consists in explaining in a manner un-
derstandable for 4-6-year-old children why differ-
ent letters "I" and "Y" denote the same sound in 
the words "tirne", "ice", "cry", "fly", etc. (sup-
pose that children know already the rule of read
ing the letter "I"). 

Taking into account the age of learners, to find 
an appropriate approach to this problem is not 
easily. 

The DCM-theory suggests the following solu-
tion proved to be highly effective. 

A possible mental representation (MR) of the 
knowledge portion which is to be understood by 
children may be depicted visually by the seman-
tic net on the Figure 1. Let's mark this MR by 
the expression 1-T, where the symbol "T" cor-
responds to the word "a teacher". The MR 1-T 
is a fragment of the conceptual system (CS) of a 
teacher. 

One can formulate the following generalization 
of the discussed situation: "The letters XI and X2 
are not alike, but on some conditions the letter X2 
may sound as the letter XI." 

Hence it will be quite natural for a teacher to 
transform the MR 1-T into a more general MR 
corresponding to the meaning "The entities XI 
and X2 are not alike, but on some conditions the 
entity X2 possesses a property coinciding with 
some property of the entity XI". When such a 
transformation is realized, we start to recall the 
fairy-tales and games where the same generalized 
situation may be discovered. We map the fairy-
tale and game situations into diverse generalized 
MRs. 

The fairy-tale "The Wolf and the Seven Little 
Kids" is widely known. That's why we can dis-
cover quickly that this fairy-tale includes a situa
tion similar to the generalized MR of a situation 
relating to the pronunciation of letters "I" and 

The letter 
«Y" 

Unlike 

To possess 
a property 

Ent 

Type 

Pr 

The situation 
S2 

Cond 

In aH positions 
except the first 

one 

To possess 
a property 

Type 

The situation 
SI 

The letter 
Ent Pr 

Cond 

Always 

To sound accord-
ing to the rule R 
for the letter "F 

Coincidence 

To sound accord-
ing to the rule R 

Figure 1: The semantic net depicting a frag
ment 1-T of the conceptual system of a teacher; 
"Ent" means "Entity", "Pr" means "Property", 
and "Cond" means "Condition". 



THE THEORY OF DYNAMIC ... Informatica 18 (1994) 131-148 139 

The Figure 2 depicts visually in the form of a 
semantic net a possible MR of one of situations 
described in the considered fairy-tale. Recalling 
this fairy-tale is a success: it is clear for us that 
an isomorphic correspondence can be established 
between MRs 1-T and 2-T. 

The ground for establishing such a useful cor
respondence is given by the mapping assigning 
to the Wolf-Deceiver the letter "Y" and to the 
Mummy Goat the letter "I". Lefs say that the 
mappings of the kind are analogy-forming con
ceptual mappings. 

The mentioned mapping determines a more 
large conceptual mapping assigning to the ele-
ments of the fragment 2-T the elements of the 
fragment 1-T. A a consequence, a correspondence 
is established between MRs 2-T and 1-T. 

A teacher knows that the C S of a child in-
cludes a fragment 2-L identical to the fragment 
2-T of the teacher's CS. Hence a teacher should 
contribute to creating in the CS of each learner 
a fragment 1-L identical to the fragment 1-T . In 
order to do this, a teacher invents some thrilling 
form (preferably, a fairy-tale-like form) adequate 
to the CS of a learner. 

As a result, a correspondence between frag-
ments 2-L and 1-L will be established similar to 
the correspondence between fragments 2-T and 1-
T. Due to this correspondence, a child will be able 
to understand and remember the rule of reading 
the letter "Y". 

For example, a teacher may teli the following 
story: 

The letter "Y" voanted to be alike the letter "I". 
I suppose that the letter "Y" liked the cap of the 
letter "I" very much. But "Y" auite understood 
that she wasn't alike "I". 

However, she remembered a fairy-tale "The 
Wolj and the Seven Little Kids". It was clear for 
the Wolf that he didn't resemble the Mummy Goat 
and the only way out was to change his voice. So 
he did, and Seven Little Kids confused him with 
their Mummy Goat. 

So did the letter "Y". She started to sound like 
the letter "I" in ali positions ezcept one. In the 
beginning of the word the letter "Y" sounds like 
herself [j], but her voice begins to sound not so 
lovely because she always tries to resemble "I" and 
forgets about her own voice. 

Be careful, children, try not to resemble some-

To possess 
a property 

The Wolf-
-Deceiver 

Ent 

Type 

Pr 

The situation 
S4 

Unlike 

Cond 

The stay by the 
house of the Sev

en Little Kids 

To possess 
a property 

Type 

The situation 
S3 

The Mum-
my Goat 

Ent Pr 

Cond 

Always 

To sound as a 
voice 

V 

Coincidence 

To sound as a 
voice V 

Figure 2: The semantic net visually represent-
ing a fragment 2-T of the conceptual system of 
a teacher; "Ent" means "Entity", "Pr" means 
"Property", and "Cond" means "Condition". 
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body but yourself. And in this situation I'm sure 
your voice will be the most beauiijul. 

The experience shows (see the next section) 
that children listen to this story with great delight 
and discuss it cheerfully. They identify the letters 
"I" and "Y" with the Mummy Goat and the Wolf-
Deceiver, respectively. As a consequence, they re-
member easily the rule of reading the letter "Y". 

A number of other dynamic conceptual map-
pings is invented for effective teaching young chil
dren to read English words. 

6 The Methods of 
Emotionally-imaginative 
Teaching English 

The ideas of the DCM-theory enabled us, in par-
ticular, to develop new, highly effective meth
ods of teaching English called the methods 
of emotionally-imaginative teaching (the EIT-
methods). These methods have been success-
fully tested during four years in teaching approxi-
mately two hundred young children and teenagers 
(4-16 years old) in experimental groups in the 
Moscow Children and Teenagers Palače for Cre
ative Work on Vorob'yovy Hills by Doctor of 
Philology Olga Fomichova. Naturally, the EIT-
methods are differentiated in accordance with the 
age of children. Shortly the results may be de-
scribed as follows. 

The starting age for studying English is five, or 
six, or in many cases four-and-half years. Chil
dren of one group may be of different ages. 

After the first year of studying English in exper-
imental groups 5- or 6-year-old children know the-
oretically Simple Present Tense and Simple Past 
Tense, can use these tenses in dialogues, know 
special and general questions. 

For instance, children are able to read and to 
discuss quite well the fairy-tale about Cinderella 
in Simple Past Tense containing approximately 
300 words (see the Appendix 1). 

Children also like to compose their own fairy-
tales (see the Appendix 2). 

The EIT-methods have permitted to make a 
discovery in teaching young children foreign lan-
guages: it has been turned out that the preread-
ing stage is not necessary for children under 7 
years (despite of the widely accepted opinion ex-

V.A. Fomichov et al. 

pressed in Rixon, S., 1992). Really at lessons of 
O. S. Fomichova children begin to read after four 
lessons being acquainted with ali English letters. 

Children who have been studying English dur
ing two years compose their own scripts of the 
Christmas party in English. 

During the first three months of the third year 
of studies children read and discuss unadapted 
edition of "Alice's Adventures in Wonderland", 
speak fluently on topics of every-day life. 

Thus, new methods of teaching give a growing 
from year to year educational success. One of 
interesting results is as follows: the children begin 
to read in native (Russian) language. 

It should be added that: (1) children don't 
visit English-speaking countries; (2) the duration 
of lessons twice a week is only 45 minutes (each 
group consists of twelve children); (3) children of 
the first year don't attend schools and have no 
experience of the work at lessons. 

The EIT-methods provide the possibility not 
only to teach effectively English but also to infiu-
ence positively the development of the personal-
ity of a learner. The new methods develop cre-
ative capabilities of children, the feeling of suc
cess, the capability to master actively the knowl-
edge (in particular, to work independently with 
a text-book and with other teaching materials), 
the confidence of own forces. Ali children of very 
different ages (from 4 to 16 years) go to lessons of 
English with a great joy. 

After 5 months of the third year of studies chil
dren are able to describe pictures of the nature, 
their feelings relating to the nature, and, as a con-
sequence, to describe landscapes. They can not 
only penetrate the vision of artists but also de
scribe their feelings in a very poetical way. 

Consider the examples of such descriptions. 

Example 1. "I see the beautiful winter land-
scape. The sky is deepest blue, as blue, as the 
water of the sea. The snow like carpets covers the 
ground and is gleaming in sunshine. Far away 
deep woods are lucent and serene. The forest 
stream dreams under the ice, which gleams with 
silver. I see a birch in the middle of the glade 
near the road leading down to the river. The air 
is frosty and lucent." (Andrey Todua, the 3rd 
year of studies, 9 years old.) 

Example 2. "Starš twinkle and glimmer; they 
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flame in the sky, The moon gets yellow in the 
heaven's high. The wood is soft-murmuring in 
the gloom of the night, And everything dreams in 
the magic light." (Natasha Loseva, the 3rd year 
of studies, 8 years old.) 

Example 3. "The sky is aglow with the starš 
And I'm sitting on the grass. The moon is yellow 
as brass And cats are singing in the cars." (Katya 
Safonova, the 3rd year of studies, 11 years old.) 

It was their home task, but children are able to 
speak about landscapes and portraits just on the 
spot, without a preliminary work. They can not 
only feel but also express their feelings looking at 
the picture. 

An original way of achieving such a successful 
result of teaching English is explained in Fomi-
chov, V. A., k Fomichova, O. S. (1993). This 
way is based on realizing in the course of teach
ing DCMs of kinds not considered in the present 
paper. 

Thus, lessons of English permit not only to 
learn a FL but also to bring up a child to love 
the nature. 

A par t of EIT-methods is destined for vrarking 
with teenagers being 12-16 years old. The elab-
orated methods enable not only to teach English 
but also to teach teenagers to understand other 
people (in particular, to understand their par-
ents), to understand how other people see them; 
to develop the feeling of beauty, the feeling of suc-
cess, the feeling of a leader, and the interest to 
studies. 

As experience shows convincingb/, ali this 
soothes considerably the difficulties of the transi-
tional age, positively influences the interrelations 
between teenagers and their parents, between one 
teenager and the other teenagers, contributes to 
the future successes in studies. 

The successes of young children have enabled 
the second author to teach them during the 4th 
year of studies not only, English, but also Ger
man as a second FL. For teaching German two 
languages are being used: English (as the main 
language) and Russian. The progress of children 
(8-10-year-old) in German is very quick because 
they have a good linguistic basis. 

7 The Significance of the 
Theory of Dynamic 
Conceptual Mappings for 
Education 

7.1 Teaching very young children 
foreign languages 

The obtained results show that a decisive break-
through is made in diminishing the starting age 
for teaching children to read and communicate in 
English. In the most countries and in the most 
schools the starting age for learning a foreign lan
guage (FL) is 11 years. Children studving in 
experimental groups read quite well and discuss 
complicated texts in Simple Present Tense or Sim-
ple Past Tense being five or six years old. 

Hence the EIT-methods have afforded the op-
portunity to gain at least 5 years or even 6 years 
in learning English. 

The same methods may be used, for example, 
for teaching French-, German-, Dutch-, Greek-, 
Italian-, Spanish-speaking children to read and 
communicate in English. 

The developed new effective methods may be 
used not only for teaching English, but also, after 
some adaptation and transformation, for teaching 
a number of other languages. 

7.2 Teaching English-speaking young 
children to read fluently in native 
language 

There are weighty grounds to believe that the 
elaborated EIT-methods may be successfully ap-
plied to the speeded-up (in comparison with 
traditional methods of primary school) teaching 
English-speaking children (the age from 4 to 6 
years) to read fluently in native language and to 
express their thoughts. 

The accumulated data allow us to conjecture 
that this will positively influence the development 
of the personality of a child and create excellent 
preconditions for the successful study in primary 
school. 

7.3 Teaching children mathemat ics 
and other disciplines 

The ideas of the DCM-theory are helpful not 
only for teaching FLs or native language. On 
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the basis of the DCM-theory, one of the authors 
of this paper developed methods of emotionally-
imaginative teaching young children mathemat-
ics and tested these methods in two experimen-
tal groups of a primary school. One group con-
sisted of 6-year-old children, the other—of 7-year-
old children. 

Dne to invented dynamic conceptual mappings, 
children mastered easily, with joy, very quickly 
the mathematical notions relating to arithmetics, 
algebra, and set theory. According to traditional 
methods, one learn some of these notions being 
much older (in particular, 4 or 5 years older). 

It seems that the successful experience of apply-
ing the ideas of the DCM-theory to teaching such 
distinct disciplines as foreign language and math-
ematics indicates large opportunities of using the 
DCM-theory in teaching diverse disciplines. 

7.4 The significance of obtained 
results for education as a whole 

The EIT-methods elaborated in Moscow have 
permitted to achieve an extremely great progress 
in solving the actual problem of diminishing the 
starting age of learning English. The basis for this 
progress is provided by the DCM-theory. 

Numerous invented conceptual mappings real-
ized by means of both known and specially com-
posed fairy-tal.es have permitted to find a key to 
the rich inner world of children, to "switch on" 
their vivid fantasy in order to create the precondi-
tions for understanding complicated rules of read-
ing and English grammar. 

It should be mentioned that the complexity of 
DCMs invented for explaining the use of Simple 
Present Tense and Simple Past Tense is higher 
than in čase of explaining the rule of reading the 
letter "Y". Nevertheless, 5- and 6-year-old chil
dren master quite easily the use of these tenses 
due to the thrilling form of explaining grammati-
cal constructions. 

The significance of the DCM-theory and EIT-
methods goes far beyond the limits of teaching 
children FLs (although this direction of applying 
results is highly actual). 

In fact, it is discovered that the educational 
potential of children is very high, much higher 
than it is widely accepted to supptfse. Children, 
and even very young children, may master com
plicated teaching materials quickly and (what is 

the most important) with joy, without excessive 
straining their forces, without the damage for own 
health but with great benefit for the development 
of the own personality. 

That's why it appears that the DCM-theory 
and EIT-methods create the prerequisites for the 
emergence of a new wave of investigations in edu
cation with the following aims: (a) to find and dis-
tinguish such fragments of knowledge described in 
school text-books and pertaining to diverse disci
plines which are the most difficult to understand 
for pupils; (b) taking into account peculiarities 
of conceptual systems of children from varied age 
groups and countries, to invent special DCMs for 
overcoming such difficulties in learning school dis
ciplines; (c) to write new experimental text-books 
and to develop new syllabuses for using in the 
course of teaching special DCMs making easier 
studying various disciplines; (d) to apply these 
new experimental text-books and syllabuses to 
teaching children in schools, to correct (if it is 
necessary) these new text-books and syllabuses, 
and to elaborate text-books and syllabuses for the 
wide use. 

Our results allow us to hope that very many 
pupils and, as a consequence, their parents in var
ied countries will benefit from investigations of 
the kind. 

7.5 The visual means of the Artificial 
Intelligence Theory and teachers 
preparation 

Basic ideas of the artificial intelligence (Al) the-
ory stimulated the birth of the DCM-theory. The 
example in Section 5 shows that the use of se-
mantic nets provides the possibility to represent 
highly visually the correspondences betvveen frag
ments of people's conceptual systems interpreted 
as DCMs. 

That's why one can draw the conclusion that 
it will be worth while to acquaint students in-
tending to work in the future as teachers with 
basic ideas of the AI-theory and with the visual 
means of representing semantic structures of NL-
texts, structures of conceptual memory, knowl-
edge blocks (modules). 

As it is widely known, the inventory of such 
means includes, in particular, semantic nets, 
frame-like knowledge representation languages, 
conceptual graphs of Sowa, J. F. (1984). 

http://fairy-tal.es
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Besides, very large opportunities to build se-
mantic representations of sentences and dis-
courses and to describe knowledge blocks are pro-
vided by strings of standard K-languages (see 
Fomichov, V., 1992, Sections 6-9) and by ori-
ented labeled graphs (K-graphs) equivalent to 
such strings. 

The study of visual means of the AI-theory by 
the future teachers should be subordinated to the 
task of learning how one can invent DCMs mak-
ing essentially easier the understanding of dif-
ficult knowledge portions by children. It may 
be presumed that the use of visual means of 
the AI-theory for representing diverse cognitive 
structures will be of considerable benefit from 
the standpoint of teaching how to invent effective 
DCMs. 

8 The Significance of Obtained 
Results for Cognitive Science, 
Artificial Intelligence, and 
Applied Epistemology 

8.1 The significance for Cognitive 
Psychology 

The success achieved in teaching very young' chil
dren to read and communicate in English on the 
basis of using numerous fairy-tale-like analogies 
shows that children have a great cognitive poten-
tial, which has been often underestimated before. 
Hence the obtained results in teaching children 
English may be interpreted as raising a new vo-
luminous task before cognitive psychologists: the 
task of investigating (jointly with teachers) the 
manners and effectiveness of using diverse dy-
namic conceptual mappings for teaching children 
(possessing diverse capabilities and belonging to 
diverse age groups) various disciplines. 

It seems that such investigations may consider-
ably contribute to solving the problem of elabo-
rating new, unified theories of cognition posed by 
Newell, A. (1990). 

8.2 The significance for Cognitive 
Linguistics 

During the second harf of the eighties in linguis
tics the formation of a new branch was completed 
called cognitive linguistics. Cognitive linguists 
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consider the language "as an instrument for orga-
nizing, processing, and conveving information... 
The formal structures of languages are studied 
not as if they were autonomous, but as reflections 
of general conceptual organization, categorization 
principles, processing mechanisms, and experien-
tial and environmental influences" (Geeraerts, D., 
1990, p. 1). 

The successful results of emotionallv-imagina-
tive teaching young children English give a new 
powerful confirmation of the truth of at least one 
basic idea of cognitive linguistics. 

This is the idea that there exists no syntax as an 
autonomous subsystem of language system. Syn-
tax should depend on descriptions of cognitive 
structures, on semantics of NL. 

NL-understanding by people doesn't include 
the phase of constructing the pure syntactic rep
resentations of texts. The transition from a NL-
text to its mental model is carried out on the basis 
of various knowledge and is of integral character 
(Johnson-Laird, P., 1983; Seuren, P. A. M., 1985; 
Lakoff, G., 1987; Chernov, G. V., 1987; Caron, J., 
1989; Langacker, R. W., 1990). 

Children taught according to the EIT-methods 
do not study the syntactic structures of English 
phrases, the use of Simple Present Tense and Sim-
ple Past tense in a manner widely accepted in 
schools (most often, in secondary schools). These 
rules are successfully introduced due to invented 
DCMs based on specially composed fairy-tales 
and on every-day experience of children. This 
is the main reason of unusual effectiveness of the 
DCM-theory and EIT-methods as concerns teach
ing children English as a FL. 

There are grounds to believe that a more 
detailed analysis of the DCM-theory and EIT-
methods may allow us to establish a number of 
additional interrelations with the ideas of cogni
tive linguistics. 

With respect to obtained results, it may be 
supposed that cognitive linguists are able to con
tribute greatly to making easier the study of for-
eign and native languages at schools. 

8.3 Education, the Artificial 
Intelligence Theorv, and Applied 
Epistemologv 

Taking into account our experience, we believe 
that the specialists on Al and on applied episte-
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mology may make an important contribution to 
solving a number of actual problems of education. 
Let's restrict now to the following two aspects. 

First, they may acquaint students—future 
teachers with the existing visual means for repre-
senting diverse cognitive structures (see also Sub-
section 7.5). 

Second, such specialists dealing during many 
years with semantic representations of NL-texts, 
structures of conceptual memory, knowledge 
blocks, etc. may use their professional knovvledge 
for inventing effective dynamic conceptual map-
pings destined for studving diverse disciplines. 

8.4 The design of new Intelligent 
Tutoring Systems 

In the end of the eighties the principles of a new 
paradigm for constructing intelligent tutoring sys-
tems (ITSs) were formulated by Self, J. (1988) 
and were realized in the works of a number of 
researchers. 

The distinguished features of the new paradigm 
are the help to a learner in carrying out an inde-
pendent research work, in enriching the knowl-
edge and the skill as concerns studied disciplines, 
and in developing general creative capabilities of 
learners. For this, amicable (friendly) interfaces 
of ITSs are to be built. 

Johnson, W. L. (1991, p. 129) notes that "a 
key concern of current tutoring systems is how to 
relate the expert knowledge that the študent will 
acquire to the commonsense knovvledge that he or 
she already knows". 

That's why the new paradigm for building 
ITSs excellently harmonizes with the key ideas 
of the DCM-theory and elaborated EIT-methods. 
These methods are based on (a) numerous in-
vented conceptual mappings permitting to com-
pare studied fragments of a discipline with situa-
tions well known to learners, (b) special kinds of 
tasks developing the creative potential of learners. 

The accumulated rich teaching materials can be 
successfully used for constructing ITSs destined 
to master (a) English as a FL by children or by 
adults, (b) the rules of reading and writing in En
glish by English-speaking young children. 

In Fomichov, V. A., & Fomichova, 0 . S. (1993) 
the idea is stated about working out some spe
cial sorts of ITSs for learning FLs. Such ITSs are 
to have an amicable NL-interface aiding to study 

the language means for describing the nature, the 
feelings evoked by nature. The means of the kind 
are necessary both for carrying out various activ-
ities on the nature and for understanding lectures 
on art, discussing landscapes. 

Additionallv, the DCM-theory and EIT-
methods may stimulate the elaboration of ITSs in 
accordance with the modern paradigm for learn
ing other FLs, besides English, and other dis
ciplines, besides foreign language (for example, 
mathematics). 

The obtained experience of highly effective 
teaching very young children to read and com-
municate in English as a FL enables us to for-
mulate a simple, but important recommendation 
concerning such an unsimilar, at first sight, scien-
tific problem as the realization of the Knowledge 
Archives project. 

As it is mentioned in the introduction, one of 
the tasks to be solved by the Knowledge Archives 
is to unite the knowledge about diverse cultures. 

The difference between two cultures may be 
very considerable, not less than the difference be-
tween conceptual systems of a young child and of 
adults belonging to one culture. 

That's why we propose to develop and to in-
clude into the Knowledge Archives special intel
ligent interfaces (they may be called culture in
terfaces) enabling the carriers of one culture to 
perceive effectively the peculiarities of studied an-
other culture, to overcome gaps between the na-
tive and studied cultures. 

For instance, some special electronic course de
scribing the every-day life and even the meaning 
of diverse gestures in Russia of the 19th century 
might make easier for a Japanese or an Indian the 
understanding of the Russian literature of this pe
riod. On the contrary, practical ignoring the ex-
istence of huge gaps between many pairs of cul
tures will highly diminish the effectiveness of in-
terchanging information between such cultures. 

9 Conclusions 

The methods of ernotionallv-imaginative teach
ing based on the theory of dynamic conceptual 
mappings have permitted to discover that the ed-
ucational potential of very young children (4-6-
year-old) is very high, considerably higher than 
it is widely accepted to believe. The results de-
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scribed above open many new important possibil-
ities for the joint effective research work of teach-
ers, university specialists on education, cognitive 
psychologists, cognitive linguists, specialists on 
Al and applied epistemology. As a consequence, 
this promises to enlarge essentially the opportu-
nities of children to learn with joy. 

Besides, we expect tha t the ideas expressed 
above will be of considerable use for building more 
effective Intelligent Tutoring Systems destined for 
adults and for the realization of the Knowledge 
Archives project. 

A P P E N D I X 1 

The full text of the fairy-tale which is fiuently 
read and discussed by ali 5- and 6-year-old Rus-
sian children after the first year of studying En-
ghsh in experimental groups of O. Fomichova in 
the Moscow Children and Teenagers Palače for 
Creative Work on Vorob'yovy Hills. 

C I N D E R E L L A 

Long ago, in a land far away, there lived a man. 
He had a kind and beautiful daughter. His voife 
died and he married again. The stepmother was 
cruel and unkind. Each night the girl sat among 
the cinders by the hearth, staring sadhj into the 
fire. Her stepsisters noticed this and called her 
Cinderella. In the dag tirne she washed dishes, 
sivept the floor, kept the house clean, worked in 
the kitchen-garden, uiatered the flomers, cooked 
the meal. 

One day the King's son made up his mind to 
hold a bali. Everrjone ivent to the bali except Cin
derella. 

But suddenlg a bright light lit up the dark 
kitchen. It mas a fairy. The fairy went into the 
garden and maved her wand over a large pumpkin 
and it immediatelg turned into a beautiful golden 
coach. Then she turned six mhite mice into six 
fine horses. A fat rat became a coachman and two 
lizards became fine footmen. She gave Cinderella 
a beautiful gown and shining glass slippers. 

In the Palače Cinderella was the most beautiful 
girl. She danced much and mas happy. But sud-
denly she remembered about fairy's marning. At 
tmelve o 'clock Cinderella ran off through the gar
den. The Prince ran after her and found a glass 

slipper. 
When Cinderella reached home, the golden 

coach had disappeared and instead of her beautiful 
gomn she more her old dress again. 

Next morning the Prince announced that he mas 
in love mith the mysterious girl and mould marrg 
the girl mho could mear the tiny slipper. 

The Prince's servants travailed through the 
town and asked each girl to trg the slipper on. 
Cinderella tried the slipper too. It fitted perfectly. 
Stepmother mas outraged. Cinderella became a 
Prince's bride. 

They mere married just a few days later and the 
mhole kingdom was happg. 

A P P E N D D C 2 

Here there is an example of the tale composed by 
Anya Orlova in the end of the first year of studies. 
She is five years old. 

T H E FAIRY-TALE A B O U T T W O K I T T E N S 

Long ago, in a land far amay, there lived two cats. 
They had tmo kittens. One of them mas mhite and 
one of them mas black. Their names mere Murka 
and Barsik. Everg night the kittens sat among the 
toys staring sadlg into the mindom, because they 
manted to go to their grandmother. In the dag 
tirne they helped their mother: matered the flom
ers, kept the house clean, morked in the kitchen-
garden, smept the floor, cooked the meal, mashed 
dishes. 

One dag the mother made up her mind to send 
the kittens to the grandmother. Evergone ment ex-
cept the father. But suddenly the mother decided 
to send the kittens alone. The kittens ment alone. 
While the kittens ment through the forest, theg 
picked the flomers. The grandmother mas a fairg. 
She maved her mand over the flomers and theg im-
mediately turned into tmo little puppies sleeping in 
the basket. 

Next dag the kittens and the puppies ment to 
the cinema. The film mas very interesting. It mas 
about Mutroskin cat. The kittens and the puppies 
mere happy. But suddenlg they remembered about 
grandmother's marning: not to be late at home. 
The kittens and the puppies ran off through the 
street. 

The grandmother cooked their favorite dish. It 
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was an apple-pie. They ate it with pleasure and 
thanked the grandmother. 

Next day they returned home. The mother and 
the father were happy. They presented to them 
five interesting books and promised them to send 
kittens to the grandmother next summer. 

It should be added that twenty from twenty four 
5- and 6-year-old Russian children studying in ex-
perimental groups of O. S. Fomichova in Moscow 
during one year (eight months) can compose the 
tales of the kind. The other four children are able 
to compose simpler tales. Besides, if the children 
listen for the first time to a tale of the same vol-
ume composed by a girl or a boy from their group, 
they remember quite well this tale and can retell 
it actively just on the spot. 

This proves the high effectiveness of elaborated 
methods of emotionally-imaginative teaching chil
dren English and positive influence of these meth
ods on the development of the personality of a 
child. 
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In this paper the phenomenon of informational Being-in, that is, includedness is studied 
in a formally recursive (informational) way, dealing with basic definitions of includedness 
(informational in-volvement, em-bedding) and their consequences. It seems that the in
formational includedness is a phenomenon of informational entities, which involves them 
in a perplexedly recursive way and offers the richness ofthe informationally spontaneous 
parallelism, serialism, and circularity. In this respect, together with its informational 
openness and recursiveness, informational Being-in can come semantically as close as 
possible to its philosophical notion (concept) [2, 1]. Some includable structured phenom-
ena of inference or reasoning (deduction, induction, abduction, modus ponens, tollens, 
rectus, and obliquus) are shown in a formal manner. The disposed formal apparatus en-
ables an unbounded and even deepened philosophical investigation ofthe phenomenon of 
Being-in and its consequences. So, a formalistic investigation of informational Being-in 
can enrich its philosophical understanding. 

INFORMATIONAL BEING-IN 

Anton P. Zeleznikar 
Volaričeva ulica 8, 61111 Ljubljana, Slovenia 
anton.p.zeleznikar@ijs.si 

1 Introduction 
Being-in is the original term coined by Heideg-
ger (in German, In-Sein or In-sein, in English, 
inhood) [2]. Informational Being-in1 belongs to 
the most significant existentiales of the informa
tional. "When someone calls our attention to the 
fact that 'in' also has an existential sense which 
expresses involvement, ...we tend to think of this 
as a metaphorical deviation from physical inclu-
sion." (Dreyfus in [1], p. 41.) Informational 'in' 
means informationally involved, distributed and, 
for example, being dual in the sense of energy and 
information (Šlechtain [5], the Hamiltonians HEI 
and HIE in equations 14 and 15, respectively). 
"Grimm goes on to argue that the preposition 'in' 
is deri ved from the verb, rather than the verb from 
the preposition." ([2], p. 80.) This conclusion is 

1This paper is a private author's vvork and no part of 
it may be used, reproduced or translated in any manner 
whatsoever without written permission except in the čase 
of brief quotations embodied in critical articles. 

essential, for Being-in in the informational has an 
active (verb-like, operational) role. 

Being-in belongs to primordial situations con-
cerning informational entities. It is a consequence 
of informing of entities and vice versa. In this 
paper, the basic informational properties of the 
phenomenon, state, or process termed Being-in 
will be studied. Instead of the philosophical 
term Being-in, the term includedness (or informa
tional includedness) will be frequently used, which 
comes closer to the formal terminology in tradi-
tional mathematics (e.g., the notion of a subset), 
but is essentially different in its existential (in-
formingly arising) nature if compared with the 
categorical (reductionistic) relation of inclusion. 
Informational includedness is a new term, deter-
mined in an informationally recursive way (circu-
larly) and, in this respect, extending the struc-
ture of informational includedness boundlessly in 
an includable way. 

Being-in is an informational existentiale, a for-

mailto:anton.p.zeleznikar@ijs.si
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mal existential expression, which concerns Being-
in-the-world (informational realm of the exterior) 
as its essential state. An informational entity 
(thing, matter) informs as the entity in the world 
(its environment, informational region, within it-
self). The world is the synonym of that in which 
an entity informs, that is, the informational entity 
embracing informational realm. The question is, 
how can this general view (an entity's informa
tional openness, interweavement, or connected-
ness) be considered in its informational entirety. 

When an informational formula occurs as part 
of a larger formula, it is said to be in included 
position (see [13], included ppl. a.); otherwise it 
is said to be in absolute position and to consti-
tute an informational entity. Some morphemes 
occur in included position, either partial or com-
plete. In some sentences there are devices that 
signal the inclusion of two or more separate sen
tences. The included position is that had by a 
word, phrase or other linguistic form when it is 
part of a larger form. Ali of these forms of in-
cludedness are classical and do not embrace con-
ceptualism of the informational in cludedness as, 
for instance, a distributed involvement of an en-
tity within an informational realm. 

The task of the present study is to develop and 
formalize a general concept of the Being-in of an 
informational entity, where this concept can be 
particularized according to the specific informa
tional needs and occurring circumstances. 

2 Being-in qua Informing 

A philosophy of informational includedness roots 
in the philosophical notion of Being-in (for exam-
ple, [2], f l2) as an informational (philosophical) 
phenomenon which concerns the entity's Being. 
As we shall see, Being-in of something can mean-
ingly never be exhausted, it simply does not come 
to an end because of its recursively open informa
tional nature. So we have to present this informa
tional virtue, faculty, or property of something in 
a strict formal way, that is, by systems of infor
mational formulas describing the phenomenon of 
Being-in. The informational includedness means 
something essentially different in respect to the 
set-theoretical inclusion in mathematics, although 
the symbols C and D (the alternative to C) are 
used to mark both phenomena. 

How does Being-in, that is, informational in
cludedness inform? As a property of something 
which informs in a broader realm, it must be ex-
pressed as includedness, that is, as something con
cerning the informational operator (for example, 
Nin, Hindude or, simply, C, which read 'is in', 
'is included in' or 'is an informational part of, 
respectively). Informational includedness means 
functional involvement of an entity into the in
forming of the other entity and itself. 

The Being-in as such always concerns an en-
tity, that is, something, marked by a. As a phe
nomenon, the Being-in is involved in something 
in an informational way. According to [9], we in-
troduce the following four modes of the informa
tional existentiale concerning something a in an 
includable way: 

a C 

C a 

a C a 

reads as: a informs includingly; 
a's externalism of including; 
a is/are included (in); 
reads as: a is informed includinglv; 
a's internalism of including; 
a include(s); 
reads as: a informs includinglv itself 
and is informed includingly by itself; 
a's metaphysicalism of including; 
a includes and is included in itself; 

reads as: a informs includingly and 
is informed includingly; 
a's phenomenalism of including; 
a includes and is included 

To fulfill the existential criteria of includedness, 
evidently, entity a informationally includes (in-
volves) some informing entities and is informa-
tionally included in (involved by) some informing 
entities. 

In this point of the study, the question arises, 
what could the meaning (interpretation) of the 
formalized forms of informational includedness of 
something be? The formalized externalistic inter
pretation of includedness could be the following: 

(« C) 

where E(a C) is an element of the informational 
power set (symbol V) with 16 elements (including 
the empty set 0), that is, 
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S(a C) € V 

f(N«)c, 
(«h)c, 
( h « ) C a, 

l (a h ) C a 

In general, an informational set {ct\, a<ii • • • •, an} 
is interpreted as the parallel system (array) of en-
tities, that is, 

{ai , a2, • • •, a n } ^ (ai ; a2; • • •; an) 

The formalized internalistic interpretation of in
cludedness is, for example, 

/ah \ 
h«; 

\ S ( c a)) 

( C a ) ^ 

where E!(c a) is an element of the power set, that 

\ 

previously shown examples (includable external-
ism, internalism, metaphysicalism, and phenome-
nalism). 

Definition 1 [Informational Includedness] 
Let entity a inform within entitu /3, that is, 
a C /3. This expression reads: a informs within 
(is an informational component or constituent of) 
/3. Let the folloming parallel svstem of included
ness (Being-in) be defined recursivelv: 

'& h a; 
(a C /3) ^Def I a h /?; 

k 2 ( a c j 9 ) , 

where for the eztensional part S (a C /3) of the 
includedness a C P, there is, 

is 

S(C a) £ V 

(\ (a h) C a / 
(h a) C a, 
(« h) C, 

VI (h") C J 
~(a C(3)eV 

f ( / ? h a ) C / 3 , ) \ 
(a h /3) C /3 
(/5 h a) C a 

{ (a h P) C a J / 
The metaphysicalistic čase of includedness inter
pretation could be 

(a C a) __^ I a h a; 

TTie mosč complez element of this poiver set is de-
noted by 

\S (a C a)J 

where 

5(a C a) G 7>({a |= a}) 

and the phenomenalistic čase 

~P,a _ f(/3ha)c/3,a; 

(a C ; C a ) -

A* h; \ 
h«; 
S(a C); 

\ 2 ( C a ) / 

These are initial cases of includedness and each of 
them speaks in its own way, so various interpre-
tations are possible. 

3 A Definition and 
Consequences of 
Informational Includedness 

Let us introduce the basic definition of informa
tional includedness which will cover also the four 

s / ? ; > C / 3 ) ^ \(a\=(3)cf}\a 

Cases, where S(a C /3) ^ 0 and 0 denotes an 
empty entitv (informational nothing), are ezcep-
tional (reductionistic). • 

Consequence 1 [An Extension of Informa
tional Includedness] Let us introduce the fol
loming markers: 

m 
m 

£ h (P h a);\ . 
k ( / * h a ) h ^ ' 
'f h (a h PY\ . 
. ( a h / 3 ) h ^ . 

£ € {/3,a} 

Then, the cases of includedness within E-elements 
in Definition 1 induce, evidentlv, 
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«*M)cO - (?$ N t t ) co ! 

((« N /?) c 0 

((/3 h « ) C/3, a ) ^ 6(a); 

((a h /3) C/3, a) ^ tf(a); 

tvhere 

HP^Ct.a^^Cfifi 

~((a |= /3)C/3 ,a> ~((a h P) C / ^ 
S«/J |= a) C a) , 

Instead of proving this consequence, let us extend 
recursively Definition 1 one step deeper. 

Consequence 2 [A Further Extension of In-
formational Includedness] According to the 
basic definition of includedness, there is recur-
sively, 

{P\=a; \ 
a\=P; 

//3 h (/31="); \ 
(/3 N «) N /3; 
H((/3 \=a)C /3); 
/3 N (« N /3); 
(a |= /3) \= /3; 
5((« N /?) C /3); 
«N ( /3h a); 
(/3 ^ a) ^ a; 
~((/3 h a) C a) ; 
«N(«N/3) ; 
(a |= /3) (= a; 

WS((Q!|=/3)Ca)/y 
vohere, for instance, the first extensional part is 

(a C /3) ^Def 

S((/3 h a) C /3) G P 

/f(/3N(/3Na))C/3,]\ 
((/3 N «) N/3) C/3, 
(^ N (/3 N «)) C a, 

\U/3 h «) N č) C a J/ 

the second one 

2((a N /3) C /3) € P 

£/ie £/u'rd one 

H((/3 f= a) C a) € P 

/ ( ( /3M«N/3))C/3,1\ 
((a h /3) N /3) C /3, 
(/3 |= (a h /3)) C a, 

VI ((<* N /3) N /3) C a J/ 

f ( a M / 3 N « K / 3 , l \ 
((/3 |= a) h a) C /3, 
(a (= (/3 N a)) C a, 

U ((/3 N «) N «) C a J/ 
and i/ie fourth one 

S((a M ) C « ) € P 

/ f (ah(aN/3) )C/3 , l \ 
((a f= /3) h a) C /3, 
(a |= (a (= /3)) C a, 

\U(a M ) N «) C a J/ 
D 

Within this consequence, the circular structures 
of the form 

((/3 \=*)t= /3); 
(/3 h (a N /3)); 
((a h /3) N a); 
(« N (/3 N «)) 

belonging to the first, second, third, and fourth 
extension will become significant in the context 
of entitv metaphysicalism. 

Let us explain in short the meaning of informa-
tional operators ?=*, ^Def5 C, G, = and, through 
this explanation, point out the difference regard-
ing the equally marked mathematical operators 
and relations. Let have the following interpreta-
tion: 

=F± mean(s), informs meaningly; 
^Def mean(s) by definition; 
C informs vvithin (includingly); 
G is an element of informational set 

of entities, informational lumps; 
= is a marker for, is the same as; 

The meaning of an informational operator cor-
relates with the meaning of the meaningly ade-
quate verbal phrase which expresses an informa
tional activitv, happening, occurring, state, posi-
tion, attitude, etc. The meaning of a mathemat
ical operator concerns solely the mathematically 
well-deflned abstract objects. 
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4 Informational Consequences 
of Includedness 

The most characteristic consequences of informa
tional includedness are circular forms of paral-
lelism and serialism. 

4.1 Parallel ism and Serialism of 
Includedness 

The includedness of an informational entity in 
concern to an informational entity induces a cer-
tain phenomenon of parallelism and serialism. 
More precisely, includedness generates informa
tional circularity in the form of parallel and serial 
cycles which are of essential significance in emerg-
ing of the so-called metaphysicalism. Metaphys-
icalism shapes the background for the arising of 
cognitive and intelligent information, by mixing 
of intelligent informational lumps and composing 
them by intelligent selection into informational 
structures performing understanding, generating 
meaning, that is, cognizing. 

The parallelism of a C ^ is already observed 
in Definition 1, where a C /3 is a parallel struc-
ture of transitions f3 \= a, a \= /3, and extension 
S(a C /3). This structure is circularly-parallel in 
components /3 |= a; a \= /3 in respect to /3 via 
(implicitly) a, that is, in a parallel transitive way. 
On the other hand, the extensional part of infor
mational includedness !E(a C /3) in Definition 1, 
can be chosen, for instance, as 

^{aCfJ) {(a^/3)C/3) 

This structure is circularly serial in respect to /3 
via a, etc. [e.g., H^(a C /3) is circularly serial also 
in respect to a via /3]. 

4.2 Parallel ism of Includedness 

In some respect, the parallelism of includedness 
is straightforward, that is, informationally trans
parent. As we shall see, the parallel includedness 
can be defined in a common way (a mathematical 
fashion), moving from one 'relation' of included
ness to the other. 

Consequence 3 [Transitivitv of Parallel In
formational Includedness] Let for informa
tional entities oti, a j , and a k be oti C otj\a.j C «&. 

Then, the implication pertaining to the includable 
transitivitv, 

(a,- C OLJ; a j C a*) =>• (a,- C ak) 

is informationallv righteous. • 

Proof. The intuitive proof of the consequence 
belongs to the semantics of a language (speech). 
If cti informationally involves ctj and if OLJ infor-
mationally involves a t, then, in a language-logical 
sense, a.{ involves ak informationally viaentity ctj. 

Another, more formalistic proof of the con-
sequence follows from the axiomatic concept of 
the informing of entities. Informational opera
tor C has to be comprehended as a particular 
čase of operator (=. In čase of parallel informing 
a \= /3; /3 |= 7, there follows a |= 7. Q.E.D. 

Consequence 4 [Parallelism of Informa
tional Includedness] Let for informational en
tities a\, 0:2, • • •, an be 

"j C a,-+i; i — 1,2,- • • ,n - 1. 

This formula depicts a parallel system of includ
edness, that is, 

" i C a2; 
«2 C «35 

" n - l C an 

which is transitivelg includable and parallel 
straightforivard. There is, 

"»' |= " i + i ; 
S(a,- C a,-+i) 

* = 1,2, 

This parallel system implies the parallelism of dif-
ferent elementarv informational forms of entities 
«1, 0J2, • • •, an in a parallel descending, ascending, 
and also circular order regarding index i and the 
system's structural dependence on the includable 
extensions H(a,- C «1+1) (i = 1,2, • • •, n — 1). • 

Proof. Let us look the parallel elementary struc
tures, that is, parallel components of the parallel 
included system. There is 
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(OL\ C a2; \ 

«2 C a 3 ; 

\an-i C an/ 

(an |= a n _ i ; ax |= a 2 ; H(ai C a 2 ) ; \ 

: «2 |= «3", 5 ( a 2 C a 3 ) ; 

«3 \= «2 ; : : 
V"2 N " i ; " n - i N "n! 2 ( a n _ i C a n ) / 

Different forms of H's are possible, conditioning 
the nature of the elementary circularity between 
a-entities. Different types of circularity will be 
shown in the subsequent consequences. Q.E.D. 

C o n s e q u e n c e 5 [Manifold Paral le l ism of In-
formational Inc ludedness] The implication 
concerning the manifoldness of parallel structured 
includedness follorvs directlv from Conseauence 3 
in the form 

(cti C a,-+1;i = 1,2, • • •, n - 1) =>• 

(aj C ak; j < k; \ 
[j e {1,2, •••,n - 1}; k e {2,3, •••,n}) 

The parallel manifoldness of includedness will be-
come the basis for the manifoldness of the circular 
parallelism. • 

The last consequence means that there are par
allel groups of parallel includable cases of length 
t (2 < l < n - 1) of the form 

ail C a , ' 2 ; 1 1 < h < i2 < i 3 < n;t = 2; 
«t2

 C ah I 

4 .3 " C i r c u l a r P a r a l l e l i s m of 
I n c l u d e d n e s s 

Let us define a complete form of circular paral
lelism in the follovving form. 

Definit ion 2 [Circular Paral le l i sm of an In-
formational S y s t e m ] . An informational system 
of entities a\, a2, • • • , a n is called circularly par
allel, if 

«i h oti+i; i = 1,2, • • • , n - 1; 
a„ [= en 

tvhere n = 2 ,3 , • • • . • 

Definit ion 3 [Complete ly Circular Paral
lel ism of an Ent i ty S y s t e m ] . A system of 
(parallel) informational entities at,a2, • • • ,an is 
called completelu circularly parallel, if 

«« 1= » j ! i,j= 1,2,' ,n 

«n C a,2; 
«12 c ««3! f 
« i 3 C Q,-4 J 

« i C a 2 ; 

«2 C «3; 

« n - l C a„ 

1 < ij < i2 < is < 14 < n; £ = 3; 

• £ = n - l 

The circular completeness of parallelism enables 
the occurrence of ali possible cycles of formulas 
a,- |= a j in which operands ct\,a2,- • • ,an appear, 
in a recursive way. • 

The circular parallelism follovvs from the tran-
sitive parallelism of informational includedness 
(Consequence 3), if to the parallel sequence a i C 
«2i«2 C a 2 ; - - - ; « n - i C an formula an C « i is 
added. 

Consequence 6 [Circular Paral le l i sm of In
formational Includedness] Let for informa
tional entities a\,a2,- • • ,an be 

cti C OJ.+I; i = 1,2, • • • , 7 i - 1; 

dn C «1 

This system causes a circularly complete infor
mational system of entities ct\,a2, • • •, an (Defi
nition 3). O 

Proof. According to the transitivity of in
formational includedness (operator C) (Conse-
quence 3) there is, evidently, 

According to Consequence 4, we can construct 
the ascending and descending sequences of par
allel formulas a,-̂  (= a!fc in regard to subscripts ij 
and ik-

/ « i C a 2 ; \ 
OL2 C a 3 ; 

« n - i C an; 

\an C « i / 

/ « n C a B _ i ; \ 
« n - i C a n _ 2 ; 

«2 C c*i; 
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The left sequence of formulas appears in an cyclic 
ascending order while the right sequence is cycli-
cally descending (an opposite direction of the cy-
cle). This obviously yields 

* = 1 , 2 , - - -
^otn C » i 

\ 
i ; 

/ 
^ V *,j = 1,2,- ,n 

The last formula shows the power of includable 
circularity, where 

oti C OLJ\ 

t, J = l , 2 r ,n 
a,- |= aj\ 
i,3 = 1,2,- • > n , 

The power of includable circularity (operator c ) 
is stronger than that of the direct circularity 
of informing (operator (=), because stili the E-
extensional cases have to be considered. Q.E.D. 

4 . 4 S e r i a l i s m o f I n c l u d e d n e s s 

Let us study the possible cases of serialism of in-
formational includedness and their consequences 
in regard to informing among entities. In the first 
step we study a straightforward serialism, and in 
the second step a circular one. 

Definit ion 4 [Serialism of Informational In
c ludedness] Let us introduce the subscripted 
forms 3>̂ - of serialism concerning the informa
tional includedness of entities ai, a 2 , • • •, an and 
mark them in the follovaing way: 

$c(a1,a2,---,an) =$> 

f^(al,a2,---,an)^ \ 
( a : C* ( a 2 C ( a 3 C (• - ( a B _ i C a n ) • • •)))); 

((ai C a 2 ) C* ( a 3 C (• • -(a„_i C a „ ) • • •))); 

$ n - i ( a i 5
a 2 , - - - , " n ) — 

V (((•••((«! C a 2 ) C a 3 ) - - - ) C a n _ x ) C* an) J 

By the asterisk marked operators C, that is, C*, 
the main separators betiveen the informer and the 
observer part of the expression are meant. Im-
plicational operator =J> marks only specific in
cludable serial cases on its right side (but not ali 
possible cases). • 

E x a m p l e [Includedness of Inc ludedness ] Let 
us see what does the example of includedness of 
includedness, for example, 

(a C /3) C 7 

mean? Let us extendingly interpret this formula 
in a regular informational manner, when, 

/f/?M; ^ 
<*M; 

^ 
C 7 \ 

\Z(aC(3)J ) 
( {P^a; \ \ 
7 h « M; ! 

\Z(aC(3)J 
/UN«; \ 
U M ; M; 
\ 2 (aC/? ) / 

[1
] 

v 
f/?M; \ \ 
<* M; 1 c 7 

\ z :(a C /3)J J) 
The right part of the formula can be linearly de-
composed (informationally multiplied), e.g., 

((a C /3) C 7 ) - . 

/ 7 \= (/3 |= a); 7 \=(a\= / 3 ) ; 7 h S ( a C /3);\ 

( /3h«)N7;(«N/?)l=7;H(«c/3)N7; 
H ( ( / 3 h a ) C 7 ) ; H ( ( a h ^ ) C 7 ) ; 

V ~ ( ( ~ ( a C / 3 ) C 7 ) J 

where for a maximal čase of informationally (mu-
tually) involved entities a, /3, and 7 , there is, 

•=P,<* 2J> C # 
' ( /? h a ) C /3, a ; \ 
^ ( « N / 5 ) C / 3 , a j ' 

/ (7N(/3N«))c7 , ( /3ha);N \ 
(̂(/? N «) h T) c T,(J9 1= «) y ' 

/ (7N(«N/3))C7,(«N/3)A 
V((«|=/3)h7)C7,(a|=/3)y' 

^ l & S i ^ C « C /3) C 7) ^ 
A7N5Ž;>C/3))C7 ,^;>C/3)r 
V ( S ? > C / 3 ) | = 7 ) C 7 , S g > C / ? X 
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We see how the complexity of informational in
cludedness rapidly grows by the number of in-
volved entities. 

Tha t which has to be clearly kept in mind is 

((<* C/?) C 7) ¥ > ( * . / * C 7) 

for only the process a C P is included in 7 , but 
not a and /? (a property of raon-transitivity in čase 
of informational includedness). 

Another informational property which follows 
from extensions H^'|ar°|((/3 |= a) C 7) and 

~ (afc=fl{((a N /^) C 7) is a consequent descending 
and ascending circularity in respect to 7 , that is, 

(7 h (/3 h «)) h 7; 
7 |= ((/? (= a) h 7); 
(7 h (a h /?)) h 7; 
7 h ((« h P) h 7) 

respectively. Other, mixed cycles, are also evi-
dent. D 

C o n s e q u e n c e 7 [A C o n s e q u e n c e of Serial-
i sm of Informational Inc ludedness Con-
cerning t h e Informing] A consequence of Def-
inition 4 is simply the folloming: 

$ c ( a i , a 2 , - - - , a B ) = ^ . u ) , \ \ 
^ ^$f=(a n ? a n_1 ) . . . ,a1)y 

where for a number n > 2 of involved entities 

* ^ ( a i , a 2 , - - - , a n ) ? = * 

( a i |=* ( a 2 |= ( a 3 |= (• • - ( a n - i 1= 
««) •••)))); 

^ ( a l i a J i , , , ) a n ) ? i 

((«1 |= «2) (=* («3 |= (• • ' (On- l 1= 
«n) • • •))); 

$ n - l ( a l ) a 2 5 - - - i a n ) ^ 
( ( ( • • • ( ( a 1 [ = a 2 ) | = a 3 ) - - ) l = « n - i ) K 

$ ^ ( a n , a „ _ i , - - - , a i ) ^ 

r $ f ( a n ) a n _ i , - " , a i ) ^ 
(a„ )=* (a n_a (= ( a n _ 2 (= (• • - ( a 2 h 

((an |= a n _ i ) |=* ( a „ _ 2 (= (• • - (a 2 |= 

(((• ••((<*„ | = a n - l ) (= «n-2) •) (= «2) N* 
/ 

and adequately 

is the ascending and descending (counterascend-
ing) serial seauence of informing in respect to the 
greatest subscript n. • 

Proof. The last consequence considers only 
the ascending and descending sequences of en
tities a i , a 2 , • • - , « „ in respect to the subscript 
n. Informational entities $ ^ ( a i , a 2 , • • •, a n ) and 
$ F ( a n , ctn-i, • • • , a i ) are evident consequences of 
entity $ c ( o ; i , a 2 , • • - , a n ) . There exists even a 
stronger consequence of Definition 4, as presented 
by the next consequence. Q.E.D. 

Consequence 8 [A General C o n s e q u e n c e of 
an Ordered Serial ism of Informational In
c ludedness] The following implication represents 
the most general system of the ordered serial in
cludedness: 

$ c ( a i , a 2 , - • • , «„ ) =>• 

*&( a i» «i- i> * • • • «»•); 
1 < i; i < j ; j < n; 
i = 1,2, • • •, n — 1; 

Vi = 2,3, - - -,» / 
where (i,i + !,•••,j) and (j,j — l , - - - , i ) is 
an ascending and descending interval (of nat-
ural numbers), respectively, and the length 
£($ij(a>i, a ,+ i , • • •, ctj)) is betuieen 2 and n. • 

Proof. Except by the consequence determined 
serial sequences, there exist other, 'non-ordered' 
sequences as can be easily recognized from the 
previous example. Tha t is, besides the (alpha-
betically, numerically) 'ordered' sequences, pro-
ceeding from $ c ( a , / 3 , 7 ) for l = 3, tha t is, 
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(a f= /3) \= 7 ; a \= (/J h l ) ; 
T h (iS h «); (T N /5) h « 

there are 'non-ordered' sequences 

{fi N 7) N a; /? N (7 N «); 
(/? h «) N 7; /? N (« h 7); 
(7 h a) N # 7 h (a N /3) 

etc. and infinitely many others, recursively 
arising serial sequences. In this respect, 
$ c ( a i , a 2 , • • • ,an) symbolizes the possible ap-
pearance of ali |=-serial formulas concerning 
operands a\, a2,---, otn. Therefore, symbol =>• 
is used instead of ^ in the last definition and 
consequences. Q.E.D. 

4.5 Circular Serialism of Includedness 

Circularity belongs to the most significant facul-
ties of informational serialism. By circular infor-
mational formulas the most complex and various 
phenomena concerning cognitive, intelligent, and 
understanding processes and entities can be not 
only conceptualized, but brought into positions 
and att i tudes of informational arising (informa
tional autopoiesis, self-reference, consciousness, 
e t c ) . This level of circularity, caused by cyclic 
informational includedness, reaches its highest 
point within the circular metaphysicalism. 

Definit ion 5 [Circular Serial ism of Infor
mat ional Inc ludedness] Let us introduce the 
markers <!>§ of circular serialism concern
ing the informational includedness of entities 
a i , a2, • • •, an in cyclic respect to entity ot\ and 
mark them as follouis: 

$ o ( a i > a 2 > " - - , " n , a i ) =>• 

/$^(a1,a2,---,an,ai) ^ . N 

(a i C* (a 2 C (a 3 C (• • -(an C e*i) • • •)))); 

$ 0 2 ( a l > a 2 ' - " ' a ' " Q l ) ^ 
((ai C a 2 ) C* (a 3 C (• • - (a n C a a ) • • •))); 

$ O n ( a i > a 2 > - " i a n , a ! i ) ^ 
\(((- • -((ai C a2) C a 3 ) • • •) C a n ) C* aa) / 

By the asterisk marked operators of includedness 

(C*) the main separators betmeen the informing 

(cyclic informer) and the observing (cyclic ob-
server) part of cyclically structured expression are 
meant. • 

Consequence 9 [A C o n s e q u e n c e of Circu
lar Serialism of Informational Inc ludedness 
Concerning t h e Informing] A consequence of 
Definition 5 is simply the following 

f^(a1,a2,---,an,a1); \ 

\$o(cfi,an,an-.i,---,ai)J 

where for rc > 2 

$%(a1,a2,---,an,a1) ^ 

(«1 \=* («2 N («3 \= (• " K - l |= 

(a„ N «i)) • • •)))); 

$Q2(ai,a2,---,an,a1) ^ 

((«i N 02) h* («3 h (• • -(an-i h 
(«n N «1 ))•••))); 

* 0 „ ( a i ' a 2 , - - ' , a n , a i ) — 

(((• • '((«1 N «2) N "s) • • •) N a n - i ) N 
\ « n ) h * « l ) / 

and adequately 

$ ^ ( a i , a„, a „ _ i , • • •, « i ) ^ 

$ O i ( a i ' Q n ' a n - i ' " " " ' a i ) ^ ^ 

(«1 N* On N On-1 (= (a„_2 |= (• • • («2 
h «i)---))))); 

* 0 2 ( a l ' a " > a n - l ' ' " " » a l ) ^ 

(("1 \= "n) l=* («n- l |= ( a n-2 (= (• • • («2 

N a O •••)))); 

(((• • • (((«1 h a n ) N a n - i ) h «n-2) • • •)) 

V N "2) h* ai) / 
is £/ie ascending and descending (counterascend-
ing) circularly serial seguence of informing in re
spect to circular subscript 1. D 
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Proof. The cyclicity in respect to entity a is in 
the a i ' s property to be in the position, together 
with other entities or alone, of the informer (left of 
operator |=*) and the observer (right of operator 
(=*), simultaneously. As we see, the cyclicity for 
other entities than a i can not be derived merely 
from the premise $§(0:1,0:2, • • • ,otn,oti). 

The last consequence considers only the as-
cending and descending circular sequences of en
tities a i , «2, • • -,oin in respect to entity ct\. Enti
ties $ ^ ( a i , a 2 , - ••,Oin,OL1) and $ 5 ( a „ , a n _ i , • • •, 
oti,ai) are evident consequences of entity 
$[5(0:1,0:2, • • -,an,ai). But, there exists a 
stronger circular and non-circular (linear serial) 
consequence of Definition 5, as presented by the 
next consequence. Q.E.D. 

According to Consequence 8 it is possible to 
deduce a similar consequence concerning the or-
dered cyclical serialism of informational included-
ness, where complex circular informational enti
ties (operands), considering a,- C otj, 

come to existence. The second formula can be 
viewed as a countercycle of the first formula, that 
is, 

$£„(a,-,ctj,aj-i,• ••,«,) ^ 
$5._.(ai,a,-+i, •••,«;,•,a,-) 

where the difference is in O and 0 subscript op
erator, respectively. 

Consequence 10 [A General Consequence 
of an Ordered Circular Serialism of Infor
mational Includedness] The folloming implica-
tion represents the most general system of the or
dered circular serial includedness: 

$§(0:1 ,0:2 , • • • , a n , a i ) ==> 

L_ 

* O y ( a « ' » a i > a J - i > • " ' " • ' ) ; 
1 < *'; * < j ; j < n; 
i = 1,2, • • • , n - 1; 

\jf = 2,3,--- ,n / 

uihere (t, i + 1, • • •, j , i) and (j, j - 1, • • •, i, j) is 
an ascending and descending circular interval (of 
natural numbers), respectivelv, and considering 
a,- C a j . • 

A Comment. Circularly serial informational in
cludedness causes an infinite number of possible 
cycles and subcycles of involved entities. This fact 
offers the possibilities of choice in aparticular čase 
and enables the syntactic and semantic diversity 
of arising informational cases. 

4.6 External ism, Internal ism, and 
Phenomena l i sm of Includedness 

Let us interpret additionally the appearance of 
includable externalism, internalism, and phenom
enalism with the sense of their introduction into 
informational discourse. 

Informational externalism of includedness con
cerning an entity says that the entity is a subunit 
of as yet undetermined informational unit (a C). 
The question of the subunit embracing unit is left 
open and the identification of an adequate unit 
will appear as the consequence of the happening 
circumstances (e.g., within an arising formula sys-
tem). Usually, on the most general level, we have 
the informational externalism (marked by a \=). 
We arrive to the includable externalism through 
particularization of operator |=, replacing it by 
operator C. But, as we have recognized (Defini
tion 1), the includedness (characterized by opera
tor C) is a recursively and complexly determined 
form of informationalism (characterized by oper
ator |=). 

Informational internalism of includedness con
cerning an entity is a 'reverse' problem to infor
mational externalism and says that the entity is 
a unit of as yet undetermined informational sub-
unit(s) (C a). The question of the unit includ-
ing subunit(s) is left open and the identification 
(decomposition) of an adequate subunit will ap
pear as the consequence of the happening circum
stances (e.g., within an arising formula system). 
Usually, on the most general level, we have the 
informational internalism (marked by |= a). VVe 
arrive to the includable internalism through par
ticularization of operator |=, replacing it by oper
ator C. 

Informational phenomenalism of includedness 
concerning an entity is an informational system of 
includable externalism and internalism and says 
that the entity is simultaneously a subunit of as 
yet undetermined informational unit(s) and a unit 
of as yet undetermined informational subunit(s) 
(a C; C a) . The questions of the subunit em-
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bracing unit(s) and the unit including subunit(s) 
are left open and the identification (composition 
and decomposition) of adequate unit(s) and sub-
unit(s) will come to the surface as a consequence 
of the happening circumstances (e.g., vvithin a 
complexly arising formula system). Usually, on 
the most general level, we have the informational 
complex of externalism and internalism (marked 
by |= a; |= a). We arrive to the includable phe-
nomenalism through particularization of operator 
types |=, replacing them by operator types C. 

4.7 Metaphys ica l i sm of Includedness 

Includable metaphysicalism concerns informa
tional parallelism and serialism of several distin-
guished entities and is a consequence of the gen
eral metaphysical structure belonging to an in
forming entity. To understand the includable 
metaphysicalism, we have to show the circular 
parallel and serial schemes (metaphysical shells, 
structures) of very particular subentities behind 
(within) the informing entity. 

The metaphysical informing of an entity—its 
metaphysicalism—is constituted by its subenti
ties, which are pragmatically classified as inform
ing, counterinforming, and informational embed-
ding. It is understood that each of these entities 
has two components: an entity as an informa
tional operand and its explicitly informing (act-
ing) component. Thus, the entire entity a has its 
speciflc informing component Xa in the sense of 
2 Q C « . Furthermore, informing of entity a infor-
mationally includes the so-called counterinform
ing of a, marked by Ca. This fact is expressed by 
the includable formula Ca C l a . Counterinform
ing as an active component produces the counter-
informational entity j a , which is through counter
informing arisen counterinformation. It has to be 
informationally connected (included) to the frame 
informational entity a through a distinguished 
component of informing, called informational em-
bedding and marked by £a. It is understood that 
this embedding component is a consequence of 
the counterinformational entity ~]a in the sense 
£a C 7a- Informational embedding as an active 
component of a produces the 7Q-connective infor
mational entity in respect to the frame entity a. 
This component is marked by sa and the corre-
sponding formula of includedness is Ea d OQ(. .Last 
but not least, the embedding informational prod-

uct ea includes a through a C e. By this, the 
includable cycle of a's metaphysical components 
comes into existence. 

Metaphysicalism of includedness pertaining to 
an informing entity can unite the metaphysical 
parallelism and serialism within the entity. This 
metaphysical complexity of includedness ensures 
the most powerful and perplexed informational 
spontaneity (arising) and circularity. By a prag-
matical way of filling the complex metaphysical 
shell, intelligent informational entities can come 
into appearance. 

4.7.1 Metaphysical Parallelism of 
Includedness 

That which we have intuitively described as a ba-
sic metaphysical system of an informing entity is, 
according to Consequence 6, a circular parallelism 
of informational includedness. 

Definition 6 [Metaphysical Parallelism of 
Informational Includedness Pertaining to 
an Entity] Let entities Ja, Ca, j a , £a, and ea 

be metaphysical components of entity a, called ct-
s informing, counterinforming, counterinforma
tional entitv, informational embedding, and infor
mational embedding entitv, respectivelv. Then the 
following metaphvsical, that is circular includable 
parallelism of the form 

entity a < 

a C ea; 

Ca (_ -Le*, 

Ia C a 

a's embedding 

a 's counterinforming 

a's informing 

exists. This kind of includedness is called the com-
plete includable parallelism. D 

Consequence 11 [Metaphysical Parallelism 
of Informing Pertaining to an Entity] A con-
seguence of Definition 6 is the folloming: 

(a C ea\ \ 

&a C T«) 
Ta C_ ^ a j 
C a C -i-a\ 

V^a C a / 

(a \= ea; a\= la; \ 
E<y p" ^a i -^a F" ^ a i 

^a F Tai *^a F1 Ta j 

Ta r 3
 ^OT) Ta F C-«! 

^ a r^ -i-ai ^-a F1 £aj 

\la (= a; ea \= a J 
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&01 t_ Tai 

Ta C t^a j 

V Za C O! 

The columns right of =*• are parallel metaphys-
ical cycles and, simultaneously, they constitute a 
so-called double metaphysical cycle ivith its first 
(left column) and second (right column) transi-
tion. These cycles are countercyclical to each 
other. D 

The validity of the last consequence is evident 
and can be derived from Definition 1 and Con-
sequence 3. 

C o n s e q u e n c e 12 [A Weak Metaphys ica l 
Paral le l i sm of Informing Perta in ing t o an 
Ent i ty] For the conseguent of Consequence 11 
even a uieaker (more natural) condition suffices, 
that is, 

(a \= sa; a\=la;\ 

Oa F To;) Lsa F~ Ton 

Te* F1 ^ a ! Ta F " a i 

Let F •1'a'i &a F2 £a'i 

\la (= a; eQ \= a J 
This consequence does not require the ezplicit con
dition a C £a ivhich closes the includable meta-
physicalism in a circular manner. O 
Proof. Because of the transitivity of informa
tional includedness (Consequence 3), there is 

t-a v. Tori 

Ta C C a , 
O o; (_ -Loti 

\laCa J 
This consequence yields (Definition 1) 

' ct \= ea\ 
(ea C a) ^ £a\= a; 

^E(ea C a)j 

Thus, the necessary transitions a |= ea and ea |= 
a exist. Q.E.D. 

C o n s e q u e n c e 13 [A Further Metaphys ica l 
Paral le l i sm Perta in ing to an Entity] A furT 

ther useful consequence of the parallel metaphysi-
cal includedness is 

' &ai ^a> Taj ^a-^-ct (- ^ i 

£ a ; ^ a > T a ) ^ a *- -^ai 

£aj£*ajTa —̂ ^a> 

£a> £-a C_ Tat 

\ £ a C Ca j 

(£a C a ) 

Ca C c-ai 
^•a C_ Ta i 

Ta C LQI 

k a (— -^aj 

\iacc« / 

4.7.2 Metaphys ica l Serial ism of 
Inc ludedness 

In parallel to metaphysical parallelism of infor
mational includedness there exists the metaphys-
ical serialism of informational includedness which 
can offer the cyclically most perplexed, intervvo-
ven, and involved possibilities, by vvhich intelli-
gent, understanding, or cognitive scenarios (pro-
cesses, entities) can be construeted. 

Definit ion 7 [Partial Metaphys i ca l Serial
i sm of Informational Inc ludedness Perta in
ing t o an Enti tv] Let entities 

•Lati t/a i Ta j 

£a, and ea be metaphysical components of entity 
a, called a 's informing, counterinforming, coun-
terinformational entity, informational embedding, 
and informational embedding entity, respectively. 
Then, for example, the follovuing metaphysical 
and reverse metaphysical, that is circular includ
able serialisms of the form 

metaphysical informing of a as a whole 

Ma C la) C Ca) C Ta) C £aJ C ea J C a 

informing c o u n t e r info r m jng-> 
embedding 

and 

reverse metaphvsical informing of a as a whole 

Ma C g„) C £a\ C Ta) C C j C J« J C a 

r—embedding 
r-counterinforming r _ i n f o r m i n g 

vohich follows directly from Conseguence 3. • 

can exist, respectively. This kind of includedness 
is called the partial includable serialism. In the 
second formula, r-embedding, r-counterinforming, 
and r-informing mark reverse embedding, reverse 
counterinforming, and reverse informing, respec-
tively. D 

Definit ion 8 [Multiform Metaphys i ca l Seri
al ism of Informational Inc ludedness Per 
taining t o an Enti ty] According to Definition 7 
for two basicforms (ascending, marked by T ^ a ) , 
and descending or reverse includable metaphysical 
cycle, marked by T Q , of an entity a), the mul
tiform metaphysical serialism is obtained by con-
sidering of ali possible positions of the parenthesis 
pairs, that is, 
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cause impUcations 

Tg(a) ^ 
/ l « C l 0 ) c C a ) C 7 a ) C c*a;\ 

((((a C XQ) C C«) C 7«) C 5«) C* (ea C a ) ; 
(((a C J « ) C C a) C 7a) C* ( £ a C ( e a C a)); 

) C* (7a C (Sa C ( e a C a))); 
( a C Xa) C* (Ca C (ja C (£„ C (ea C a)))); 

V a C* (Xa C (Ca C (7ar C (Sa C (e a C a))))) / 

and 

Tg(a) ** 
/(((((a C e«) C £„) C 7«) C Ca) C I a ) C* a ; \ 

((((a C e a ) C €a) C 7a) C Ca) C* (Ia C a ) ; 
(((a C ea) C £«) C Ta) C* (Ca C ( I a C a)); 
((a C e a ) C £a) C* (7c C (C„ C ( I« C a))); 
( a C e a ) C* (£ a C (7„ C (C„ C (T« C a)))); 

\ a C* (ea C (Sa C (7a C (Ca C ( I a C a))))) / 

5uc/i an includahle system enables that ali possible 
serial metaphysical cycles of both informing (in-
former) and observing (observer) come into exis-
tence. Thus, in the first formula, a is the main 
(operator C*) metaphysical observer, while in the 
last formula it is the main metaphysical informer. 
D 

Which are the consequences of includably em-
bedded entities (operands) in a metaphysical 
čase? The reader can construct the answers 
to this question taking into account the conse-
quences pertaining to circular seriahsm of includ-
edness (Consequence 9 and 10). There are in-
finitely many serial and circular-serial metaphysi-
cal consequences originating in entities Yg(o:) and 
T g ( a ) of the last definition. Let us see only some 
of the most interesting. 

C o n s e q u e n c e 14 [A Short-s ized M e t a p h y s -
ical Serial ism Perta in ing t o an Entity] By 
introspection of Definition 8, one can prove the 
folloming impUcations concerning the short-sized 
forms of inclusiveness and informing in a meta-
physical čase: 

T8(«) •ov 

and 

Tg(a) 

Tg(«) 

and 

Tg(a) 

lla |= a;> 
a \=la; 
a f= ea; 

\ea \= a J 

(£a \= a\\ 
a \= ea 

a\=Xa 

\la (= a / 

The last two consequences of short-sized inform
ing pertaining to T g ( a ) and T g ( a ) have equal 
conseguents, evidently. O 

Of course, the so-called includahle extensions 
have been not considered. 

Consequence 15 [A M e d i u m - s i z e d M e t a -
physical Serial ism Perta in ing t o an Ent i ty ] 
By introspection of Definition 8, we can prove 
the folloming impUcations concerning the medium-
sized forms of inclusiveness and informing in a 
metaphysical čase: 

Tg(a) 
f(aCla)cCa; 

((a C la) C Ca) C 7a! 
ga C Ia) C Ca) C Ja) C Sa] 
ga C Ja) C Ca) C Ja) C Sa) C £a\ 
Sa C (ea C a); 
la C (Sa C (ea C a)); 
Ca C (7« C (Sa C (ea C a))); 

\3>a C (Ca C (la C (Sa C (fi„ C a))))J 

and 

Tg(a) 
f(aCea)cSa] 

((a C ea) C Sa) C 7«; 
ga C e«) C Sa) C 7«) C Ca\ 
((((« C Ea) C ta) C Ja) C Ca) C Xa; 
Ca C (Ia C a ) ; 
7a C (Ca C (Ja C a)); 
Sa C (7„ C (Ca C (Ia C a))); 

Ve« C (Sa C (7„ C (Ca C ( l a C a)))) / 

cause implication 
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Tg(a),Tg(a)=* 

f(a\=Ia)\=Ca; \ 

((a |= J a ) |= Ca) |= 7„; 
7a 1= (Ca |= (Za \= a)); 
(((a\=la)t=Ca)\=la)\=£a; 
Sa \= (7« N (Ca N (I« N «))); 
((((« f= Za) h Ca) h Ta) \= La) F £ai 
£a N (£» 1= (Ta |= (Ca \= (I« N «))))) 
£a 1= (e« 1= a); 
(a |= ea) |= Sa\ 
Ta |= (£a |= (£a |= «)); 
((a |= Sa) \= Sa) t= Tai 
Ca h (Ta H (S* N (e« 1= «)))? 
(((a |= ea) \= Sa) (= Ta) 1= Ca\ 
za h (Ca \= (Ta |= (£« h (e« h «)))); 

V ((((a |= Sa) |= £*) |= Ta) N C«) (= Za / 
Conseauents of ¥§ («) and Tg(a) coincide, evi-
dently. • 

Consequence 16 [A Long-sized Metaphysi-
cal Serialism Pertaining to an Entity] By 
introspection of Definition 8, we can prove the fol-
louiing implication concerning the long-sized form 
of inclusiveness and informing in a metaphysical 
čase: 
Tg(a),Tg(a)=* 

/(((((a |= la) \= Ca) |= 7a) |= Sa) |= Sa) h* «',\ 
a |=* (£„ |= (£a N (Ta h (Ca |= (Za |= a))))); 
((((a (= Za) h Ca) \= 7a) N £,) (=* (£« N a); 
(a h £„) (=* (£a t= (7a 1= (Ca N (Za h <*)))) 5 
(((a h Za) |= Ca) h Ta) h* (£» N (e« t= a)); 
((a h £a) N £«) h* (Ta |= (Ca h (?a |= a))); 
((a |= la) \= Ca) \=* (7a f= (Sa \= (ea t= «))); 
(((a h £a) N Sa) \= 7a) N* (Ca h (?a h «))', 
(a (= la) \=* (Ca h (Ta |= (Sa N fc« N «)))); 
((((a |= £ a) |= £a) |= Ta) h Ca) f=* (Z« h «)i 
a h* (Za h (Ca h (Ta t= (£« h (e« h «))))); 

\ (((((« N ea) h £ . ) 1= Ta) h Ca) |= Za) h* « / 
For i/ie foied long-sized metaphysical forms of in
forming only one of entities Tg(a) and Tg(a) 
must be given. • 

4.7.3 A Mixed Parallel-serial 
Metaphysical Čase 

The most complex čase of an entity metaphysi-
calism can be achieved by the mixture of both 

principles, the parallel and the serial one, at any 
point of the metaphysical informing, as a conse-
quence of the parallel, serial, and metaphysical 
informational includedness. Qne can easily and 
in an arbitrary manner construct such cases. 

4.7.4 A Pragmatic Filling of the Parallel 
and Serial Metaphysical Shells 

The basic question is, how can a metaphysical 
shell be fUled to achieve, for example, intelli-
gent functions of an informational entity. Candi-
dates fof- such a filling of the metaphysical shells 
are principles of reasoning and understanding, by 
which reason and meaning are informed, respec-
tively. A mode of reasoning producing reason can 
be seen as a counterinforming component, while a 
mode of understanding producing meaning can be 
seen as an embedding component for that which 
has arisen by reasoning. Thus reason is embedded 
into the existing informational entity by meaning, 
which is the connecting information between the 
arisen reason and the informational content of the 
informational entity. 

Definition 9 [Reasoning and Understand
ing Components as an Informational Entity 
Includedness] Reasoning IZ and understanding 
U are attributes of an intelligently informing en-
tity i, uihich can demonstrate its reasonable in
forming through an adequate filling of its meta-
physical shells by intelligently informing, reason
ing, and understanding components as counter-
parts to informing, counterinforming, and embed
ding, respectivelg. Let us define the following par
allel arrays: 

MOA 
KO 

J(0; 

^,;(0/ 
uo 

/z?(0;\ 
z?(0; 

are the parallel arrags of intelligent intelligent en-
tity components tm(£) and its informing compo
nents of Z" concerning an ezterior or interior 
(also complex) entity, marked by £. A pair of rea
soning components of the form 

Ktf) 
/rcj(0;\ 
*?(0; ; *(0 

/PK0;\ 
P?(0; 

KPHOJ 
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depicts the reasonably informing components 
7£,(0 together with the reason components p{(£)-
At last, 

w.(0 
^2(0; 

; MČ) 
tf(0; 

are understanding components Mf(£) and mean-
ing components \i\(O concerning entity £. D 

Let us show the filling of metaphysical shells in 
Consequence 16, representing the long-sized, that 
is, serially the most complex loops of informing, 
however expressed in the informationally includ-
able form and, thus, giving the implemented fill
ing of shells a choice of an infinite number of aH 
possible extensions (symbols of indexed H). 

The filling of the shells can be understood as 
a particularization (decomposition) process by 
which several substitutions of symbols take plače. 
These substitutions are as follows: 

(1) Shell entity a is replaced by intelligent par-
allel array t ( 0 ; 

(2) shelTs informing Ta is replaced by intelligent 
parallel a r r a y l , ( 0 ; 

(3) shelTs counterinforming Ca is replaced by rea
soning parallel array 7£,(0> 

(4) shell's couhterinformational entity 7„ is re
placed by reason parallel array pc(£); 

(5) shelTs embedding Sa is replaced by under
standing parallel array £/,(0; 

(6) shell's embedding informational entity ea is 
replaced by meaning parallel array /i,(Oi and 

(7) shelTs operators (= are replaced by specifi-
cally complex (universal) operators C. 

Consequence 17 [Filling the Shell of a 
Long-sized Metaphysical Includedness] Let 
us have the following metaphvsical shell filling 
when entity i observes entity £: 

/«flci,(f))cK,(0)c f t(0)c\ 
W»(0) C ntf)) C* L(Q; 

i(0 c* (^(0 c (w,(0 c (Pl(t) c 
M c (UO c 4(0B; 

« O C I , ( 0 ) C K , ( 0 ) C M O ) C 
w,(0) c* (MO c c(0); 

(i(0 c MO) c* (w,(f) c (PL(0 c 
(fc.(0 c (1,(0 c t(01; 

(MO c i»(0) c rc,(0) c Pt(0) c* 
(w.(0 c (M,(0 c <0)); 

(«0 c M£)) c w,(0) c* (M0 c 
(fc.(0 c (i,(0 c *(0B; 

(«0 c 1,(0) c rc,(0) c* (P,(0 c 
(w.(0 c (M.(0 c *(0B; 

(((*(0cM0)cw,(0)cp,(0)c* 
W0c(i,(0c*(0));-

(*(0 c i,(0) c* (»,(0 c 0 ,̂(0 c 
(%(0 c M 0 c t(0B; 

<GM0 <= M0) c z/,(0) c p,(0) c 
rc»(0) c* (1,(0 c t(0); 

<0 c* (2.(0 c (w»(0 c (Pi(0 c 
(W0 c (M,(0 C t (0B; 

Wf)CAi.(0)cw,(0)c/»,(0)c 
V w,(0) c 2,(0) c* t(0 

T/je listed long-sized metaphysical forms of in
telligent informing, reasoning, and understanding 
constitute a parallel system of serial parallel for-
mulas for i 's observing of £. • 

5 Includedness as a Logical 
Contradiction 

The traditional (mathematical, logical) under
standing of includedness (inclusion, inclusiveness) 
may seriously contradict the understanding of in
formational includedness (Being-in, involvement, 
interweavement, interrelation, interconnection of 
informational components, e tc) . In the first čase, 
the accent is given to the word in, while in the 
second čase, the word inter (as interiority) is em-
phasized. Informational includedness expresses 
the inner character or the inward nature of infor
mational something within informational some-
thing. For example, the so-called problem of in
terna! representation [3, 11] concerns the problem 
of includedness. On the other hand, the philo-
sophical Being-in seems to cover the substantial 
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part of the broadened realm of informational in-
cludedness. Subjectivity and interiority are the 
notions acquired by the human mind (W. James, 
1890 [13]). 

Let us see the controversial notions which may 
substantially touch the first and the second under
standing of includedness. The difference between 
the traditional and informational understanding 
of includedness comes to the surface in čase 

("C/3) 

where for includable extensions H(a C /3) and 
S(jS C a), there is 

P\=a;\ 
«M; 
5(« C P) 

; (3ca^ 
(<*t=ft ' 

/3 1=0-; 
\Z(PCa 

~(a C /3), S(/3 C a) G V 

\ (/3 h a) C /3,1\ 
(« h /?) c /3 
(/3 )= a) C a, 

t (a |= /3) C a J/ 
and,thus, 

4'> C /J) = 3 « > C a) 
This čase does not deliver a difference between 
includednesses a C /3 and /3 C a and is to this 
extent contradictory. But, the difference becomes 
quite senseful in čase of 

•=P _ /(/3(=«)C/3;> 
^<fflC^U«M)c* 
5S(J3 C a) " l (/3|= a) C a 

where, in the first čase, /3 is the dominant entity 
possessing the informing control over the transi-
tions /3 \= a and a |= /3, while in the second čase 
this role belongs to a. 

The contradictory čase to the traditional un
derstanding concerns the extensional example 
S«'™(a C /3) since simultaneously the control of 
the dominant, /3, and the inclusively subordinated 
component, a, is requested. But, this contradic-
tion may appear as a (clear) prejudice in the realm 
of informational. 

Similar situation appears at the serially circular 
(e.g., metaphysical) includedness, which enables 
the serially circular informing in onexand the other 
direction (e.g., 

(((((t c it) c nL) c Pl) c uL) c fit) c* i 

as an intelligently, that is reasonedly and under
standing^ structured informational shell). It is 
clear that in this čase a serially embedded includ
edness and, at the end, circularly closed includ
edness must take plače. The traditional doubts 
of this sort show how a spontaneous and circular 
informational phenomenalism can not only sur-
pass but can also make the notional obstacles of 
such kind informationally (intelligently) produc-
tive and senseful. 

6 Includedness and Reasoning 
(Inference) 

Includedness (informational Being-in) and rea
soning are essentially related informational en-
tities. Reasoning (or inference) is possible only 
within a context of relatedness between a rea-
son (cause, informational motive) and a certain 
informational consequence pertaining to the rea-
son as a legalized fact. Historically, three basic 
ways of inference can be distinguished: deduc-
tion, induction, and abduction. Ali of them are 
philosophically and scientifically vrell-determined 
in respect to their formalistic power and practical 
disadvantages (reductionism, simplification, sci-
entific straightforwardness, e tc) . Within the dis-
cussion, their connectedness with the concept of 
informational includedness, that is, as an includ
able inference processibility, cannot be denied. 

The includable informational modi presented 
are more concretized formulas of reasoning in one 
or another way (deductively, inductively, and/or 
abductively). For example, modus ponens is 
usually meant as a strict deductive principle, 
while modus tollens inclines to be inductive and 
modus obliquus abductive. Includable informa
tional modi are typical scenarios (formulas) of in
formational inferring. 

6.1 Includable Deduct ion 

How does the informational Being-in concern the 
so-called deduction and what does the includable 
deduction mean? Does there exist a substantial 
connection between the Being-in as an informa
tional phenomenon on one side and the deduction 
as a logical (inferential, derivative, conclusive) 
principle on the other side? Includable deduction 
seems to be our everyday principle of 'common-
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sense' inference of which we are not being always 
sufficiently aware. 

Let us keep in mind the following facts con-
cerning the processes of deduction: deduction 
means inference by reasbning from generals (uni-
versals) to particulars. E.g., particularizing in
formational operands and especially operators is 
a kind of 'hidden' (unconscious) deduction. De-
ducing (or deriving) theorems (conclusions, con-
sequences, lemmas, etc.) from systems of ax-
ioms (definitions, hypotheses, etc.) is a charac-
teristic deductive procedure in abstract theories 
(systems, mathematics, abstract sciences). De
duction opposes induction by reduction, if reduc-
tion is meant to be particularization (derivation 
from universals). The principle of conditionaliza-
tion (known as 'deduction theorem') was already 
taken for granted by Aristotle. 

At the beginning, let us list three 'deductive' 
informational operators: 

=>• is the most common deductive operator and 
its meaning is the following: a =>• (3 means 
if entity (operand) a is given (information-
ally existent), then it is permitted to transit 
to entity (operand) /3. 

—• (or D) is a narrower deductive operator and 
its meaning is: a —> f3 (or a D j3) means 
if entity (operand) a, then (3. We rarely use 
this type of deductive operator. 

777 (or -<) denotes a complex and to some ex-
tent informationally predse deductive opera
tor, which meaning is: % (or a -< (3) means 
from a there follows /3 (or a precedes (3, also 
a implies @.) Entity (operand) a usually de
notes a complex (parallel) informational sys-
tem. 

In which way do the listed deductive opera
tors concern informational includedness (informa
tional operator C)? 

In an experiential situation, deduction does not 
already concern the truth, but proceeds from a hy-
pothetical informational entity (situation) to the 
prognostic informational entity. Also, weaker log-
ical deduction rules can exist, for instance, those 
of the form a =>- (a V (3) or (a, -IQJ) ==> 7, where 
7 is an arbitrary entity (from the false, -ia, an 
arbitrary formula can be logically deduced). 

By Definition 1, the Being-in operator C is de-
fined complexly in regard to the general (yet non-
particularized) operator |= and to the operands a 
and /3. Thus, we have the following consequence 
when particularizing of operator |= to operator 

is taking plače. 

Consequence 18 [Deduction Concerning 
Informational Includedness] According to 
Definition 1, when implicatively particularizing 
operator |=; that is, \=^ is equivalent to =>-, 
there is 

(a C=> (3) ^Def «=>»/?; 

where for the eztensional part E(a C=> fi) of the 
includable deduction a C=$. (3, there is, 

E(a C^/3)eV 

[((3 
(a 
(fi 

. (« 

= ^ 
=> 
=>• 
= $ • 

a)C=> 
/?)c=> 
a) C=> 
fi)c^ 

fi,} 
fi, 
a, 
a . 

The most complez element of this pomer set is de-
noted by 

Cases, vohere H(a C=> fi) ^ 0 and 0 denotes an 
empty entity (informational nothing), are ezcep-
tional (reductionistic). • 

To get even a more transparent impression what is 
going on with the last consequence, we can write 
definiens of definiendum in Consequence 18 by 
sample formulas 

/ /? — a; \ 
a—>/?; and 

l=(«cj)j 

/ fi_. \ 
a 

a 
T 

\=L{aC^{3)) 

We can now discuss the deductive character of the 
operation of informational includedness (operator 
C in a universal or particular form) and vice versa. 
Where lies the deductive point of informational 
includedness? 
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Deduction by itself is nothing else than a kind 
of informational involvement. Otherwise, the con-
cept of deduction (coming from the Latin 'deduc-
ere', the German 'herabfiihren', and the English 
'lead away' or 'trace the course of) would not 
be possible. To deduce something informationallv 
means to extract it informationallv (in German, 
abtrennen) out of something, certainlv not in an 
informationallv total (strictlv including), but also 
in an initializing or initiallv arising (involving) in
formational way. Includable deduction is an aris
ing informational phenomenon, emerging out of 
a deductively happening (intentional) situation. 
Within this illumination we have to explain the 
connection existing between the deftnition of in
formational includedness and the principles of de
duction, expressed in the form of the so-called 
deductive rules. We should also make a clear dis-
tinction between deductive and inductive nature 
of the inference rules. The deductive always roots 
in previously strict causes and arises as a clear 
and constructively structured consequence. The 
inductive makes an intuitive jump from the par-
ticular to general and aftervvards proceeds deduc
tive^. The question is if this jump is deductively 
legal. 

Consequence 19 [A Primitive Circular 
Structure of Deduction Concerning Infor
mational Includedness] Considering the most 
complex extensional element in Consequence 18, 
=J;*(a C ^ P), there is, 

(/?=•<*)<:=>/3,a;\ _ 
(a = » / ? ) (:=>/?,<*; 

/ / 3 = » ( / ? = * a ) ; . 0 9 = > a ) = > / ? ; \ 

a =$> (P = > a) ; (P =>• a) = > a; 

KfeTap => °) C=> a); 
P => (a => p)- (a=*P)=* P; 

a = > (a = > P); (a = » /3) =>• a; 

The most interesting cases of circular implication 
are N 

(/? ==> a) = » P; a = > (/3 = • a); 
P^(a=>P); (a^P)^a 

vohere, in the first čase, P involves a and, then, 
this involvement involves P again, etc. In this 
way the process of involvement (informational in
cludedness) proceeds (e.g. deductivelv improves in 
an implicative manner) circularlv. O 

6.2 Includable Induct ion 

A strict separation between deduction and induc
tion seems to be probably impossible. For in
stance, induction concerns derivation from some
thing similarly as deduction. Induction does 
not mean bringing something into existence from 
nothing—at least not in the traditional sciences. 
Within informational theory, induction (as well 
as deduction) concerns informational arising, for 
example, counterinforming and informational em-
bedding of the arisen informational entities. 

Our question remains, how does the informa
tional Being-in concern the so-called induction 
and what does the includable induction mean? 
We have to repeat the following questions: Does 
there exist a substantial connection between the 
Being-in as an informational phenomenon on one 
side and the induction as a logical (intuitive, in-
ferential, derivative, conclusive) principle on the 
other side? Includable induction is a deeply im-
planted everyday intuitive principle of common 
sense and of the informational nature of things 
(discourses, speech acts, behaviors). 

Let us keep in mind the following facts concern
ing the processes of induction: induction is the 
informational action of introducing and initiating 
in (arising, counterinforming). It is, for example, 
introduction and initiation of knowledge of some
thing, that which leads to something (new). It is 
the initial step in logical (informational, also intu
itive) understanding (undertaking). In this sense, 
induction is a process of inferring a general law 
(principles, axioms, hypotheses) from the obser-
vation of particular instances (e.g., s-Ka^u^r) in 
Greek, means a bringing on, an advancing). In
duction is a wider (transitive) sense of inference. 
If a theorem is true in one čase, it is true in an-
other čase which may be called the next čase. The 
prove is made by trial [13]. 

Induction also means inference by reason-
ing from particulars to generals (universals). 
E.g., universalizing (generalizing) informational 
operands and especially operators is a kind of 
'hidden' (unconscious) induction. Inducing (or in-
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tuitively deriving, introducing) systems of axioms 
(definitions, hypotheses, etc.) with the intention 
to deduce theorems (conclusions, consequences, 
lemmas, etc.) is a characteristic inductive proce
dure in abstract theories (systems, mathematics, 
abstract sciences). Induction opposes deduction 
by generalization, if generalization is meant to be 
universalization (intuitive derivation from partic-
ulars). 

Thus, three 'deductive' informational opera-
tors, = > , —>, and f̂, can function also induc-
tively because of the informational-arising nature 
of informational entities. Circular and particu-
larly metaphysical scenarios of informing are in
ductive in the sense of introducing new entities 
into informational cycles and, in parallel, initiat-
ing the interpreting formulas for already existing 
entities. In this sense, induction is a substantial 
phenomenon of informational decomposition and 
composition [9]. 

Informational Being-in offers opportunities 
which can be taken into consideration. These op
portunities have their roots in the recursive char-
acter of informational includedness and in the ad-
ditional possibilities of pragmatic nature of de
composition and composition of informational en
tities and systems (formulas). The concept of 
informational inclusivism conditions the concept 
of inductivism, being an informationally inclu-
sive phenomenon, proceeding, for instance, from 
granted particularities to certain universalities, 
being informationally involved by the first ones. 
A radical initial intuitive step is the introduction 
of the so-called informatio prima (the first of in
formational axioms) [10]. 

6.3 Includable Abduct ion 

Abduction is a special (in traditional science, ille-
gal) way of deduction which may include elemen-
tary induction too. In the similar way as deduc
tion and induction, abduction as such concerns 
informational includedness. It means a leading 
away in the informational sense. For instance, 
it can represent a syllogism, of which the ma
jor premise (antecedent) is certain, and the mi-
nor only probable, so that the conclusion has 
only the probability of the minor [13]. But, this 
view of abduction does not embrace its entire 
informational realm, which can consider an ini
tial (introductory) entity and then proceed away 

(e.g., counterinformationally) to another possible 
(probable) entity by a degree of similarity, spo-
radicalness, relatedness, etc. This is a character
istic phenomenon of abduction, a progress from 
one informational situation (attitude) to another, 
when the first being once informationally legal-
ized (demonstrated, approved) and afterwards 
employed to the proving of other situations (atti-
tudes). 

Abduction may represent an indirect proof, like 
the apagoge, which means syllogistic reasoning, 
by which a thing is not directly proved, but shows, 
for example, the absurdity or impossibility of 
denying the thing in a certain, particularly infor
mational way. Sometimes, it is called reductio ad 
absurdum. A good example of abductive reason
ing is perhaps the so-called informational modus 
obliquus (see later). 

6.4 Includable MODUS PONENS 

Includable modus ponens is an informational in-
ference rule constructed in the sense as it is known 
in symbolic logic. This rule ušes a true con-
junction of an affirmative (true) statement and a 
true implication of the affirmative and some other 
statement. In this situation the truth can be de-
cided for the other statement. In our čase, instead 
of truth, we have a certain value of including in
forming, conjunction is replaced by an informa
tional operator of parallelism (e.g., semicolon ';'j 
symbol ||, or a proper parallel informational op
erator ||=). We also introduce the informational 
operator of implication = > with the meaning 'im-
plies/imply'. 

Inference Rule 1 [Includable MODUS PO
NENS] Informational modus ponens can be ex-
pressed in terms of informational ezternalism, in-
ternalism, metaphusicalism, and phenomenalism 
giving 16 basic inference rules concerning an en-
tity a 's includedness. We list only four charac
teristic cases. 

The rule for an externalistic inference on in
cluding externalism /3 C from ezternalisms a C 
and P \= is 

a C; ((a C) ==> (/3 \=)) C 

A similar rule for an internalistic inference on in
cluding internalism C /3 from internalisms C a 
and ==>• /3 is 
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C a; C ((C a) = • ( M ) ) 
C/3 

Trivially seems to be the rule for a metaphysicalis-
tic inference on including metaphysicalism /3 C /3 
from metaphysicalisms a C a and /3 \= (3, uihere 

ta c g; \ 
((« C g) = * (/3 h /*)) C 

^ ( ( a C Q ) = » ^ 4 
/3C/3 

At last we have a čase of the rule for a phe-
nomenalistic inference on including phenomenal-
ism (/3 C; C /?) from phenomenalisms (g C; C g) 
and (/3 |=; |= /3), where 

/ ( g C; C g) ; \ 

/ ( ( aC ;Ca)=>( /3N ;h^ ) ) c ; \ 

^c((aC;Ca)=»(flNM))j 
(/3 C; C/3) 

T7ie last rule means to infer phenomenalistically 
by modus tollens in the sense of includedness upon 
a phenomenalistic čase of informing. • 

The listed informational rules of modus po-
nens are only the most characteristic ones. We 
did not present any of the possible cross-modal 
rules, that is from externalistic-internalistic 
to phenomenalistic-metaphysicalistic ones (addi-
tionally, 12 possible cases). 

The rules of modus ponens belong to the most 
obvious (normal, generally agreed) rules of infer
ence primarily because of their categorical value. 
However, within the informational logical realm, 
the rule of modus ponens is certainly only one 
of possible rules of inference. Applying only this 
kind of rules would mean to infer in a particularly 
reduetionistic and informationalb/ unidireetional 
way. 

6.5 Includable MODUS TOLLENS 

The informational modus tollens pertaining to 
informational includedness is a good example 
of the difference arising from the positions of 
categorical reasoning on one side and the in-
formationally phenomenological reasoning—for 

example, includably-as-in-the-informationally-in-
volved-way—on the other side. Includedness 
as an informational in-volvement must not be 
comprehended categorically, since reasoning in 
this way would lead to the categorical nonsense, 
traditional-logic controversy, and 'common-sense' 
(say, occurrent, in German, vorhanden) absur-
dity. From another point of view, the informa
tional Being-in represents the most general term 
concerning the 'In', which at a given situation or 
attitude speaks for a particular situation or atti-
tude. In this sense, informational Being-in is al-
ways particularizes and if not, the empty plače in 
its whole meaning only waits to be complemented. 

Inference Rule 2 [Includable MODUS TOL
LENS] Some cases of informational modus tollens 
can again be expressed in terms of the pure in
formational externalism, internalism, metaphysi-
calism, and phenomenalism concerning an entity 
a 's includedness. The modus tollens rule for an 
externalistic inference on non-including ezternal-
ism a <£_ from ezternalisms ((g (=) =>• (/3 |=)) C 
and /3 <f_ is 

((g |=) => (/3 h)) C; /3 <t 

A similar rule for an internalistic inference on 
non-including internalism <f_ a from internalisms 
C ((f= g) = » (|= /3)) and <f_ /3 is 

C ((h <*) = » ( M ) ) i Č l 
(J g 

Trivially seems to be the rule for a metaphysi-
calistic inference on non-including metaphysical-
ism (a (= g) (Ji (a |= a) from metaphysicalisms 
((g |= a) = > (/J |= /3)) C ((g |= a) => (/3 \= /?)) 
and (/3 |= /3) (]L (P \= /3), thus, 

/ f ( a | = a ) = > W ( a | = a ) = A \ 
V {P h 0) j c V (0 N 0) J ' 

\W \=P)tW\=fi) )_ 
(g |= g) (J (g f= g) 

At last we have a čase of the rule for a phenom
enalistic inference on non-including phenomenal
ism (g (ji\ <£. a) from phenomenalisms (((a |=; \= 
a) = > (P h ; h /?)) C;C ((g h ; h a) = » (/3 \= 
;|=/3))) and(0fctP),8o, 
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ĉ ((ahl=<0=*(/?hl=/*))/' 

{a<t;<ta) 
The last čase means the inferring by modus tollens 
in the sense of includedness upon a phenomenal-
istic čase of informing. • 

The rule of informational modus tollens shows 
clearly that operators C and <£. must be compre-
hended differently from the adequate categorical 
relational symbols in logic. It is to emphasize 
that if operator C is concretely particularized in 
the upper rules then operator ^ must receive the 
same concrete particularization. It is to say in 
general that operators C and ^ are of the same 
kind (meaning) in the given context. 

Further on, operators C and £ express the ac-
tivity of informational in-volvement and non-in-
volvement (embedding and non-embedding), re-
spectively. In this respect, an informational en-
tity a may particularlv be involved (information-
ally embedded) in itself (a C a) or not (a <{_ a). 
From this non-categorical point of view, informa
tional operator C, expressing the informational 
Being-in, behaves as a regular informational op
erator. 

6.6 Includable MODUS RECTTJS 

The intentional of an informational entity is that 
which informs actively and participates in the in
formational arising and constitution of the entity. 
As soon as we say that informational acts are in
tentional, the question arises, how the extraction 
(bringing to the surface) of intentional informa-
tion, hidden in the background of an informing 
entity, would be possible. Intention is nothing else 
than an informational phenomenon of informing, 
pertaining to the question "Why does an entity 
inform in just a particular way and does not in-
form in another one?" In this context, intention 
appears as a reason (motive, cause, hidden expla-
nation) of an informing entity. 

Informational modus rectus is a rule for the in
ference which concerns the intentional informing 
of an informational entity. Includable modus rec
tus reduces this inference to the includable in

forming of an entity, which means that infor
mational involvement, embedding, and connect-
edness pertaining to the intention as a ruling 
(motivating) informational phenomenon is being 
searched. 

Let us construct a čase of includable modus rec
tus (which predicts the intention of an informing 
entity) as a conclusion of particular conclusions, 
that is, as a modal inference of modal inferences. 

Inference Rule 3 [Includable MODUS REC
TUS] The basic scheme of the includable modus 
rectus concerning entitv a and its intention ia 
could be the follouiing basic phenomenalistic form: 

Q ; ( q = ^ (q | = t a ; | = t a a)) 
ta C a 

Taking into account the entitv a 's externalism, in-
ternalism, metaphvsicalism, and phenomenalism, 
there is, 

/a |= ;ga|=)=»(a |=J. \ 
(« K.) C (a f=) ' 

Na;((N«)=>(K«)), 
( K a) C (h a) ' 

g\=a; ((q |= q) = > (q |= t a g)) 

(a K« a) C (a |= a) 
(a H |= a); ((a [=; \= a) = > (a \=la; |= ta a)) 

V ( « k i k t t ) c ( a h ; l = " ) / 
ia C a 

This inference rule of includable modus rectus ex-
presses the common phenomenon of intentional 
informing (intention iQ with intentional inform
ing 3la) of entitv a. Thus, intention ia as a dis-
tinguished entitv informs viithin a as 

in an intentional manner. • 

6.7 Includable MODUS OBLIQUUS 

The Latin obliguus concerns that which is slant-
ing, sideways, oblique, indirect, covert, envious 
[8], or also out-of-the-way. For instance, the ab-
duction [4] as a mode of logical inference could be 
characterized as oblique in comparison to the de-
duction. But, the oblique mode of inference could 
be that which becomes interwoven in the realm of 
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the absurd, unbelievable, unforeseeable, contra-
dictory, obscure, etc. In this respect, oblique con-
clusions may appear as the most surprising (e.g. 
counterinformational) cases of inference. 

Inference Rule 4 [Includable MODUS OBLI
ČJU u s] Let o mark an oblique informational 
operand (entity) with oblique informing 00 and let 
a be a regular informational entity which informs 
includably, a C, is informed includably, C a, is 
metaphysically includable, a C a, and phenome-
nalistically includable, a C; C ot, in the domain of 
belief /3. Then we can obtain one of several pos-
sible formulas for the includable modus obliquus, 
for example: 

/ ( « H h ; (fc E) =» (o 1=3) c. \ 
(o \=o0) Cp (a \=Ia) 

h»(l=tt); cgE«)=>(h<>P. 
(No0 o) C p (Ka «*) 

a \=p a; (((a & «) = > (o \= o)) c \ 

(o \=o0 o) C/j (a \=Xa a) 
(a \=p; h ? a); (((a \fi;\£ a) => o) C; \ 

C{(afc\ča)=*o))J 
K ( o N o o i N o . o) Cg(tt |=Ta; |=Ta a > 

/(oN)c(aN); (Mc(|=a);\ 
(o f= o) C (a h a); 

\(oN;N«)c(«N;N«) / 
where [=£ and C/j are believable operators. • 

Certainly, we must not forget that the last infer-
ential scheme of modus obliquus is obtained on 
an intuitive basis and that many other senseful, 
obliquely structured inference schemes may exist. 

7 Includedness as a 
Consequence of 
Informational Internalism 

Informational internalism pertaining to an entity 
a was expressed formally by |= a. Operator |= 
was said to be the most general informational op
erator (an operational joker), which can be partic-
ularized according to the occurring informational 
circumstances. Informational includedness in the 
klternalistic sense is a p,articularization, marked 

by C a. The empty left side of operator C points 
to the openness, to the question: What can in
formational^ be included in a? OT What is the 
includable internalism of entity a ? 

Includedness is a consequence of the particular-
ization of informational internalism. This partic-
ularization was determined by Definition 1 as a re-
cursive (recursively infinite) scheme with further 
15 possibilities (if we exclude the empty C3iS€? SLS 

the 16th possibility). Thus, the particularization 
from general internalism of the form \= a to the 
includable internalism of the form C a brought 
a complex recursive scheme, in which, the initial 
form |= a there appears as a particular čase. This 
does not mean an informational contradiction but 
circularity. 

Let us show how even the extreme extensional 
čase Hjg'°(a C /3) obtains its full significance in 
the so-called everyday speech [6]. Let the role 
of a be assigned to words and that of (3 to their 
contexts in speech. In [6], the following dictum 
seems to be highly senseful (pp. 80-81): 

— Words and ideas are inseparable. ... Words 
and ideas hold together. ... Every word gets 
its meaning from some kind of contezt and 
we recognize it in that, or similar contezts. 
The context suggests the word, the word sug-
gests the context. The context may be phys-
ical. . . . The contezt may be psychological. 
. . . The contezt may be verbal. Every word 
that you understand when you read or listen 
has meaning in that, and similar verbal con-
texts. The word belongs in the contezt. The 
word lives in the context. The two are insep
arable. 

We can understand that in the cited čase not only 
a (= j3;f3 \= a holds, but also a C P; P C a is in-
formationally senseful. The last citation helps us 
to understand that in the čase of a C /3; /3 C a 
there is no a problem of contradiction in com-
prehension of the informational Being-in. As it 
was said, the word belongs to the context and 
vice versa, the context is includably impacted by 
the word; This statement holds especially for 
the process of informational arising of context 
(e.g., speech), where words intentionally influence 
the arising of context and context influences the 
choice of the words constitutinjg the arising con-
text. t m 
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Informational includedness of something is a 
consequence of the perceiving abilities of the 
something observing entity. An informational de-
piction of something in the observing entity con-
cerns the problem of informing between entities 
[11], where the depiction of something is called 
the internal representation (or real presence [7]) 
of something. Such representation is always infor-
mationally included in the observing entity, while 
the vice versa čase does not hold at ali (there is, 
for example, no informational influence of the ob
serving entity on the observed entity). 

8 Being-in and 
Being-in-the-world 

Being-in-the-world is a philosophical term, being 
coined by Heidegger [2]. "It is a general basic 
state of an entity and of informational entity in 
particular (in this čase, /?Being-in-the-world C a, 
where a marks an entity in question). It is 
sketched in terms of an orientation towards Being-
in as such. Being-in-the-world stands for a uni-
tary phenomenon and cannot be broken up into 
contents which may be pieced together. But, it 
has several constitutive items in its structure." 
As we will understand, Being-in-the-world infor-
mationally dwells in Being-in which always per-
tains to an informational entity (as a property, 
involvement, characteristics). 

Being-in-the-world is informationally particu-
larized Being-in, where the vrorld is stili compre-
hended in a universally open way. The world is 
also a specific category of thinking which must not 
be equalized with the physical (space-temporal) 
world in which phenomena appear and disappear. 
An informational entity informs in the world if the 
surrounding world (environment, its exterior) im-
pacts the structure of the entity's informing and 
the entity perceives also the responses to its own 
informing to the vrorld. 

Being-in-the-world is a condition sine qua non 
for the arising of the so-called intelligent in
forming. Intelligent can mean to inform inven-
tively, ingeniously, creatively also in the sense 
of the chaotic, unforeseeable, with the intention 
to adapt, reach a goal, survive, solve a prob
lem, etc. Informational Being-in-the-world is 
more concretized informing of something than 
the informational Being-in, which is a general 

framevrork for further informational particular-
ization or certain universalization. If we in-
troduce markers /̂ Being-in and /?BeinS-in-the-world 
then one can express this relation by the operator 
of informational includedness C. At least, there 
m u s t hold /?Being-in-the-world C /?Being-in- Be-
cause of an informational interaction, there can 
also exist /?Being-in C /?Being-in-the-world- E n -
tity a informs as being in the vrorld, that is, 
a C /?Being-in-the-world and arises informationally 
within this circumstances. 

9 Conclusion 

Informational Being-in comes not only very close 
to the philosophical Being-in [2, 1], but can sur-
mount it by theoretical-formal expressions (aris
ing formulas) of informational language, shovv-
ing the decompositional power of the initially 
set includable problems. Through the discussion 
of informational includedness in this paper we 
have learned its complexity in parallel, serial, and 
parallel-serial structures. We chose (Definition 1) 
an informationally logical and flexible čase of the 
includedness definition. Certainly, other cases of 
even a more complex definition of informational 
includedness are possible. 

The most pretentious čase of an includable 
structure seems the metaphysical čase, where fur
ther and more detailed decomposition (interpre-
tation) together with introduction of parallel for
mulas is possible and senseful. The čase of a 
complex parallel structure of serial-parallel and 
parallel-serial formulas can be vievved as the most 
appropriate candidate in conceptualizing an in
formational system performing as an intelligent 
entity. 

Metaphysical includedness was composed of 
several reasonable chosen informational entities, 
that is components, which have been staying for 
the so-called informing, counterinforming, and in
formational embedding of the entity in question. 
The informing component seems to be a necessity 
for the explication of the essential and detailed 
characteristics of the informing entity, its own in
tention (informational perseverance as a conse-
quence of the existing informational structure) in 
spontaneity and circularity. 

The counterinforming component (as a coun-
terpart of informing, e.g. a form of its informa-
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tional 'subconsciousness') was involved in produc-
tion of new, also contradictory, and yet not in-
formationally embedded (connected) information, 
which is nothing else than a kind of 'originally' 
arisen phenomenon. This component (counterin-
forming with counterinformational entity) seems 
to be the most problematic concept in concern to 
its informational implementation, for example, by 
a computer program and, lastly, by an informa
tional machine as a substantially differently struc-
tured and conceptualized nowadays computer sys-
tem. In general, we have presupposed that in
formational operators perform in an informa
tional, counterinformational, and informationally 
embedding manner. 

At last, the arisen and to the informational en-
tity arrived (from its exterior perceived) infor
mation has to be informationally connected to 
that what already exists, that is, to the informing 
(body) of the entity itself. This phase of meta-
physical phenomenalism we have called informa
tional embedding. 

An entity's metaphysical shell as described, 
is the most rationally imaginable (minimalist) 
structure of informing. Its particularization 
means the filling and extending (interpreting) of 
the three main components. The metaphysical 
shell conceptualizes unlimited possibilities in the 
informational arising of the entity a. It is the 
way to its concrete and artificial implementation, 
for instance, within an informational machine M. 
Thus, a C M, where M systemically supports 
the informing of a. Counterinforming Ca with 
counterinformational entity ^a supports the aris
ing of originality o within an entity's counter
informing, that is, ((o C Ca) C 1a) C a, etc. 
Originality as counterinforming can inform in dif-
ferent ways: every time new value to something 
is given, it can be seen as an original informing; 
familiar entities can be looked in different light; 
bringing together known entities and link them in 
new ways is an original approach. Originality can 
grow out of that which is already known (e.g., pro-
ducing knowledge by knowledge from knowledge 
[12])-

Informational Being-in as developed in this pa-
per is the beginning step in making informational 
theory axiomatic and constructivexand, through 
this, tracing the way to an informational sys-
tem implementation. The problem of knowledge 

as informational entity will show how the for-
malistic (axiomatic and inferring) power of in
formational theory can lead to new concepts, 
techniques, methods and theoretical approaches, 
which can absorb the today scientific method-
ologies and connect them into an information-
ally arising system. The biggest challenge on this 
way is the so-called informational machine, which 
will perform as a real informational accelerator, 
offering the widest possible framework for infor
mational experiments and applications. In this 
sense, the future informational machine must be 
capable to mimic the most complex parallel-serial 
systems of informational arising, supporting sys-
temically the informing, counterinforming, and 
embedding of any informational entity. Within 
this perspective, informational Being-in with its 
externalism, internalism, metaphysicalism, and 
phenomenalism seems to be the keystone of the 
arising informational theory and methodology. 

Let us close our theoretical and formalistic dis-
course on informational Being-in with a dictum 
of George Steiner ([7], pp. 174-175), which ap-
proves the potentiality of informational approach 
(the theory in this essay) in its wholeness: 

— Though acts of reception and of understand-
ing are in some measure fictions of ordered 
intuition, myths of reason, this truth does not 
justify the denial of intentional conteit. It is 
an absurd to discard as mendacious, as an-
archically opaque, the bearing of contextual 
probability and suggestion, as it is to invest 
in such probability any blind trust. ... We 
advance step by step toivards a delineation of 
the given space; our perceptions are more and 
more justly incident to the circumference of 
possible intent and meaning. The congruence 
is never complete. It is never uniform with 
its object. If it was, the act of reception would 
be wholly equivalent to that of original enun-
ciation. 
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Determination ofhigher order normal forms for a relational database (RDB) is frequently 
a time-consuming process. We can solve this problem by applying graph theory. In the 
paper the necessary characteristics of graphs that represent a given RDB are analyzed. 
The connectivity matrices for these graphs and the properties they must satisfy are 
also introduced and discussed. The established RDB graphs and the corresponding 
relationship matrices form an important basis of the algorithm for designing RDB with 
no redundant relations. 

1 Introduction 
The RDB application to data handling demands 
a careful design of RDB structure. The design
ing process consists of several stages. First the 
conceptual model of a DB has to be defined in 
which logical data structures of the informatioh 
system (IS) are determined. An adequate con
ceptual model is an important prerequisite for a 
successful DB design. The RDB consists of a 
number of attributes that change during the tirne. 
Within the process of the RDB design the re
lations must be normalized. The characteristics 
of different normal forms are described in (Stout, 
Woodworth, 1983), (Elmasri, Navathe 1989) etc. 

The normalization process becomes quite de-
manding in čase of a large number of interrelated 
attributes. This asks for an experienced model 
designer. It is desirable to predetermine the pro
cess as much as possible in order to exploit the 
computer for performing the most tedious part 
of the task. Such procedures have already been 
developed in the past. In (Vetter, Maddison, 
1981) a DB design procedure was described where 
the resulting model was obtained by ascertaining 

the redundant relationships. Another algorithm 
was presented in (Salzberg, 1986), and its mod-
ifications were published in (Atkins, 1988) and 
(Diederich, 1991),respectively. In the following 
paper we develop an RDB by means of graphs 
and state the basic characteristics of the graphs 
corresponding to the normalized RDB. 

2 Graphs and relations 

Let us present the relations in the form of graphs. 
Each attribute becomes a node within the graph. 
We denote the nodes as x\, X2, • •., xn. A possible 
relation between two attributes is presented by 
means of a directed are. For example, if x\ stands 
for an employee's social security number (SSN) 
and #2 stands for the employee's salary, \ve may 
express this relationship as illustrated in Figure 
1. 

mailto:joze.nemec@uni-mb.si
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• • • 

Figure 1: Directed relationship between nodes 
(attributes) x\ and x2 

The directed are begins in X\ and ends in x2. 
This is understandable because salary is defined 
by employee's social security number (SSN). The 
starting node represents the key attribute, while 
the ending node represents the non-key attribute 
of the relation R(a;i,X2). 

Let us briefly diseuss the type of nodes that 
appear in graphs. We ascertain two groups of 
nodes that represent 

(i) the simple attributes, and 
(ii) the composite attributes, respectively. 

A simple attribute represents some property of 
the entity, for example the colour of an article, 
birth date, etc. Two or more simple attributes 
may compose a composite attribute which serves 
as a key of some relation. By introducing com
posite attributes, we assure that to each value of 
the attribute, in which the are starts, there be-
longs only one value of the attribute in which the 
are ends. The composite attribute x3 defined by 
the simple attributes xi, x2y • •., a>jt is shown in 
Figure 2. The ares start in nodes that compose 
a composite key, and end in the composite key, 
which in turn is the key of the relation R(xs,a:n). 
An are starting in a simple attribute and ending 
in a composite attribute is a trivial are. We shall 
mark trivial ares by a broken line. 

Suppose that we have defined the necessary 
data of a company in consideration. Since this 
dat a collection comprises the needs of different 
users (departments, services) it consists of a num
ber of attributes and relationships between them. 
On the basis of the collected data we can draw a 
graph which consists of a set of nodes (attributes) 
and directed ares (relationships) between them. 

\ 

^ 
^0^' Xs Xn 

m ^0-^ 

Figure 2: Composite attribute xs defined by sim
ple attributes x\, x2, • .., x^ 

For each node X{ \ve.can define the degree d(i , ) . 
This is the number of ares which either start or 
end in the node. We denote by d+(x,-) the out-
degree of a node, i.e. the number of ares which 
start in a;,-, and by d~(x{) the indegree of a node, 
i.e. the number of ares that end in X{. A simple 
attribute has d~(xi) equal to one or zero, while a 
composite attribute has d~(xi) greater than one. 

If there exists a sequence of ares betvreen two 
„nodes and the terminal node of the previous are 
coincides with the starting node of the following 
are, then the sequence forms a path between the 
two nodes. The path is called a closed path when 
the initial node and the terminal node of the path 
coincide, otherwise, the path is an open path. The 
path is called a cycle when ali its ares are different 
and any two nodes of it are different except for 
the initial one and the terminal one that coincide. 
The length of a path is the number of ares that 
compose the path. 

3 Basic characteristics of DB 
graphs 

The process of a DB design results in a num
ber of attributes and relations between them that 
determine the corresponding DB graph. In gen
eral, this graph represents a DB being in the first 
normal form (INF). We want to transform INF 
into higher order normal forms, the graphs of 
which have some special properties. In the follow-
ing paragraphs these properties will be discussed 
more in detail. 

file:///ve.can
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Theorem 1: Suppose that the set of simple 
attributes X=(x\, xi, ...X{, z,+i, .. .,xn) defines 
the composite node xs so that xs and the set of 
simple attributes Y=(y\, 2/2, • ••,ym-i, ym) form 
the relation R(X, Y), where X is the key of R. Sup
pose also that X'—(x\, xi, • • -Xi) is a subset of X, 
and Y' is a subset of Y. Then no such Y' exists 
that R(X', Y'), where X' is the key of R. 

Suppose we have the graph as shown in Fig
ure 3. X\,X2,- • .,xn are simple attributes which 
compose the key xs, and 2/i>2/2,-•-jž/m a r e simple 
attributes dependent o n i s . 

Xi+1 

Figure 3: R(a;s,Y) graph of the composite at-
tribute z . 

Let there be the attribute ym which func-
tionally depends upon the key composed of 
Xi+i,.. .,xn. The čase is shown in Figure 4. xs is 
composed of two subsets of attributes composing 
xsi and xs2. As ym functionally depends upon the 
attributes of xS2, we can replace the are between 
xs and ym by the are between xS2 and ym. In 
this čase ym does not functionally depend upon 
attributes that compose a;s in Figure 3 and the 
corresponding relation is not in the second nor
ma! form (2NF). 

While designing a DB we must analyze each at
tribute dependent on a composite key to find out 
whether it depends upon some subset of the key's 
attributes. If so we can decompose the key into a 
subset of keys where some attributes functionally 
depend upon one key only. In this čase the DB is 

2 /m- l 

Figure 4: The key composed of two subsets of 
^2 attributes 

not in 2NF. 
For the composite nodes some additional re-

quirements must be met. For cycles the following 
theorem holds: 

Theorem 2: A cycle tvithin a graph includes 
no node ivhich is the composite key of some rela
tion. 

Suppose such a cycle exists. Further, it is as-
sumed that the initial (and therefore also the ter
minal) node is one of the attributes which form 
the composite key of some relation. Now we as-
sume that we have the following sequence of arcs 

Xi x2 x3 -> x4 xx 

Let xi be the composite key of ~R,(x2,X3), and 
X\ one of the attributes that form the composite 
key. If we substitute ali the arcs between nodes 
Xz and Xi with the transitive are, we obtain the 
sequence 

xx X2 X3 Xl 

X2 is the composite key of a relation according to 
the supposition. If we now replace the arcs 

x\ —> X2 and x2 

by the transitive are 

•^3 
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Xi — • 2:3 

we see tha t £3 depends upon xi only. The ob-
tained čase is the same as the čase shown in Fig-
ures 3 and 4. The relation R(a;2,a;3) is not in 2NF 
what completes the proof of the theorem. 

Now we can prove tha t for any DB graph the 
following theorem holds: 

T h e o r e m 3: When a graph has the are starting 
in the node x\ and ending in the node xi then it 
has no other path starting in X\ and ending in xi-

Suppose that Theorem 3 is not true and that 
there are an are and some other path both start
ing in X{ and ending in Xj. Then this are is a 
transitive are for the path , and Xj is transitively 
dependent on a;,-. The corresponding DB is not 
in the third normal form (3NF) and the following 
corollary can be stated: 

Corollary 3 .1 : There is only one path betuieen 
two nodes. 

In the opposite čase, i.e. when there are two 
paths, we can replace one of them by an adequate 
transitive are. 

Consider now also the notion of the graph con-
neetion. 

The direeted graph is said to be 

(i) a strongly connected graph, when for any two 
different nodes X{ and Xj there exist the di
reeted paths from a;,- to Xj and Xj to X{. 

(ii) a one-way connected graph, when for any 
two different nodes there exists the direeted 
path starting in one and ending in the sec-
ond node. The direeted path in the opposite 
direetion may also exist. 

(iii) a weakly connected graph when any two dif
ferent nodes are connected by a set of option^ 
ally direeted ares. 

(iv) a disconnected graph when it is not a weakly 
connected graph. 

Let us consider how the graph conneetion re-
flects the DB graphs. For the graph of a DB in 
3NF the following theorem holds: 

T h e o r e m 4: The graph of a DB in 3NF is a 
weakly connected graph. 

The statement is based on. the fact that ali 
the nodes within the strongly connected graph 
are connected in both direetions. Therefore, they 
are, reciprocally dependent, which is not allowed 
within 3NF. Further, in the čase of a disconnected 
graph we can divide the nodes into at least two 
subsets where the nodes of one subset are discon
nected from the nodes of the other. Therefore, 
there is no relationship between anv two nodes of 
different subsets, which means that we deal with 
two different databases. 

Suppose that DB is a one-way connected graph. 
Let XQ be the starting node, aad x\ and Xi the 
terminal nodes of two different ares. Accordingly, 
as the graph is a one-way connected graph, there 
exists at least one path betvveen x\ and X2 start
ing in one node, say xi} and ending in the other 
one. Then there exists the transitive dependency 
between XQ and X2, wliich must not be the čase in 
3NF. A DB graph may, therefore, not be a one-
way connected graph. 

According to the statement above, a DB in 3NF 
can only be a weakly connected graph and, there
fore, d ( x t ) ^ 0 for any node X{. This means tha t 
each node in a graph is either the starting node 
or the terminal node of at least one are. 

Let us now focus our attention to the proper-
ties of the DB subgraphs. Suppose we have a DB 
subgraph with ali its nodes being strongly con
nected. We call sueh a subgraph a strong graph 
component of the given graph. Each graph may 
have several strong graph components. Since sueh 
a subgraph may represent a subdatabase, which 
is not in 2NF, the follovving theorem holds: 

T h e o r e m 5: A DB graph may not involve 
strong graph components. 

When dealing with a large organization, we 
trace the relationships in the corresponding DB 
by setting up an initial model, which as a 
rule involves some redundant relationships. The 
database administrator task is to minimize the 
number of relationships. The problem can be 
solved by determining the minimal cover of the 
DB. The searching process is not uniform, as there 
may exist more minimal covers for the same DB. 
In order to obtain one, we must determine the or-



GRAPHS AND THE THIRD NORMAL FORM . . . Informatica 18 (1994) 175-182 179 

der in which to remove the redundant arcs. We 
can set up different removal criterions, like the 
longest transitive arcs, the arcs with the minimum 
access value, etc. By setting up an appropriate 
criterion, the process can become automatic. 

4 Relations and matrices 

As alreadv stated, a RDB can be presented and 
described as a graph with nodes representing at-
tributes and directed arcs representing relations 
between the at tr ibutes. We want to present and 
describe such a graph by means of adequate ma
trices. We show that the matrices which describe 
a DB also have some particular properties. 

Let us first define the node relationship matrix 
and state its properties. 

Definit ion 1: For each DB graph we can build 
a square node relationship matrix P = || p,j || so 
that pij, ivhere pij > 0, denotes the number of 
arcs starting in i-th and terminating in j-th node. 

Now we compute matrices P2, P3,... We prove 
the follovving theorems: 

T h e o r e m 6: The element rij of R, vohere R = 
Pn, equals the number of the directed paths from 
the i-th node to the j-th node with the length of n. 

We prove the theorem by means of the total 
induction. It holds for n = 1 by the definition 
of P. Suppose that it holds also for Pn. Now we 
compute Pn+l = Pn - P the (i,j) element of which, 
say Cij, is obtained from 

m 

Cij - ^2 TikPkj 
k=l 

According to the supposition, Tik equals the 
number of the directed paths from the i-th node 
to the k-th node with the length of n. The ele
ment pkj = p 7̂  0 if there exist p arcs starting 
in the k-th and ending in the j - t h node. There-
fore the product rik-pkj equals the number of the 
paths with the length of n + l , the last are starting 
in the k-th node. By computing and adding to-
gether r^p^j for ali k = 1 , . . . , m, where m is the 
number of the nodes, we obtain c,j. The value 
of c^ equals the number of directed paths head-
ing from the i-th node to the j - th node with the 
length of n + l . This is just what we had to prove. 

The follovving corollary also can be proved: 

Corollarv 6.1: The elements r,-j of R, where 
R = Pn and P is the relationship matriz, can only 
take the values 0 or 1. 

Suppose this is not true and there exist two 
directed paths betvveen nodes i and j . We can re-
place one of the two by a transitive are betvveen 
nodes i and j . This are, hovvever, represents also 
a transitive are for the second path , and there-
fore this is not the graph of a DB in 3NF. This 
contradiets the demand for a DB being in 3NF. 

T h e o r e m 7: If an element 7-,-j of Pn is equal 
to 1, then ali the corresponding elements aij of 
matrices P, P2, P3, ... p n _ 1 are equal to zero. 

Suppose rij ^ 0 and one of the corresponding 
a^ ^ 0. Then two directed paths exist betvveen 
nodes i and j , and the DB is not in 3NF what we 
proved earlier. 

Let us nov/ form a sequence of matrices D\, D2, 
..., Di, where the elements d\- of Dk are defined 
as follovvs: 

d^ = 0, if a^ = 0 for P, P2, ..., Pk, and 

dkj = 1, if at least one corresponding element a,-j 

Matrix D k tells us that dk- = 1, if there exists at 
least one path starting in the i-th node and ending 
in the j - th node with the length not exceeding k. 

T h e o r e m 8: There always ezists such integer 
m, that D = Dm = Dm+k, for k = 1, 2, 3,. .. 

Proof. The sequence of matrices Dk determines 
the node relationships within the paths composed 
of no more than k arcs. Suppose tha t the longest 
path in the graph which includes no cycles com-
prises m arcs. The value of m is less than or equal 
to the number of arcs in the graph. An optional 
element d™ of Dm is not equal to zero if a pa th 
exists starting in the i-th node and ending in the 
j - th node, otherwise d^ = 0. 

Let there exist some additional matrices Dm+k 
vvhich satisfy the conditions stated above. Let 
element ds- of Ds be equal to zero for some s, 
where s i m, and the corresponding element of 
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Ds+i be equal to one. Then a path of length 
s + 1 exists between nodes i and j which includes 
no cycle. This contradicts the statement that the 
longest path in the graph which includes no cycles 
comprises m arcs. CH 

We prove now the follovving corollary related to 
Theorem 8. 

Corol lary 8 .1: Matrix D defines the transitive 
closure of a DB. 

Transitive closure incorporates ali elementary 
relations and also the relations obtained by aH 
possible transitive arcs. We can introduce a tran
sitive are between two nodes only when there ex-
ists a pa th between the initial node and the ter
minal node. The pa th exists only then when the 
corresponding element dij of matrix D equals one. 

T h e o r e m 9: If D represents a normalized DB 
then dij = 0 if d ji = 1. 

Proof. Suppose the statement is not true and 
tha t we can write D in a form 

D = Ds + Du 

where Ds is a symmetric matrix and Du is an 
asymmetric matrix sueh that 

dijs — 1 a n d diju = 0 if dij = dji — 1 

and 

dijs
 = 0 and diju = dij if d,-j ^ dji. 

This means that (i) djj3 = 1 only when there 
is a path from node i to node j and a path from 
node j to node i, and (ii) diju = 1 only when there 
is a pa th from node i to node j and no pa th in the 
opposite way. 

Consider first the matrix Ds. Suppose there 
exist at least two elements, say d, j s and d'jis, not 
equal to zero. There may in addition exist some 
more elements in the i-th row and the j - t h col
umn which are not equal to zero. Observe the 
relations between the set of nodes defined by the 
non-zero elements in the i-th row. There exist 
paths from the i-th node to each of them and also 
in the opposite direetions. We can, therefore, re-
ciprocally connect any two nodes of this set. A 
DB composed of these nodes is a strongly con
nected graph. This is contrary to our statement 

that RDB can only be a weakly connected graph. 
Therefore, the initial statement must hold, stat-
ing that dij — 0 if dji — 1. 

The theorem leads to the following properties 
of the elements of P. 

Corollarv 9 .1: Ifpij = 1, then p ji = 0, for ali 
i ^ j . Ali diagonal elements pa = 0. 

The statement holds because otherwise we 
would have the čase where dij = dji = 1. Since 
ali diagonal elements pa = 0, the graph must not 
include loops. 

5 Algorithm for finding DB in 
the third normal form 

Suppose that we have found ali possible relations 
among the attributes. These relations are not in 
3NF, so we carry out the normalization process. 
The process consists of severa! steps as shown in 
Table 1. 

(1) Determining the relationship matrix P 
(2) Determining the strong components of 

the graph 
(3) Removing the arcs from the cycles 
(4) Finding and removing the transitive arcs 
(5) Determining the relations in the data base 

Table 1: The necessary steps for obtaining data 
base in 3NF 

Let us explain the steps more in deta.il. 
(1) The relationship matrix P is established 

which includes ali possible arcs (nontrivial as well 
as trivial). Put D1 - P. 

(2) Matrices Pk, for k=2,3, . . are calculated, 
and the elements dkj of Dk are determined by 
comparing the corresponding elements pij of Pk 

and dkfx of D^1 . If one of these elements is 
equal to or greater than one, then dkj = 1, other-
wise dkj — 0. The process ends when Dk~l = Dk. 
Put D = Dk and D = Ds +Da, where Ds is sym-
metric and Da is asymmetric. The strong com
ponents of the graph are determined by the non-
zero elements of Ds: ali the non-zero elements (at
tributes) within a row or column define a strong 
component. 

(3) Suppose there exists at least one strong 
component forming a subgraph with ali the nodes 
(attributes) being connected via a path in both 

http://deta.il
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directions. This subgraph has cycles and at least 
one cycle is broken by removing an are out of it. 
The process can be made fully automatic by ap-
plying some weight to the arcs (for instance the 
probabilities of their use) and removing the are 
related with the lowest value of the weight. Oth-
erwise it is up to a DB administrator to determine 
which are should be removed. 

The subgraph obtained by removing an are is 
analyzed in the same way as the whole graph. 
The process ends after removing the arcs from ali 
cycles. Matrix D becomes asymmetric. 

Here we must point out that no composite at-
tr ibute is a part of a strong component. If some 
strong component has a node vvhich represents a 
composite element, this composite element is not 
defined properly. 

(4) Ali transitive arcs are found and removed. 
Suppose tha t the element a,j of Pk is equal to n 
(n£l) . In this čase n paths can exist between the 
i-th node and the j - t h node. The ending arcs of 
these paths can be found by comparing the i-th 
row of P and the j - t h column of Dk~l. If the m-
th elements of the corresponding row and column 
are equal to one, then the are conneeting the m-
th node and the j - th node is an ending are of the 
transitive path. 

Transitive are may also be found when the el
ement a,j of Pk and the element of,j of Dk~x are 
equal to one. The ending are corresponding to 
a,j was discussed earlier. The ending are corre
sponding to dij can be obtained by comparing the 
elements of Z)1, D2,..,Dk~2. Assume that the first 
non-zero (i j ) element is in D1. The (i,j) element 
in P1 is also equal to one and defines an ending 
are of the transitive path. 

A path involving a transitive are does not con-
tain a composite node. We can prove this fact by 
applying the matrix Dk~1. Each trivial are ends 
in the composite at t r ibute. Assume that there ex-
ist two paths between the i-th node and the j - th 
node and that one of the two contains a compos
ite node xs. Then the i-th node is one of the at-
tributes which define the composite at tr ibute xs. 
The path between X{ and Xj is longer than the 
path between xs and Xj. Therefore the element 
dsj of Dk~x equals one. In this čase the composite 
node is not determined properlv. 

In order to remove the transitive arcs, the same 
eriterion can be applied as for removing the arcs 

from cycles. After removing them, a da ta base in 
3NF can be determined. First, aH trivial arcs are 
removed and the remaining arcs are used to con-
struct matrix P. Some columns of P contain only 
the zero elements. Suppose that the i-th column 
is one of them. The i-th row contains at least 
one non-zero element a ; j . This element defines 
the first are of the path with a;,- being the start-
ing node and Xj being the second node. Now put 
o, j=0 and observe the j - th row of P. The possible 
non-zero element a,-t defines the second are of the 
path. The third are is found by putt ing ajk=Q 
and observing the k-th row. The process repeats 
until a row with ali zero elements is found. VVhen 
ali elements of P are equal to zero ali the paths 
in a graph have been found. 

Suppose that the nodes in these paths are as 
follows: 

Pa th 1: z i , ! , x1<2, x1<3, . . . z 1 | m l 

Path 2: z2 , i , ^2,2, 2:2,3, • • • x2,m2 
Path 3: z3 , i , ^3,2, 3=3,3, • • • x3t7n3 

Path 4: z 4 1, x4i2, 0=4,3, • • • z4,m4 

Path k: xk,\, xk,i, xk,s, ... xki7nk 

Each two neighboring elements in a row define 
a relation. The first element in each rov/ is a key 
of at least one relation. 

(5) We can now determine the set, say M, of 
the connected nodes. The necessary statements 
and tasks are as follovvs: 

(i) AH the nodes in the first pa th are in M. 

(ii) If any node in M is one of the nodes which 
define the composite node xs, then xs is in 
M. 

(iii) Find out whether there is a path with at 
least one node in M. 

(iv) Add to M ali the nodes in this path which 
are not in M. 

(v) Repeat steps (iii) and (iv) until ali the con
nected nodes are found. 

Suppose that after this process ali the nodes are 
in M. Then ali the nodes are part of a DB. If not, 



182 Informatica 18 (1994) 175-182 J. Nemec, J. Grad 

then there are at least two unconnected compo-
nents and the graph of the DB is disconnected. 
This but contradicts the theorem that DB is a 
weakly connected graph. In a čase like this we 
must determine the relations between the nodes 
of different components. 

The relations in a DB can be found by following 
and executing the following procedure: 

(i) Consider ali different first elements x\ (key 
attributes) in the rows. 

(ii) The second elements in the rows represent 
the key depending attributes. 

(iii) Remove the first element of each row, and 
eliminate the rows with only one element left. 

(iv) Repeat steps (i) to (iii) until ali the rows are 
eliminated. 

The programming process is relatively simple 
and so is the data preparation. Only matrix mul-
tiplications are needed in the algorithm. Ali the 
redundant arcs can be determined by comparing 
the corresponding elements in matrices. We must 
define the connected attributes and for each con-
nection the number (probability) of its appear-
ance. In the beginning the probabilities can only 
be estimated, and determined more accurately 
within later stages of the process. In this way 
an optimum organization can be obtained by it-
erative reorganizations of the DB. 

The process of finding the 3NF of a DB based 
on the graph theory can be carried out entirely 
automatically. In a large organization, the at
tributes and relations form a large connectivity 
matrix P. The number of operations within the 
solution process is high, too. This number can be 
reduced if some columns and rows of P need no 
processing. If ali elements in the i-th row of P 
are equal to zero and only one element in the i-th 
column is equal to one, then this node represents 
the depending attribute in one relation only. This 
node has no effect on the elimination process and 
therefore the corresponding row and column can 
be removed. Similarly, if ali elements in the i-th 
column of P are equal to zero and only one el
ement in the i-th row is equal to one, then this 
node represents a key attribute in one relation 
only, and the corresponding row and column can 
be removed. By eliminating ali such rows and 
columns, we get a reduced matrix P'. Only P ' 

is needed in the normalization process. The size 
of this matrix is usually much smaller than the 
size of P. So the number of operations is consid-
erably reduced and the third normal form can be 
obtained quickly. 

6 Conclusion 

In the paper we point out some particular prop-
erties which graphs must satisfy in order to rep
resent a normalized DB. Matrices which describe 
these graphs must also comply with some require-
ments. This ali helps us in exerting control over 
possible redundancies in the DB. By applying ma
trices P, D and higher powers of P, we can ascer-
tain the redundant relationships. Matrix prop-
erties help in describing a DB and can also be 
exploited in designing an algorithm for the DB 
construction process. 

By introducing the criterions for establishing 
and deleting the redundant arcs within different 
stages of the solution process, we can make the 
process of building up a DB in 3NF fully auto-
matic. 
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In the paper the contribution ofthe work on Bayesian neural networks is discussed with 
respect to previous, current, and potential future research in machine learning. 
The discrete and the continuous Bayesian neural netv/ork model is compared with Hop-
field's models. It is shown that the Bayesian neural network's equations are analogous 
to equations used to describe Hopfield's model. Two different models ofthe Bayesian 
neural netv/ork are compared with Hopfield's model, one based on Shannon's entropy 
(probability) and the other based on Good's plausibility (odds). A generalization of 
the naive-Bayesian classifier is described that enable the basic algorithm to detect the 
dependencies betv/een neurons. 

1 Introduction 

Machine learning is a subfield of artificial in
telligence (Al) research field (Michalski et al., 
1983;1986). Al researchers are concerned with al-
gorithms that would enable computers to behave 
intelligently. As intelligence is strongly related to 
learning, especially in recent years machine learn
ing is becoming of central importance for Al re
search. Although opinions are not unique, ma
chine learning can be defined as subsuming, be-
sides symbolic learning approaches, also parts of 
pattern recognition and neural networks. 

An artificial neural netv/ork is constructed from 
a set of artificial neurons connected with synapses. 
Artificial neurons are simple elements able to cal-
culate the weighted sum of the contributions of 
other neurons. The output from a neuron is usu-
ally binary, with possible values O or 1. The fea-
tures of artificial neural networks are: biological 
similarity, high scale parallelism, robustness with 
respect to missing and incorrect data and with re
spect to the damage of the network, locally avail-
able information, modest software requirements, 
and the ability of adaptation through learning. 

The main problems when designing an artificial 
neural network are the selection of the appropri-
ate topology, the selection of the learning rule, 
the convergence of learning, and the convergence 
of the execution. A major weakness is the inabil-
ity of the explanation of the execution and the 
results. 

The work on Bayesian neural networks 
(Kononenko, 1990a) tries to unify probabilis-
tic, symbolic, and neural netvvorks approaches to 
learning. Various results of the work on Bavesian 
neural networks were published in several journals 
and conference proceedings (Kononenko, 1989-
1993; Kononenko k Bratko, 1991). Due to the 
"Jožef Štefan Golden Badge" reward for a distin-
guished Ph.D. dissertation in technical sciences in 
Slovenia I was asked by the editor of this paper 
to answer the following questions about my dis
sertation: 

— How did the work come about? 

^ - What was the key intellectual contribution of 
the dissertation? 

mailto:igor.kononenko@ninurta.fer.uni-lj.si
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- What was critically left out that is stili an 
open issue? 

- What could people build more easily as a re-
sult of this work? 

- What part would I have done differently 
given what is known today? 

- What current papers reflect the future of that 
work? 

The next section introduces the Bayesian neural 
networks based on probability and some other 
contributions of the thesis (Kononenko, 1990a). 
In section 3 each of the subsections answers one of 
the above questions. The appendix describes the 
Bayesian neural network models based on proba-
bility ratio. 

2 Bayesian neural networks 

This section introduces work on Bayesian neural 
networks. The next subsection gives an overview 
of the thesis. Subsections 2.2 and 2.3 define dis-
crete and continuous models of Bayesian neural 
networks based on probability and show the anal-
ogy with discrete and continuous Hopfield's mod
els. In subsection 2.4 the information score of 
classifier's answers is defined. Subsection 2.5 de-
fines the semi-naive Bayesian classifier. 

2.1 Overview of the thesis 

In (Kononenko, 1990a) it is shown that the 
"naive" Bayesian classifier can be implemented 
with an artificial neural network. A Bayesian clas
sifier is called "naive" if it disregards the inter-
dependences between attributes. Bayesian neu
ral networks use for learning the basic Hebbian 
learning rule. This rule states that the weight 
of a synapse is increased if both connected neu-
rons are active. The convergence of the execution 
of the multidirectional feedback Bayesian neural 
network is proved. The interpretation of the exe-
cution of one neuron is defined as the summation 
of information gains from other neurons. 

A multidirectional feedback Bayesian neural 
network based on probability ratio is also defined 
and the convergence of the execution is proved .̂ 
The execution of one neuron of such netvrork is 

interpreted as the summation of the weights of 
evidence. The relation with systems for inductive 
learning of decision trees is given. 

It is shown that the naive Bayesian formula 
can be transformed into the weighted sum which 
shows the analogy with the Hopfield's feed
back neural network model. Analogously to 
the Hopfield's continuous model, both types of 
Bayesian neural networks are generalized to con
tinuous neuron states together with the conver
gence proof. 

For the comparison of the performance of differ-
ent classifiers on different classification problems 
a method for estimating the information score of 
a classifier's ansvver was developed. This mea-
sure excludes the influence of prior probabilities 
of classes and allows the estimation of incomplete 
answers. 

It was shown experimentally that the Bayesian 
neural network significantb/ outperforms Hop-
field's model with respect to the classification ac-
curacy and the information score while the com-
plexities of the learning and the execution remain 
equal. In experiments with four medica! diagnos-
tic problems the Bayesian neural network slightly 
outperformed the naive Bayesian classifier as the 
iterations make the netvvork less sensitive to noise 
and missing dat a. The naive Bayesian classifier 
and the network outperformed the diagnostic ac-
curacy of physicians specialists. 

To overcome the naivety of the Bayesian neural 
network which stems from the independence as-
sumption, an algorithm was developed for learn
ing "semi-naive" feedforward Bayesian neural net-
works. The idea is to optimize the tradeoff be-
tween the reliability of approximations of proba
bilities and the naivety with respect to the inde
pendence assumption. It was shown experimen-
tally that the algorithm performs better than the 
naive Bayesian classifier. 

2.2 Discrete Bayesian neural networks 
based on probability 

Let objects in a given domain be describecl with 
a set of attributes, each having a fixed number 
of values. Let each value of an attribute be rep-
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resented with one Boolean variable. Therefore, 
an object is described with a set of variables 
Vi, i = l..n. Let the value of the Vj be unknown. 
If the independence of infiuences of other vari
ables to the j-th variable is assumed the proba-
bility that Vj — 1 given the values of other vari
ables can be computed with the following 'naive' 
Bayesian formula derived from the Bayesian rule 
(Good, 1950; Kononenko, 1989c) (for brevity con-
ditions Vj- = 1 will be written simply as Vi): 

p(vj\v1,...,vn) = p(vj) n Qa (!) 
Vi=l,i& 

where 

P(Vj\Vi) P{VjkVi) 
W " ~ P(V-) P(Vj)xP(Vi)

 w 

The 'naive' Bayesian classifier proved to be very 
efficient in classification problems when compared 
to other classification methods and to human ex-
perts (Kononenko, 1993; 1993a). It can be nat-
urally implemented by a neural network. In the 
Bayesian neural netivork (Kononenko, 1989a) ev-
ery neuron in a network is connected with ev-
ery other neuron via bi-directional connections, 
called synapses. The learning phase changes the 
weights associated with synapses according to the 
basic Hebbian learning rule (Hebb, 1949) so that 
each neuron can use (1) as a combination func
tion to compute its activation level. Each neu
ron represents a single value of one attribute, i.e. 
an attribute with iV; values is represented with 
Ni neurons. Classes are represented as one ad-
ditional attribute with one value for each class. 
Note that the network makes no difference be-
tween the attribute that represents classes and 
other attributes. 

The condition i ^ j in (1) is optional, de-
pending on whether each neuron is connected to 
itself with a feedback connection or not. Here, 
for brevitv, feedback connections are omitted. 
Their influence is studied in more details in 
(Kononenko, 1989a). 

In (Kononenko, 1991b) the following interpre-
tation of one neural network's iteration is pro-
posed. The minus logarithm of (1) gives 

" —log2P(Event)n is interpreted as the amount 
of information (in bits) necessary to find out that 
Event has happened (or the entropy of the Event 
(Shannon & Weaver, 1949)). Therefore, (3) is in
terpreted as follows: the amount of information 
necessary to find out that j - th neuron is active, 
given the values of other neurons, is equal to that 
amount before knovving the values of other neu
rons minus the sum of information gains from ac
tive neurons for the same conclusion. 

If -log2Qji is replaced with Tj,, —log2P{Vj) 
with I j and the left-hand side of (3) with Aj ("A" 
stands for activation level), the classical weighted 
sum is obtained from (3) which is used as a com
bination function in Hopfield's (1982) model: 

Aj — 2_^ Tji + I j 
Vi=i,t¥j 

^ViTji + Ij (4) 

In Hopfield's model T ji are elements of the mem-
ory matrix obtained as the sum of outer products 
of training patterns (corrected so that states 0 are 
changed to -1) and I j is a constant input to the j -
th neuron. Note that the model with no feedback 
connections (i ^ j) corresponds to the memory 
matrix with zero-diagonal (Ta = 0 for ali i). Here 
Vi can be 0 or 1, like in the original Hopfield's 
model although the learning rule for Hopfield's 
model is designed for values 1 and -1 . In Hop-
field's model one memory element corresponds to 
the difference betvveen a probability that the two 
connected neurons are in the same state minus 
the probability that they are in different states. 
One memory element of the Bayesian neural net-
work corresponds to the probability that the two 
connected neurons are both active. 

The proof of the convergence of the Hopfield's 
model is based on the idea of the energy of the 
model. The state of the model determines its 
energy which with iterations decreases until it 
reaches a minimum in a fixed point. The energy 
function used by Hopfield (1982) is: 

(5) 

Kosko (1988) ušes the similar approach to prove 
log2P(Vj\Vi,...,Vn) = -log2P(Vj)- ] T log2Qjitiie convergence of the execution phase of bi-

v.=1<ij.j directional associative memories. The proof of 
(3) the convergence of the Bayesian neural network 
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(Kononenko, 1989a) assumes a similar function 
representing a measure of similarity between the 
current state of a netvvork and the current activa-
tion levels of neurons. During the execution the 
similarity increases until a maximum is reached 
in a fixed point. The similarity function used is: 

Sim(Vu...,Vn)= [[ — — (6) 

The logarithm of (6) shows the analogy with Hop-
field's energy function. The following holds: 

E(Vu...,Vn) = -htog2Sim{Vu...,Vn) (7) 

as 

log2Sim{Vu...,Vn) = £ log/{Vj]^Vn) 

X»ff: :
 P(VJ) 

The major differences among the two functions 
are the same as for the differences among the com-
bination functions. According to relation (7) it 
would be more appropriate to name (5) the en-
tropg or the Information content of the system. 
Namely the minus logarithm of (6) is interpreted 
according to the interpretation of (3) as the sum 
of information gains from ali active neurons to the 
conclusion that other currently active neurons are 
in fact active. As every information gain appears 
in the sum twice, because of the symmetry, con-
stant \ is added to (5). The fixed point is now 
interpreted as the state with (locally) minimal in
formation content. 

2.3 Continuous Bayesian neural 
network based on probability 

In this subsection the discrete model of the 
Bayesian neural netvvork is generalized to contin
uous states analogously to Hopfield's continuous 
model (1984). Instead of discrete states 0 and 1, 
the state of one neuron will nov/ be represented 
by any value on the interval [0..1]. The state of 

a neuron will be proportional to the probability 
that the neuron is currently active. 

Eq. (3) defines the information gain of i-th neu
ron to the conclusion that j - t h neuron is active if 
the i-th neuron is active with probability 1. A 
more general definition of information gain is the 
product: 

Vi x log2Qji (8) 

where Vi represents the current state of i-th neu
ron (which stands for the probability that z-th 
neuron is active). (8) can be interpreted as the 
expected amount of information from i-th neuron 
to the conclusion that j-th neuron is active. The 
generalized eq. (3) contains the sum over ali neu
rons (not only the active ones): 

-log2P(Vj\V1,...,Vn) = 

-log2P(Vj) - J2(Yi X log2Qji) (9) 

Applying the exponential function to (9) results 
in the combination function for the continuous 
model which is the generalization of (1): 

P(V]\V1,...,Vn) = P(Vj)HQji
V> (10) 

Note that the correct generalization of the con-
ditional probability P(Vj\V{ = 1), given the un-
certain evidence of Vj- = 1, is P(Vj\Vi — 1) X Vi 
(Ihara, 1987) which leads to different definition 
than (10). However, (10) is a meaningful gen
eralization if the influences of different neurons 
(although representing the same attribute) are re-
garded independentb/. 

Hopfield (1984) defined the dynamics of his con
tinuous model with the following equations: 

Rj (H) 

(12) 

where Vi is the output (state) of the i-th neu
ron, Uj is the input (activation level) of the j - th 
neuron and Ij,Rj and C j are constants. "gj" is 
the output function defuiing the input-output re
lation which is smooth and sigmoid with asymp-
totes 0 and 1. Eq. (11) states that the speed of 
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change of Uj is proportional to the difference be-
tween current UJ and the new one calculated with 
(4). Actually, Hopfield omits the condition i ^ j 
as for ali i in his model T,-,- = 0. 

Since (9) is analogous to (4), if same replace-
ments are made as in (3) in order to obtain (4), 
the same dynamics described with (11) and (12) 
for Hopfield's model (Hopfield, 1984) can be used 
to define and prove the stability of the continuous 
Bayesian neural nettvork model. The generalized 
similarity function (6) is therefore: 

Sim(V1,...,Vn) = l[ 'P^IVi,..,^)' v* 

P(Yi) 
(13) 

2.4 Information score 
Let the correct class of a testing instance T,- be 
C and the prior probabilty of class C be denoted 
by P{C). Let the probability, returned by a clas-
sifier, that a given testing object T,- belongs to 
class C be P'(C). We define the information score 
Inf(Ti) of classifier's answer as follows: 

1. if P'(C) > P(C) then 

Inf(Ti) = - log2 P(C) + log2 P'(C) [bits] 

i.e., the amount of obtained information is 
the entire amount of information necessary to 
correctly classify an instance into class C mi
nus the remainder of information necessary 
to correctly classify that instance. 

2. if P'(C) = P(C) then 

Inf{Ti) = 0 [bits] 

i.e., the system didn't change the prior prob-
ability of the correct class therefore we didn't 
obtain any information. 

3. if P'(C) < P{C) then 

Inf\Ti) = 

- log2(l - P{C)) + log2(l - P'{C)) [bits] 

i.e., the amount of information returned by 
the system is the entire amount of informa
tion necessary to decide that an instance does 
not belong to class C minus the remainder of 

the information necessary to make that deci-
sion. As this information is in fact wrong we 
define the information score of the system's 
answer in this čase as negative: 

Inf{Ti) = -Inf'(Ti) [bits] 

The average information score of an answer is cal
culated over ali testing instances: 

Inf = 
s-^#testing-instances r f('y.\ 

fttesting Anstances 

Note that this assumes that prior probabilities 
of classes are known or can be reliably approx-
imated with relative frequencies from training in
stances. We define also the relative information 
score Infr as a normalization of the average in
formation score of an answer with the expected 
necessary information to classify one instance (i.e. 
entropy): 

Infr = 
Inf 

Zc(P(C)log2P(C)) 
x 100% 

2.5 Semi-naive Bayesian classifier 

Here we will limit our discussion on a feedfor-
ward Bayesian neural network that calculates the 
probability P{Cj\V\, ...,Vn) of class C j of an ob
ject, described with values Vi,..., Vn of attributes. 
Note that for Bayesian neural networks, described 
in sections 2.2 and 2.3, the class attribute is just 
one of attributes that describe the object while 
here it is the target attribute. 

vVhen calculating the probability of class C j in 
(1) the infiuence of attributes Ai and Ai is dehned 
with: 

PiCAVi) P(C3\Vt) 
A P(Cj) P{Cj) 

(14) 

If, instead of assuming the independence of val
ues V{ and V;, the values are joint, the corrected 
infiuence is given with: 

P(Cj\ViVi) 
P(Cj) 

(15) 

For joining the two values two conditions should 
be satisfied: the values of (14) and (15) should be 
sufficiently different while the approximation of 
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P(Cj\ViVi) with relative frequency should be suf-
ficiently reliable. For the estimation of the relia-
bility of the probability approximation the theo-
rem of Chebyshev can be used. The theorem gives 
the lower bound on the probability, that relative 
frequency / of an event after n trials differs from 
the factual prior probability p for less than e: 

P ( l - P ) P ( | / - p | < e ) > l - e2n 
(16) 

The lower bound is proportional to n and to e2. 
In our čase we are interested in the reliability of 
the folkrvving approximation: 

_ NcjVjV, 

NVivt 
PVAVM)) (17) 

Therefore the number of trials n in (16) is equal 
to NviVt, i-e. the number of training instances 
having values Vi and V/ of attributes A,- and A\, 
respectively. As prior probability p is unknown, 
for approximation of p at the right-hand side of 
(16) the worst čase can be assumed, i.e. p = 0.5. 

It remains to determine the value of e. As 
we are interested also if the values of (14) times 
P (Cj) and (17) are significantly different we use 
e that is proportional to the difference between 
the two values. The joint values will influence ali 
classes C j , j = l...m. Therefore, e will be the 
average difference over ali classes: 

P(Cj\VM) 
PiCjmPiCjiv,) 

P{Cj) 
(18) 

It is necessary to determine the threshold for 
the probability (16) above vvhich decides when it 
is useful to join two values of two attributes. Em-
pirically (Kononenko, 1991c), a typical value of 
the threshold that gives satisfactory results is 0.5. 
Therefore, the rule for joining two values states: 
join two values if the probability is greater than 
0.5 that the theoretically correct (unknown) influ
ence of values Vj- and Vi differs, in average over aH 
classes, from the used (approximated) influence, 
for less than the difference between used influence 
and the influence of the two values without join
ing them: 

I-TUCT—^°-5 (19) 
Ae2NVivl 

The values can be iteratively joint so that more 
than two values can be joint together enabling the 

semi-naive Bayesian classifier to discover higher 
order dependencies. 

3 Discussion 

3.1 The origin of Bayesian neural 
networks 

The naive Bayesian classifier (that assumes the 
conditional indcpendence of attributes) is fast, in-
cremental, has no problems with overfitting the 
training dat a, and can naturally deal with missing 
data. Despite its naivety, it achieves the impres-
sive classification accuracy on many real world 
problems. 

Our early experience with the naive Bayesian 
classifier \vas presented at the "International 
School for the Synthesis of Expert's Knowledge" 
Workshop (Kononenko et al., 1984). We com-
pared the performance of the naive Bayesian clas
sifier with Assistant, an inductive learning algo-
rithm for generating decision trees. Although 
both systems achieved similar results we claimed 
that Assistant has an obvious advantage as the 
generated knowledge in the form of decision trees 
is transparent to human experts. However, at the 
workshop Professor Donald Michie pointed out 
that "if the same amount of effort had been de-
voted to the development of the naive Bayesian 
classifier as was used for the development of As
sistant, the Bayesian approach would ccrtainly 
outperform Assistant". Today it seems that his 
prediction was correct. 

We performed a series of experiments in vari-
ous medical diagnostic problems in order to de-
velop medical diagnostic expert systems. Physi-
cians were never realy satisfied with Assistanfs 
decision trees although Assistant achieved excel-
lent classification performance. They complained 
that decision trees contain too few attributes and 
therefore poorly describe the patients (Pirnat et 
al., 1989). On the other hand the naive Bayesian 
classifier ušes ali available attributes. It turned 
out, that a simple interpretation of its decisions 
as the sum of information gains for/against cer-
tain diagnoses is transparent to physicians and 
acceptable for everyda.y use of such diagnostic sys-
tem (Kononenko, 1989b; 1990b; 1991b; 1993a). 
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In 1986 the P D P group, with the book (Rumel-
hart &: McClelland, 1986), caused the beginning 
of the exponential grovvth of the research effort de-
voted to neural networks (Anderson & Rosenfeld, 
1988). One of the most notable contributions are 
famous Hopfield's papers (Hopfield, 1982; 1984), 
tha t described the single layered feedback neural 
network architecture with interesting properties. 
It turned out that the naive Bayesian classifier 
can be implemented on the same neural network 
architecture as was used by Hopfield but with 
appropriately modified learning rule and combi-
nation function (Kononenko, 1989a). There is a 
strong analogy betvveen Bayesian neural network 
and Hopfield's model (see sections 2.2 and 2.3). 
Discrete and continuous Bayesian neural networks 
were defined and empirically they significantly 
outperformed Hopfield's model with respect to 
classification accuracy (Kononenko, 1990a). 

Although the naive Bayesian classifier is fast, 
incremental, has excellent performance on real life 
problems, and can explain its decisions as the sum 
of information gains, its naivety may result in 
poor performance in domains with strong depen-
dencies among attr ibutes. To avoid independence 
assumption we defined the "semi-naive" Bayesian 
classifier. The idea is to explicitly search for the 
dependencies between the values of different at
tributes and if such dependency is discovered the 
two values are joint (Kononenko, 1991c). The al-
gorithm must solve the trade-off between the non-
naivety and the reliability of probability approxi-
mations (see section 2.5). 

A subproblem in comparison of different clas-
sifiers was tha t classification accuracy may be 
misleading especially for the classification prob
lems with high variations in prior probabilities 
of different classes. This problem was particu-
larly illuminated with experiments in two medi-
cal diagnostic problems. In the "breast cancer" 
problem classifiers typically achieved the classifi
cation accuracy of about 80% while in the "pri-
mary tumor" problem the classification accuracy 
was about 45%. The classification accuracy for 
breast cancer seems high while for primary tumor 
very poor. However, in breast cancer there are 
only 2 classes, and one has the prior probability 

equal to 80%! Therefore, a simple classifier that 
each object classifies into the majority class would 
also achieve a "high" classification accuracy. On 
the other hand, in primary tumor, there are 22 
possible classes, and the majority class contains 
only 25% of cases. 45% of the classification accu-
racy is in fact a fairly good result in this problem! 

Professor Michie helped us by suggesting en-
tropy as the basis for the appropriate measure 
of classifier's performance. We developed the 
evaluation function called "information score" 
(Kononenko & Bratko, 1991), that can evaluate 
answers of classifiers in the form of a probabilistic 
distribution, appropriately considers differences 
in prior probabilities of classes, and has natu-
ral interpretation that stems from the information 
theory (see section 2.4). 

3.2 The contribution of Bayesian 
neural networks 

The key intellectual contribution is that the use 
of probability and information theory can nat-
urally (and simply) solve several open issues in 
machine learning. Instead of using ad-hoc ap-
proaches or "fuzzy arithmetic" approaches (Kauf-
mann & Gupta, 1985) which are widely used in 
machine learning and neural netvvorks, we used 
the probability (Good, 1950; 1964) as the basic 
tool for modeling, and the strongly related infor
mation theorij (Shannon & Weaver,1949) as the 
basic tool for the interpretation. 

We showed that the probability can be used to 
model neural networks by introducing the naive 
Bayesian formula as a combination function vvhile 
preserving the basic Hebbian learning rule, which 
is one of the basic learning rules in neural net-
works that has also strong biological plausibility 
(Hebb, 1949). We also used the probability to de-
tect the dependencies among attributes by consid-
ering the basic definition of the dependency and 
the reliability of probability approximations (see 
section 2.5). 

The logarithm of the probability of an event 
can be interpreted as the information necessary to 
find out that the event has happened. The inter
pretation of the naive Bayesian formula directly 
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follows from this. It is simple, natural, and trans
parent to human users. Besides, it shows direct 
relationship of Bayesian neural networks with the 
HopfiePs model and it shows also the analogy be-
tween the Hopfield's energy of the network's state 
and the entropij (or the information content) of 
the state (see section 2.2). 

The definition of the "information score" (see 
section 2.4) of a classifiers answer naturally fol-
lows from the definition of the information. The 
information score has several advantages as was 
discussed in the previous subsection. 

3.3 Open issues 

Although the semi-naive BayesianA classifier par-
tially solves the problem of naivety, there is stili 
an open problem which seems to be the key issue 
of machine learning in general. Namely, for par-
ticular problems (e.q. parity problems of higher 
degrees) the discovering of dependencies between 
attributes may be either 

1. unfeasible due to combinatorial explosion or 

2. the discovered dependencies cannot be reli-
ably estimated due to small number of train-
ing examples. 

In such cases efficient heuristic algorithms are 
needed to discover the dependencies (first prob
lem) or discover new attributes by deriving them 
from existing ones (second problem). For such 
new attributes it should be possible to reliably 
estimate probabilities from the given training set. 

It is well known that the result of the learn
ing strongly depends on the knovvledge represen-
tation. If the attributes, used to describe objects, 
are primitive and low level, learning systems will 
not be able to extract regularities from data. On 
the other hand, if attributes are high level and 
informative, most of classification systems will 
achieve similar classification accuracy. In the for-
mer situation one of the two problems mentioned 
above should be solved. The development of ef
ficient heuristic algorithms for solving these two 
problems seems to be currently the main research 
issue in machine learning. 

3.4 Possible applications 

The developed algorithms may be used either as 
a tool for analysing data or as a basis for an ex-
pert system shell. In fact, the majority of ap
plications that were done in Ljubljana Artificial 
Intelligence Laboratories (Urbančič et al., 1991), 
that involved machine learning algorithms, used 
machine learning as an efficient tool for data anal-
ysis. On the other hand, general expert system 
shell based on Bayesian neural networks may be 
developed (Kononenko, 1991b) and several pro-
totypes were already implemented (Ritoša, 1992; 
Grahor, 1992). 

One promising wide area of potential applica
tions is medical diagnosis (Kononenko, 1993a). 
Here the major requirement for any system for 
supporting medical diagnostic decisions is that 
decisions of the system must be transparent to 
physicians. The semi-naive Bayesian classifier 
seems to be the most appropriate for that pur-
pose. Its decisions can be interpreted as the 
sum of information gains from different attributes 
(symptoms, laboratory tests, etc) for/against the 
diagnosis which is similar to the way physicians 
actually explain their decisions. We are currently 
developing one such application in the problem of 
the prediction of hip-bone break recovery (Kukar, 
1993). 

Other potential ušes of the developed meth-
ods include the use of the information score as 
a simple, transparent, and unbiased evaluation 
criterion for estimating classifier's performance. 
Unfortunately, not many researchers have begun 
to use it in their experiments so far. A feed-
back Bayesian neural network can be used also 
as an auto-associative memory that is hopefully 
more efficient than the Hopfield's auto-associative 
memory. This, however, must yet be analysed. 

3.5 Refinements using today's 
knovvledge 

After the dissertation was completed m-estimate 
of probabilities was developed and used indepen-
dently by Cestnik (1990) and Smyth & Goodman 
(1990) to estimate the conditional probabilities 
in the naive Bavesian formula. Cestnik (1990) 
showed that m-estimate drastically improves the 
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classification performance of the naive Bayesian 
classifier in several real world problems. 

The experiments described in the dissertation 
would be more attractive if m-estimate was used 
instead of the relative frequency. Besides, m-
estimate should even improve the explanation 
ability of the naive and the semi-naive Bayesian 
classifier, as it eliminates the high fluctuations of 
probabilities when relatively small samples of in-
stances are used for training. 

3.6 Continuation of the work 

The most important open issue described in the 
dissertation that was later completed is the prob
lem of continuous data. The naive Bayesian clas
sifier is designed to deal with discrete attributes 
while continuous attr ibutes need to be discretized 
(its values grouped into intervals) in advance. The 
problem is hov/ many intervals should one use. 
Too many intervals may be a too detailed split 
resulting in a small number of training instances 
corresponding to each interval. This causes the 
unreliable estimation of probabilities. On the 
other hand, too few intervals may result in the 
loss of the information content of a continuous 
at t r ibute. Another problem with discretization is 
the loss of the order of values of the continuous 
at tr ibute. 

We developed a fuzzy discretization of continu
ous attr ibutes that "softens" the bounds between 
neighbour intervals (Kononenko, 1991a; 1992a). 
Such discretization may use a lot of intervals with-
out the loss of the reliability of probability ap-
proximations. It also implicitly keeps the infor
mation about the order of values. 

Currently, the multistrategy learning is becom-
ing the central research area. The idea is to com-
bine several different learning strategies and/or 
apply several different learning algorithms on the 
same problem and then try to combine their re-
sults. One promising approach to combining the 
ansv/ers of different classifiers, tha t was used by 
Smyth et al. (1990), is (again) the naive Bavesian 
formula. We showed experimentally that the 
naive Bayesian combination of answers of differ
ent decision rules is acceptable and superior to 
several other combination methods (Kononenko 
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& Kovačič, 1992; Kononenko, 1992b). 

Another open issue, tackled with current re
search, was described in details in section 3.3. We 
developed the successive naive Bayesian classi
fier (Kononenko, 1993) and Langley (1993) de
veloped the recursive Bayes. Both approaches 
try to overcome the independence assumption 
by several successive applications of the naive 
Bayesian classifier on intermediate results. Both 
approaches, however, are not satisfactory as the 
classification accuracy is not better than that of 
the naive Bayesian classifier and, besides, both 
systems loose the explanation ability of the simple 
naive Bayesian classifier. Therefore, currently the 
"semi-naive" Bayesian classifier seems the most 
promising. 
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Appendix: Bayesian neural networks 
based on probability ratio 

Discrete model 

Here, we will briefly define the Bavesian neural net-
work which is more appropriate for comparison vvith 
Hopfield's model as it assumes the symmetric inter-
pretation of values of neurons. It is based on Good's 
(1950) plausibility as opposed to Shannon's entropij 
(Shannon & VVeaver, 1949), or, from another point of 
view, it is based on odds defined as }~/ as opposed 
to probabiliiij. 

The Bayesian neural netvvork will implement the 
'naive' Bayesian classifier based on odds. Each neuron 
will now represent one attribute, and one neuron will 
stand for a class. Each neuron has only two possible 
values (0 and 1) and therefore ali attributes will have 
only two possible values and there will be only two pos
sible classes. Of course, it will be possible to solve also 
problems vvith multivalued attributes and with more 
than two classes by appropiiate coding (binarization 
of attributes and classes, i.e. one multivalued attribute 
will be represented vvith more binary attributes). Note 
that novv the tvvo values (0 and 1) are not interpieted 
anymore as inaetive and aetive as each represents one 
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value of an attribute. Again, netvrork makes no differ-
ence among attributes and classes. 

As ali attributes are binarv, the value of i-th neuron 
(i.e. i-th attribute) will be represented with Vt ', Xi = 
0 or 1. If the independence of influences of other neu-
rons to the activation level of the current neuron is 
assumed, the analogous formula to (1) can be used: 

p{v>\v?\...,yX") ^ 

P{V?\V?\...,Vf-) 

P{Vt)TTZii^Xi) 

where 

Zji(X,Y) p(y?,vn 
p(vf)p{vr) 

(20) 

(21) 

is the influence of i-th neuron on j-th neuron. 
Note that P (V?) can be calculated from P(V>) 
and that ali P{Vp'^V^') can be calculated from 
P{V>,V>-),P(V)-) and P (V}1). Therefore, if j - th neu
ron is to be able to calculate value of (21) then it 
needs the same information as in the Bavesian neural 
network defined in section 2.2 and the same learning 
rule can be applied. 

In the execution phase the netvvork again iterates. 
Each neuron calculates the quotient among the prob-
abilitv of state 1 and the probabilitv of state 0 as de
fined in (20). Note that ali neurons (not only the active 
ones as before) will influence the quotient. The thresh-
old value for changing the neuron's state will now be 
the quotient among prior probabilities of state 1 and 
state 0 (the first factor at the right hand side of (20)). 

The netvvork iterates until there are no more 
changes in neuron's state (the netvvork reaches a fixed 
point). In (Kononenko, 1989c) it is shown that this al-
ways happens in afinite number of iterations if the net
vvork vvorks asynchronously (only one neuron changes 
its state at a tirne). The proof is analogous to that 
in (Kononenko, 1989a). The measure of similarUy be-
tvveen current activation levels of neurons and their 
current states X,,i = l..n, in this čase is: 

„ P(VXj\ViXl VXn) 
Sim(V^,...,V^) = U [> ^ - ' " j (22) 

The similarity is greater if the calculated probability of 
the current state of a neuron is greater than the prior 
probability of that state and vice versa. It is shovvn 
in (Kononenko, 1989c) that when one neuron changes 
its state the similarity increases. As there is a finite 
number of possible states of a netvvork the similarity 

measure is bounded and therefore the netvvork vvill al-
ways converge to a fixed point. 

Continuous model 

The weight of evidence from i-th neuron, in favor 
of the conclusion that jf-th neuron is active if the i-
th neuron is active vvith probability 1, is given vvith 
(Good, 1950; Michie k Al Attar, 1991): 

l°(J: 
Zjijl.l) 
^•,(0,1) 

The expected vveight of evidence given that i-th neu
ron is active vvith probability Vi (vvhich represents the 
current state of i-th neuron), is given vvith: 

Vi><log2^%^ + (l-Vi)xlo92^%i (23) 
ZjiiO,!) 

Therefore, the generalized (20) is: 

P(V3
l\Vu...,Vn) 

P(V°\Vu...,Vn) 

• ^ ( 0 , 0 ) 

mirr Zji(l,l) Za(l,0) ( i - ^ ) ' 

and the corresponding similarity measure: 

Sim(Vu...,Vn) = 

p(y?\Vi,...tvn)\Vi ( P(V°) n P{VD P{V^\Vu...tVn) 

(24) 

(l-Vi)l 

(25) 
Let Tji{X,Y) stand for -log2Zji{X,Y). The minus 
logarithm of (24) does not correspond directly to (4) 
as it is of the form: 

Aj = J2(vi x (:/).-(l. 1) - ^ , (0 ,1) )+ 

(l-Vi)x(Tji(l,0)-Tji(0,0))j+Ij (26) 

The equation that describes the dynamics of the con
tinuous Bayesian neural netvvork based on odds is ob-
tained from (11) by replacing Aj vvith (26). As (26) 
differs from (4) the convergence proof is not so ob-
vious as for the continuous Bayesian neural netvvork 
based on probability. 

From Hopfield's (1984) proof it can be shovvn that 
the sufficient condition for such a model to converge is 
given vvith the relation 

dEi 
dt E^XA V dt (27) 
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where E\ is a function of neural network's state and 
Aj the activation level of j - th neuron that appears 
in (11). Hopfield ušes the follovving E\ as the part of 
the energv function for the continuous model (again 
omitting the condition i ^ j): 

Ei(v1>...,vn) = ~j2J2viv^ + Jl1^ (28) 

If, instead of Aj in (11), activation level defined with 
(26) is used and if, instead of (28), E\ is defined using 
the minus logarithm of (25): 

E1(V1,...,Vn) = YlIJVJ + 
i 

j E E ( ^ r ; « ( M ) + ^(l-K)T^l,0)+ 

(1 - VfiViTjiiO, 1) + (1 - Vj){\ - V^TjiiO, 0)) (29) 

then the relation (27) holds, namelv: 

dEi_ _ y > (dEy_ dVj\ 
dt ~ 4^ V"̂ " X dt ) 

(30) 

tTi,(X,Y) = Til(Y,X). 
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Machine learning is a major area in artificial intelligence (Al), and has seen sustained 
research and a growing presence in lecture syllabuses over recent years. It has been 
commonly recognized as a feasible solution to the so called knowledge bottleneck problem 
in transforming knowledge from human experts to knowledge-based systems. Also, as 
learning is the essence of human intelligence, only when we have computer systems 
that can learn can we have real AL Researchers have devised quite a few sound and 
efHcient learning algorithms (such as ID3 and HCV); a number of universities have 
opened machine learning courses in their Al-related undergraduate and/or Master of 
Science programs. 
This document contains a compressed set of lecture notes designed for the Machine 
Learning module in our Advanced Artificial Intelligence course at James Cook University. 
They are biased tovvards a basic exposition of the practical symbolic approaches only. 

Introduction 

Artificial intelligence (Al) is a subject concerned 
with the problem of how to make machines per-
form such tasks, as vision, planning and diagnosis, 
that usually need human intelligence and are gen-
erally difficult to be carried out with conventional 
computer science technology. Machine learning 
research in Al is concerned with the problem of 
how machines can acquire the knowledge that 
might enable them to perform those tasks. Along 
with the recognition of the so called knowledge 
bottleneck problem in transforming knowledge 
from human experts to knowledge-based systems, 
machine learning research has been expanding 
rapidly over recent years. Also, as learning is the 
essence of human intelligence, only when we have 
computer systems that can learn can we have real 
Al. Machine learning has been predicted to be one 
of the main research streams of Al and computer 
science for the 1990's. 

In some ways, machine learning is a rather 
broad area, with difFerent research seemingly ad-
dressed to very difFerent problems. A reasonable 

curriculum should cover the following three parts 
to give a general introduction to the state of the 
art in machine learning. Firstly, we would need to 
describe various mechanical (or interview-based), 
interactive (or semi-automatic), and automatic 
knowledge acquisition techniques for knovvledge-
based systems development. These topics are very 
popular to expert systems like courses. Secondly, 
it is necessary to address a comprehensive set of 
machine learning paradigms, such as attribute-
based induction, incremental induction, learning 
by analogy/case based reasoning, knowledge rich 
learning (such as AM and EURISKO), inductive 
logic programming, explanation-based learning, 
concept formation, statistical techniques, genetic 
algorithms, and connectionist learning. These 
paradigms have been adopted in an indepen-
dent machine learning course at a few univer
sities. Finally, we should also survey some ad-
vanced research-oriented topics such as computa-
tional learning theory (especially the PAC model) 
and knowledge discovery in databases. 

However, since the lecture notes contained 
in this document are designed for the Machine 
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Figure 1: An Expert System 

Learning module in an Al course, we will con-
centrate on the symbolic techniques (in partic-
ular rule induction techniques) used in AL We 
do not cover genetic, connectionist and statisti-
cal paradigms because (1) the tirne and size are 
restricted, and (2) when and only when learning 
about what these independent topics are will it be 
easy for the students to know how to apply them 
to machine learning. We do not cover inductive 
logic programming and learning by analogy (or 
case-based reasoning) either, because research on 
inductive logic programming is stili carried out 
in small-scaled laboratories only and learning by 
analogy is very domain dependent. 

1 Background in 
Knowledge-Based Systems 

1.1 Knowledge Acquisition in 
Knowledge-Based Systems 

Al systems are knowledge processing systems. 
Knowledge representation, inference (including 
search and control) and knowledge acquisition are 
three fundamental techniques in AL 

Figure 1 shows the system structure of an ex-
pert system, where the arrows show the predomi-
nant direction of data flow through the system. 
The system structure consists of the following 
modules: 

— an interface to facilitate human-computer 
communication, 

- a working memory/data base, \vhich stores 

file:///vhich
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fecdback 

Figure 2: The Structure of a Learning System 

the evidence and intermediate results of a 
specific problem to be solved, 

- a knowledge base, KB, acquired from a do-
main expert or a group of experts, 

- an inference engine to solve users' problems 
by applying the knowledge base, 

- an explanation/tracing engine to teli the user 
how the solution has been achieved, 

- a knowledge acquisition engine, K.A.Engine, 
to acquire and modify the knowledge in the 
knowledge base when necessary, and 

- a knowledge base management subsystem, 
KBMS, to maintain the knowledge (e.g., de-
tecting inconsistency such as repetitions, re-
dundancy and contradičtions) in the knowl-
edge base. 

From Figure 1, we can easily see one of the ma
jor differences between Al systems and conven-
tional programming (such as softvvare engineering 
and relational data base technology): Knowledge 
is clearly divided into three levels - data, knowl-
edge and knowledge manipulation - in expert sys-
tems; While in conventional computer science, we 
deal with programs and data only. 

The performance of an expert system relies 
on the knowledge embedded in the system, and 
therefore, knowledge acquisition is essential to the 
success of the system development. It has been 
identified as the knowledge bottleneck problem in 
expert systems or knowledge-based systems 1 de
velopment. Knowledge acquisition involves the 
initial acquisition of knowledge and knowledge re-
finement of the knowledge base during/after prob
lem solving. 

1Expert systems are also called knowledge-based sys-
tems since it has been recognized that those systems need 
general domain knowledge as well as expertise. 

There are three different kinds of knowledge ac-
quisition techniques: 

— mechanical (or interview-based) ones, 

— interactive (or semi-automatic) ones, and 

— automatic ones. 

Section 1.3 outlines the main differences be-
tween them. 

1.2 Components in a Learning System 

Figure 2 (adapted from [Cohen & Feigenbaum 
82]) shows the structure of a simplified learning 
system. 

In the diagram, the source information (e.g., 
relational tuples from a relational data base or 
advice from a human expert) is the input to the 
learning engine, which carries out the learning 
task and produces knovvledge (e.g., rules) for the 
knowledge base. Sometimes, the learning engine 
ušes existing knowledge in the knowledge base to 
produce new knowledge. The performance engine 
makes sure that the knowledge produced is useful. 
In the čase of an expert system, the performance 
engine is its inference engine, which makes ušes 
of the produced knowledge to solve users' prob
lems. It is also quite common that the perfor
mance engine just tests the knowledge produced 
on more data (e.g., relational tuples which have 
or have not been presented in the source infor
mation). The performance engine produces feed-
back (which can sometimes be viewed as another 
kind of input) to the learning engine, according to 
which the learning engine may decide between the 
following actions: (1) continue the learning pro-
cess, (2) ask for more information from the source 
information, and (3) stop. 
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1.3 Learning Strategies: Overview 

The source information is the most important fac-
tor affecting the design of learning systems. It de-
termines the task to be carried out in the learning 
engine. In general, different learning strategies 
have different levels of source information. 

Rote learning 

The input to the learning engine from the 
source information and the performance engine is 
exactly what is needed in the knovvledge base. Ali 
the learning engine needs to do is remember and 
organize the input in the knovvledge base. There 
are two different kinds of cases with rote learning. 
One is that the source information provides the 
exact knovvledge for the performance engine. The 
other is that the learning engine remembers each 
specific user's problem (vvhich is not mentioned in 
the diagram and is supposed to be solved by the 
performance engine) and the problem solving pro-
cess or outcome of the performance engine in the 
knovvledge base, so that the performance engine 
can take advantage of these memories to solve new 
problems when they are the same as the old ones. 

Mechanical (or intervievv-based) knovvledge ac-
quisition mentioned in Section 1.1 falls into 
this category: knovvledge engineers (the develop-
ers/programmers of expert systems) elicit knovvl
edge from experts and then store it via an editor 
(the simplest learning engine) in the knovvledge 
base. 

Learning by being told or 
Learning by advice taking 

The information provided by the source in
formation is too abstract or too general to be 
adopted in the knovvledge base directlv, and thus, 
the learning engine needs to transform the input 
into a form readily usable by the performance en
gine, and fill in the details. This transformation 
is called operationalization. For example, when 
trying to form a description for a dog, the ad
vice might be 'Don't count in cats'. The learn
ing engine in this čase needs to find some fea-
tures of a dog in the description vvhich can distin-
guish dogs from cats. To some extent, the opera
tionalization is similar to the compiling task per-
formed by high level programming compilers that 
convert unexecutable programs in high level lan-
guages into directly interpretable machine code. 

Hovvever, learning by advice taking is normally 
domain dependent and heuristic: the learning en
gine needs to have some background knovvledge in 
the knovvledge base, and the transformation pro-
cess needs to hypothesize the missing details in 
the advice. 

Interactive (or semi-automatic) knovvledge ac-
quisition mentioned in Section 1.1 normally makes 
use of both rote learning and learning by being 
told. Domain experts hold knovvledge, most of 
vvhich is readily usable by the performance en
gine, and input the knovvledge out of the direct 
dialogue vvith an intelligent editor (the learning 
engine). What the editor needs to do is trans
form the experts' input into the knovvledge base 
and check inconsistencies. 

Learning from examples 

The input to the learning engine is too spe
cific and too detailed cases, e.g., medical cases. 
The learning engine is to generate general rules 
vvhich are applicable to these cases and other un-
seen ones as well. For example, the rules can be 
the relationships betvveen medical symptoms and 
certain diseases. 

Learning from examples is the most attractive 
area in machine learning research and the main 
theme of our lectures. It has been seen as not only 
a feasible way but also the only way of avoiding 
the knovvledge bottleneck problem in transform-
ing knovvledge from human experts to knovvledge-
based systems. While it is often difficult for an 
expert to articulate his expertise explicitly and 
clearly, it is usually relatively easy to document 
čase studies of his skill at work. 

According to the format of the examples and 
vvhether the knovvledge base has already possessed 
relevant domain knovvledge, learning from exam-
ples can be further divided into many learning 
paradigms: attribute based learning, incremen-
tal induction, concept formation (or unsupervised 
learning), inductive logic programming, explana-
tion based learning, and so on. 

Learning by analogy 

Given as input a collection of past cases, vvhich 
are relevant to the new problem to be solved by 
the performance engine, and the past experiences 
of solving these past cases, the learning engine 
is supposed to find out the hypotheses and/or 
strategies for the new problem. 
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Learning by analogy is one of the most effi-
cient learning strategies used in human problem 
solving. It, with the name of case-based reason
ing, has been viewed as one of the most popu-
lar research topics in expert systems. However, 
case-based reasoning needs effective support of 
domain knowledge to judge the similarity between 
old cases and the new problem and to adjust old 
experiences to it. We will not cover this topic in 
our lectures. 

2 Attribute-Based Induction 

2.1 The Paradigm 

Existing work on machine learning has concen-
trated in the main on inducing rules from un-
ordered sets of examples, especially attribute-
based induction, an inductive formalism where ex-
amples are described in terms of a fbced collection 
of attributes. The learning systems in commercial 
use today are almost exclusively inductive ones. 

Attribute based paradigm can be briefly de
scribed as follows. Given a discrete finite at
tribute space of o dimensions, E = D\ x ... X Da, 
where each D j (j = 1,..., a) is a finite set of sym-
bolic values or a numerical interval, an example, 
or a čase, e=(Vi,..., Va) is an element of #means 
Vj (ž D j . A positive example is such an example 
that belongs to a known class which, say, has a 
specific name in E. Ali the other examples which 
do not belong to the known class can be called 
negative examples (NE) at the moment we are 
considering the known class. The induction task 
is to generate a description, say production rules 
or a decision tree, that covers ali of the positive 
examples (PE) against2 NE or classifies them cor-
rectly. 

2.2 Decis ion Trees and I D 3 

2.2.1 Developer and Background 

ID3 [Quinlan 79] is the best known learning algo-
rithm to date. It was developed by Quinlan out 
of the Concept Learning System (CLS) by Hunt 
[Hunt et al. 66]. 

CLS is a learning mechanism which accepts a 
set of training examples and constructs a repre-

2'against' is used to mean that the description should 
cover none of the negative examples. 

sentation in the form of a decision tree, which is 
equivalent to a disjunctive rule. The decision tree 
is structured so that each leaf node has a target 
output associated with it. An arbitrary input is 
processed by simply applying the tree to the in
put (i.e. propagating the input down through the 
tree). This produces a leaf node which in turn 
yields the target output. 

Main steps in the CLS algorithm can be de
scribed as follows. 

SI : T <- the whole t r a i n i n g s e t . 
Create a T node. 

S2: If a l i examples in T are p o s i t i v e , 
c rea te a ' y e s ' node with T as i t s 
parent and s top . 

S3: If a l i examples in T are nega t ive , 
c rea te a ' no ' node with T as i t s 
parent and s top . 

S4: Select an a t t r i b u t e X with values 
VI, . . . . VN and p a r t i t i o n T in to 
subsets TI, . . . , TN according to 
t h e i r values on X. 
Create N Ti nodes ( i = l , . . . , N ) with 
T as t h e i r parent and X=Vi as the 
labe l of the branch from T to T i . 

S5: For each Ti do: T <- Ti and goto S2. 

2.2.2 Algori thm Description 

Quinlan modified the CLS algorithm in two ways. 
First, he added a process known as windowing. 

This was designed to enable the algorithm to čope 
with very large training sets. 

If the training set is very large then, rather than 
process the entire set in one, it may be more effi-
cient to process a small sample first. If the sample 
is a representative of the complete set, the deci
sion tree produced will be similar to the one which 
we would get by processing the entire training set. 
Once we have produced a tentative tree we can 
then gradually perfect it. To do this we simply 
search through the training set looking for any 
(input, output) pairs which are not properly rep-
resented and each time we find such an exception 
we modify the tree appropriately. Hovvever, win-
dowing does not feature very strongly in recent 
work. 

Second, and more importantly, Quinlan devised 
an information theoretic heuristic (the entropy 
measure) which decided how to split the inputs 
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at each stage of the tree growing process thus en-
abling smaller and therefore more efficient deci
sion trees to be constructed. 

ID3 works as follovvs. 
Suppose T = PE U NE where PE is the set of 

positive examples and NE is the set of negative 
examples, p =\PE\ and n =\NE |. An example e 
will be determined to belong to PE with probabil-
ity p/(p + n) and NE with probability n/(p + n). 
By employing the information theoretic heuristic, 
a decision tree is considered as a source of mes-
sage, "PE" or "NE", with the expected informa
tion needed to generate this message, given by 

lip n) = i P+ n P+n P+n P+» y r 

v ' 1 0 otherwise. 
(1) 

If attribute X with value domain {^i,..., v^} is 
used for the root of the decision tree, it will par-
tition T into {Ti, ...,T/v} where T,- contains those 
examples in T that have value v,- of X. Let T{ 
contain p,- examples of PE and n; of NE. The ex-
pected information required for the subtree for T,-
is /(pi, ni). The expected information required for 
the tree with X as root, EI(X), is then obtained 
as weighted average. 

EI(X) = f:^±^I(pi,ni) (2) 

where the weight for the t-th branch is the propor-
tion of the examples in T that belong to T,-. The 
information gained by branching on X, G(X), is 
therefore 

G(X) = I(p,n)-EI(X). (3) 

ID3 examines ali candidate attributes, chooses 
X to maximize G(X), constructs the tree, 
and then ušes the same process recursively 
to construct decision trees for residual subsets 
TU...,TN. For each T{ (i = 1,...,N): if ali the 
examples in T,- are positive, create a 'yes' node 
and halt; if ali the examples in T,- are negative, 
create a 'no' node and halt; otherwise select an-
other attribute in the same way as above. 

2.2.3 An Example 

Example 1. The decision tree generated by ID3 
for the example set in Table 1 is shown in Figure 
3. 

As an exercise, the reader is advised to work 
out the tree by following the algorithm described 
in Section 2.2.2. 

2.2.4 Advantages and Disadvantages 

One of the great advantages of the ID3 method is 
the fact that it does not require users to specify 
background knowledge in the form of, say, gener-
alization hierarchies. This means that ID3 can be 
applied to any syntactically well-formed training 
set. This, together with the high performance of 
the algorithm, has enabled ID3 to form the cen
tral component in several commercial packages. 

However, ID3 also has some limitations: 
First, its decision tree representation is less 

convenient for manipulations than the variable-
valued logic (see Section 2.4) and production rules 
when a single decision tree is not sufficient to rep-
resent ali the expertise of a domain. In this čase, 
a number of decision trees of the domain need to 
be converted into decision rules before they can 
be used by a rule-based system. Although the 
conversion of decision trees to rules is not very 
difficult if we do not try to simplify the rules pro-
duced (see Section 2.3.5), the rules transformed 
from decision trees are stili too simple to express 
things like memberships. Of course, for those do-
mains where a decision tree is sufficient to express 
the expertise, we can use the decision tree directly 
by designing a non-rule-based problem solver. 

Second, once an attribute is selected, ali arcs 
labeled by values that attribute takes must be ex-
panded. This can make resulting paths longer 
than those actually needed because, by the tirne 
specific concepts (leaves on the decision tree) are 
developed, irrelevant variables may have been in-
troduced. 

Third, the number of branches (paths) might 
stili be large since at each are, only one value can 
be labeled. 

Finally, although the information theoretic 
heuristic can usually generate efficient decision 
trees, ID3 is stili heuristic, which means it is not 
guaranteed to find the simplest decision tree that 
characterizes the given training instances because 
the information theoretic heuristic is by no means 
complete, and suffers from excessive complexity 
[Utgoff 89] and is therefore usually incomprehen-
sible to experts since it needs to examine ali can
didate attributes to choose one at each non-leaf 
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Table 1: Cases of Play and Don't Play (adapted from [Quinlan 88b]) 

ORDER 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 

OUTLOOK 
rain 
rain 

overcast 
overcast 

rain 
overcast 

sunny 
sunny 
sunny 
rain 
rain 

sunny 
sunny 
rain 

TEMPERATURE 
hot 
cool 
mild 
mild 
hot 
cool 
hot 
mild 
mild 
cool 
hot 
hot 
cool 
mild 

HUMIDITY 
high 

normal 
high 

normal 
high 

normal 
normal 

high 
normal 
normal 

high 
high 

normal 
normal 

WINDY 
true 
true 
true 
false 
false 
true 
true 
true 
false 
false 
false 
false 
false 
true 

D E C I S I O N 
Don't Play 
Don't Play 

Play 
Play 
Play 
Play 

Don't Play 
Don't Play 

Play 
Play 
Play 

Don't Play 
Don't Play 
Don't Play 

sistent rules to correctly classify aH known exam-
ples. 

2.3.2 Incremental Learning 

There are several common problems in ali kinds 
of inductive learning algorithms: 

1. First, when an example set is very large, how 
can they speed up their learning processes? 

2. Second, when an example set is not a static 
repository of data, e.g. examples may be 
added, deleted, or changed, the induction on 
the example set cannot be a one-time pro-
cess, so how can induction algorithms deal 
with the changing examples? 

3. Finally, when some inconsistency (e.g. noise) 
is found in an example set or a knowledge 
base just produced, how can they remove it? 

One possible way to solve those problems is in
cremental learning, which means dividing a large 
example set into a number of subsets and treat-
ing each subset each tirne. Although no existing 
algorithm has found a complete solution to those 
problems, a lot of work has been done in this di-
rection. For instance, ID4 [Schlimmer et al. 86], 
ID5R [Utgoff 89] and the windowing technique in 
ID3 can be viewed as good examples of research 
on incremental learning. 

Generally speaking, incremental induction usu-
ally takes more tirne because it needs to restruc-
ture decision trees or rules when some new exam-
ples do not fit the decision trees or rules developed 

node. 

2.3 Recent Deve lopment of ID3 

The original ID3 algorithm has been extended in 
several ways to improve its various capacities such 
as noise handling and incremental induction in its 
successors such as ID5R and C4. This section 
gives an account of these development s. 

2.3.1 Noise Handling 

ID3 can be easily adapted to handle noise by 
virtue of its top-down approach to decision tree 
construction. During induction, ali possible at-
tribute tests are considered when growing a leaf 
in a decision tree and the entropy measure is used 
to choose one to plače at each node. In noisy envi-
ronments, we can halt tree growth when no more 
significant information gain can be found. ID3's 
capacity to handle noisy data has been studied in 
[Quinlan 86] and [Quinlan et al. 87]. Noise han
dling in decision tree method based induction al
gorithms has been studied independently as a sta-
tistical technique [Breiman et al. 84] and shows a 
convergence between machine learning research in 
Al and statistics [Gams et al. 91]. 

However, the results produced by noise-tolerant 
algorithms are usually not completely consistent 
with the given training examples, which means 
those algorithms cannot guarantee to generate ex-
act rules or decision trees in noise-free problems. 
This is not acceptable in cases where we need con-
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OUTLOOK 

TEMPERATURE 

Don't PlayDon't Play HUMIDITY Don't Play Play 

Don't Play 

Figure 3: A Decision Tree (by ID3) for Table 1 

so far. This is a common trade-off between tirne 
and space in Computer Science. 

2.3.3 Constructive Learning 

None of ID3-like algorithms need explicit, built-
in background knowledge. That is why they 
are sometimes called empirical learning methods, 
which are different in nature from the knowledge-
rich learning methods, such as AM [Lenat 79] 
and EURISKO [Lenat 83] developed by Lenat, 
learning by analogy (or case-based reasoning), 
explanation-based learning and inductive logic 
programming (see Section 4). 

However, there is always implicit background 
knowledge embedded in the formulation of solu
tion spaces and in the representation of examples. 
When a solution space turns out to be inadequate, 
which we often call the imperfect-knowledge prob
lem, representation modification is needed and 
the modification process typically involves search-
ing for useful new descriptive features (construc
tive induction) in terms of existing features or at-

tributes. 
Constructive learning has become a strong 

theme in inductive learning research. One of 
the difficulties in constructive learning is that the 
complexity in some cases (such as iterative feature 
construction) is extreme but there are situations 
in which it is a necessary part of learning. 

2.3.4 Decision Tree Pruning 

The basic ID3 algorithm tends to construct exact 
decision trees. However, in many real-world prob-
lems such as medical diagnosis and image recog-
nition, the classification cannot be exact due to 
noise and/or uncertainty in data. As a result, a 
constructed tree by ID3 may not be able to cap-
ture the proper relations in data. Decision tree 
pruning mechanisms have been designed in many 
systems such as ASSISTANT [Cestnik et al. 87] 
and C4 [Quinlan et al. 87] to prevent this phe-
nomenon. Once a non-leaf subtree meets a spe-
cific criterion (e.g. with an equal or smaller num-
ber of misclassifications), it is replaced by a leaf. 
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Pruning can usually simplify decision trees. 
The simplified trees can sometimes classify more 
accurately unseen cases in noisy environments. 
However, pruning decision trees is something very 
similar to noise handling mentioned in Section 
2.3.1. It can simplify decision trees in noisy en
vironments, but not improve the induction algo-
rithms used to construct the trees. Also, we do 
not expect it to work properly in noise-free envi
ronments. 

2.3.5 Decompiling Decision Trees into 
Production Rules 

Decompiling decision trees has been implemented 
in C4 [Quinlan et al. 87] and C4.5 [Quinlan 92]. 
It contains three basic steps: 

1. Traverse a decision tree to obtain a number of 
conjunctive rules. Each path from the root to 
a leaf in the tree corresponds to a conjunctive 
rule with the leaf as its conclusion. 

2. Check each condition in each conjunctive rule 
to see if it can be dropped without more mis-
classification than expected on the original 
training examples or new test examples. 

3. If some conjunctive rules are the same after 
Step 2, then keep only one of them. 

Transformation of decision trees to production 
rules provides a way of combining different trees 
into the same knowledge base for more compli-
cated domain. The final production rules pro-
duced are sometimes both simpler than the origi
nal decision trees and more accurate when classi-
fying new examples in noisy environments. 

However, dropping conditions from the 
decision-tree-traversal rules in Step 2 is something 
like a new induction algorithm which can work on 
the original example sets but in a way totally dif
ferent from the ID3-like algorithms. Therefore, 
the tirne complexity for the transformation is ex-
pensive. We can also easily find some example 
sets where no conditions can be dropped from the 
decision-tree-traversal rules. In those cases, Step 
2 is redundant. 

2.3.6 Binarization of Decision Trees 

Binarization in CART [Breiman et al. 84], AS-
SISTANT [Cestnik et al. 87] and NewID 

[Boswell 90] groups the attribute values into two 
subsets. It can usually produce smaller decision 
trees. 

However, as indicated.in [Quinlan 88b], there 
are two major problems in those systems. Firstly, 
binarization could lead to decision trees that are 
even more unintelligible to human experts than 
the ordinary čase due to unrelated attribute val
ues being grouped together and multiple tests on 
the same attributes in the binary decision trees. 
Secondly, binarization requires a large increase in 
computation to properly split the attribute val
ues. 

2.3.7 A New Selection Cri ter ion for 
Decision Tree Const ruct ion 

As ID3 has been found to operate unsatisfactorily 
when there are attributes with varying numbers 
of discrete possible values, [Quinlan 88b] proposes 
a new heuristic, called the gain ratio criterion, in-
stead of the entropy measure, G(X) (see Section 
2.2), adopted in ID3 for selecting tests in deci
sion tree generation. In the gain ratio criterion, 
G(X)/IV(X) is used to replace G(X) where 

mi) = E^% 2 (^) (4) 
•r^ p+ n p+ n 

and N,p,n are as mentioned in Section 2.2.2. 
When IV(X) is not zero, [Quinlan 88b] sug-
gests that "from among those attributes with an 
average-or-better gain, select the attribute that 
maximizes the above ration". 

Here again, in some cases as shown in 
[Quinlan 88b], the new gain ratio criterion can 
outperform the entropy measure. IIowever, in 
many other cases, even when there are attributes 
with varving numbers of discrete possible values, 
the new criterion cannot improve the decision 
trees produced by ID3 at ali. 

2.3.8 S t ructured Induct ion 

ID3's simplicity is largely attributable to the fol-
lowing two restrictions placed on its application 
domains [Quinlan 88a]: 

— The induction is a kind of classification, i.e., 
the knowledge we are trying to capture is 
that of assigning a čase to one of a set of 
mutually exclusive classes. 
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— Each čase is described in terms of a fixed col-
lection of properties or attributes. An at-
tribute may have a small set of discrete pos-
sible values or might be a real-valued numer-
ical variable. 

These limitations of ID3 exist also in the exten-
sion matrix approach based familv of algorithms 
in Section 2.4 for complex applications. 

Although induction offers a considerable short 
cut in comparison to those methods of rule gen-
eration such as explanation-based learning and 
inductive logic programming which couple both 
deduction and induction, decision tree method 
based algorithms provide large decision trees that 
are opaque to the user in large problem domains. 
Shapiro [1987] has developed the technique of 
structured induction. The basic idea is to split the 
whole complex problem which might be very large 
in size into a number of subproblems by using do-
main knowledge and apply the ID3 algorithm to 
each of the subproblems. 

The structured induction technique can also be 
coupled with the extension matrix approach based 
family of algorithms in Section 2.4. 

2.3.9 Conclusions 

In addition to the development mentioned above, 
other features such as handling real-valued at
tributes have also been studied. However, as we 
have analyzed above, although each of them is 
useful in some specific cases, none of the exten-
sions have generally improved ID3 in noiseless en-
vironments. The core of the decision tree method 
based family of algorithms is stili the entropy 
measure to select an attribute by examining ali 
candidate attributes during the splitting of ex-
amples. 

2.4 Variable-Valued Logic and HCV 

2.4.1 The Extension Matrix Approach 

The new family of inductive algorithms based on 
the extension matrix approach was first developed 
in the University of Illinois by Hong et al. [Hong 
85, Hong et al. 87] and then redesigned by the 
author [Wu 93]. In contrast to the decision tree 
method in ID3-like algorithms, the algorithms of 
the extension matrix approach based family take 

a new kind of matrix, called an eztension matriz, 
as their mathematical basis. 

Terminologv and notation 

Let a be the number of attributes {Xx,...,Xa} 
in an example space, n be \NE\ = | {ef, ...,e~} | 
where ef (i = l , . . . ,n) is the i-th negative ex-
ample and p be |P_E| = | {e+,...,e+} | where ef 
(i = 1, ...,p) is the i-th positive example. Let NE 
be expressed by 

NEM = {ef,...,ef}T = (rij)n,a (5) 

with the i-th negative example ef{i = l,...,n) 
being expressed on the i-th row of matrix NEM 
and NEM(i,j) = r,-j indicating the value of ef on 
attribute Xj is rij. 

Definition 2.1. Let the k-th (k = 1, ...,p) pos
itive example be expressed as e£ = (v* ,...,v+k), 
the matrix below is the eztension matriz of e£ 
against NE 

EMk = (rijk)n*a (6) 

where 

_ j * when vjk = NE Mi j 
Ti]k ~ \ NEMij when vfk ? NEM{j 

and '*' denotes a dead element which cannot be 
used to distinguish the positive example from neg
ative examples. 

Definition 2.2. In an EMk, a set of n non-
dead elements r,-̂  (i = l, . . . ,n, ji € {!,...,a}) 
that come from the n different i rovvs is called a 
path in the extension matrix. 

A path {fij1,...,rnjn} in an EMk corresponds 
to a conjunctive formula 

which covers e^ against NE and vice versa. 
Each [Xj{ ^ rtj;] here is a selector in variable-

valued logic 3 . If rtJi. appears on m (m 6 

The variable-valued logic developed by Michalski 
[Michalski 75] is a calculus for representing decision prob-
lems where decision variables can take on some range of 
values. Its principal svntactic entitv is a selector with the 
general form 

[X#K\ (8) 
where X is a variable or attribute, # is a relational oper
ator (such as =, T ,̂ <, >, <, and >) , and R, called a refer-
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{0,..., n}) rows in the same column ji of an EMk, 
we say it or [Xj{ ^ r,j;] covers m rows of the EMk. 

Definition 2.3. Matrix EMD = (r,-j)n*a with 

f » 'f 3*1 6 {•! <k) : 

1 vk =lEMik {'<})= NEM(i'J) otherwise 

(9) 

is called the disjunction matrix of the positive ex-
ample set {ef ,...,efk} against NE or the disjunc
tion matrix of EM{X, ...,EMik. 

Definition 2.4. In the EMD of a positive 
example set {ef ,...,efk} against NE, a set of n 
nondead elements r ^ (i = l,...,n,ji G {l,...,a}) 
that come from the n different i rows is also called 
a path. 

A path {i'ij1,...,rnjn} in the EMD of 
{ef,...,ef} against NE corresponds to a con
junctive formula or cover 

L=hxii±r*\ (io) 
« ' = 1 

which covers ali of {ef ,...,ef} against NE and 
vice versa. 

If there is no path which covers ali the n rows 
in EMD, there is no common path and therefore 
no conjunctive formula cover in ali the extension 
matrixes EM^, ...,EMjk. 

Definition 2.5. If there exists at least one 
path in the EMD of a positive example set 
{e+,...,e*} against NE, ali the positive exam-
ples in the set intersect and the positive example 
set is called an intersecting group. 

For a given set of examples, if PE and NE are 
persistent, which means they contain no common 
examples, there always exists at least one con
junctive formula cover for each intersecting ex-
ample group against NE. 

Optimization problems 

There are two striking optimization problems in 
the extension matrix approach: 

- The minimum formula (MFL) problem: Gen-
erating a conjunctive formula that covers a 
positive example or an intersecting group of 
positive examples against NE and has the 

ence, is a list of one or more values that X could take on. 
A well-formed rule in the logic is similar to a production 
rule but with selectors as the basic components of both its 
left-hand and right-hand sides. 

minimum number of different conjunctive se
lectors. 

- The minimum cover (MCV) problem: Seek-
ing a cover which covers ali positive examples 
in PE against NE and has the minimum num
ber of conjunctive formulae with each con
junctive formula being as short as possible. 

Since the extension matrix EM^ of each pos
itive example ef against NE contains ali such 
paths that each correspond to a conjunctive for
mula of ef against NE and an optimal cover of 
PE against NE is such a minimum set of formu
lae that is a logical combination of ali the formu
lae from every EM^ (k = 1, ...,p), both MFL and 
MCV problems have been proved to be NP-hard 
[Hong 85]. 

Heuristic strategies in A E l [Hong 85] 

As the nature of the MFL and MCV problems 
is NP-hard, when an example set or an attribute 
space is large the induction process based on the 
complete algorithms will become computationally 
intractable. Two strategies are adopted in AEl 
to find approximate rather than optimal solutions 
for both MFL and MCV problems [Hong 85]: 

1. Starting search from the columns with the 
most nondead elements, and 

2. Simplifying redundance by deductive infer-
ence rules in mathematical logic. 

There are two problems in AEl. First, its 
first strategy can easily lose optimal solutions in 
some cases. Taking the simple extension matrix 
below as an example, the first heuristic strat-
egy in AEl cannot produce the optimal formula 
( [Xx ž 1] A [X3 ^ 1] ) since it will choose the 
selector [X2 ^ 0] at first. Second, simplifying 
redundance for MFL and MCV problems is NP-
hard. No heuristic strategy for this process has 
been reported. 

/ 1 * * \ 
* 0 1 
1 0 * 
* 0 1 
1 0 * 

\ * * 1 / 
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Advantages and disadvantages 

Time complexity and description compactness 4 

are two important criteria for aH induction algo-
rithms. In the extension matrix approach, there 
are two extreme strategies, each of which places 
special emphasis on only one of the two criteria. 
The first is finding aH possible formulae from each 
positive example's extension matrix first and then 
taking an exhaustive search among ali the formu
lae to find the shortest combination which covers 
ali the positive examples. This strategy can give 
the shortest description in the form of variable-
valued logic but works in exponential tirne. The 
second is simply separating one positive exam-
ple from NE by "memorizing" the positive exam-
ple or ali positive examples in PE from NE by 
"memorizing" each of the positive examples into 
a Boolean OR formula. This trivial heuristic can 
work quickly but generates an extremely large de
scription. An OR formula of this kind cannot be 
used directly to classify new examples vvhich have 

. not been presented in the training example set 
while simplifying it into the shortest form also 
needs NP-hard tirne. Therefore, a good learning 
algorithm should be able to either avoid the NP-
hard time or produce a briefer description which 
is at least able to correctly classify the PE and NE 
in a given training example set. We will show be-
low that the HCV algorithm has made progress on 
both the time and the description compactness. 

2.4.2 The HFL Algorithm 

The HFL algorithm is designed to find a heuristic 
conjunctive formula which corresponds to a path 
in an extension matrix or a disjunction matrix 
when there is at least one path in the disjunction 
matrix. As a disjunction matrix can be processed 
in the same way as an extension matrix to find 
its conjunctive formulae, we will only refer to the 
extension matrixes below. 

Four strategies in HFL 

Four strategies are adopted in the HFL algorithm: 

The fast strategy 

*The measures for description compactness adopted in 
this document are (1) the number of conjunctive formulae 
or rules, and (2) the number of ali conjuncts or selectors 
in ali the conjunctive rules. 

In an extension matrix EMk = (i'ij)n*a, if there 
is no dead element in a (say j) column, then [Xj ^ 
TJ\ where TJ = V ^ r j j is chosen as the one selector 
cover for EMk. 

For example, selector [X$ ^ {normal,dry — 
peep}] below can cover aH the ftve rows in the 
extension matrix. 

( absent slight strip * normal \ 
* * hole fast drij — peep 

low slight strip * normal 
absent slight spot fast dry — peep 

^ low medium * fast normal j 

The precedence s t ra tegy 

When a rij in column j is the only nondead 
element of a row i in an extension matrix EMk = 
(i~ij)n*a, the selector [Xj ^ rj] vvhere TJ = Vf^r-jj 
is called an inevitable selector and thus is chosen 
with top precedence. 

For example, [Xi ^ 1] and [X^ ^ 1} are two 
inevitable selectors in the extension matrix below 
which we have mentioned in Section 2.4.1. 

/ 1 * * \ 
* 0 1 
1 0 * 
* 0 1 
1 0 * 

V * * i / 

The elimination s t ra tegy 

When each appearance of some nondead ele
ment in the ji-th column of some row is always 
coupled with another nondead element in the jV 
th column of the same rov/ in an extension matrix 
EMk = (rij)n*a, [XJ! / r-jj where r,-, = V^r,-^ 
is called an eliminable selector and thus elimi-
nated by selector [Xj2 ^ rj2] where r-j2 = Vf=1rij2. 

For example, attribute Xi can be eliminated by 
attribute ^ 3 below. 

/ 1 * * \ 
* 0 1 
1 0 1 
* 0 1 
1 0 1 

\ * * 1 / 

The least-frequency s t ra tegy 
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When ali inevitable selectors have been chosen 
and ali eliminable selectors have been excluded 
but ali the selectors chosen have not yet covered 
ali the rows in an extension matrix, exclude a 
least-frequency selector which has least nondead 
elements in its corresponding column in the ex-
tension matrix. 

For example, attribute X\ in the following ex-
tension matrix can be eliminated and there stili 
exists a path. 

/ 1 * 1 \ 
* 0 1 
1 0 * 
* 0 1 
1 0 * 

\ * 0 1 / 

Ali of the fast, precedence and elimination 
strategies are complete, which means if there ex-
ists one or more shortest conjunctive formulae in 
an extension matrix, they will not lose it. 

Although the column with least nondead el
ements is not necessarily removed from ali the 
optimal paths, the removal looks reasonable as 
choosing a column with fewer nondead elements 
means more columns thus more selectors may be 
involved in connecting a path. So the fourth strat-
egy is a sensible heuristic. However, it is stili 
heuristic. Firstly, this strategy is sensitive to the 
order of attributes in given examples. \Vhen we 
have two attributes with the same least nondead 
elements at some stage, different implementations 
of this strategy could produce different results. 
However, the order of attributes also matters in 
the ID3 algorithm. Secondly, removing the least-
frequency selector could also lose optimal paths. 
These two problems also apply in a similar way 
to the first strategy of AE1 described in Section 
2.4.1. However, as compared to AE1, we have 
adopted three complete strategies in HFL. 

In the čase of the extension matrix EMk of a 
positive example ef = (u^., ...,*)+,) against NE, 
a selector [Xj ^ rj] is equivalent to [Xj = vf] 
with existing examples in a given example set. 
Meanwhile, in the čase of the disjunction matrix 
EMD of an intersecting group of positive exam-
ples e^,. . . ,e* against NE, a selector [Xj ^ Tj] is 
equivalent to [Xj G v£2=1i;^' ] in the context of 

existing examples. When Xj is a numerical at
tribute, v | 2 = 1v+ can be further grouped into a 

number of intervals none of which will contain any 
NEMij (*= l , . . . ,n) . 

2.4.3 The H C V Algori thm 

Algorithm description 

The basic idea for the HCV algorithm is to par-
tition PE of a speciflc class into p' (p' < p) inter
secting groups first; call the heuristic Algorithm 
HFL to find a Hfl for each intersecting group; 
then give the covering formula by logically ORing 
aH the HfVs finally. 

The GEM algorithm is designed to generate the 
disjunction matrix EMD of ef, ...,ef against NE 
from EMi1,...,EMik according to Definition 2.3. 
When there exists a dead element on the ( i , j )-
position of any of EMil,...,EMik, EMD(i,j) -
*. Otherwise, EMD(i,j) = NEM(i,j) = EMik2 
(k2e{l,...,k}). 

Procedure GEMCJEMij,. . . , EMifc}; EMD) 
in teger n, a, k 
matrix EM t l(n,a), . . . . EM;fc(n,a), 

EMD(n.a) 
for j i= l to n do 

for j 2 = l to a do 
if 3k2G{l, . . . . k} : EM^Cji, j 2 )=* 
then EM(J!, j 2 )< -* 
e l se EM(ji, j2)<-EMil ( j i , j 2 ) 

next j 2 

next j i 
ReturniEM) 

Algorithm IDEN below is designed to test 
whether there is a path in a disjunction matrix 
EMD with the result being returned by logical 
variable Flag. It tests each row of EMD to ascer-
tain vvhether there is at least one nondead element 
on the row. If each row has at least one nondead 
element, then there exists at least one path in 
EMD and thus Flag is assigned to 'T' . 

Procedure IDEN(EMD; Flag) 
in teger n, a 
matrix EMD(n, a) 
l og ica l Flag 
i < - l , Flag2<- 'F ' 
while i < n & Flag2='F' do 

{ j « - l , Flag3^- 'F ' 
while j < a & Flag3='F' do 

if EMD(i, j ) ^ * then F l a g 3 ^ ' T ' 
e l se j« - j+ l 

file:///Vhen
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if Flag3<- 'F ' then Flag2<-'T' 
e l se i<—i+1 

} 
if Flag2='F' then F l a g ^ ' T ' 

e l se Flag<- 'F ' 
Return(Flag) 

Based on the GEM and IDEN algorithms above 
and the HFL algorithm outline in Section 2.4.2, 
the HCV algorithm is designed as follows where 
GEM and IDEN are used to partition PE into in-
tersecting groups and HFL is used to find a con
junctive formula for each intersecting group. 

Procedure HCV(EMi, • . . , EMP; Hcv) 
in teger n, a, p 
matrix EM!(n,a), .... EMp(n,a), D(p) 

set Hcv 

SI: D«-0 

/ * D(j)=l (j=l, ..., p) iadicates that EMj 
has been put into an intersecting group. */ 

Hcv<— <j> /* initialisation */ 
S2: for i= l to p do 

if D(i)=0 then 
{ EM<-EM,-
for j= i+ l to p do 

if D(j)=0 then 
{ c a l l GEM({EM, EMj}; EM2) 

c a l l IDENCEM2; Flag) 
if Flag="T then 

{ EM<-EM2, D(j)«-1 } 

} 
next j 
c a l l HFL(EM; Hfl) 
Hcv <-HcvVHfl 

} 
next i 

ReturniRcv) 

The tirne complexity for Algorithm HCV is 
0(pna3 + p2na) [Wu 93]. 

Algorithm HCV is a bidirectional algorithm. It 
first groups the positive example set in a top-
down way and then calls algorithm HFL, which 
works in a bottom-up way. Its time is low-order 
polynomial as opposed to exponential in the first 
strategy mentioned in the "advantages and dis
advantages" subsection of Section 2.4.1. Both 
Algorithm HFL and Algorithm HCV can always 
produce shorter formulae than the trivial strategy 
(the second strategy) also mentioned in the "ad
vantages and disadvantages" subsection of Sec

tion 2.4.1, so long as the shorter formulae exist. 
If there exists at least one conjunctive cover in a 
given training example set, the formula produced 
by HCV must be a conjunctive one. 

However, the intersecting groups partitioned by 
HCV and therefore the results returned by the 
HFL algorithm on each intersecting group or par
tition are sensitive to the order of examples in 
a given example set. For a given partition, the 
order of positive examples does not affect their 
disjunction matrix and therefore does not change 
the result of HFL. 

An example run of H C V 

Example 2. Considering PE (of Play) and NE 
(of Don't Play) in Table 1 (in Section 2.2), let us 
observe the results generated by the HCV algo
rithm. 

For the given example set, 
NE - { e ^ e ^ e f ^ e ^ e j ^ e ^ } , PE = { e j , 
e 4 ' e 5 ) e 6 ' e 9 i e10' e l l ) a n < l 

NEM = 

( rain 
rain 

sunny 
sunny 
sunny 
sunny 

i rain 

hot 
cool 
hot 

mild 
hot 
cool 
mild 

high 
normal 
normal 

high 
high 

normal 
normal 

true \ 
trne 
true 
true 
false 
false 
true , 

The first intersecting group found in Step S2 
by starting with the first positive example (e^) 
and calling the GEM and IDEN algorithms is 
{e^e^eg"} and the disjunction matrix EMD\ 
against NE is 

EMDr = 

1 rain 
rain 

sunny 
sunmj 
sunny 
sunny 

i rain 

hot 
* 

hot 
* 

hot 
* 
* 

* 
* 
* 
* 
* 
* 
* 

* ^ 
* 
* 
* 
* 
* 
* 

Calling HFL, [OUTLOOK ± {rain,sunny}) 
which is equivalent to [OUTLOOK = overcast] 
is chosen by the fast strategy and the first Hfl is 
thus 

[OUTLOOK = overcast]. 

The second intersecting group found in Step 
S2 by starting with the third positive example 
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* 
* 

sunny 
sunny 
sunny 
sunny 

* 

* 
* 
* 

mild 
* 
* 

mild 

* 
* 
* 
* 
* 
* 
* 

true ^ 
true 
true 
true 

* 
* 

true j 

(ef) and calling the GEM and IDEN algorithms is 
{cs"»eio>en} a n d t n e disjunction matrix EMDi 
is 

/ 

EMD2 = 

V 
Running HFL, [WINDY ^ true] and 

[OUTLOOK ^ sunny] which are equivalent to 
[WINDY = false] and [OUTLOOK = rain] 
respectively are both chosen as inevitable selec-
tors and they cover ali of the five rows in EMD2. 
Therefore, the second H fl is 

[WINDY = false} A [OUTLOOK = rain]. 

The third intersecting group is {eg"} and the 
disjunction matrix EMD3 is 

^ rain hot high true ^ 
rain cool * true 

EMD3 = 
* 

* 

rain 

hot 
* 

hot 
cool 

* 

high 
high 

* 

true 
true 

* 

* 

true 

Running HFL, [TEMPERATURE ^ 
{hot, cool}] is first chosen as an inevitable se-
lector and it covers rows 1, 2, 3, 5 and 6, at-
tributes OUTLOOK and HUMLDITY are then 
excluded by attribute WINDY and [WINDY ^ 
true} is nnally chosen as an inevitable selec-
tor on the fourth row after OUTLOOK and 
HUMIDITY have been crossed out. The equiv-
alent Hfl for this intersecting group is 

[TEMPERATURE = mild] A [WINDY = false]. 

Therefore, 

Hcv = [OUTLOOK = overcast] V 

[WINDY = false] A [OUTLOOK = rain] V 

[TEMPERATURE = mild] A [WINDY = false] 

whose equivalent rule in variable-valued logic is: 

[ OUTLOOK=overcast ] 

V 

[ WINDY=false ] 

[ OUTLOOK=rain J 

V 

[ TEMPERATURE=mild] 

[ WINDY=false ] 

[ DECISION=Play J . 

Meanwhile, the decision tree generated by ID3 
and its equivalent rules are given in Section 2.2. 

2.5 A Comparison with ID3 and HCV 

One difference between HCV and ID3 is that 
the HCV algorithm only produces rules for posi
tive examples while ID3 generates decision trees 
to classify both positive and negative examples. 
However, this is not an advantage of ID3 over 
HCV. For instance, if ali the examples in an exam-
ple set are people from different countries in the 
world, when we are told that some of them are 
British and the task is to find characteristics of 
British, we will only be interested in the descrip
tion produced for British because ali other exam-
ples which cannot be satisfied by the description 
will automatically belong to other countries. Al-
though the ID3 algorithm will automatically pro-
duce a description for negative examples at the 
same time as it produces the description for pos
itive examples, we do not think that is useful in 
many cases. A description for negative examples 
belonging to ali other countries except Britain will 
not help anything because (1) it can be inferred 
from the description for positive examples, and 
(2) if we want to know which specific country 
a negative example belongs to, we need to run 
ID3 once again. The HCV (Version 1.0) program 
[Wu 92] implemented by the author has already 
been able to produce rules to classify more than 
two classes of examples. The entropy measure in 
ID3 can also be easily extended to chunk.exam-
ples into more than two classes. 

The following is a comparison between ID3 and 
HCV. 

The reason for using decision trees rather than 
rules, such as the variable-valued logic rules 
adopted HCV, is said by [Jackson 90] to be that 
the ID3-like algorithms are comparatively simpler 
than other learning algorithms. From the fourth 
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disadvantage of ID3 (see Section 2.2) and the time 
complexity of HCV, we can say that the argument 
is now no longer convincing. Although the infor-
mation theoretic heuristic is by no means com-
plete, ID 3 needs to examine ali possible candidate 
attributes and their values to choose one attribute 
at each non-leaf node of its decision trees and thus 
its time complexity is stili expensive [Utgoff 89]. 
In HCV, although ali of the fast, precedence and 
elimination strategies are complete, which means 
if there exists one or more shortest conjunctive 
formulae in an extension matrix they will not lose 
it, the fast strategy can choose an optimal at
tribute as soon as it finds the attribute without 
any attention to other attributes and the prece
dence strategy can choose an inevitable attribute 
by examining only the values of one row in an 
extension matrix. High efficiency has been seen 
as an important requirement for machine learning 
algorithms and exponential or even medium-order 
polynomial complexity will not be of practical use 
in realistic applications. We have not provided 
the comparison of HCV and ID3 on time perfor-
mance because there are stili different results for 
ID3's time complexity. Therefore, we can not say 
in general that HCV outperforms ID3 in time. 
However, HCVs time complexity has been shown 
to be low-order polynomial and therefore compu-
tationally acceptable. The first significant feature 
of the HCV algorithm is that it supports a rea-
sonable solution to the NP-hard problem in the 
extension matrix approach for inductive learning. 

Contrasting to the second and third disadvan-
tages of ID3, different values of the same attribute 
which take on only positive examples can be eas-
ily grouped into a selector in the variable-valued 
logic. In ID3, once an attribute is selected, ali 
arcs labeled by values that attribute takes must 
be expanded. This can stili make the number of 
branches (paths) large since at each are only one 
value can be labeled, and resulting paths might be 
longer than those actually needed because, by the 
time specific concepts (leaves on the decision tree) 
are developed, irrelevant variables may have been 
introduced. Ali of the four strategies adopted in 
Algorithm HFL and the partitioning technique in 
HCV are designed to reduce the number of selec-
tors. For those problems where the fast, prece
dence and elimination strategies are enough to 
produce their final formulae, we can guarantee 

that the formulae are optimal. If there exists at 
least one conjunctive cover in a given training ex-
ample set for positive examples against negative 
examples, the formula produced by HCV must 
be a conjunctive one. Hovvever, the information 
theoretic heuristic in ID3 is not complete, which 
means it is not guaranteed to fitid the simplest 
decision tree that characterizes the given training 
instances. From various example sets the author 
has tested, the rules produced by HCV are ali 
more compact 5 in terms of the numbers of con
junctive rules and conjunetions than the decision 
trees or their equivalent decision rules produced 
by ID3. So, the compactness of rules in HCV is 
its second feature. However, the least-frequency 
strategy and the partitioning of positive examples 
are stili heuristic. We cannot guarantee the rules 
produced by HCV must be more compact than 
the decision trees generated by ID3 in ali possi
ble cases. There are stili three kinds of possible 
results for a new example set: (1) HCV produces 
more compact rules as analyzed and shown above; 
(2) HCV and ID3 produce similar rules because 
ID3 can usually produce efficient decision trees, 
and (3) ID3 produces more compact rules than 
HCV when ID3 can produce the shortest decision 
tree while HCV cannot generate optimal rules. 
For instance, the order of cases in a given exam-
ple set can effect the result of HCV but does not 
change the decision tree generated by ID3. Some-
times, we could possibly change the order of ex-
amples to make ID3 outperform HCV. 

Also, aH of the four strategies adopted in Al
gorithm HFL and the partitioning technique in 
HCV are more comprehensible than the informa
tion theoretic heuristic for most human experts 
who are not familiar with information theory. 

Hovvever, there are also some disadvantages 
with HCV. Firstlv, HCV as it stands has not 
yet provided efficient facilities to handle noise. 
We can adopt the TRUNC strategy developed in 
AQ15 [Michalski et al. 86] to help in this regard. 
Secondly, HCV takes longer time than the ID3-
like algorithms to respond with some large exam-
ple sets, although its theoretical time complexity 
is quite acceptable. 

sThis is stili true when we only count the rules for pos
itive examples. 
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Figure 4: Training Examples of ARCH 

3 Incremental Induction 

3.1 Introduct ion 

We have mentioned a little bit incremental in
duction in Section 2.3. However, that was some-
thing slightly different from what we are talking 
about in this section. Both ID3 and HCV pro-
cess an example set as a whole and carry out in
duction as a one-time process. When example 
sets are too large, for example, each containing 
about a million examples, we have briefly out-
lined in Section 2.3 the need of incremental learn-
ing, which requires learning systems to use exam-
ples part by part. In this section, we are intro-
ducing two methods, ARCH and version spaces, 
which treat examples one by one by nature. Ac-
tually, the ID4 and ID5R algorithms mentioned in 
Section 2.3 are also of this type, but ARCH and 
the version space method in this section require 
background knowledge to form the generalization-
specialization hierarchy. The hierarchy provides 
a basis, called bias, for choosing one generaliza-
tion/specialization over another. 

3.2 A R C H 

Winston's work on concept learning 6 was per-
formed on his ARCH program [Winston 70]. It 
has been suggested as a strong candidate to iden-
tify the precise point at which machine learning 
really came into being. 

The task of the program is to learn concept 
descriptions by looking for relationships between 
semantic network representations of block world 
configurations. Two processes were particularly 
important in his formulation: (1) finding and ex-
ploiting commonalities among structural descrip
tions for the same type of configuration; and 
(2) finding significant differences betvveen posi-
tive examples and negative examples. The two 
processes correspond to the present terminology 
generalization and specialization. His ARCH 
program effectively generalized the representa-
tion so as to cover ali the positive examples and 

6 Concept learning finds the features of a concept by 
examining the examples of the concept. The results can be 
described in the form of "If <Features/Conditions> then 
<Concept>", and therefore concept learning is a kind of 
rule induction. When the examples are not classified with 
distinctive concepts, clustering them into groups is what 
we call unsupervised learning. Unsupervised learning will 
not be covered in this module due to time restiictions. 
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specialized it so as to exclude ali the negative 
ones. Examples were presented incrementallv, 
and a new positive example triggered generaliza-
tion while a new negative example triggered spe-
cialization. 

ARCH can be outlined as follows. 

Step 1. I n i t i a l i z e the current concept 
d e s c r i p t i o n , C, t o be the f i r s t 
p o s i t i v e example of the concept. 

Step 2. For each of the remaining 
examples, E, do 
1. Match E with C to obtain the 

d i f fe rence . 
2. If E i s p o s i t i v e , then genera l ize 

C to cover the fea tures of E in 
the d i f fe rence . The genera l i za t ion 
here can be ca r r i ed out by e i t he r 
dropping a conjunction l i k e X=a or 
rep lac ing some value ( e . g . , wedge) 
by a more general term ( e . g . , 
o b j e c t ) . 

3 . If E i s nega t ive , a condit ion from 
E in the dif ference i s added to C. 

From tirne to tirne, backtracking is needed in 
Step 2 to choose between the two types of strate-
gies or even within each of them because there 
are probably more than one conjunction drop-
pable and a specific value/term can possibly be 
replaced by several more general terms. 

Figure 4 shows some possible training exam-
ples. Given enough positive and negative exam-
ples, the following is supposed to be inferred by 
ARCH: 

parts(X, [XI, X2, X3]) 
on(Xl, X2) 
on(Xl, X3) 
not(touch(X2, X3) 

- • arch(X). 

3.3 Vers ion Spaces 

In 1977, Mitchell described a method, called "can
didate elimination", which is similar to Winston's 
method in the sense that it is based on general
ization and specialization but different in the way 
in which it explores the solution (or hypothesis) 
space. In Winston's ARCH program, hypothe-
ses were generated and tested one by one, while 
in MitchelTs method, hypotheses are systemati-
cally deleted from a representation of the entire 

Table 2: A Set of Poker Cards 

Order 
1 
2 
3 
4 
5 
6 
7 
8 

Card 
A* 
7* 
89 
9 * 
59 
KO 
60 
8* 

Belongs to the Concept? 
yes 
yes 
no 
yes 
no 
no 
no 
no 

hypothesis space as they are found to be unsat-
isfactory. The novel feature of MitchelTs method 
was the way in which it allowed the hypothesis 
space to be efficiently represented as a version 
space. 

The key feature of MitchelTs version space is 
the partial ordering of conjunctive concepts 7 ac-
cording to their generality. For example, Figure 
5 illustrates a general-to-specinc ordering. 

The aim of MitchelTs method is to ensure that, 
at ali times, the version space contains the com-
plete set of satisfactory representations. A simpli-
fied description of the candidate elimination algo-
rithm is as follows. A generalized notion, called 
the description identificaUon, of the version space 
method is described in [Mellish 91]. 

Procedure Candidate Elimination 
SI: I n i t i a l i z e the version space. 
S2: Set G to be the se t of most general 

r ep re sen ta t i ons . 
S3: Set S to be the se t of most spec i f i c 

r ep re sen ta t i ons . 
S4: For each new t r a i n i n g example do 

S41: If i t i s pos i t i ve then 
(1) remove from G a l i 
represen ta t ions tha t do not cover 
t h i s example, 
(2) update S so as to ensure t h a t 
i t s t i l i contains the set of 
maximally s p e c i f i c , common genera-
l i z a t i o n s of the example and the 
previous represen ta t ions in S. 

S42: If i t i s negat ive then 
(1) remove from S a l i 
represen ta t ions t h a t cover t h i s 
negative example, 
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General A person 

A man A professional 

Spccific 

A male computer scientist with a PhD degree 
A 

Xindong Wu 

Figure 5: A General-to-Specific Ordering 

Table 3: An Example Run of the Version Space 
Method on Table 2 

Current card 

A* 
7 * 
8V 
9 * 
5 9 
KO 
6<> 
8 * 

G 
Any cards 
Any cards 
Any cards 

Black cards or odd cards 
Black cards or odd cards 

Black cards 
Black cards 
Black cards 

odd black cards 

S 

{} 
{A*} 

odd black cards 
odd black cards 
odd black cards 
odd black cards 
odd black cards 
odd black cards 
odd black cards 

(2) update G so as to ensure tha t 
i t contains the se t of maximally 
genera l , common spec i a l i z a t i ons of 
the example and the previous 
r ep resen ta t ions in G. 

S43: If G=S then e x i t . 
Return. 

Let us go through this algorithm below with 
a pack of cards in Table 2 (adapted from 
[Ginsberg 93]). 

There are 8 cards, 3 positive and 5 negative 
to the target concept to be learned. Representa
tions used here are things like "spade", "club", 
"heart", "diamond", "red" (heart or diamond), 
"black" (spade or club), "even card", "odd card", 
and so on. The example run is recorded in Ta

ble 3. 
Clearlv, black cards and odd cards are both 

more general than odd black cards, and an odd 
black card is more general than At/k and 7Jfr in 
the domain. The final deseription for the concept 
is odd black cards. 

4 Explanation-Based Learning 

4.1 T h e P a r a d i g m 

The basic idea of explanation based learning is 
to use results from one specific problem solving 
effort to help you the next time around. The in-
formation provided for the learning engine is a 
target concept (in the form of a Prolog-like rule, 
Head :- Body.), a set of examples (positive only) 
and a domain theory expressed as a set of Pro
log rules and facts. Some of the predicates used 
in the rules and facts in the domain theory are 
identified as utilities (or operational predicates). 
Explanation based learning processes an example 
each time with the domain theory, and then keeps 
the result of the processing in terms of the given 
utilities. The result can be taken as a lemma to 
the domain, which might be quite useful to sub-
sequent problem solving. 

Processing an example is a 2-stage operation. 
Firstlv, we instantiate the head of the rule rep-

Concepts, with or vvithout specific names, desciibed in 
terms of a set of conjunetions. 
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Figure 6: An Example of Explanation-Based 
Learning 

resenting the target concept with the example 
by using the given utilities and produce a proof 
tree. Secondly, we regress the tree to form 
another rule of the target concept in terms of 
the given utilities. This rule forms another 
implementation of the target concept. Actu-
ally, the instantiation process is something more 
like logic deduction than induction, and the re-
gression process is a kind of partial evaluation 
[Van Harmelen & Bundy 88]. 

4.2 A n E x a m p l e R u n 

Consider the following domain theory, expressed 
as Prolog clauses: 
hate(X,X) :- depressed(X). 

possess(X,Y) :- buy(X,Y). 

weapon(X) :- gun(X). 

drunk(john). 

depressed(john). 

buy(john, pištol). 

g u n ( p i s t o l ) . 
with drunk, depressed, buy and gun as utili
ties, and the target concept as follows: 

k i l l (X,Y) : - hate(X,Y), possess(X,W), 
weapon(W). 

What follows k i l i (john, john)? 

To answer this question, we first draw a com-
plete proof tree (Figure 6 (a)) for k i l i (john, 
john), and then generalize the constants with 
variables on the tree for the target concept 
k i l l (X,Y) , terminating at the given utilities 
(Figure 6 (b)). 

The result is: 

kill(X, X) :- depressed(X), 

buy(X,A), gun(A). 

Note that the result is less general than the 
original concept ki l l (X,Y) and drunk(john) is 
not used. 

Explanation based learning is a knowledge-
intensive learning paradigm \vhich is sometimes 
capable of improving a system's performance im-
pressively by using these newly-learned rules. 
However, this depends very much on the domain 
theory which is pre-programmed in. If the domain 
theory is not prefect, the learning process may 
not succeed in producing a useful result. The two 
classic papers on this topic are [DeJong et al. 86] 
and [Mitchell et al. 86], both published in volume 
1 number 1 of the Machine Learning journal. 

In contrast to the propositional rules produced 
by attribute-based induction, the rules produced 
by explanation based learning is in first-order 
logic, which allovvs variable sharing between con-
junctions within a single rule. The use of first-
order logic permits also the information source 
(see Figure 2 of Section (1) to supply background 
knowledge, such as relationship between entities. 
These are the major advantages of explanation 
based learning and inductive logic programming 
over the propositional attribute-based paradigm. 
Inductive logic programming also starts with a 
domain theory. The difFerences betvveen this 
paradigm and explanation based learning are: In
ductive logic programming (1) accepts both pos-
itive and negative examples, (2) does not assume 
a target concept rule, and (3) there are no pre-
defined utilities. In general, inductive logic pro
gramming is a much more complicated paradigm 
than explanation based learning. 

4.3 Discussion 

file:///vhich


LECTURE NOTES IN MACHINE LEARNING Informatica 18 (1994) 197-218 217 

Conclusions 
We have covered only four sections in this docu-
ment: (1) Background in knowledge-based sys-
tems, (2) Attribute-based induction, (3) Incre-
mental induction, and (4) Explanation-based 
learning. It is true that there are too many 
other methods (such as mentioned in the intro-
duction) missing to call this document a complete 
introduction to machine learning. The reader is 
warned that machine learning is not just those 
issues covered in the four sections. Instead, as ex-
plained in the introduction, this document is de-
signed to be part of an Al course, and we have 
aimed to cover practical symbolic approaches 
only. The four sections may also be extended and 
adapted to an 16-20 hours' short course in ma
chine learning. 

With respect to the issues covered in the four 
sections, the reader might easily question the rep-
resentativeness of the author's HCV algorithm 
within the machine learning field. HCV is a newly 
developed algorithm, based on the little known 
extension matrix approach. It might be better to 
include systems like AQ and CN4 which are more 
often cited in the literature. However, HCV is 
the author's own work, so it is natural that it is 
included. More importantly, AQ-like algorithms 
and HCV share the same representation (i.e., the 
variable-valued logic), but HCV has been shown 
[Wu 93] to be more compact in results and low-
order polynomial in tirne complexity. 
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The determination of whether an operation in a procedura! language such as Pascal 
causes side efFects has important applications in static error detection, program opti-
mization, program verification and other software tool issues. For simple operations, 
such as assignment, there is obviously a side effect. However, to detect whether a func
tion call causes a side effect, the body of the function must be analyzed. A function 
call can produce a side effect in a number of ways, such as: modifying a global variable, 
modifying an internal static variable, modifying one of its pass-by-reference arguments, 
producing output, consuming input etc. This paper explains the algorithms and data 
structures used to determine if a function call causes a side effect. 

1 Introduction while ( i < t e s t ( j ) ) do 
i := i+1 

Static analysis of computer programs is used in a 
variety of applications. Static analysis techniques 
provide means to study the properties of a pro
gram without executing it. For example, an opti-
mizing compiler can employ data flow analysis to 
remove redundant code (dead-code elimination), 
to replace expensive operations by cheaper ones 
(reduction in strength) etc. [1]. Static analysis is 
extensively used in proving programs correct [2]. 
Error checkers like Lint [8] also use static anal-
ysis techniques to detect bugs and obscurities in 
programs. 

Side effects are used as a method of communica-
tion among program units. However, the method 
is not considered very elegant because of its ad-
verse effect on clarity of programs. Besides, side 
effects can prevent a compiler from generating op-
timized code. For example, in the loop: 

an optimizing compiler would prefer to move the 
evaluation of the function call t e s t to before the 
loop. (This optimization is called code motion.) 
This is possible only if it can be shown that t e s t 
is free of side effects (and tha t j is not an alias 
for i ) . 

This paper describes algorithms that can be 
used by an optimizing compiler to detect func-
tions (and procedures) with side effects; it is also 
useful in error checkers to issue warnings on the 
problems side effects can create. 

Algorithms have been proposed for side effect 
detection [3]. However, previous efforts were 
mostly on considering side effects through global 
variables and reference parameters. If optimiza-
tions such as in the example above are to succeed, 
other types of side effects must also be considered. 

In the next section we define the term side effect 
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and identify the different causes of side effects. In 
Section 3, we describe in detail the algorithms and 
data structures used to detect functions with side 
effects. In Section 4 we point out some of the lim-
itations of static analysis techniques in detecting 
side effects. Section 5 gives the conclusions. 

2 What is a Side Effect? 
The term Side effect refers to the modification of 
the nonlocal environment [7]. Generally this hap-
pens when a function (or a procedure) modifies a 
global variable or argument s passed by reference 
parameters. But there are other ways in which 
the nonlocal environment can be modified. 

We consider the following causes of side effects 
through a function call: 

1. Performing I/O 

2. Modifying global variables 

3. Modifying local permanent variables (like 
s t a t i c variables in C) 

4. Modifying an argument passed by reference 

5. Modifying a local variable, either automatic 
or static, of a function higher up in the func
tion call sequence (usually via a pointer). 

Ali but item 3 obviously affect the nonlocal en
vironment. We shall briefly describe these effects. 
Any function that performs I/O, whether it be 
console I/O or file I/O, is causing a side effect. 
Such functions do affect the environment outside 
the program. Failing to get the effect of I/O will 
obviously change the meaning of the program. 

Another important way that a function can 
cause a side effect is by modifying a global vari
able that is used by some other function. Such 
a side effect can be caused by an explicit assign-
ment to a global variable, or in less obvious ways 
such as calling a library routine to set a global 
clock (effectively a global variable). 

A modification to an internal permanent vari
able (eg. a s t a t i c variable in C) can also be a 
side effect if a later call to the same function ušes 
the old value of the s t a t i c variable. This is be-
cause a static variable, though declared within a 
function, retains its value after the the function 
terminates. Normally, the local environment of 
a function is destroyed at the termination of the 

function. Since static variables are not destroyed 
we can consider them as belonging to the non
local environment with the restrietion that they 
are accessible only through the statements in the 
current function. 

Modification of an argument passed by refer
ence to a function is a form of side effect. In C, 
this is applicable to array variables only. However, 
languages like Pascal allows parameter passing by 
reference. Since pointers can set up aliases, mod
ification of a variable through a pointer derefer-
ence can also cause a side efFect. For example, the 
pointer could be pointing to a global variable. 

3 Detection of Side Effects 
To be certain that a function call produces no side 
effects, the following conditions are sufficient (but 
not necessary): 

1. The function does not perform any I/O 

2. No global variables are moclilted 

3. No local permanent variables are modified 

4. No pass-by-reference parameters are modi
fied 

5. No modification is made to nonlocal/static 
variables via pointers 

6. Any function called also satisfies these con
ditions 

The detection of side effects is done in two 
phases. In the first phase, each function in the 
program is considered separately (intraprocedural 
analysis) and aH except condition 6 are checked. 
This will result in two lists: a list of functions 
which do not satisfy one or more of conditions 1 
to 5, and therefore have the potential1 to cause 
side effects, and another list of functions which 
satisfies conditions 1 to 5. The second list will be 
side effect free only if condition 6 is satisfied; this 
is checked in Phase 2 (Interprocedural analysis). 

The algorithms are introduced here in an in-
cremental fashion. First we consider the simple 
čase (ignoring permanent variables and pointers) 
and later in Sections 3.4 and 3.5, vve modify the 

'The analysis is flow insensitive. That, is, if a function 
can cause side effects in any of its execul.ion path, then it 
will be flagged to have the potential lo cause side effects. 
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Initialize the entries in the side effect table 
to (null set). 

For each function f do 
For each statement s in f do 

If s modifies reference parameters 
rl,..,rn of fthen 

seTable[f ref] := 
seTableff, ref]L) [rl,..,rn]; 

If s modifies nonlocal variables 
vl,..,vn of fthen 

seTableff, nonlocal] := 
seTableff, nonlocal] D [vl,..,vn]; 

If s is an input statement 
seTableff, io] := 

seTableff, io] U [R]; 
If s is an output statement 

seTableff, io] := 
seTableff, io] U fW] 

en d; 
end; 
For each function f in the seTable do 

if an entry in that row is non null then 
seTableff, side effect] := true 

end; 

Figure 1: Algorithm for intraprocedural analysis 
to detect side effects 

algorithm to consider the effect of pointers and 
permanent variables. 

3.1 Intraprocedural analysis 

In the intraprocedural analysis, statements in 
each function are analysed separately. Informa
tion about library functions is used to identify 
functions tha t perform i /o . A function that has 
statements which make calls to the i /o functions is 
identified as having the i /o side effect. A function 
can access nonlocal da ta objects through nonlocal 
variables (i.e., variables declared outside the func
tion) and parameters passed by reference. The 
modincation is detected by examining every as-
signment statement and input statement within 
the function body. If any of these variables ap-
pear in the left hand side of the assignment state
ment then the function is marked to produce a 
side effect. Note that in languages like C, short 
hand forms like i + + can be written to mean i = 
i + 1 ; these forms are taken čare of while scanning 
for assignments. 

program demo; 
var b : integer; 

function f3 : integer; 
var x : integer; 
begin 

x := fl (x); 
x := f2 

end; 

function f2 : integer; 
var x : integer; 
begin 

x := 20; 
f2 := x 

end; 

funct ion f1 (var a : i n t e g e r ) 
: i n t e g e r ; 

begin 
read ( a ) ; 
a := f 2 ; 
a := f3 

end; 

begin 
wri te ( f l ( b ) ) ; 

end. 

Figure 2: An example program for side effect de-
tection 

3.1.1 T h e m e t h o d 

The statements in the function are scanned and 
the information collected is stored in a tabie called 
the side effect table (se table). The se table has 
a row for each function in the program. Columns 
are titled Nonlocal Variables, Reference Param
eters, I/O, Indirect Calls and Side Effect. If a 
function is found by analysis to cause a side ef
fect by modifying the nonlocal variables, reference 
parameters or through i /o, then the Side Effect 
entry for that function wiil have the value true. 
Moreover, if the side effect is caused by modify-
ing one or more nonlocal variables, then the set 
of nonlocal variables which are modified in the 
function is given in the cohimn titled Nonlocal 
Variables. The čase for reference parameters is 
similar. For i /o, an input statement will be coded 
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Fun. 
fl 
f2 
f3 

Table 1: Se Table for Program demo 
Nonlocal Ref I/O Indirect S-effect 

(j) [a] [R] <f> true 
d> d> <f> d> ? 
d> <j> <f> <j> ? 

Ca11 graph Called-btj graph 

Unmark ali rouis in the se table; 
While unmarked rouis uiith irue in the s-effect 

column exist in the table do 
Let f be the function name of an unmarked 

entry with true in the s-effect column; 
Mark the row corresponding to f; 
For every function g to uihich there is an 

edge from f in the called-by graph do 
Add f to the set of functions in 

the Indirect entry of g; 
Enter true in the s-effect entry of g; 

end; 
end; 
Replace guestion marks uiith false 

in the s-effect entry for 
ali functions wiih qucslion marks. 

_,. „ _, ., , „ , , i r -n Figure 4: Algorithm for interprocedural analvsis 
Figure 3: Call and called-by graphs for Program ° ._. ° 
demo 

as R and any output statement will be coded as 
W. The column Indirect Calls is left null in the 
first phase; it is later used to record the set of 
side effect causing functions which are called by 
the current function. 

The algorithm to create the se table through 
intraprocedural analysis is given in Figure 1. 

3.2 An example 

Consider the Pascal program given in Figure 2. 
The se table for this program is shown in Table 1. 

The table shows that fl has side effects through 
the reference parameter a as well as through i/o. 
No other function is determined to cause side ef
fects at this stage. 

3.3 Interprocedural analysis 

The next phase is to do the interprocedural anal-
ysis to detect side effects created by calls made 
to other functions. For this, a called-by graph for 
the program is constructed. A called-by graph is 
similar to a call graph [1]. A call graph is a di-
rected graph with a node for each function and an 
edge from the node for function A to the node for 
function B, if and only if, the body of function A 
contains a call to function B. In a called-by graph, 
the direction of the edges are reversed. Figure 3 
shows the call graph and called-by graph of the 

Table 2: 
analysis 

The Se Table after the interprocedural 

Fun. Nonlocal Ref I/O Indirect S-effect 
fl 
f2 
f3 

4> 
<t> 

[a] [R] 
<t> 

[f3] 
4> 

[fl] 

true 
false 
true 

program in Figure 2. 
The partially complete se table from the first 

phase and the called-by graph can be used to fill 
the remaining entries in the se table. This is done 
using the algorithm in Figure 4. 

Intuitively, the algorithm starts with a function 
/, which is already found to cause side effect, and 
denotes aH functions that call / as causing a side 
effect. This is repeated for aH functions which 
cause side effects. If no function is found to cause 
a side effect at the end of phase 1, there is no need 
to do phase 2 because ali functions are side effect 
free in the sense of Section 2. 

Applying this algorithm to Table 1, gives Ta
ble 2. 

Ali the functions found to be side effect free can 
be guaranteed to be side effect free in the sense of 
Section 2. However, as in the čase of any static 
analysis technique, the converse need not hold. 
For example, our analysis will show that function 
f in Figure 5 is likely to cause side effects, but 
whether it will actually do so can be decided only 
at run tirne; it \vill depend on the input value of 

file:///vill
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program demoO; 
var x : integer; 

function f (a:integer) : integer; 
begin 

if a = 0 then 
x := 10; 

f := 20; 
end; 

begin 
read(x); 
vrite (f(x)) 

end. 

Figure 5: A program where it is not possible to 
staticallv detect side effect 

Table 3: The Se Table for Program demol 
Fun. 

fl 
f2 

Nonlocal 

[y] 

Ref I/O 

4> 
Indirect 

[f2] 
4> 

S-effect 
true 
true 

the variable x. 
In some cases, more complicated analvsis can 

be performed to check whether some of the func-
tions which are flagged to have side effects in the 
initial analvsis indeed have a side effect. Consider 
the program in Figure 6. 

Our static analvsis will flag both f 1 and f2 as 
having side effects. The se table created after both 
the intra and interprocedural analvses is: 

Function f2 causes side effect because it mod-
ifies a non local variable (y). Function f 1 causes 
side effect because it calls another function (f 2) 
which has side effect. However, a look at f 1 re-
veals that f 1 does not have side effects because, 
f2 modifies a local variable of f 1. The intrafunc-
tional algorithm can be modified as in Figure 7 to 
incorporate this. 

This algorithm ušes two functions. Function 
nl(g, nonlocalset) returns a set of variables which 
are elements of nonlocaLset but are also nonlocal 
to the function g. The function ap(f, g, parame-
terset) returns a set of actual parameters of the 
function g corresponding to the formal parame
ters in the parameter set for the function /. 

Intuitivelv, if a side effect causing function / is 
called by </, then g will cause side effect only if 

program demol; 
var x : in teger ; 

function f l : in teger ; 
var y : in teger ; 

function f2 : in teger ; . 
begin 

y := 10; 
f2 := 10; 

end; 
begin 

y := 20; 
y := f2 

end; 

begin 
x := f l 

end. 

Figure 6: Another example program for side effect 
detection 

Table 4: Se Table for Program demol after ap-
plying the modified algorithm 

Fun. 
fl 
f2 

Nonlocal 

4> 
[y] 

Ref 

4> 
* 

I/O 

4 
4> 

Indirect 

4> 
S-effect 

false 
true 

nonlocal variables or reference parameters mod
ified in / are also nonlocal variables or reference 
parameters of g. (Note that a nonlocal variable of 
/ could be a reference parameter of g or a refer
ence parameter of / could be a nonlocal variable 
ofg.) 

After applying the modified algorithm to the 
demol program in Figure 6, we get the se table in 
Table 4. The table shows that only function f 2 
has the potential to cause side effect. 

3.4 Detec t ing s ide effects d u e t o 
pointer dereferences 

Nonlocal pointer variables can cause side effects. 
While other nonlocal variables cause side effects 
by direct modification, pointer variables can cause 
side effects by dereferencing. Hovvever, a number 
of side effects can occur in a non-obvious fashion 
by modification of a value via a pointer: 
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Unmark ali rouis in the se table; 
While unmarked rows with the s-effect 

entry trne exist in the se table do 
Let f be the function name of an unmarked 

eniry uiith the s-effect entry true; 
Mark the row corresponding to f; 
For every function g to which ihere is an 

edge from f in the called-by graph do 
nlset := seTable[g, Nonlocal]; 
rpset := seTablefg, Ref]; 
seTable[g, Nonlocal] := 

seTable[g, Nonlocal] U 
nl(g, seTableff, Nonlocal]); 

actuals := ap(f, g, seTable[f, Ref]); 
seTablefg, Nonlocal] := 

seTable[g, Nonlocal] U 
(actuals D nonlocal vars. of g); 

seTablefg, Ref] := 
seTablefg, Ref] U 

(actuals D reference params. of g); 
If (nlset fl seTablefg, Nonlocal] ^ <f>) or 

(rpset n seTablefg, Ref] ^ <f> ) then 
seTablefg, Indirect] := 

seTablefg, Indirect] U ff]; 
seTablefg, s-effect] := true; 

en d; 
en d; 

end; 
Replace question marks with false in 

the s-effect entry for 
ali functions with guestion marks. 

Iteration:: 
For each function f do 

nonLocalSei := sel of ali •piv type paramctcrs 
and nonlocal variables appearing in f; 

modifiedSet := <f>; 
For every element p of nonLocalSei do 

aliasfp] := fp]; {Commeni: alias is an 
associative array of sets } 

end; 
For every statement s in f do 

If s is an assignment of any element of 
aliasfp] to any pointer q then 

Remove q from ali alias sets; 
aliasfp] := aliasfp] U fq]; 
If q an element of modifiedSet Ihan 

modifiedSet := 
modifiedSet U aliasfp]; 

If s modifies a dala object by 
dereferencing through q then 

modifiedSet := modifiedSet U the alias 
set in which q is a member; 

end; 
seTableff, Pointers] := modifiedSet. C\ 

nonLocalSei; 
end; 

Post iteration:: 
For every function f do 

if seTableff, Pointers] ^ (j> then 
seTableff, s-effect] :— true; 

end; 

Figure 7: Modified algorithm to find side effects 
caused by function calls 

— Pointer variables passed as value parameters 
can also cause side effects by dereferencing. 

- Nonlocal pointers can be assigned to local 
pointer variables; the latter can then cause 
side effects by dereferencing. 

In the earlier analysis we did not consider pointer 
dereferencing. To do this analysis, the se table is 
added one more column named Pointers. An en-
try in Pointers column shows the set of pointers 
that can cause a side effect through dereferencing. 
For every nonlocal pointer used in a function, a 
set of variables (local or nonlocal) which has the 
same pointer value is maintained. Any modifica-
tion by dereferencing any of the pointers in this 
set is flagged to cause a side effect during the in-
traprocedural analysis (i.e., phase 1). Figure 8 
shows the modification to the algorithm in Fig-

Figure 8: Modification to the intraprocedure al
gorithm to take čare of pointers 

ure 1. (The algorithm niust be modified in the 
iteration and the post-iteration parts.) 

As an example of the application of the algo
rithm, consider the analysis of the procedure f in 
the program in Figure 9. 

We have the nonLocalSei = fa, c]. Initially, 

alias[a] = [a]; alias[c} = [c]; 

modified = <fi; seTable[f, Pointers] = <p 

After analysing statement {1} in the procedure f, 
the set values become: 

alias[a] = [a]; alias[c} = [c]; 
modified — [d]; seTable[f, Pointers] — <f> 

After analysing assignment {2}, they change to: 

alias[a] = [a, d]; alias[c] = [c]; 
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program demo2; 
type 

R = record 
value : integer 

end; 
pointer = "R; 

var a, b : pointer; 

procedure f (c : pointer); 
var d : pointer; i : integer; 
begin 

for i := 1 to 2 do 
if i>l then d".value := 25; {1} 
else d := a; {2} {this stmt will 

be executed before stmt {1}} 
end; 

begin 
new(a); a".value := 15; 
new(b); b".value := 20; 
f(b); 

end. 

Figure 9: A pointer-based example for side effect 
detection 

modified — [a, d]; seTable[f, Pointer s] = (j> 

Therefore, at the termination of the analvsis, 

seTable[f, Pointers] = [a] 

seTable[f, s—effect] — true 

3.5 D e t e c t i n g side effect due to 
permanent local variables 

Some programming languages allow permanent 
local variables. S t a t i c variables in C and own 
variables in Algol are examples. Their values are 
retained from one function call to another, thus 
causing a side effect. Detecting this type of side 
effect is not a problem. The se table needs one 
more column for permanent local variables. Any 
modification to such variables will change the en-
tries in that column during the intraprocedural 
analysis, just as in the čase of other columns in 
the se table. 
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4 Limitations of the Method 

There are situations where a function has the po-
tential to cause a side effect, and yet a particular 
call to that function will not cause the side ef
fect to occur. For example, the arguments to a 
function call may mean that the execution path 
containing the statements causing the side effect 
is not executed, as below: 

f u n c t i o n F ( i : i n t e g e r ) : i n t e g e r ; 
begin 

i f i > 0 t h e n 
w r i t e l n ( ' H e l l o ' ) ; 

F := 0 
end; 

F ( 0 ) ; 

The call to F O does not produce output , although 
F O must stili be classed as an output-producing 
side effect function. The general problem of deter-
mining if a particular call to a function will invoke 
a particular execution path is non-computable 
(because being able to solve it would provide a 
solution to the halting problem), although many 
special cases are solvable, such as the simple one 
above. Analysis of the function body and possi-
bly the entire program would be able to identify 
function calls that do or do not cause a side effect. 
However, the advanced methods necessary to de-
tect which paths will be executed at ruu-time are 
beyond the scope of this paper. Thus, a limita-
tion of our method is tha t , while it can identify 
function calls that dehtuteb/ cause no side effect, 
any function call that is considered to cause a side 
effect may not actually do so at run-time. More 
extensive global analysis would be necessary to 
prove that a function call will cause a particular 
path inside the function to be executed. Fortu-
nately, this limitation is not too damaging, since 
error detection of side effect related errors will, 
at worst, produce a spurious warn.ing message, 
and program optimizations tend to rely on prov-
ing that a function call does not cause a side effect, 
rather than proving that it does. 

5 Discussion 

Our interest in function calls that cause side ef-
fects arose during the development of a static 
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checker for C. It was important to identify side 
effect operations so as to warn about expression 
statements that produced no side efFects (null ef
fect statements) and order of evaluation problems 
(where the order of occurrence of side efFects was 
ambiguous). Lint also checks for such errors [8]. 
At the tirne the problem was not considered too 
important and it was decided to consider function 
calls as side efFects for the first test, and not as 
side efFects for the second test — both choices aim 
to reduce spurious warnings about correct code. 

Detecting that a function call does not produce 
any side efFects is important in compiler error de-
tection to warn about "null effect" function call 
statements. Static detection of programming er
rors is not the only area where it is useful to 
know if a function call causes a side effect. It 
is also useful in program verification (side efFects 
do make program verification difficult) and more 
importantly for compiler optimization (to remove 
redundant function calls, for example). 

The algorithms developed analyse functions 
and detect those functions which do not cause 
side efFects due to any of the reasons identified 
in Section 2. For those functions with potential 
side effects, the algorithms also identify the causes 
of those side efFects. We are not aware of any side 
effect tools in actual use. Banning [3], Burke [4], 
and Cooper and Kennedy [5] have proposed al
gorithms to detect side efFects but, their works 
were based only on side efFects caused by global 
variables and parameter passing by reference. 

Even when a function has a side effect, it may 
not adverseb/ affect the calling function. For ex-
ample, if the value of the global variable is not 
used at any tirne after the function returns, but 
instead the old value is overwritten, the change to 
the value of the global variable has had no effect. 
An example of this would be a function that ušes 
a global variable, or even a global data structure, 
to perform some temporary calculations (e.g. a 
treesort routine ušes a global binary tree as a tem-
porary data structure to sort an array, and then 
destroys the binary tree). However, this does not 
mean that the called function does not cause a 
side effect— it simply means that the calling func
tion is not affected by it. 

Similarly a local static variable can only be ac-
cessed within the current function, and hence if it 
does not use the old value of the s t a t i c variable, 

a modification to that variable does not affect the 
function. (Interestingly, any local s t a t i c vari
able that is set before used inside a function need 
not be declared as "static", and hence any such 
instances probably deserve a compiler warning.) 
This situation can be detected by algorithms to 
determine if the variable is set before it is used. 
A number of algorithms, have a.lready been de
veloped for the similar problem of variables used 
before set and these algorithms could easily be 
modified: Fosdick and Ostenveil [6] discuss the 
algorithms in general and an example of their im-
plementation is the Ornega checker [9]. 

The analysis is more difficult for global vari
ables because there is no scope restriction that 
only one function can use the variable (as there 
is for local s t a t i c variables). It becomes nec-
essary to perform global analysis to determine 
which functions actually modify or use the global 
variable. It is possible to generalize the algorithm 
for detection of set-before-used local s t a t i c vari
ables to global variables. A side effect due to the 
modification to a global variable within a function 
F is harmless if: 

1. The global variable is set-before-used in the 
function F 

2. Any other function setting or accessing this 
global variable must be called via F. 

The second condition guarantees that any call 
to a function using the global variable must first 
pass through F, which sets the global variable and 
ignores any previous value. This condition can be 
detected by examination of the call graph. The 
lower level functions using the global variables 
form one or more sub-graphs of the call graph, 
where the only entry points to this sub-graph are 
directed edges originating at the no de for F. 

Procedural parameters (i.c., procedures passed 
as parameters to other procedures) are not in-
cluded in our algorithms. In our experience, pro
cedural parameters are not very common in pro-
grams, and the utility of the algorithms are not 
lost by leaving them out. 

References 

[1] A.V. Aho, R Setlii, and J.D. Ullman, Com-
pilers, Principles, Technicjues and Tools, Ad-
dison Wesley, Reading, M A (1986). 



FUNCTION CALL SIDE EFFECTS Informatica 18 (1994) 219-227 227 

[2] K.R. Apt, A Static Analysis of CSP Pro-
grams, In Logics of Programs: Proceedings 
1983, Lecture Notes in Computer Science, 
No. 164, 1-17, Springer Verlag, New York 
(1983). 

[3] J.P. Banning, An Efficient Way to Find 
the Side Effects of Procedure Calls and the 
Aliases of Variables, 6th Annual ACM Sym-
posium on Principles of Programming Lan-
guages, Jan. (1979). 

[4] M. Burke, An Interval-Based Approach to 
Exhaustive and Incremental Interprocedural 
Data-Flow Analvsis, ACM Transactions on 
Programming Languages and Systems, Vol. 
12, No. 3, 341-395, (1990). 

[5] K.D. Cooper, K. Kennedv, Interprocedural 
Side-Effect Analvsis in Linear Time, ACM 
SIGPLAN Notices, Vol. 23, No. 7, 57-66, 
(1988). 

[6] L.D. Fosdick, L.J. Osterweil, Data Flow 
Analvsis in Software Reliabilitv, ACM Com-
puting Surveys, Vol. 8, No. 3, 305-330 (1976). 

[7] C. Ghezzi, M. Jazaveri, Programming Lan-
guage Concepts, John Wiley & Sons, New 
York (1987). 

[8] S.C. Johnson, Lini: A C Program Checker, 
Technical Report, AT&T Bell Labs, Murray 
HiU, New Jersey, (1978). 

[9] C. Wilson, L.J. Ostemeil, Ornega—A Data 
Flow Analysis Tool for the C Programming 
Language, IEEE Trans, on Softmare Eng., 
Vol. 11, No. 9, 832-838 (1985). 



Informatica 18 (1994) 229-243 229 

CONTROL ABSTRACTIONS IN MODULA-2: 
A ČASE STUDY USING ADVANCED BACKTRACKING 

Libero Nigro & Giuseppe Veneziano 
Dipartimento di Elettronica, Informatica e Sistemistica 
Universita' della Calabria, 1-87036 Rende(CS) - Italy 
E-mail: nigro@ccuscl.unical.it 

Keywords: Control abstractions, Modula-2, reusable modules, backtracking, simulation 

Edited by: Rudi Murn 
Received: March 9, 1994 Revised: June 11, 1944 Accepted: June 27, 1994 

This paper shows that Modula-2, extended with a general control abstraction called 
a thread, supports the construction of programmer-defined control modules. As an 
example, a realistic control regime providing advanced backtracking is presented. 

1 Introduction tining, backtracking and simulation facilities. 

The control structures provided by Modula-2 
include not only ordinary procedures but also 
coroutines. Unlike procedures, coroutines are a 
retentive control structure; coroutine activations 
can be retained arbitrarily long relative to other 
activations, and therefore be freely stored in data 
structures, passed as values or results, and so on. 
Other retentive control structures include back
tracking [1,2] and simulation [3]. Most languages 
provide at most one retentive control structure 
and special-case its implementation; this is un-
fortunate since, as was argued by Lindstrom [4], 
new functionality may be achieved when control 
structures are combined (e.g., by combining back
tracking with simulation, allowing the delivery of 
events in the simulation to be undone). A gen
eral framework for the addition of retentive con
trol structures to a sequential programming lan-
guage has been described in [5]. The proposal is 
centered upon a basic control abstraction called 
a thread. Threads are first-class control objects 
which support the construction of programmer-
defined, reusable control abstractions. Threads 
can be hosted by a high-level language without 
changes to the run-time support. They have been 
embedded in Modula-2 and C++[6]. This paper 
surveys threads, shows their Modula-2 implemen
tation and presents, as a čase study, Lindstrom 
generalized backtracking [4], that is a realistic, 
advanced control regime which combines corou-

2 A Modula-2 General Control 
Abstraction 

Threads were designed to provide a general ab
straction for experimentation in sequential con
trol. Threads are control objects in the same 
sense as SL5 environments [7] and Scheme con-
tinuations [8,9]. They contribute to the run-time 
representation of program control states. Prim-
itive transformations on threads define program 
control events. Threads have first-class status, 
i.e. they may be assigned to data structures and 
passed to or returned from procedures. They are 
proposed in [5], vvhere a formal operational model 
for sequential, unit-level control is piesented. In 
this section we give only an informal introduction 
to threads and to their primitive control opera-
tions. Threads are mapped onto Modula-2 pro-
cesses. Their main features are summarized in 
the follovving: 

— Threads are dynamically created and de-
stroyed. 

— A thread is created for executing a rou-
tine. A routine coincides vvith a parameter-
less, globally-declared procedure \vhose gen
eral structure is shown in Figure 1. 

— Passing value parameters to threads is simu-
lated by means of an untyped, stack managed 

mailto:nigro@ccuscl.unical.it
file:///vhose
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PROCEDURE aRoutineC* a: Ta; b : Tb; . . . * ) ; 

VAR 
a: Ta; b : Tb; (*iormal parameters*) 

BEGIN 
NEWROUTINE(TSIZE(Ta)+TSIZE(Tb)+...,WspSize); 
...Arg(b); Arg(a); (*get argument values*) 

END aRoutine; 

Figure 1: Structure of a routine. 

DEFINITION MDDULE Routines; 
FROM SYSTEM IMPORT BYTE; 

PROCEDURE NEWROUTINE 
( ArgsSize, (*in*) 
WspSize: (*in*) CARDINAL ); 

PROCEDURE Arg 
( VAR A: ARRAY OF BYTE (*out*) ); 

VAR VOID: RECORD END;Othe null object*) 
END Routines. 

Figure 2: The definition module Routines. 

argument area. 

— A thread can suspend itself and (re)activate 
another via a resume operation. In addition, 
the resume operation enables a value to be 
transmitted to the resumed thread. 

— A thread can terminate itself and transfer the 
control to a continuation thread. 

— The state of a thread can be restarted from 
its beginning or restored to a previous one 
saved by means of a copy operation. 

— At the beginning of a program execution 
there exists the main thread only, automat-
ically created and started by the run-time 
support for executing the main module. The 
main thread is subjected to some restrictions: 
it has no argument area, it cannot be copied, 
destroyed, restarted or restored. 

— Thread storageis under user- control and may 
be managed via a garbage collection strategy. 

The Modula-2 implementation of threads con-
sists of two library modules, Routines and 
Threads, whose definitions are reported respec-
tively in Figure 2 and 3. Threads module is es-

sential in developing control abstractions. Rou
tines module introduces a few entities which are 
useful in application programs using abstract con
trol regimes implemented according to the library 
module Threads. Module implementations rely 
upon Modula-2 processes and depend neither on 
the run-time support nor on the operating system. 

Declaring a routine. An invocation of the 
NEWROUTINE procedure: 

NEWROUTINE( argssize, wspsize ); 

must be the first statement in a user-defined rou
tine (see also Figure 1). Argssize and wspsize re-
spectively specify the amounts of storage to be 
allocated for the argument area and for the exe-
cution of the routine as a Modula-2 process. 

Taking the arguments of a routine. The next 
argument from the argument area of the running 
thread can be t aken by invoking 

Arg( A ); 

which pops the next argument and returns it into 
A. 

Again referring to Figure 1, a routine body nor-
mally starts with a caU of NEWROUTINE, fol-
lowed by a number of Arg calls equal to the num-
ber of the expected arguments. Of course, the 
ordering of Arg invocations must follow the same 
ordering of argument bindings (see later in this 
paper). The rest of a routine body is structured, 
in general, according to the control operations of 
a selected control regime. 

Establishing a new thread. A new thread T 
for the execution of a routine P, is generated, ini-
tialized and unmarked, by an invocation of the 
Create procedure: 

T:=Create( P, Allocate ); 

Thread memory space is allocated through the 
user-provided Allocate procedure. 

Binding an argument to a thread. An argu
ment arg can be bound to a thread T by invoking 
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DEFINITION MODULE Threads; 
FROH SYSTEM IMPORT BYTE, ADDRESS; 

TYPE 
THREAD; 
StorageProc = 

PROCEDURE( VAR ADDRESS, CARDINAL ); 
PROCEDURE Create 

( P : PROČ (*in*); 
Allocate : StorageProc (*in*) ) : THREAD; 

PROCEDURE Bind 
( T : THREAD (*in*); 
Arg : ARRAY OF BYTE (*in*) ); 

PROCEDURE Resume 
( T : THREAD (*in*); 

Value : ARRAY OF BYTE (*in*); 
VAR Result : ARRAY OF BYTE (*out*) ); 

PROCEDURE Terminate 
( T : THREAD (*in*); 
Value : ARRAY OF BYTE (*in*); 
Deallocate : StorageProc (*in*) ); 

PROCEDURE Copy 
( Source : THREAD (*in*); 
VAR Dest : THREAD (*out*); 

Allocate : StorageProc (*in*) ); 
PROCEDURE RunningO : THREAD; 
PROCEDURE Routine 

( T: THREAD (*in*) ): PROČ; 
PROCEDURE Restart 

( T: THREAD (*in*) ); 
PROCEDURE Restore 

( Source : THREAD (*in*); 
VAR Dest : THREAD (*in/out*); 

Value : ARRAY OF BYTE (*in*) ); 
PROCEDURE MainO: THREAD; 
PROCEDURE Destroy 

( VAR T : THREAD (*in/out*); 
Deallocate : StorageProc (*in*) ); 
PROCEDURE LastO: THREAD; 
PROCEDURE Mark 

( T: THREAD (*in*) ); 
PROCEDURE GarbageCollect 

( Old : THREAD (*in*); 
Deallocate : StorageProc (*in*) ); 

END Threads. 

Figure 3: The definition module Threads. 
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the Bind procedure: 

Bind( T, arg ); 

which pushes arg, uninterpreted, into the argu
ment area of T. 

Transferring the control to a thread. An 
invocation of the Resume procedure: 

Resume( T, value, result ); 

transfers control to thread T, which receives value 
as a result. The execution of the running thread 
is suspended within the Resume operation, which 
returns the expected result at the subsequent re-
sumption only. 

Terminating a thread. The running thread 
can terminate its execution, yielding the control 
to a continuation thread T, by using the Termi
nate procedure: 

Terminate( T, value, Deallocate ); 

Thread T receives value as a result. The run
ning thread is destroyed by invoking the Deallo
cate procedure. 

Copying a thread. A copy of a given Source 
thread can be achieved by invoking the Copy pro
cedure: 

Copy( Source, Dest, Allocate ); 

which returns the copy into Dest. The copy is 
performed in such a way that if Source is de-
stroyed and replaced by the copy, the computa-
tion is not modified. The copy includes the dy-
namic variables allocated by using the standard 
module Storage only if a separate heap is indepen-
dently administrated by Storage in the workspace 
of each Modula-2 process. The Copy operation es-
tablishes betvveen threads the equivalence relation 
"is a copy of. 

Getting the running thread. The identity of 
the currently executing thread is returned by in
voking the Running procedure: 

C:=Running(); 

Getting the routine of a thread. The routine 
associated to a given thread T is returned, as a 
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PROČ value, by invoking the Routine procedure: 

R:=Routine( T ); 

Restarting a thread. A thread T can be 
restarted into the initial state established by the 
Create operation, by invoking the Restart proce
dure: 

Restart( T ); 

Only the argument values of T are preserved. 

Restoring a thread. A given thread Source can 
copied upon an existing thread Dest, by invoking 
the Restore procedure: 

Restore( Source, Dest, value ) 

If Dest is the running thread, the operation trans-
fers control to the copied thread which receives 
value as a result. Implementation may require 
that the two threads be in the relation "is a copy 
of . 

Getting the main thread. The identity of the 
main thread is returned by invoking the Main pro
cedure: 

M:=Main(); 

Destroying a thread. A thread T can be de-
stroyed, and its memory space released according 
to a Deallocate procedure, by invoking the De-
stroy procedure: 

Destroy( T, Deallocate ); 

Getting the last thread. The identity of the 
most recently generated thread is returned by in
voking the Last procedure: 

T:=Last(); 

Marking a thread. A thread can be marked 
as not being garbage collectible, by invoking the 
Mark procedure: 

Mark( T ); 

Collecting garbage threads. Ali the threads 
generated after a given Old thread, and vvhose 
state is unmarked, can be destroyed by invoking 

the GarbageCollect procedure: 

GarbageCollect( Old, Deallocate ); 

Ali marked threads are then unmarked, with the 
exception of the main thread. 

3 Programming Control 
Abstractions 

Modules Routines and Threads enable the ac
tivities of programming control abstractions and 
writing application programs to be separately 
performed. These two activities require difFerent 
competences. Therefore, in the context of con
trol programmability, reusability is a major point: 
the application programmer needs a library of 
reusable control modules for selecting the control 
regimes suitable to his/her particular problem. 

Programming a control abstraction is similar to 
programming a data abstraction. This analogy is 
made evident by the definitions which follow. 

A control regime is composed of: 

- a control structure, i.e. a data structure in-
cluding threads among its components; 

— a set of control operations, whose responsibil-
ity is to manipulate the control structure and 
transfer control between threads. Some op
erations provide for creation and termination 
of control regimes. 

A control module is a library module which re-
alizes a control abstraction, i.e. a control regime 
whose control structure is hidden and accessible 
solely via the control operations provided, or an 
abstract control type, i.e. a class of control ab
stractions. Obviously, to maximize reusability, a 
control module should always realize an abstract 
control type. So, in general, a Modula-2 control 
module exports both an opaque control type and 
a set of control procedures. Among these there 
must exist a procedure to instantiate a control 
regime and another which terminates it. 

In a realization of a control module, thread stor-
age management is a key point. When standard 
Storage module administers a separate heap for 
each process, there may exist problems concern-
ing both thread lifetimes and thread dimension-
ing. In these cases, threads may be allocated in 
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DEFINITION MODULE TailRecursiveControl; 
FROM SYSTEM IMPORT BYTE; 
PROCEDURE Call 

( Func : PROČ; (*in*) 
Args : ARRAY OF BYTE; (*in*) 

VAR Result : ARRAY OF BYTE (*out*) ); 
PROCEDURE TailCall 

( Func : PROČ; (*in*) 
Args : ARRAY OF BYTE (*in*) ); 

PROCEDURE Return 
( Result : ARRAY OF BYTE (*in*) ); 

END TailRecursiveControl. 

Figure 4: The defmition module TailRecursive
Control. 

a global heap provided by a programmer-defined 
storage handler. 

3.1 A Tail Recursive Control Module 

The following shows a simple example of a control 
module which implements a tail recursive [10,11] 
control abstraction. The definition module, re-
ported in Figure 4, besides the usual Call and 
Return control operations, exports also the oper-
ation TailCall. 

Calling a function. A function Func with ar-
guments Args can be called by invoking the Call 
operation: 

Call( Func, Args, Result ); 

which only returns when the activation of Func 
returns, with Result then set to the value com-
puted by Func. 

Tail calling a function. The operation TailCall, 

TailCall( Func, Args ); 

can be used instead of Call when the invocation of 
Func is the last action of the current function in
stance which returns the result evaluated by Func 
as its own result. The use of TailCall, when cor-
rect, enables memory space to be conserved, in 
that the frame of the current instance is deallo-
cated in advance. 

Returning from a function. An invocation of 

the operation Return: 

Return( Result ); 

returns from the currently executing instance, 
with Result as the computed value. If the re
turning instance is that created by the first Call 
operation, control regime is then terminated. 

An implementation of TailRecursiveControl 
module is shown in Figure 5. The control struc-
ture, i.e. a stack of threads, is obtained by linking 
nodes local to the different invocations of Call. 
The current thread is held out of the stack. The 
first Call pushes the thread of the original caller 
onto the stack. Such a thread is continued at 
control regime termination (see the Return oper
ation). 

An example of the use of the TailRecursiveCon
trol module is shown in the Figure 6 where a fou-
tine which searches an item x in a binary search 
tree t and returns the corresponding (sub)tree or 
NIL, is reported. The two parameters of Search, 
i.e. t and x, are passed as fields of a record ar
gument of type SearchPair. Roiitine Search may 
be invoked by a Call(Search, sp, r), after which r 
contains the result. 

4 An Advanced Backtracking 
Regime 

This section presents a backtracking control mod
ule which was programmed using threads. The 
control form is derived from that proposed by 
Lindstrom in [4] and consists of a combination 
of coroutining, backtracking and simulation facil-
ities. Such a generalized backtracking regime al-
lows an application to be structured as a tree of 
non-deterministic (ND) systems. The purpose of 
an ND system is to provide scope for the back
tracking primitives (see below). Each ND system 
is governed by a coroutine controlling instance 
which actually represents the system. An ND 
system possesses, in addition to itself, ali of its 
descendant ND systems. It possesses also a set of 
ordinary coroutines created at the tirne the ND 
system was current. Coroutining is possible both 
in an ND system and among ND systems. 

The control state of a program during execu-
tion [12] consists of a set of chains established 
via the control (or dynamic) link of the various 
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IMPLEMENTATION MODULE TailRecursiveControl; 
FROH SYSTEM IHPORT BYTE, ADR; 
FROM Storage IHPORT ALLOCATE, DEALLOCATE; 
FROM Terminal IHPORT WriteString, WriteLn; 
FROM Routines IMPORT VOID; 
FROM Threads IMPORT THREAD, Create, Bind, Resume, 

Restart, Terminate, Running, Routine; 
TYPE 

RecursionStack = POINTER TO RecursionNode; 
RecursionNode = RECORD 

Caller : THREAD; 
Next : RecursionStack; 

END; 
VAR Top : RecursionStack; (*control structure*) 
PROCEDURE PUSH( P : RecursionStack ); 
BEG IN 

WITH P" DO Caller := RunningO; 
Next := Top; END; Top:=P; 

END PUSH; 
PROCEDURE POP() : THREAD; 

VAR P : RecursionStack; 
BEGIN P:=Top; 

WITH P* DO Top := Next; 
RETURN Caller; END; 

END POP; 
PROCEDURE Call( Func : PROČ; 

Args : ARRAY OF BYTE; 
VAR Result : ARRAY OF BYTE ); 

VAR RN : RecursionNode; Calley : THREAD; 
BEGIN PUSH( RecursionStackC ADR(RN)) ); 

Calley := Create( Func, ALLOCATE ); 
Bind( Calley, Args ); 
Resume( Calley, VOID, Result ); 

END Call; 
PROCEDURE ReturnC Result : ARRAY OF BYTE ); 
BEGIN Terminate( POP O , Result, DEALLOCATE ); 
END Return; 
PROCEDURE TailCalK Func : PROČ; 
Args : ARRAY OF BYTE ); 

VAR Calley : THREAD; 
BEGIN Calley:=Running(); 

IF Routine( Calley ) = Func THEN 
Bind( Calley, Args ); 
Restart( Calley ); 

ELSE 
Calley := Create( Func, ALLOCATE ); 
Bind( Calley, Args ); 
Terminate( Calley, VOID, DEALLOCATE ); 

END 
END TailCall; 
END TailRecursiveControl. 

Figure 5: The implementation module TailRecur
siveControl. 

PROCEDURE Search 
(* sp:SearchPair *)(*: BinaryTree*); 

VAR sp : SearchPair; 
BEGIN 

NEWROUTINE( TSIZE(SearchPair), 600); 
Arg( sp ); 
WITH sp DO 

IF (t=NIL) OR (t".item=x) THEN 
Return( t ); 

ELSIF f.item>x THEN 
t:=t".left; TailCalK Search, sp); 

ELSE 
t:=t".right; TailCalK Search, sp ); 

END; 
END; 

END Search; 

Figure 6: The routine Search. 

(procedure or coroutine) instances. One chain, 
termed the Operating Chain (OC), is convention-
ally anchored by the abstract processor. Ali the 
others are idle chains and contain one suspended 
(or detached) coroutine, which acts as their an-
chor. Coroutine operations allow semisymmetric 
activations only [3]. The follovving are some useful 
definitions: 

- A coroutine is said to be active if it belongs 
to the OC. 

- The currently executing coroutine (self) is 
the youngest coroutine instance in the O C 
at any given moment. 

- An ND svstem is said to be active if its con-
trolling instance belongs to the OC. 

- The current ND svstem is the active one 
whose controlling instance is furthest from 
the processor. 

An ND system may possess a local simulation svs
tem made up of a set of processes (coroutines). 
One of these coroutines is designated the simula
tion main. It is itself a simulation process, and is 
responsible of setting up the simulation system. 
In addition to its processes, a simulation system 
is characterized by: 

- a read-only variable TIME, initialized to 
zero, which provides the (virtual) time of the 
system; 

- an event list which records the events gener-
ated by the processes. 



CONTROL ABSTRACTIONS IN MODULA-2 Informatica 18 (1994) 229-243 235 

DEFINITION MODULE HDTREE; 
FROM SYSTEH IMPORT ADDRESS, BYTE; 
TYPE 

COROUTINE; 
PROCEDURE NeoNDtree 

( P : PROČ (*in*); 
Arg : ARRAY OF BYTE (*in*) ); 

PROCEDURE NDCREATE 
( P : PROČ; (*in*) 
Arg : ARRAY OF BYTE (*in*) ) : COROUTINE; 

PROCEDURE CREATE 
( P : PROČ; (*in*) 
Arg : ARRAY OF BYTE (*in*) ) : COROUTINE; 

PROCEDURE CALL 
( C : COROUTINE (*in*) ); 

PROCEDURE DETACH; 
PROCEDURE TERHINATE; 
PROCEDURE CHOICE 

( N : CARDINAL (*in*) ) : CARDINAL; 
PROCEDURE FAILURE; 
PROCEDURE NEXTCHOICE() : CARDINAL; 
PROCEDURE CUT; 
PROCEDURE SELFO : COROUTINE; 
PROCEDURE Failed 

( C : COROUTINE (*in*) ) : BOOLEAN; 
PROCEDURE SetGlobalVars 

( Adr : ADDRESS (*in*); 
Size : CARDINAL (*in*) ); 

PROCEDURE SIHCREATE 
( P : PROČ (*in*); 
Arg : ARRAY OF BYTE (*in*) ) : COROUTINE; 

PROCEDURE TIHE() : CARDINAL; 
PROCEDURE SCHEDULE 

( C : COROUTINE (*in*); 
Time : CARDINAL (*in*) ); 

PROCEDURE PASSIVATE; 
PROCEDURE SimulationMainO : COROUTINE; 
END NDTREE. 

Figure 7: The definition module NDTREE. 

A simulation system is current when the possess-
ing ND system is current. 

The NDTREE control module is a full im-
plementation of Lindstrom control regime. A 
few new primitives were added in the interest 
of effi.ciency or to facilitate the expression of 
some speciflc programming tasks. The operations 
NEXTCHOICE and CUT was derived from [13]. 
The NDTREE definition module is shown in Fig
ure 7. 

The meaning of the NDTREE control opera
tions is now clarified by giving an informal de-
scription of their semantics. Control operations 
are conveniently grouped according to coroutine, 
backtracking and simulation control forms upon 

which NDTREE is built. 

4.1 Coroutine Control 

The coroutine facilities offered by NDTREE 
are similar to those originally introduced by 
SIMULA-67. The opaque type COROUTINE 
abstracts the notion of coroutine instances 
which are expected to be dynamically allo-
cated/deallocated. Coroutines are mapped on 
threads and ultimately on Modula-2 processes. 
Control exchanges among coroutines are basi-
cally realized through semisymmetric'bperations 
CALL/DETACH. In other words, COROUTINE 
instances are assumed to be orchestrated by a 
controlling supervisor which gets resumed at each 
coroutine DETACH, and is in charge of activat-
ing, via a CALL, another coroutine according to a 
control strategy. Of course, each called coroutine 
will be resumed from the control point where it 
last was left off. 

Making a coroutine. A new coroutine can be 
established by invoking the CREATE procedure: 

CREATE( P, arg ); 

which creates and returns a new ordinary corou
tine for the execution of routine P. Arg is bound 
to this coroutine as an argument. The coroutine is 
detached and forms an idle chain. Its reactivation 
point is set at the first statement of P. The corou
tine belongs to the current ND system. Calling 
CREATE when the main process of a simulation 
system is current, establishes the created corou
tine as a process of that system. 

Activating a coroutine. A given coroutine C 
can be activated by invoking the CALL proce
dure: 

CALL( C ); 

which attaches the referenced coroutine C to its 
CALLer on the Operating Chain (OC). C must 
be the anchor of an idle chain. It becomes the 
current coroutine and its execution resumes at its 
reactivation point. C and its CALLer must be-
long to the same ND system, or C must be the 
controlling instance of an ND system which is a 
son of the current one. 

Suspending a coroutine. The currently exe-
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cuting coroutine can suspend its execution by us
ing the DETACH procedure: 

DETACH; 

which causes the current coroutine to be detached 
from the OC, thus forrning a new idle chain. Its 
reactivation point is set at the statement imme-
diateb/ following DETACH. Control is transferred 
to the CALLer, which resumes its execution at its 
reactivation point. 

Terminating a coroutine. The currently exe-
cuting coroutine can terminate itself by using the 
TERMINATE procedure: 

TERMINATE; 

which is similar to DETACH but the current 
coroutine is marked terminated and it is no longer 
CALLable. If the current coroutine is the control-
ling instance of the root ND system, the whole 
control regime is terminated. 

Getting the current coroutine. The identity 
of the currently executing coroutine is returned 
by the SELF procedure: 

C:=SELF(). 

4.2 Backtracking Control 

NDTREE approach to backtracking relies on the 
notion of an ND system, which is governed by a 
coroutine controlling instance especially created 
to this purpose. ND control instance may be ma-
nipulated (i.e. CALLed and DETACHed) as an 
ordinary coroutine instance, but in addition it de-
fines a scope of backtracking control for the spe-
cial primitives CHOICE and FAILURE. 

Making an N D svstem. A new ND system 
can be established by invoking the NDCREATE 
procedure: 

nd:=NDCREATE( P, Arg ); 

which creates and returns the associated corou
tine controlling instance whose routine is P. Arg 
is bound to this coroutine as an argument. The 
coroutine is detached and forms an idle chain. Its 
reactivation point is set at the first statement of 
P. The controlling instance is responsible of set-
ting up the system. The new ND system is linked 

as a son to the current ND system. 

Establishing a choice point. A new choice 
point within the current ND system, \vhere one of 
N alternatives is to be chosen, can be established 
by invoking the CHOICE procedure: 

c:=CHOICE( N ); 

Calling CHOICE causes the actual state of the 
current ND system and those of ali possessed sys-
tems to be recorded and the value N returned. 
The values from N-l down to 1 are returned 
through subsequent calls of FAILURE. If the 
value returned is 1, the choice point is cancelled. 
Calling CHOICE with N=l causes N to be re
turned, and no choice point is established. Call
ing CHOICE with N=0 is equivalent to calling 
FAILURE. 

Signalling a failure. An invocation of the FAIL
URE procedure: 

FAILURE; 

signals that the previous choices cannot possibly 
lead to a solution of the problem. FAILURE rolls 
the state of the current ND system and that of aH 
the ND systems possessed back to the most recent 
choice point. The execution then continues with 
CHOICE, which delivers the next value. If there 
is no choice point, then FAILURE forces the ter-
mination of aH the coroutines of the current ND 
system, including its controlling instance. Con
trol is then transferred to the coroutine, if there 
is one, of the father ND system which first acti-
vated the current ND system. After such a terrni-
nation, an invocation of Failed (C) with C being 
the controlling instance of the terminated ND sys-
tem, returns TRUE. If the terminated ND system 
is the root one, then the whole control regime is 
terminated. 

Immediate returning of the next choice 
value. If the current ND system has a choice 
point, then invoking the NEXTCHOICE proce
dure: 

c:=NEXTCHOICE(); 

returns the next value of the most recent choice 
point but, unlike FAILURE, \vithout a state roll 
back. If there is no choice point, or the last 
value returned by CHOICE or NEKTCHOICE is 

file:///vhere
file:///vithout
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1, then the invocation of NEXTCHOICE is equiv-
alent to FAILURE. 

Cancel l ing a choice point . If the last value re
turned by CHOICE or NEXTCHOICE is greater 
than 1, an invocation of the CUT procedure: 

CUT; 

cancels the most recent choice point of the current 
ND system. CUT always terminates by invoking 
FAILURE. 

Inquiring an N D s v s t e m against fatal fail-
ure. A call to the Failed procedure: 

bool:=Failed( C ); 

returns T R U E iff the ND system of which corou
tine C is the controlling instance, has been termi-
nated by a FAILURE which has found no choice 
point. 

Declar ing global variables . A call to the Set-
GlobalVars procedure: 

SetGlobalVars( Adr, Size ); 

"declares" 
the global area identified by < Adr, Size > 
as one which contains the global variables of the 
current ND system. Such a non interpreted area 
will be copied and restored automatically dur-
ing CHOICE and FAILURE operations occurring 
within the ND system. NDTREE module imple-
mentation is unable to undo assignments to glob-
als not selected by a SetGlobalVars operation, and 
allocation/deallocation of dynamic variables in a 
global heap. 

4 . 3 S i m u l a t i o n C o n t r o l 

NDTREE offers simulation control features which 
can be used in combination with backtracking. 
The logical parallelism normally required by sim
ulation is already provided by the coroutine con
trol form. Simulation can be controlled in a sim
ulation system, governed by a coroutine control
ling instance especially created to this purpose. 
A simulation system is made up of a collection of 
simulation processes. The simulation control in
stance is itself a member of the simulation system 
and acts as its simulation main. It can manipu-
lated, i.e. CALLed and DETACHed, as a norma! 

coroutine. Simulation processes are a refiniment 
of ordinary coroutines. They can use the primi-
tives SCHEDULE and PASSIVATE respectively 
for scheduling events in the future and for yield-
ing control to the simulation controlling instance 
which is responsible of the basic actions of ad-
vancing the virtual time and delivering an event 
(i.e., activating a simulation process) to its rele-
vant process. 

Making a s imulat ion s y s t e m . A new simula
tion system is established by invoking the SIM-
CREATE procedure: 

ss:=SIMCREATE( P, Arg ); 

which creates and returns its main process (corou
tine), whose routine is P. Arg is bound to this 
coroutine as an argument. The coroutine is de-
tached and forms an idle chain. Its reactiva-
tion point is set at the first statement of P. The 
coroutine belongs to the current ND system. The 
main process is responsible of creating the sim
ulation processes. The simulation processes are 
private of the current simulation system and may 
use the operations SCHEDULE and PASSIVATE 
only. The new simulation system is possessed by 
the current ND system, which may activate it by 
CALLing its main process. 

Gett ing the current s imulat ion t i m e . The 
current value of the simulation t ime is returned 
by an invocation of TIME procedure: 

now:=TIME() . 

Scheduling an event . A new event 
< C, Time > is created and added to the event 
list of the current simulation system, by a call to 
SCHEDULE procedure: 

SCHEDULE( C, Time ); 

C must be a process of such a system. Time rep-
resents normally a future simulation time when 
reactivation of C is planned to occur. 

Passivat ing a s imulat ion process . A call to 
the PASSIVATE procedure: 

PASSIVATE; 

causes the following sequence of actions to be ex-
ecuted: 
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(a) the current simulation process is DE-
TACHed; 

(b) if the event list of the current simulation sys-
tem is empty, ali the processes of the sys-
tem, including the main one, are terminated. 
Control is then transferred to the coroutine 
by which the main process was activated; 

(c) otherwise, an event < P,t > with minimum t 
is removed from the event list; 

(d) if t > TIME then TIME is set to t; 

(e) process P is CALLed. 

Getting the main simulation process. A call 
to the SimulationMain procedure: 

sm:=SimulationMain(); 

returns the coroutine acting as the main process 
of the current simulation system. 

4.4 S tar t ing /Terminat ing the 
N D T R E E Control R e g i m e 

An invocation of the NewNDtree procedure: 

NewNDtree( P, Arg ); 

initializes the NDTREE control regime and makes 
the root ND system by creating its controlling in
stance, whose routine is P. Arg is bound to this 
coroutine as an argument. Control is then passed 
to the newly created coroutine, which is in charge 
of setting up the system by creating its compo-
nent coroutines. The operation NewNDtree only 
terminates at control regime termination (see the 
operations DETACH, TERMINATE and FAIL-
URE), at which tirne the invocator of NewNDTree 
continues. 

4.5 T h e Not ion of an N D S y s t e m 
Execut ion State 

For a fuller description of the CHOICE and FAIL-
URE operations of NDTREE, the following re-
ports Lindstrom definition of an ND system exe-
cution state [4, pag. 14]. 

"Let S be an ND system governed by control in
stance v. Then 

(a) The execution state of S is its choice-level 
state. 

(b) The current choice-level state of S consists of: 

(i) the current attempt-level state of S, and 
(ii) a stack of CHOICE-execution records 

corresponding to unexhausted 
CHOICE invocations local to S, in most 
recent topmost order. Each such record 
consists of 
(1) the attempt-level state of S current 

when that CHOICE was encoun-
tered, and 

(2) the last value delivered by that 
CHOICE invocation 

(c) The current attempt-level state of S consists 
of 

(i) the current attachment chain of corou
tines anchored by v (along with their 
contained variable values); 

(ii) ali idle chains currently headed by non-
ND coroutine instances possessed by v 
(along with their variable values); 

(iii) the current state of the simulation sys-
tem possessed by v, made up of the 
simulation processes (along with their 
contained variable values), the value of 
TIME and the event list (along with its 
contained event values); 

(iv) the current choice-level state of each ND 
system governed by an ND control in
stance possessed by v." 

Calling CHOICE(N) local to S causes the follow-
ing actions to take plače: 

IF N=0 THEN a FAILURE is done 
ELSIF N=l THEN 

the execution continues with CHOICE 
which delivers N 

ELSE 
(1) a copy of the current attempt-level 

state of S is paired with N and stacked 
on the CHOICE-execution stack nithin the 
execution state of S, and 

(2) execution continues with CHOICE, which 
delivers N. 

The effect of calling FAILURE local to S is as 
follows: 
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IF the CHOICE-execution stack of execution 
state of S is empty THEN 
S is terminated as a whole 

ELSE 
the record on top of that stack is popped, 
yielding an N value and an attempt-level 
state of S, which is made current by being 
installed in its execution state. 
A CHOICE(N-l) is then done. 

5 A Programming Example 
Lindstrom has furnished several examples which 
exemplify the possible programming paradigms 
which are supported by its control combination. 
In particular, the control form allows for: 

- backtracking being applicable over 
attempt-level computations involving corou-
tines; 

. - coroutine management of multiple backtrack
ing subsystems; 

- a mixture of the two, e.g. backtracking 
control over a coroutine-managed package of 
backtracking subcomputations; 

- optimization problems to be solved in con-
nection with simulation. 

The following shows a programming example de-
rived from Lindstrom work [4, pag. 19], which 
makes use of most NDTREE operations. 

J o b M i x P r o b l e m : A multiprogrammed 
computer system is given a set of one or more 
independent jobs to run. Each job consists of a 
well- formed sequence of two or more fixed du-
ration phases, each beginning with the alloca
tion or deallocation of a particular, unique and 
nonsharable device. We consider the computing 
load of each phase to be negligible, so there is 
no a priori limit to the number of jobs that can 
run concurrentlv, nor does that number have 
any impact on the real time of each phase in 
progress. Our question is: What is the earliest 
time at vvhich that job mix may be finished? 

This is an optimization problem over the space 
of ali possible allocation sequences. Moreover, the 
possibility of deadlock situations makes only some 
of those sequences admissible. A suitable solu-
tion requires a control regime where basic simu
lation facilities can be used in combination with 

backtracking. An ND system may be planned 
with a simulation system nested in it. The back
tracking process allows the ND system state to 
be rolled back as soon as an allocation sequence 
reveals to be suboptimal, in that takes a longer 
time than the current minimum. In particular, 
FAILURE allows device statuses, job states and 
the event list of the simulation system to be re-
stored, and so it enables ali the possible alloca
tion sequences to be examined. This solution 
makes use of backtracking over a coroutine- based 
attempt-level programming. The situation con-
sidered here (see Figure 8) is slightly different, 
in that two backtracking systems co-operate in a 
(quasi)parallel fashion to find the earliest overall 
time of two job mix problems. The program es-
tablishes an ND tree where two sons of the root 
ND system are each dedicated to solve a job mix 
problem. There are two backtracking algorithms 
controlled as coroutines by a master represented 
by the controlling instance of the root node. This 
organization allovvs each son ND system to auto-
matically prune from its context tree those paths 
which turn out to be suboptimal with respect to 
the current global minimum. 

The following contains some comments about 
JobMix module. In Job routine, each phase be-
gins with the allocation or deallocation of a de
vice. In each čase label, the use of CH0ICE(2)=1 
is worthy of note. It represents a binary fork 
which is useful to ensure full enumeration of ali 
allocation sequences. In the Alloc alternative, if 
the requested device is free, then job occupies 
it immediately. Also, full evaluation of the IF 
condition implies the generation of a new choice 
point in the current ND system with CHOICE 
returning 2. Such a choice point ensures that af-
ter a FAILURE, the job is enqueued in the device 
queue, thus making the allocation of this device to 
another job possible. If the device is already busy, 
there is no choice but to enqueue job in device 
queue for later allocation. Note that the short 
circuit evaluation of the IF condition guarantees 
that CH0ICE(2) is not invoked. In the Dealloc 
alternative, the device is iirst freed. Then, if jobs 
are in the device's waiting queue, a new choice 
point is established, which makes it possible not 
to allocate the device immediately to one of these 
waiting jobs. This precaution complies with the 
allocation strategy and it is a condition for the full 
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HODULE JobHix; 

FROM HDTREE IHPORT HeuHDtree, COROUTIHE, CREATE, 

HDCREATE, SIHCREATE, SetGlobalVars, CALL, DETACH, 

TERHIHATE, SCHEDULE, PASSIVATE, SimulationHain, 

TIHE, CHOICE, FAILURE, HEXTCHOICE, Failed; 

FROM Routines IHPORT HEUROUTIHE, Arg, VOID; 

FROH InOut IHPORT HriteString, UriteCard; 

FROH SVSTEM IMPORT SIZE, ADR; 

COHST 

JobHax = 3;(*max nr of jobs per simulation*) 

PhaseMax = 6;(*max nr of phases per job*) 

PhaseTimeMax= 10;(*max tirne per phase*) 

Tlarge = 180; (»upper bound on mix finish tirne*) 

DevMax = 5; (*max nr of devices*) 

SimMax = 2; (*raax nr of simulations*) 

TYPE 

JobHr = [l..JobMax]; (*job numbers*) 

PhaseHr = [1..PhaseHax]; (»phase numbers in a job*) 

SimHr = [l..SimMax]; (»simulation numbers*) 

PhaseTime = [O..PhaseTimeHax]; (»phase durations*) 

FinishTime = [O..Tlarge]; (*mix finish times*) 

DevHr = [l..DevHaxj; (»device numbers*) 

JobSet = SET OF JobHr;(*sets of jobs*) 

VAR 

PC : ARRAY SimHr,JobHr 

OF PhaseHr; (»Phase Counts*) 

Dv : ARRAY SimHr,JobHr.PhaseHr 

OF DevHr; (»Devices*) 

Req: ARRAY SimHr,JobHr.PhaseHr 
OF (Al loc , Deal loc); (*Request action*) 
PL : ARRAY SimHr,JobHr.PhaseHr 

OF PhaseTime; (»Phase Lenght*) 

HrJobs : ARRAY SimHr 

OF JobHr; (»nr of jobs per simulation*) 

j : JobHr; 

p : PhaseHr; 

s, sMin : SimHr; 

MinFinishTime : FinishTime; 

TlastFinish : ARRAY SimHr OF FinishTime; 

JobRef : ARRAY SimHr, JobHr 

OF COROUTIHE; (*job process names*) 

V : ARRAY SimHr OF (»glob vars of HD svstems*) 

RECORD (»device«) 

DEVSTATUS : (*statuses*) 

ARRAY DevHr OF (Busy, Free); 

DEVQUEUE : (*wait queues*) 

ARRAY DevHr OF JobSet; 

EHD; 

PROCEDURE Boss; (»routine of root HD svstem*) 

VAR HDS : ARRAY SimHr OF COROUTIHE; 

BEGIH HEUR0UTIHE(O, 600); 

FOR s:=l TO SimHax DO (»create HD system sons») 

HDS[s]:=HDCREATE(Hinimize,VOID); 

EHD; 

(»initialize MinFinishTime to a generous value*) 

MinFinishTime:=Tlarge; 

s:=l; 

REPEAT (»coroutine control of HD system sons*) 

IF HOT(Failed(HDS[s])) THEH CALL(HDS[s]) EHD; 

IF s < SimMax THEH IHC(s) ELSE s:=l EHD; 

UHTIL Failed(HDS[1]) AHD Failed(HDS[SimMax]); 

TERMIHATE; 

EHD Boss; 

Figure 8: The module JobMix. (to be continued) 

PROCEDURE Minimize; (»routine of an HD system son») 

VAR Sim :COROUTIHE; 

BEGIH HEUROUTIHE (0, 600); 

SetGlobalVars(ADR(V[s]), SIZE(V[s])); 

(»"declare" globals*) 

Sim:=SIMCREATE(Supervisor, VOID); 

(»create nested sim system») 

LOOP 

(»re-start simulation*) 

CALL(Sim); 

(»ne« minimum found: give back control to boss*) 

DETACH; 

EHD; 

EHD Minimize; 

PROCEDURE Supervisor; 

(»routine of main simulation system*) 

(*see Figure 9 for code*) 

PROCEDURE Job; 

(»routine of a simulation process*) 

(*see Figure 10 for code*) 

BEGIH (*JobHix*) 

(»assume initialization of simulation descriptions, 

i.e. of HrJobs, PC, Dv, Req and PL data structures*) 

HesHDtree(Boss, VOID); 

(»create and start root HD system*) 

UriteStringOSimulation n. 1 ) ; UriteCard(sMin,2); 

WriteString(' have minimum tirne equal to'); 

WriteCard(MinFinishTime,3); UriteLn; 

EHD JobMix. 

Figure 8: The module JobMix. 

PROCEDURE Supervisor; 

VAR j : JobHr; d : DevHr; 

BEGIH 

HEWROUTIHE (0, 1000); 

FOR d:=l TO DevMax DO (»initialize device d*) 

V[s].DEVSTATUS[d] :=Free; 

V[s].DEVQUEUE[d] :=JobSet{>; 

EHD; 

FOR j:=l TO HrJobs[s] DO 

(»create and schedule job processes*) 

JobRef[s,j]:=CREATE(Job, j); 

SCHEDULE(JobRef[s,j], 0); 

EHD; 

SCHEDULE(SimulationMain(), Tlarge); 

PASSIVATE; 

(»simulation has run to completion*) 

FOR d:=l TO DevMax DO 

IF V[s].DEVQUEUE[d] O JobSetO THEH 

(»job mix did not finish, so back up*) 

FAILURE EHD; EHD; 

MinFinishTime:=TlastFinish[s]; 

(»must be new best, so save*) 

sHin:=s; 

DETACH; 

FAILURE; (»keep on trying») 

EHD Supervisor; 

Figure 9: The routine of main simulation system. 
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PROCEDURE Job; 
VAR nr, j : JobHr; p : PhaseHr; 
BEGIH 

HEWROUTIHE(SIZE(nr) , 1 0 0 0 ) ; A r g ( n r ) ; 
FOR p:= 1 TO P C [ s , n r ] DO 

( » s t e p through j o b p h a s e s * ) 
ČASE R e q [ s , n r , p ] OF 

A l l o c : ( » a l l o c a t i o n p h a s e * ) 
IF ( V [ s ] .DEVSTATUS[Dv[s,nr,p]]=Busy) OR 

(CH0ICE(2)=1) THEH 
( » e n t e r j o b i n t o d e v i c e queue») 
IHCL(V[sJ.DEVqUEUE[Dv[s,nr,p]] , n r ) ; 
PASSIVATE; 
( » j o b may now be a l l o c a t e d « ) 
EXCL(V[sJ.DEVqUEUE[Dv[s,nr,p]j , n r ) ; 

EHD; 
V[s] .DEVSTATUS[Dv[s ,nr ,p]] :=Busy I 

D e a l l o c : ( » d e a l l o c a t i o n phase*) 
V[s ] .DEVSTATUS[Dv[s ,nr ,p] ] :=Free; 
IF V [ s ] .DEVQUEUE[Dv[s ,nr ,p]]OJobSetO 
THEH 

IF CH0ICE(2)=1 THEH 
( » g i v e d e v i c e t o a H a i t i n g j o b * ) 

j :=CHOICE(HrJobs[s]); 
UHILE HOT(j I I 

V [ s ] .DEVQUEUE[Dv[s,nr,p]]) DO 
j:=HEXTCHOICE(); 

EHD; 
( » j o b j i s c h o s e n * ) 
SCHEDULEUobRef [ s , j ] , TIMEO); 

EHD; 
EHD; 

EHD; (*CASE») 
SCHEDULEOobRef [s,nr], TIME()+PL[s,nr,p]); 
PASSIVATE; 
(»phase no« completed») 
IF TIHE()>HinFinishTime THEH 

(*already too long, so back up*) 
FAILURE EHD; 

EHD; 
(»save job finish tirne; may be last of mix») 
TlastFinishM :=TIHE() ; 
PASSIVATE; 

EHD Job; 

Figure 10: The routine of a simulation process. 

enumeration of ali allocation sequences. After a 
subsequent FAILURE, CHOICE deliveTS 1, and 
one of the waiting jobs is chosen to be SCHED-
ULEd at the current tirne. If there is no waiting 
job, no further choice point is generated. 

A notable difference between our solution and 
that provided by Lindstrom phrased in an ex-
tended Pascal, is that aH our routines are globals, 
but , logically, Job is nested in Supervisor which is 
nested in Minimize which is nested in Boss. In one 
čase only does the required nesting need to be ex-
plicitely simulated - when we want to ensure tha t 
the data structures of the devices (DEVSTATUS 
and DEVQUEUE) are accessed both by Supervi
sor and Job routines. A global area containing 
the named variables is "declared" by SetGlobal-
Vars within Minimize routine. 

6 Implementation Issues 

The NDTREE control module was implemented 
as a state machine. A single control structure 
is managed and hidden within the implementa
tion module. The realization relies upon threads 
and their mechanisms which allow a thread to 
be copied and subsequently restored to a saved 
state. Thread storageis GarbageCollected at con
trol regime termination. The follovving gives a na
vor of the implementation by describing some key 
points underlying the data structures mantained 
by the control operations. 

A backtracking flagging structure was designed, 
which permits the incremental saving of the 
attempt-level state of an ND system. The struc
ture has the property that it can aUow flagging 
from multiple ND systems. A flagged entity (i.e. 
a coroutine, an ND system, a CHOICE-execution 
stack, a simulation system) is actually copied just 
before it is accessed and modified. For instance, 
a detached flagged coroutine will be copied at 
CALL time, just before it is attached to the OC. 
Since flags may cumulate on the same entity of 
a descendent ND system, as a result of multiple 
CHOICE invocations local either to different pos-
sessing ND systems or to the same possessing ND 
system but at different times, they are arranged 
into a linked list, referred to by the entity descrip-
tor itself. 

A flag stores as its value a reference to the ND 
system by which the save request on the flagged 
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entity was raised. When a flagged entity is sub-
sequently accessed, a copy is formed and saved 
on the CHOICE-execution stack of the request-
ing system and the flag is removed. To save 
memory space, a single copy of a (possibly multi-
ple) flagged entity is actualb/ created and shared 
among the requesting ND systems. A reference 
count technique helps to detect when a given copy 
may be deallocated. 

The CHOICE-ezecution stack of an ND system 
was implemented as a linked stack of tags, whose 
top is referred to by the ND system descriptor. 
Each tag is associated to a CHOICE invocation 
local to the ND system, and actualb/ points to 
a linked choice-stack whose records hold saved 
portions of the system, which are needed to re-
store the attempt-level state that was current at 
that CHOICE invocation tirne. A tag active ref
erence is one held by an ND system which may 
use the tag choice-stack for reconstructing a pre-
vious attempt-level state. A tag passive reference 
is one held by a flag which indicates the tag as 
the destination site for a copy of the flagged en-
tity. A flag actually points directly to a tag. A 
tag, i.e. a choice-point, is retained as long as it is 
actively referenced.The FAILURE operation ušes 
the information held by a tag choice-stack to re-
construct a system state, but does not cancel it. 
A copied entity is restored upon the original one, 
and is mantained for further re-use. As a con-
sequence, in order to save the choice-level state 
of a descendent ND system (its tag stack) on the 
CHOICE-execution stack of a higher possessing 
system which has called CHOICE, it is sufficient 
to generate references to tags of the descendent 
tag stack and save them in the top choice-stack of 
the tag stack of the higher system. As a result of 
the outlined organization, memory space is saved 
as much as possible. 

7 Conclusions 

This paper shows how standard Modula-2, ex-
tended by a general control abstraction called a 
thread, enables the construction of user-defined, 
reusable control modules. Threads are first-
class control objects which were achieved using 
Modula-2 processes. Their implementation is to-
tally portable. Another realization of threads 
has been built in C++[6] with the aim of study-

ing control extensions within an object-oriented 
framework. Although C-f + is not equipped with 
a basic coroutine feature, nor offer facilities for 
accessing stack activation frames as, for instance, 
does Smalltalk [15], it can normally host threads 
via low-level support code. Several control ab-
stractions have been programmed using threads 
(see also [5] and [6]). These experiments con-
firm that thread is a practical, yet powerful tool 
for control regime experimentation. As an ex-
ample, this paper presents a Modula-2 realis-
tic control module, called NDTREE, which is a 
full realization of Lindstrom backtracking regime 
[4]. NDTREE allows backtracking to be used 
in combination with coroutines and simulation. 
A programming example in which backtracking 
systems co-operate in a quasi-parallel fashion to 
solve an optimization problem in connection with 
simulation, it is also presented. NDTREE high-
lights some diffkulties which exist when using 
threads for implementing backtracking. Since 
state saving/restoring operations rely upon copy-
ing threads, undoing of global assignments and of 
allocation/deallocation of dynamic variables in a 
global heap must in general be handled by "ad 
hoc" solutions. Minor problems caused by the 
use of thread in Modula-2 are a need to spec-
ify statically the workspace sizes of processes, a 
lack of routine parameters and that of generic 
operations. Such difficulties are partialb/ over-
come by the C++ realization of thread, where 
the workspace size is determined dynamically at 
a control transfer, and where it can be possible to 
type-check data Communications among threads 
through the use of class member functions which 
host a control operation. 

Acknowledments 

The helpful discussions with Michele Di Santo, 
Wilma Russo and Francesco Tisato are acknowl-
edged. The authors wish to thank the anonymous 
referees for their suggestions whiclt improved the 
shape of the paper. 

References 

[1] Cohen J. (1979) Non-Deterministic Algo-
rithms, Computing Swveys, 11, 2, p. 79-94 



CONTROL ABSTRACTIONS IN MODULA-2 Informatica 18 (1994) 229-243 243 

2] Clocksin W.F. k Mellish C.S. (1981) Program
ming in Prolog, Springer-Verlag, Berlin 

3] Birtwitle G.M., Dahl O.-J., Myhrhaug k K. 
Nygaard (1974) SIMULA Begin, Wiley, New 
York 

4] Lindstrom G. (1979) Backtracking in a gen-
eralized control setting, ACM Trans. Program. 
Lang. Syst., 1, 1, p. 8-26 

;5] Di Santo M., Nigro L. k Russo W. (1990) 
Programmer- Defined Control Abstractions in 
Modula-2, Computer Languages 15, 3, p. 141-
152 

[6] Nigro L. (1994) Control extensions in C+-|-, 
Journal of Object-Oriented Programming, 6, 9, 
p. 37-47 

[7] D. Hanson k R. Grisvrold (1978) The SL5 pro
cedure mechanism, CACM, 21, p. 392-400 

[8] Haynes C.T. , Friedman D. P. & Wand M. 
(1986) Obtaining coroutines with continua-
tions, Comput. Lang., 11, 3/4, p. 143-153 

[9] Haynes C.T. k Friedman D. P. (1987) Embed-
ding continuations in procedural objects, ACM 
Trans. Program. Lang. Syst., 9, 4, p. 582-598 

[10] Steele G.L. (1977) Macaroni is better than 
spaghetti, ACM SIGPLAN Notices, 12, 8 

[11] Read C. (1989) Elements of functional 
programming, Addison-Wesley, Reading, Mas-
sachussets 

[12] Wang A. k Dahl O.-J. (1971) Coroutine Se-
quencing in a Block-Structured Environment, 
BIT, 11, p. 425-449 

[13] Helsgaun K. (1984) Backtracking program
ming with SIMULA, Comput. J., 27, p. 151-158 

[14] Wirth N. (1985) Programming in Modula-2, 
3nd Ed., Springer Verlag, Berlin 

[15] Goldberg A. k Robson D. (1983) Smalltalk-
80: The language and its implementation, 
Addison-Wesley, Reading, MA 



Informatica 18 (1994) 245 

"VVbrld Organisat ion of Systems 
and Cybernet ics 

Foundation of the Organisation 

The World Organisation of Systems and Cyber-
netics (WOSC) is a federation of national asso-
ciations and institutions devoted to systems or 
cybernetics. It was founded in 1969 by Profes-
sor J. Rose, who is now Honorary Director of the 
organisation. Dr Norbert Wiener is the President 
in Memoriam. The President is Professor Stafford 
Beer. 

Board of Directors 

The Director-General of WOSC is Professor 
Robert Vallee (France) who is assisted by a Board 
of Directors in promoting systems theory and cy-
bernetics in the 41 countries that are members. 
The members of the Directorate are: 

Director-General 
Professor R. Vallee (France) 

Directors 
Dr A. Andrew (U.K.) — Affiliations 
Dr C. Bilciu (U.S.A.) — Congresses 
Professor F.H. George (U.K.) — Acad. Affairs 
Professor N.-C. Hu (P.R. of China) 
Professor A. Lopes Pereira (Brazil) 
Professor D. Dutta Majumder (India) 
Dr C. Muses (U.S.A.) — Research 
Professor M. Najim (Morocco) 
Professor E. Nicolau (Romania) — Education 
Dr R. Rodrig. Delgado (Spain) — Ext. Aff. 
Professor B.H. Rudall (U.K.) — Institute 

Communicat ion between M e m b e r 
Countries 

The promotion of systems and cybernetics in the 
41 member countries is achieved mainly through 
the exchange of information at meetings, con
gresses and through ofRcial publications. Kyber-
netes has been chosen as the offlcial journal of 
WOSC. Details may be obtained from MCB Uni-
versity Press.) 

W O S C Ins t i tu te of Sys t ems and Cyber-
netics 

Details of the proposals for the WOSC Institute 
and a progress report are included in Kybernetes, 
Vol. 20 No. 5, 1991, pp. 50-2 in the News, 

Conferences and Technical Reports Section. The 
designate Executive Director is Professor B.H. 
Rudall (U.K.). 

W O S C Secretariat 

More details about the work of WOSC can be 
obtained from: WOSC Secretariat, Professor R. 
Vallee, Director-General, 2 rue de Vouille, 75015 
Pariš, France. 

Honorary Fellowships 

The WOSC has established a limited number of 
Honorary Fellowships confined to most eminent 
scientists in the fields of cybernetics, systems, 
computers and related disciplines. In effect, the 
group of honorary Fellows constitutes a "World 
Academy of Cybernetics and Systems Scientists" 
and will be of great value in advancing these in-
terdisciplinary and transdisciplinary sciences. 

The following have accepted the WOSC invita-
tion: 

D. Gabor, Nobel Laureate (U.K.) [In M.]; 
B.D. Josephson, Nobel Laureate (U.K.); 
L. Pauling, Nobel Laureate (U.S.A.); 
I. Prigogine, Nobel Laureate (Belgium); 
H.A. Simon, Nobel Laureate (U.S.A.); 
A. Balevski, Bulgarian Acad. Sci. (Bulgaria); 
S. Beer, Manchester Business School (U.K.); 
J. Bigelow, Princ. Inst. Adv. Stud. (U.S.A.); 
C. Chagas, Vatican Acad. Sci. (Brazil); 
A. Danzin, I.N.R.I.A. (France); 
R. Ericson, Soc. Gen. Syst. Res. (U.S.A.); 
F.H. George, Brunel Univ. (U.K.); 
T.C. Helvey, Univ. Tenn. (U.S.A) [In M.]; 
C. Hammer, Sperrv-Univac (U.S.A.); 
Kožešnik, Cze.-Slo. Acad. Sci. [In M.] 
L. Kumar, Goverm. of India (India); 
M. Manescu, Acad. Econ. Stud. (Romania); 
M.D. Mesarovič, West. Res. Univ. (U.S.A.); 
M. Nalecz, Pol. Acad. Sci. (Poland); 
J.D. Palmer, IEEE (U.S.A.); 
S. Ramo, T.R.W. Inc. (U.S.A.); 
J.G. Santesmases, A.E.I.A. (Spain) [In M.]; 
M. Valentinuzzi, Inst. Cyber. (Argentina); 
R. Vallee, Univ. Pariš-Nord (France); 
Sir G. Vickers (U.K.) [In M.]; 
L.A. Zadeh, Univ. Cal. (U.S.A); 
J. v.d. Zouwen, F. Univ. Am. (Holland) 

A.P. Zeleznikar 
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Kybernetes 
The International Journal of Systems & Cy-
bernetics, an official journal of the WOSC 

MCB University Press Limited 
62 Toller Lane - Bradford - West Yorkshire 
England BD8 9BY 

Kybernetes is a resource for academics, re-
searchers and consultants in cybernetics and sys-
tems, knovvledge engineers and computer special-
ists. It is one of the most informative specialist 
publications in its area. As an aid to research, 
and as a stimulus to exploring the complex inter-
action between man, machine and environment, it 
is obviously of tremendous value to anyone need-
ing up-to-date information for their work. 

The journal features a section entitled "Con-
temporary Systems and Cybernetics" which con-
tains selected reports and surveys of current re
search and development. The journal also con-
tains a Book Review section (contributed by a 
team of distinguished reviewers, News, Confer-
ences, Technical Reports, up-to-date Announce-
ments and Special Announcements. 

Selected and refereed articles will be published 
on a variety of important topics in systems and cy-
bernetics. The 'Communication' section has been 
expanded to allow shorter articles and Communi
cations to be published. A section, entitled 'Fo
rum', allows contributors to present their views 
on ali matters concerning this multidisciplinary 
field, whether published in the form of short pre-
sentations or as correspondence. 

The Norbert Wiener Centernary Award for the 
authors of the best articles is made in recognition 
of the excellence of contributions to the journal 
and to encourage new authors to publish their 
best work in Kybernetes. For entering the sub-
scription to Kybernetes, contact: 

Julie Kitson 

Customer Service Executive 

MCB University Press Limited 

60/62 ToUer Lane 

Bradford, England BD8 9BY. 

lfcX and TUG News 
Volume 3, Number 2, April 1994 

In 'Typographers Inn', shady practice, ditto 
marks, books, interletter spacing, and 'Šerif mag-
azine are reported. 

In 'New Publication', books and articles are 
summarized. One of the most interesting is: M. 
Goossens, F. Mittelbach and A. Samarin: The 
WFft& Companion, Addison-Wesley, 1994, 448pp. 
USS34.50, ISBN 0-201-54199-8 AW. 

This book is based on ELTEX2£, the new version 
of F I E X which is currently available in its beta 
test release. It explains tools and techniques that 
enhance the use of L^Tj^ and help format docu-
ments more quickly and more efficiently. Topics 
treated include customizing commands and envi-
ronments, changing page layout, preparing indices 
and bibliographies, and the New Font Selection 
Scheme (NFSS), as well as using POSTSCRIPT 
fonts and POSTSCRIPT images. 

In ( L A ) T E X News, the NTG's CD of 4AUTEX 
is reported. At the end of 1993 the NTG (the 
Dutch-speaking T£X users group) released the 
package "4A11TEX: A T£X Workbench for MS-
DOS PCs" on 31 discs. This June a CD will be 
released, on whicj the most important TEX- and 
KT|5X-related packages are assembled, including 
public domain system-independent software. The 
CD-ROM should enable users to set up a 4AHTEX 
system with minimal effort. The priče of the 
CD plus booklet is set at Dfl. 60,- or US$35. 
To order, contact the NTG Secretarv, P.O. Box 
394,1740 AJ, Schagen, The Netherlands. E-mail: 
n tgOnic .surfnet .nI . 

Within Reports and Meetings of the TUG'94 
in Santa Barbara, California (31 July - 4 August) 
which is the main event for ]#TEX users and hack-
ers, there are participants from Slovenia. In the 
Preliminary program, the follovving reports from 
Slovenia can be found: under Publishing and de
sign, Marko Grobelnik, Dunja Mladenič, Darko 
Zupanič and Borut Znidar: Integrated System for 
Encyclopedia Typesetting Based on TfiK and un
der Posters, ivorkshops and discussion sessions, 
Marko Grobelnik: Database Publishing. 

EuroTEX'94 (26-30 September) will take plače 
at Sobieszevro on an idyllic island ofF the coast of 
Gdansk in Poland. 

A.P. Železnikar 
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Conference Chairman 
Baldomir Zaje 
University of Ljubljana 
Faculty of Electr. Eng. and Comp. Science 
Tržaška 25, 61000 Ljubljana, Slovenia 
Tel: (061) 265 161, Fax: (061) 264 990 
E-mail: baldomir.zajc@fer.uni-lj.si 

Conference Vice-chairman 
Bogomir Horvat 
University of Maribor 
Technical Faculty, 
Smetanova 17, 62000 Maribor, Slovenia 
Tel: (062) 25 461, Fax: (062) 212 013 
E-mail: horvat@uni-mb.ac.mail.yu 

Program Committee Chairman 
Saša Divjak 
University of Ljubljana 
Faculty of Electr. Eng. and Comp. Science 
E-mail: sasa.divjak@fer.uni-lj.si 

Programe Committee 
Tadej Bajd 
Zmago Brezočnik 
Janko Drnovšek 
Matjaž Gams 
Ferdo Gubina 
Marko Jagodic 
Jadran Lenarčič 
Drago Matko 
Miro Milanovič 
Andrej Novak 
Nikola Pavešič 
Franjo Pernuš 
Jurij Tasič 

Publications Chairman 
Franc Solina 
University of Ljubljana 
Faculty of Electr. Eng. and Comp. Science 
E-mail: franc@fer.uni-lj.si 

Advisorg Board 
Rudi Bric 
Dali Djonlagic 
Karel Jezernik 
Peter Jereb 
Marjan Plaper 
Jernej Virant 
Lojze Vodovnik 

ERK'94 
Electrotechnical and Computer Conference 
Elektrotehniška in računalniška konferenca 

26.-28. September 1994 

Invitation 

for the third Electrotechnical and Computer Conference 
ERK'94, to be held from 26-28 September 1994 in Portorož, Slove
nia. Presentations will be given in English and Slovene. 

The follovving areas will be represented at the conference: 

- electronics, 
- telecommunications, 
- measurement, 
- automatic control and robotics, 
- computer and information science, 
- artificial intelligence and patiern recognition, 
- biomedical engineering, 
- povier engineering. 

The conference is being organized by the Slovenian Section of 
IEEE and other Slovenian professional societies: 

- Slovenian Societv for Automatic Control, 
- Slovenian Measurement Society (ISEMEC 94), 
- SLOKO-CIGRE, 
- Slovenian Society for Medical and Biological Engineering, 
- Slovenian Society for Robotics, 
- Slovenian Artificial Intelligence Society, 
- Slovenian Pattern Recognition Society. 

Time schedule: Papers due July 20, 1994 
Notification of acceptance August 10, 1994 

For ali additional information, please contact the conference chairmen. 

mailto:baldomir.zajc@fer.uni-lj.si
mailto:horvat@uni-mb.ac.mail.yu
mailto:sasa.divjak@fer.uni-lj.si
mailto:franc@fer.uni-lj.si
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ECML-95 
8th E U R O P E A N C O N F E R E N C E O N M A C H I N E L E A R N I N G 25-27 April 1995, 

Heraklion, Crete, Greece 

First Announcement and Call for Papers 

General Information: 
Continuing the tradition of previous EWSL 
and ECML conferences, ECML-95 provides 
the major European forum for presenting the 
latest advances in the area of Machine Learn-
ing. 

Research areas: 
Submissions are invited in ali areas of Ma
chine Learning, including, but not limited to: 
abduction 
analogy 
applications of machine learning 
automated discovery 
case-based learning 
computational learning theory 
explanation-based learning 
inductive learning 
inductive logic programming 
genetic algorithms 
learning and problem solving 
multistrategy learning 
reinforcement learning 
representation change 
revision and restructuring 

Program Chairs: 
Nada Lavrač (J. Štefan Institute, Ljubljana) 
and Štefan Wrobel (GMD, Sankt Augustin). 

Program Committee: 
F. Bergadano (Italy) 
I. Bratko (Slovenia) 
P. Brazdil (Portugal) 
W. Buntine (USA) 
L. De Raedt (Belgium) 
W. Emde (Germany) 
J.G. Ganascia (France) 
K. de Jong (USA) 
Y. Kodratoff (France) 
I. Kononenko (Slovenia) 
W. Maass (Austria) 
R. Lopez de Mantaras (Spain) 
S. Matwin (Canada) 
K. Morik (Germany) 
S. Muggleton (UK) 
E. Plaza (Spain) 
L. Saitta (Italy) 
D. Sleeman (UK) 
W. van de Velde (Belgium) 
G. Widmer (Austria) 
R. Wirth (Germany) 

Local chair: 
Vassilis Moustakis, Institute of Computer 
Science, Foundation of Research and Tech-
nology Hellas (FORTH), P.O. Box 1385, 
71110 Heraklion, Crete, Greece (E-mail 
ecml-95Qics.forth.gr) . 

Program: 
The scientific program will include in
vited talks, presentations of accepted pa
pers, poster and demo sessions. ECML-
95 will be follovved by MLNet familiariza-
tion workshops for which a separate call 
for proposals will be published (contact 
mlnetOcomputing-science.aberdeen.ac.uk). 

http://ecml-95Qics.forth.gr
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Submission of papers: 
Paper submissions are limited to 5000 words. 
The title page must contain the title, names 
and addresses of authors, abstract of the pa-
per, research area, a list of keywords and 
demo request (yes/no). Full address, in-
cluding phone, fax and E-mail, must be 
given for the first author (or the contact 
person). Title page must also be sent 
by E-mail to ecml-95@gmd.de. If possi-
ble, use the sample LaTeX title page that 
will be available from ftp.gmd.de, direc-
tory /ml-archive/general/ecml-95. Six 
(6) hard copies of the whole paper should be 
sent by 2 November 1994 to: 

Nada Lavrač & Štefan Wrobel (ECML-95) 
GUB, FIT.KI, Schlofi Birlinghoven, 
53754 Sankt Augustin, 
Germany 
Papers will be evaluated with respect to tech-
nical soundness, significance, originality and 
clarity. Papers will either be accepted as full 
papers (presented at plenary sessions, pub-
lished as full papers in the proceedings) or 
posters (presented at poster sessions, pub-
lished as extended abstracts). 

System and application exhibitions: 
ECML-95 offers commercial and academic 
participants an opportunity to demonstrate 
their systems and/or applications. Please 
announce your intention to demo to the lo-
cal chair by 24 March 1995, specifying pre-
cisely what type of hardware and software 
you need. We strongly encourage authors of 
papers that describe systems or applications 
to accompany their presentation with a demo 
(please indicate on the title page). 

Registration and further information: 
For information about paper submission and 
program, contact the program chairs (E-mail 
ecml-95@gmd.de). For information about lo-
cal arrangements or to request a registra
tion brochure, contact the local chair (E-mail 
ecml-95@ics.forth.gr). 

Important Dates: 
Submission deadline: 
Notification of acceptance: 
Camera ready copy: 
Exhibition requests: 
Conference: 

2 November 1994 
13 January 1995 
9 February 1995 
24 March 1995 
25 - 27 April 1995 

mailto:ecml-95@gmd.de
ftp://ftp.gmd.de
mailto:ecml-95@gmd.de
mailto:ecml-95@ics.forth.gr


250 Informatica 18 (1994) 

SCAI'95 

Fifth Scandinavian Conference on A l 

Trondheim, Norway, May 29 - 31, 1995 

The biennial Scandinavian Conference on Arti-
ficial Intelligence is the open Scandinavian forum 
for scientific exchange and presentation of Al re-
search. The aim of the conference is to cover ali 
aspects of Al research, and to bring together ba-
sic and applied research. The technical program 
will include paper and poster presentations, in-
vited talks and panels. An award will be given to 
the best študent paper. 

The major theme for SCAI'95 will be 'Theory 
meets Practice', with facilitation of feedback from 
real world applications to the researchers as a cen
tral goal. Industry is particularly encouraged to 
submit papers. 

The fifth S C Al is hosted by the University of 
Trondheim and SINTEF DELAB, in cooperation 
with the Norwegian Al Society, NAIS. 

Submiss ion of papers 
Authors are requested to submit 5 hard-copies 

of papers written in English. Submitted papers 
should be unpublished and present original work. 
Papers should be double-spaced and not exceed 
6000 words. Each copy of the paper should in
clude a separate title page containing the title, 
full names, postal addresses, phone numbers and 
e-mail addresses of ali authors, an abstract of 100-
200 words and an indicator whether a paper or 
poster presentation is preferred. 

Papers should be sent to 
SCAI'95, Agnar Aamodt, Dept. of Informatics, 
College of Arts and Science, The University of 
Trondheim, N-7055 Dragvoll, NORWAY 
email: agnar@ifi .uni t .no, 
fax: +47-73591733, phone: +47-73591838/-1840 

K e y Dates 
January 10, 1995 - Papers due 
February 25, 1995 - Notification of acceptance 
March 25, 1995 - Camera ready paper due 

Program commit t ee 
Agnar Aamodt, 
Jan Komorowski, 
Tore Amble, 
Bernt Bremdal, 
Roar Fjellheim, 
Steffen Leo Hansen, 
Johan Moller Holst, 
Sture Hagglund, 
Carl Gustaf Jansson, 
Andrew Jones, 
Mette Kloster, 
Aarno Lehtola, 
Morten Lind, 
Mihhail Matskin, 
Brian Mayoh, 
Jorgen F. Nilsson, 
Erik Sandewall, 
Markku Syrjaenen, 
Ingeborg Solvberg, 
Henry Tirri, 
Enn Tuygu, 
Erling Woods, 

Conference organizing c o m m i t t e e 
Inge Nordbo, 
Arvid Holme, 

Conference secretariat 
SCAI'95, Inge Nordbo, SINTEF DELAB, N-7034 
Trondheim, Norway 
fax: +47 73 53 25 86 
e-mail: scai95@delab.sintef.no 

mailto:agnar@ifi.unit.no
mailto:scai95@delab.sintef.no
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SEVENTH PORTUGUESE CONFERENCE 
ON ARTIFICIAL INTELLIGENCE 

The Seventh Portuguese Conference on Artifi-
cial Intelligence (EPIA'95) wiU be held at Fun-
chal, Madeira Island, Portugal, on October 3-6, 
1995 under the auspices of the Portuguese As-
sociation for Al. As in previous issues ('89, '91, 
and '93), EPIA'95 will be run as an international 
conference, English being the official language. 
The scientific program encompasses tutorials, in-
vited lectures, demonstrations, and paper presen-
tations. Five well known researchers will present 
invited lectures. The conference is devoted to ali 
areas of Artificial Intelligence and will cover both 
theoretical and foundational issues and applica-
tions as well. Parallel workshops on Expert Sys-
tems, Fuzzy Logic and Neural Networks, and Ap
plications of A.I. to Robotics and Vision Systems 
will run simultaneously (see below). 

Invited Lecturers 
The following researchers have already con-

firmed their participation, as guest speakers: 
Marvin Minsky, MIT (USA) 
Manuela Veloso, CMU (USA) 
Luis Borges de Almeida, IST (Portugal) 
Rodney Brooks, MIT (USA) 

Submission of Papers 
Authors must submit five (5) complete printed 

copies of their papers to the "EPIA'95 submis
sion address". Fax or electronic submissions will 
not be accepted. Submissions must be printed on 
A4 or 8 l / 2 "x l l " paper using 12 point type. Each 
page must have a maximum of 38 lines and an av-
erage of 75 characters per line (corresponding to 
the LaTeX article-style, 12 point). Double-sided 
printing is strongly encouraged. The body of sub-
mitted papers must be at most 12 pages, including 
title, abstract, figures, tables, and diagrams, but 
excludingTJhe title page and bibliography. 

Electronic Abstract 
In addition to submitting the paper copies, au

thors should send to epia95-abstracts@inesc.pt a 
short (200 words) electronic abstract of their pa
per to aid the reviewing process. The electronic 
abstract must be in plain ASCII text (no LaTeX)) 
in the following format: 

TITLE: <title of the paper> 
FIRST AUTHOR: <last name, first name> 
EMAIL: <email of the first author> 
FIRST ADDRESS: <first author address> 
COAUTHORS: <their names, if any> 
KEYWORDS: <keywords> 
ABSTRACT: <text of the abstract> 

Authors are requested to select 1-3 appropri-
ate keywords from the list below. Authors are 
welcome to add additional keywords descriptors 
as needed. Applications, agent-oriented program-
ming, automated reasoning, belief revision, case-
based reasoning, common sense reasoning, con-
straint satisfaction, distributed Al, expert sys-
tems, genetic algorithms, knowledge representa-
tion, logic programming, machine learning, nat-
ural language understanding, nonmonotonic rea
soning, planning, qualitative reasoning, real-time 
systems, robotics, spatial reasoning, theorem 
proving, theory of computation, tutoring systems. 

Review of Papers 
Submissions will be judged on significance, orig-

inality, quality and clarity. Reviewing will be 
blind to the identities of the authors. This re-
quires that authors exercise some čare not to iden-
tify themselves in their papers. Each copy of the 
paper must have a title page, separated from the 
body of the paper, including the title of the pa
per, the names and addresses of ali authors, a list 
of content areas (see above) and any acknowledg-
ments. The second page should include the same 
title, a short abstract of less than 200 words, and 
the exact same contents areas, but not the names 
nor affiliations of the authors. This page may 
include text of the paper. The references should 
include ali published literature relevant to the pa
per, including previous works of the authors, but 
should not include unpublished works of the au
thors. When referring to one's own woTk, use the 
third person. For example, say "previouslv, Peter 
[17] has shown that ...". Try to avoid including 
any information in the body of the paper or refer
ences that would identify the authors or their in-
stitutions. Such information can be added to the 
final camera-ready version for publication. Please 

mailto:epia95-abstracts@inesc.pt
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do not staple the title page to the body of the pa-
per. Submitted papers must be unpublished. 

Publ icat ion 
The proceedings will be published by Springer-

Verlag (lecture notes in A.I. series). Authors will 
be required to transfer copyright of their paper to 
Springer-Verlag. 

Assoc ia ted Workshops 
In the framework of the conference three work-

shops will be organized: Applications of Expert 
Systems, Fuzzy Logic and Neural Networks in 
Engineering, and Applications of Artificial Intelli-
gence to Robotics and Vision Systems. Real world 
applications, running systems, and demos are wel-
come. 

Planning t o A t t e n d 
People planning to submit a paper or/and to 

attend the conference or attend a workshop are 
asked to send a note (inquiries address) standing 
their intention, as early as possible, to the confer
ence organizers, in order to estimate the facilities 
needed for the conference. 

Conference & Program Co-Chairs 
Carlos Pinto-Ferreira Instituto Superior Tecnico 
ISR, Av. Rovisco Pais 1000 Lisboa, Portugal 
Voice: +351 (1) 8475105 
Fax: +351 (1) 3523014 
Email: cpf@kappa.ist.utl.pt 

Nuno Mamede Instituto Superior Tecnico INESC, 
Apartado 13069 1000 Lisboa, Portugal 
Voice: +351 (1) 310-0234 
Fax: +351 (1) 525843 
Email: njmQinesc.pt 

Program C o m m i t t e e 
Antonio Porto (Portugal) 
Lauiri Carlson (Finland) 
Benjamin Kuipers (USA) 
Luc Steels (Belgium) 
Bernhard Nebel (Germany) 
Luigia Aiello (Italy) 
David Makinson (Germany) 
Luis Moniz Pereira (Portugal) 
Erik Sandewall (Sweden) 
Luis Monteiro (Portugal) 
Ernesto Costa (Portugal) 
Manuela Veloso (USA) 
Helder Coelho (Portugal) 
Maria Cravo (Portugal) 
Joao Martins (Portugal) 
Miguel Filgueiras (Portugal) 
John Self (UK) 
Yoav Shoham (USA) 
Jose Carmo (Portugal) 
Yves Kodratoff (France) 

Deadlines 
Papers due: March 20, 1995 
Author notification: May 15, 1995 
Papers returned: June 12, 1995 

Submission & Inquiries Address 
EPIA95, INESC, Apartado 13069, 1000 Lisboa, 
Portugal 
Voice: +351 (1) 310-0325, 
Fax: +351 (1) 525843, 
Email: epia959inesc.pt 

mailto:cpf@kappa.ist.utl.pt
http://njmQinesc.pt
http://epia959inesc.pt
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THE MINISTRY OF SCIENCE AND TECHNOLOGY 
OF THE REPUBLIC OF SLOVENIA 

The Ministry of Science and Technology also in-
cludes the Standards and Metrology Institute of the 
Republic of Slovenia, and the Industrial Property Pro-
tection Office of the Republic of Slovenia. 

Scientific Research and Development Potential 
The statistical datafor 1991 showed that there were 

230 research and development institutions, organiza
tions or organizational units in Slovenia, of which 73 
were independent, 32 were at the universities, and 
23 at medical institutions. The remainder were for 
the most part departments in industry. Altogether, 
they employed 13,000 people, of whom 5500 were re
searchers and 4900 expert or technical staff. 

In the past 10 years, the number of researchers has 
almost doubled: the number of Ph.D. graduates in-
creased from 1100 to 1484, whilethe number of M.Se.'s 
rose from 650 to 1121. The 'Young Researchers' (i.e. 
postgraduate students) programme has greatly helped 
towards revitalizing research. The average age of re
searchers has been brought down to 40, with one-fifth 
of them being younger than 29. 

The table below shovvs the distribution of re
searchers aceording to educational level and fields of 
research: 

Natural Sciences 
Engineering-Technology 
Medical Sciences 
Agricultural Sciences 
Social Sciences 
Humanities 
Total 

Ph.D. 
315 
308 
262 
122 
278 
199 

1484 

M.Se. 
217 
406 
174 
69 

187 
68 

1121 

Financing Research and Development 
Statistical estimates indicate that US$ 260 million 

(1.7% of GNP) was spent on research and develop
ment in Slovenia in 1991. Half of this comes from 
public expenditure, mainly the state budget. In the 
last three years, R&D expenditure by business organi
zations has stagnated, a result of the current economic 
erisis. This erisis has led to the financial decline and 
inereased insolvency of firms and companies. These 
cannot be replaced by the growing number of mainly 
small businesses. The shortfall was addressed by in
ereased public-seetor R&D spending: its share of GNP 
doubled from the mid-seventies to 0.86% in 1993. 

Overall, public funds available for Research & De
velopment are distributed in the following proportions: 
basic research (35%), applied research (20%), R&D in-
frastrueture (facilities) (20%) and education (25%). 

Research Planning 
The Science and Technology Council of the Repub

lic of Slovenia, considering initiatives and suggestions 

from researchers, research organizations, professional 
associations and government organizations, is prepar-
ing the draft of a national research program (NRP). 
This includes priority topics for the national research 
policy in basic and applied research, education of ex-
pert staff and equipping institutions with research fa
cilities. The NRP also defines the mechanisms for ac-
celerating scientific, technological and similar develop
ment in Slovenia. The government vvill harmonize the 
NRP with its general development policy, and submit 
it first to the parliamentary Committee for Science, 
Technology and Development and after that to parlia-
ment as a whole. Parliament approves the NRP each 
year, thus setting the basis for deciding the level of 
public support for R&D. 

The Ministry of Science and Technology provides 
organizational support for the NRP, but it is mainly a 
government institution responsible for controlling ex-
penditure of the R&D budget, in compliance with the 
NRP and the eriteria provided by the Lavv on Re
search Activities: International quality standards of 
groups and projeets, relevance to social development, 
economic efficiency and rationality of the projeet. The 
Ministry finances research or co-finances development 
projeets through public bidding and partly finances in-
frastrueture research institutions (national institutes), 
vvhile it directly finances management and top-level 
science. 

The focal points of R&D policy in Slovenia are: 
- maintaining the high level and quality of research 
activities, 
- stimulating cooperation betvveen research and indus
trial institutions, 
- (co)financing and tax assistance for companies en-
gaged in technical development and other applied re
search projeets, 
- research training and professional development of 
leading experts, 
- close involvement in international research and de
velopment projeets, 
- establishing and operating facilities for the transfer 
of technology and experience. 

In evaluating the programs and projeets, and in de
ciding on financing, the Ministry vvorks closely vvith 
expert organizations and Slovene and foreign experts. 
In doing this, it takes into consideration mainly the 
opinions of the research leaders and of expe'rt councils 
consisting of national research coordinators and recog-
nized experts. 

The Ministry of Science and Technology of the Re
public of Slovenia. Address: Slovenska c. 50, 61000 
Ljubljana. Tel. +386 61 131 11 07, Fax +38 61 132 
41 40. 



254 Informatica 18 (1994) 

JOŽEF ŠTEFAN INSTITUTE 

Jožef Štefan (1835-1893) was one of the most 
prominent physicists of the 19th century. Bom to 
Slovene parents, he obtained his Ph.D. at Vienna Uni-
versity, where he was later Director of the Physics In
stitute, Vice-President of the Vienna Academy of Sci
ences and a member of several scientific institutions 
in Europe. Štefan ezplored many areas in hydrody-
namics, optics, acoustics, electricity, magneiism and 
the kinetic theory of gases. Among other things, he 
originated the law that the total radiation from a black 
body is proportional to the 4th pouier of its absolute 
temperature, knouin as the Stefan-Boltzmann law. 

The Jožef Štefan Institute (JSI) is the leading in-
dependent scientific research in Slovenia, covering a 
broad spectrum of fundamental and applied research 
in the fields of physics, chemistry and biochemistry, 
electronics and information science, nuclear science 
technology, energy research and environmental sci
ence. 

The Jožef Štefan Institute (JSI) is a research organ-
isation for pure and applied research in the natural 
sciences and technology. Both are closely intercon-
nected in research departments composed of different 
task teams. Emphasis in basic research is given to the 
development and education of young scientists, while 
applied research and development serve for the trans-
fer of advanced knowledge, contributing to the devel
opment of the national economy and society in general. 

At present the Institute, with a total of about 700 
staff, has 500 researchers, about 250 of whom are post-
graduates, over 200 of whom have doctorates (Ph.D.), 
and around 150 of whom have permanent professor-
ships or temporary teaching assignments at the Uni-
versities. 

In view of its activities and status, the JSI plays the 
role of a national institute, complementing the role of 
the universities and bridging the gap between basic 
science and applications. 

Research at the JSI includes the following ma
jor fields: physics; chemistry; electronics, informat-
ics and computer sciences; biochemistry; ecology; re-
actor technology; applied mathematics. Most of the 
activities are more or less closely connected to infor
mation sciences, in particular computer sciences, ar-
tificial intelligence, language and speech technologies, 
computer-aided design, computer architectures, biocy-
bernetics and robotics, computer automation and con-
trol, professional electronics, digital Communications 

and netvvorks, and applied mathematics. 

The Institute is located in Ljubljana, the capital of 
the independent state of Slovenia (or S^nia). The 
capital today is considered a crossroad betvveen East, 
West and Mediterranean Europe, offering excellent 
productive capabilities and solid business opportuni-
ties, with strong ihternational connections. Ljubljana 
is connected to important centers such as Prague, Bu-
dapest, Vienna, Zagreb, Milan, Rome, Monaco, Niče, 
Bern and Munich, ali within a radius of 600 km. 

In the last year on the site of the Jožef Štefan Insti
tute, the Technology park "Ljubljana" has been pro-
posed as part of the national strategy for technological 
development to foster synergies betvveen research and 
industry, to promote joint ventures betvveen university 
bodies, research institutes and innovative industry, to 
act as an incubator for high-tech initiatives and to ac-
celerate the development cycle of innovative products. 

At the present tirne, part of the Institute is be
ing reorganized into several high-tech units supported 
by and connected within the Technology park at the 
"Jožef Štefan" Institute, established as the begin-
ning of a regional Technology park "Ljubljana". The 
project is being developed at a particularly historical 
moment, characterized by the process of state reor-
ganisation, privatisation and private initiative. The 
national Technology Park \vill take the form of a 
shareholding company and will host an independent 
venture-capital institution. 

The promoters and operational entities of the 
project are the Republic of Slovenia, Ministry of Sci
ence and Technology and the Jožef Štefan Institute. 
The framevrark of the operation also includes the Uni-
versity of Ljubljana, the National Institute of Chem-
istry, the Institute for Electronics and Vacuum Tech-
nology and the Institute for Materials and Construc-
tion Research among others. In addition, the project 
is supported by the Ministry of Economic Relations 
and Development, the National Chamber of Economy 
and the City of Ljubljana. 

Jožef Štefan Institute 
Jamova 39, 61000 Ljubljana, Slovenia 
Tel.:+386 61 1259 199, Fax.:+386 61 219 385 
Tbc.:31 296 JOSTIN SI 
E-mail: matjaz.gams@ijs.si 
Contact person for the Park: Iztok Lesjak, M.Se. 
Public relations: Natalija Polenec 

file:///vill
mailto:matjaz.gams@ijs.si
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REVIEWREPORT 

Basic Instructions 
Informatica publishes scientific papers accepted 

by at least two referees outside the author's coun-
try. Each author should submit three copies of the 
manuscript with good copies of the figures and 
photographs to one of the editors from the Edi-
torial Board or to the Contact Person. Editing 
and refereeing are distributed. Each editor can 
conduct the refereeing process by appointing two 
new referees or referees from the Board of Referees 
or Editorial Board. Referees should not be from 
the author's country. The names of the referees 
should not be revealed to the authors under any 
circumstances. The names of referees will appear 
in the Refereeing Board. Each paper bears the 
name of the editor who appointed the referees. 

It is highly recommended that each referee 
writes as many remarks as possible directlv 
on the manuscript, ranging from typing errors 
to global philosophical disagreements. The cho-
sen editor will send the author copies with re
marks, and if accepted also to the Contact Per
son with the accompanying completed Review Re-
ports. The Executive Board will inform the au
thor that the paper is accepted, meaning that it 
will be published in less than one year after re-
ceiving original figures on separate sheets and the 
text on an IBM P C DOS floppy disk or through 
e-mail - both in ASCII and the Informatica La-
TeX format. Style and examples of papers can be 
obtained through e-mail from the Contact Person. 

Opinions, news, calls for conferences, calls for 
papers, etc. should be sent directly to the Contact 
Person. 

Date Sent: 

Date to be Returned: 

Name and Country of Referee: 

Name of Editor: 

Title: 

Authors: 

Additional Remarks: 

Ali boxes should be nlled with numbers 1-10 
with 10 as the highest rated. 

The final mark (recommendation) consists of 
two orthogonal assessments: scientific quality and 
readability. The readability mark is based on the 
estimated perception of average reader with fac-
ulty education in computer science and informat-
ics. It consists of four subfields, representing if 
the article is interesting for large audience (inter-
esting), if its scope and approach is enough gen
eral (generality), and presentation and language. 
Therefore, very specific articles with high scien
tific quality should have approximately similar 
recommendation as general articles about scien
tific and educational viewpoints related to com
puter science and informatics. 

D SCIENTIFIC QUALITY 
j | Originality 

| j Significance 

I | Relevance 

| | Soundness 

Presentation 

• R E A D A B I L I T Y 

| | Interesting 

J | Generality 

| j Presentation 

I I Language 

• FINAL R E C O M M E N D A T I O N 

Highly recommended 

I | Accept without changes 

Accept with minor changes 

Accept with major changes 

| | Author should prepare a major revision 

| | Reject 
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INVITATION, COOPERATION 

Submissions and Refereeing 

Please submit three copies of the manuscript with 
good copies of the figures and photographs to one of 
the editors from the Editorial Board or to the Con-
tact Person. At least two referees outside the au-
thor's country will examine it, and they are invited 
to make as many remarks as possible directly on the 
manuscript, from typing errors to global philosophical 
disagreements. The chosen editor will send the author 
copies with remarks. If the paper is accepted, the ed
itor will also send copies to the Contact Person. The 
Executive Board will inform the author that the paper 
has been accepted, in which čase it will be published 
within one year of receipt of the original figures on sep-
arate sheets and the text on an IBM PC DOS floppy 
disk or by e-mail - both in ASCII and the Informat
ica $ T E X format. Style (attached) and examples of 
papers can be obtained by e-mail from the Contact 
Person or from FTP or WWW (see the last page of 
Informatica). 

QUESTIONNAIRE 

j I Send Informatica free of charge 

| | Yes, we subscribe 

Please, complete the order form and send it to 
Dr. Rudi Murn, Informatica, Institut Jožef Štefan, 
Jamova 39, 61111 Ljubljana, Slovenia. 

Since 1977, Informatica has been a major Slovenian 
scientific journal of computing and informatics, includ-
ing telecommunications, automation and other related 
areas. In its 16th year (two years ago) it became truly 
international, although it stili remains connected to 
Central Europe. The basic aim of Informatica is to 
impose intellectual values (science, engineering) in a 
distributed organisation. 

Informatica is a journal primarily covering the Euro-
pean computer science and informatics community -
scientific and educational as \vell as technical, commer-
cial and industrial. Its basic aim is to enhance Commu
nications between different European structures on the 
basis of equal rights and international refereeing. It 
publishes scientific papers accepted by at least two ref
erees outside the author's country. In addition, it con-
tains information about conferences, opinions, critical 
examinations of existing publications and nevvs. Fi
na l i , major practical achievements and innovations in 
the computer and information industry are presented 
through commercial publications as vvell as through 
independent evaluations. 

Editing and refereeing are distributed. Each editor 
can conduct the refereeing process by appointing two 
new referees or referees from the Board of Referees 
or Editorial Board. Referees should not be from the 
author's country. If new referees are appointed, their 
names will appear in the Refereeing Board. 

Informatica is free of charge for major scientific, edu
cational and governmental institutions. Others should 
subscribe (see the last page of Informatica). 

ORDER FORM - INFORMATICA 

Name: Office Address and Telephone (optional): 
Title and Profession (optional): 

E-mail Address (optional): 
Home Address and Telephone (optional): 

Signature and Date: 

file:///vell
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