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Traditional solutions to multidatabase systems mainly focus on resolving the structural 
and semantic incompatibility among the local databases to provide one or more frozen 
shared schemas to the users. However, the limitations of such approaches are evident 
in environments where changes might occur frequently. Specihcally, it is impractical to 
assume that once set up, the global interface would remain valid and frozen in tirne. 
Over tirne the properties, behaviors, roles, and perhaps the identities of the objects in 
the local systems may change to rehect the evolution of the modeled universe. Additio-
nally, the Information requirements ofthe global users may change to reflect their needs. 
Such dynamism makes the functionalities of a multidatabase system obsolete. In this 
paper, we provide a paradigm for the dynamic interaction between local and global sy-
stems to resolve foreseeable conHicts that may occur over tirne, while supporting object 
consistency across databases and object relativism betv/een local and global systems. 
Based on this paradigm, we develop a formal Reactive Integration Multidatabase Model 
(RIMM) that contains the expressiveness to represent the temporal changes, temporal 
conditions, and events in the real world. The model can be utilized as a framework 
to realize the multidatabase architecture that incorporates the event driven production 
rules to automatically react to anticipated changes of local databases and global users 
and dynamically reconfigure the global interfaces, so as to support interoperability over 
tirne. Our targeted application domains include geographic Information systems, scien-
tific database systems, and digital libraries. 

1 Introduction databases can be accomplished only when the he-
terogeneities of the data stored in these diverse 

In today's information-oriented society, the need databases are resolved. However, this is stili yet 
to share information is increasing rapidly. With a major challenge that remains to be realized. 
advances in computer and communication tech-
nologies, sharing information across heterogene- T h e endeavors to answer the quest for logical 
ous database systems l has become not only an connectivity to achieve meaningful information 
obvious trend but a necessary task in many large sharing among the heterogeneous and indepen-
organizations. While networking technology pro- d e n t databases have appeared under various re-
vides physical connectivity for these heterogene- s e a r c h toPics> s u c h a s g l o b a l information-sharing 
ous databases [12], the logical connectivity of such systems [5], interoperable systems [7, 4, 34], hete-

rogeneous database systems [7, 34], federated da-
JWe use the term heterogeneous database systems to in- t a b a s e sys t ems [34], a n d m u l t i d a t a b a s e sy s t ems 

dicate that these database systems are pre-existing and [4 ; 2 3 , 25]. In this p a p e r , we m a k e n o d i s t inc t ion 
separatelv-developed, and thev may be different in the data ,-, , , ., , r . , , , , . , r. ... , , L . , .. r among these systems and use them to reler to a 
models, schemas, data denmtion and data mampulation ta- ° 
cilities, data representations, operating systems, and hard- collection of heterogeneous database systems that 
ware environments. are logically integrated to provide one or more 

1 
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unified views of the databases to a set of users 
(called global users). 

A multidatabase system includes two main 
components: a set of local databases and a num-
ber of global users/applications. In general the 
global users access data from local databases thro-
ugh global interfaces. Serving as go-between 
agents, global interfaces manipulate requests from 
the global users and data from the local databa
ses. It has been recognized that achieving intero-
perability among many separately-developed sy-
stems is one of the most difficult tasks currently 
facing the database research community and in-
dustry. 

Interoperability among heterogeneous data
bases has been a research issue for at least a de-
cade. The primary objective of the research is 
to provide frameworks for database integration to 
support interoperability and information sharing 
over tirne. Database integration is defined as a 
tool to combine or interface data and functions 
from multiple disparate data sources (e.g., data
base systems) into a cohesive system so that the 
heterogeneity of the underlying systems and data 
transparent to the users [18]. Its goal is to pro
vide access to data that managed by different sy-
stems, may be stored in different structures, and 
may have different semantics. 

Traditional solutions to database integration 
can be generalized into two major approaches: 
tightly-coupling and loosely-coupling [13, 14, 16, 
17, 34]. The tightly-coupling approach mainly 
focuses on resolving the structural and seman
tic incompatibility of the local databases to pro
vide one or more integrated schemas (viz., fede-
rated schema) as the global interfaces to the glo
bal users. Hence, the data access is restricted to 
via the integrated schemas, and explicit source se-
lection subjected by the users' preferences is not 
allowed. 

The process of creating one or more integra
ted schemas is termed schema integration [3]. It 
provides users with one or more conceptual views 
of the participating database schemas while hi-
ding the heterogeneity of the data models and re-
presentation and preserving the autonomy of the 
database sites. However, schema integration is an 
extremely tedious and labor intensive task, and it 
becomes more and more complex and error-prone 
as the number of schemas to be integrated in-

creases. The inherent complexity of the schema 
integration suggests that the integrated schemas 
are expected to remain valid and frozen in tirne, 
once they are set up. Any changes to an inte
grated schema may require the complete process 
of schema integration to be repeated. In this re-
spect, the tightly-coupling approach is likely to 
generate systems that are insusceptible to chan
ges. 

Instead of restricting the global users to the 
integrated-schemas, the loosely-coupling appro
ach provides a data manipulation language to the 
global users and allows them to query the local 
databases directly. Thus, the users have unre-
strained access to ali local databases. Generalb/, 
each local database makes available to the glo
bal users an export schema to assist in query for-
mulation. However, the semantic interoperability 
is only supported through the data manipulation 
language, and the data semantics are usually not 
obvious from the export schemas. Thus, it is the 
users' responsibility to identify, understand, and 
resolve the semantic conflicts. Such burden on the 
users is unrealistic and unacceptable in the envi-
ronment where the data semantics may change 
over tirne. 

There have been some recent research at-
tempts to incorporate knowledge representation 
techniques into multidatabase systems[l, 9]. In 
these approaches, a global semantic model is con-
structed for integrating the different representa-
tions and meanings of the local databases. Thus 
in addition to the schematic details, the model 
also explicitly represents the underlying seman
tics of the databases. However, the support of 
the semantic heterogeneity is limited and mostly 
described in the form of mappings from the di
fferent semantic representations into a common 
interpretation in the global knowledge represen
tation [12]. 

The research into the notion of context inter-
change [12, 36] further extends the support for the 
semantic heterogeneity. In addition to the hete-
rogeneity and the autonomy of the local databa
ses, the approach also recognizes the differences 
as well as the individuality of the global users. It 
focuses on the representation of disparate data se
mantics. Specifically, the data semantics of both 
the local databases and the global users are expli-
citly represented in the export and the import 
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contexts (viz., export and import schemas [34]). 
Since the data semantics are clearly described for 
the local databases as well as the global users, the 
semantic confiicts can be automaticaIly detected 
and resolved (i.e., conversion). 

The automatic recognition and resolution su-
pported by the context interchange is Hmited in 
the sense that it is lacking support for the tempo-
ral changes (e.g., the temporal semantics) that 
may be subjected to the temporal conditions. 
These temporal conditions require the additional 
capability of monitoring the situations or events 
of interest and executing some predefined actions 
in a timely manner when appropriate events are 
detected. As an example, a temporal change in 
the vehicle navigation systems can be described 
as following: "after construction has been com-
pleted, the highway will have a third lane." The 
temporal condition associated with this example 
would be the after completion of the construc
tion, and the semantic (i.e., property) associated 
with the highway and subjected to the indicated 
temporal condition is that this highway will be 
three-lane. 

Since global interfaces retrieve data from local 
databases and format the data according to the 
needs of the global users, the interfaces should re-
spond to either changes in the databases or users' 
request. Thus, the global interfaces should be 
"dynamic", instead of "static". Moreover, there 
are applications that are inherently dynamic, such 
as vehicle navigation systems (a GIS application), 
scientihc database systems, and hospital monito
ring systems. These applications may need con-
tinuous, fast access to diverse databases. Correct 
and up-to-date information is critical to their ope-
rations, and changes (e.g. in vehicle navigation 
systems, a road may be blocked because of some 
accident, a tunnel may be fiood, and construc
tion of a new road) may affect these systems ra-
dically. Therefore, the role of the global interfaces 
becomes even more important, and these interfa
ces must be capable of capturing possible changes 
automatically. 

A database with such a capability may be cal-
led an active database. Research in active databa
ses has incorporated active rules into traditional 
databases to permit them to detect and respond 
to the events of interest automatically. The addi
tional capability allows the database systems to 

deal with problenjs concerned with observation of 
objects and situation (e.g. the database state, 
temporal event, and application defined events) 
and executing some predefined actions in a timely 
manner when certain events are detected. Among 
the advantages of integrating active production 
rules into database systems include [21]: 

1. Extending the modeling capabilities of a da
tabase to realize efficient integrity constra-
int enforcement through triggers and aler-
ters. Thus, external integrity maintenance 
programs can be avoided. 

2. Provide a uniform mechanism for derived 
data maintenance, securitv, and version con-
trol. 

3. Provide a suitable framework for large and 
efficient knowledge-base and expert systems. 

Incorporating the active production rule pa-
radigm into a global information-sharing enviro-
nment of heterogeneous databases provides a sui
table platform for specification of global reacti-
ons to the dynamic changes of the local data
bases, as well as of the global users. Such ru
les extend the power of multidatabase systems to 
deal with observation of local (as well as user) 
objects and events. When situations or events 
of interest occur, the appropriate responses (e.g. 
updating the global knowledge or signaling the 
global user for new information) are triggered in 
a timely manner. This allows the explicit specifi
cation of the temporal conditions (i.e. situations 
or events which may cause confiicts to occur over 
tirne) to be monitored, and the automatic reco
gnition and resolution of the monitored confiicts. 

The existing multidatabase architectures are 
not equipped with mechanism to support these 
rules. This suggests a new architecture must be 
developed to integrate the active database rules 
into the multidatabases. To do so, the impact of 
space and tirne on the interoperability of multi
databases needs to be identified. However, little 
attention has been given to this pending problem. 

As the world changes over tirne, it may cause 
the databases to evolve and the users to change 
task and information requirements. There are two 
kind of dynamics which may occur in the world: 
anticipated and unanticipated. The anticipated 
dynamics are the expected changes, and they are 
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predictable. On the other hand, the unanticipa-
ted dynamics are the changes that are unknown 
and unpredictable. So far, little attention has 
been given to the impact of tirne on the intero-
perability of multidatabases. One of the problem 
facing the existing multidatabase solutions is their 
weak expressiveness for the representation of the 
temporal changes, as well as the temporal con-
ditions, and the representation of events in the 
external world. 

Since the databases and users are dynamically 
changing, static interfaces may become obsolete 
and incorrect over tirne. It is natural to expect 
that the dynamics of the local databases and the 
global users will necessitate the modifications to 
the global interfaces. However, existing global in
terfaces are passive in the sense that any changes 
to the local databases and global users must be 
manually propogated to the global interfaces. In 
other words, when the local databases and glo
bal users change over tirne, the global administra
tor would be contacted to register and make the 
changes to the global interfaces. Such traditio-
nal global interfaces are not adequate to appli-
cations, such as in geographical information sy-
stems and scientific database systems, that are 
inherently dynamic. The dynamic changes affect 
these systems radically. These applications re-
quire interfaces that are able to capture the pos-
sible changes, specifi.cally anticipated changes au-
tomatically. 

In this paper we emphasize the dynamic in-
teractions among the global system and the local 
databases to maintain object consistency between 
local databases and object relativism between lo
cal and global systems. In particular, for the glo
bal interfaces to monitor, detect, and react to the 
anticipated evolution of the local databases and 
global users, they need temporal and active ca-
pabilities. In view of this, the strong interest of 
this research is to develop a reactive multidata
base architecture that is capable to automatically 
reacting to anticipated changes and dynamically 
reconfiguring the global interfaces to support in-
teroperability over tirne. However, a major bar-
rier in developing such an architecture is the lack 
of the underlying principle and foundation. Our 
work presents a new integration model that places 
special emphasis on the events which may cause 
objects to transform. It provides a new paradigm 

for dynamic interactions betvveen the local data
base systems and the global users to resolve the 
foreseeable conflicts which may occur over tirne. 

The remainder of this paper is organized as 
follows. In section 2, we review the literature in 
the heterogeneous multidatabases that are closely 
related to our research context. In section 3, vve 
study the temporal objects in multidatabase en-
vironment to provide principles and foundations 
for our Reactive Integration Multidatabase Mo
del (RIMM) that is presented in section 4. The 
last section contains our conclusion and the future 
plan for the research. 

2 Research Context 

The need for distributed systems that can share 
information from ali participating sites makes 
multidatabase systems an important part of the 
advancing information technology. Over the past 
decade multidatabases have been an active rese
arch area in database community. These research 
efforts have addressed the need for interoperabi-
lity among pre-existing autonomous systems, and 
a number of systems have been developed in both 
academia and industry [5, 4, 11, 15, 16, 17, 20, 
24, 25, 26, 34, 37]. 

Traditional solutions to global information 
sharing mainly alleviate the syntactic heteroge-
neity problems and lack the techniques to solve 
the problems of semantic heterogeneity. Seve-
ral current research activities have extended in 
the direction of intelligent interoperability in se-
mantically heterogeneous multidatabase enviro-
nments so that the global systems become intelli
gent agents and capable of examining the seman
tic differences of the participated local systems. 
To motivate the discussion of our research, in this 
section we shall overview the current trends in 
multidatabase research and projects which rela
ted to our work. 

An important problem of semantic interopera-
bility in multidatabase environment is maintain-
ing the consistency of inlerdependent data 2 physi-
cally stored in multiple databases. Sheth, et al., 

2Sheth, et al., use the term interdependent data to imply 
that "two or more data items stored in different databases 
are related through an integrity constraint that specifies 
the data dependency and the consistency requirements be
tvveen these data items" [35]. 
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proposed a polytransaction framevvork to address 
such problem. In their framework, the interdata-
base dependencies can be specified in the decla-
rative fashion in the Data Dependency Descrip-
tors ( JD 3 ) which constitute the Interdatabase De-
pendency Schema (IDS). There are three compo-
nents to each of the data dependency descriptor: 
da ta dependency information (predicate), mutual 
consistency requirements (predicate), and consi-
stency restoration procedures. When a transac
tion updates a da ta item in a database, the data 
dependency information stored in the IDS can be 
used to convert the transaction into polvtransacti-
ons to perform the activities required to maintain 
consistency of the interdependent data. 

One direction in which research efforts have 
proceeded toward to ensure semantic interopera-
bility is to incorporate active database rules into 
multidatabase systems. Čeri and Widom used ac
tive database rules to maintain the consistency of 
interdependent da ta in multidatabases [8]. They 
considered the environments in which the pre-
sence of da ta in one database depend on the exi-
stence of related data in another database, and 
the value of da ta in one database depend on the 
value of related data in another database. They 
use active rules and persistent queues to address 
the problem of data consistency across semanti-
cally heterogeneous distributed systems. Their 
approach manages semantic confiicts by maintain-
ing integrity constraints across database systems. 

The Distributed Object Management (DOM) 
project at the GTE Labs [2] also utilizes the ac
tive database paradigm to model heterogeneous 
systems. In the DOM framework, the heteroge
neous systems which participated in the global 
information sharing are modeled as a collection 
of active objects. An active object which incorpo-
rated with mechanisms to execute autonomously 
and asynchronously actions upon the detection of 
the monitored events and the predefined conditi-
ons associated with the events become" true. The-
refore, the participated heterogeneous systems are 
capable of monitoring events (either of their inter-
nal s tate or of the active object space) and reac-
ting autonomously and asynchronously when pre
defined conditions become true. 

Another direction in which current interest on 
multidatabase research and projects has also pro
ceeded toward is developing system architectures 

and frameworks based on the mediator architec-
ture. Sciore, et al., proposed a system architec-
ture to support semantic interoperability [36]. In 
this architecture, the context mediator is the cen
tral component. A context mediator is defined 
as an "agent that directs the exchange of values 
from one component information system to ano
ther, and provides services such as inter-system 
attribute mapping, property evaluation, and con-
version [36]." Their mam idea to ensure seman
tic interoperability is to capture the semantics of 
the shared data as a unit of exchange called the 
semantic values and make these values sharable 
among the components. Semantic values can ei
ther be stored explicitly or defined in the data en-
vironment where the context mediator consults to 
determine the semantics of the data to be shared 
or exchanged. In addition, mapping knowledge 
which describes equivalences among the partici
pated systems is contained in the component cal
led the shared ontologij, and a set of conversion 
functions is maintained in the conversion libranj 
to be used in converting semantic values from one 
context to another context. The context media
tor architecture is incorporated into a relational 
system and called a relational Context-SQL (C-
SQL) system. 

The idea of context mediator is extended in 
the context interchange framework [12]to con-
struct large-scale interoperable database systems 
where participated local data sources (e.g. da-
tabases) and global data receivers (viz. glo
bal userš) may frequently enter and exit the sy-
stem. The contezt interchange architecture ma-
inly differs from the context mediator architec
ture [36] when there are multiple da ta sources 
and receivers in two ways. First, the context in
terchange allows multiple da ta source and recei
vers to have commonly-held assumptions, called 
a supra-context, as well as the assumptions which 
are peculiar to a particular source or receivers, 
called micro-context. Second, the context inter
change provides two ways for the data receivers 
to query multiple da ta sources. One way is for 
the data receivers to query the data sources di-
rectly through their export schemas. The other 
way is for the data sources to query the data so
urces through the external vietvs which may be 
defined on federated schema (viz. integration of 
two or more data source schemas). 
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Related to the concept of mediators, Papazo-
glou applied the techniques from the Distributed 
Artificial Intelligent (DAl), specificallv the Mul-
tiagent Svstems (MAS), in distributed databases 
to support intelligent and cooperative interope-
rability [28]. The D Al has mainly focused on 
techniques and tools for a collection of indepen-
dent autonomous intelligent agents to solve mu-
tual problems in a cooperative fashion. Therefore, 
to facilitate cooperation between agents and to co-
ordinate the agent interaction sequences, concepts 
such as contracting and negotiating, multiagent 
planning, and case-base reasoning (use past expe-
rience to predict future interaction and solve com-
plex problems) have been developed. The incor-
poration of these Al concepts into the distributed 
database technologies added intelligence to the in-
ternal mechanisms of the distributed systems and 
hence led towards the new generation of distribu
ted intelligent interoperable systems [28]. 

However, our research takes a different view 
from these approaches. Our research addresses 
the temporal conceptual aspects of objects in the 
distributed environment where the databases are 
semi-autonomous (viz., interdatabase datadepen-
dency is possible) and heterogeneous. Over time 
objects in databases and users' task may dynami-
cally evolve to reflect changes in the real world. 
Thus such changes must be incorporated into the 
global interfaces so that the share information al-
ways valid and meaningful. Our research concen-
trates on developing a formal reactive integration 
model that contains the expressiveness to repre-
sent the temporal changes, temporal conditions, 
and the events in the real world. 

3 Temporal Objects in 
Multidatabase Context 

A multidatabase system (MDBS) maintains inter
faces to allow the global users to access or mahi-
pulate da ta from the diverse databases that par-
ticipated in the information sharing. However, 
as the dynamic world changes either predictably 
or unpredictably, it may cause the following two 
changes: 

1. Objects in the databases evolve to describe 
the changes in the world, 

2. Users change task which may alter their in
formation needs and/or information require-
ment format. 

A typical local database models a part of the 
evolving universe where the state may change, 
both predictably and unpredictably, over time. 
Hence, objects in local databases may be modi-
fied to reflect the evolution of entities and their 
relationships in the universe which they model. 
Furthermore, the global users submit queries to 
access objects stored in heterogeneous databases 
through interfaces provided by the MDBS. Since 
the world is dynamic and changes over time, the 
global users may acquire different tasks over time 
as well. As a consequence, their information ne
eds and object requirements may be altered. 

Instead of being static, both local databases 
and global users should be considered dynamic in 
a multidatabase environment. Therefore, the in
terfaces supported by the MDBS should also be 
dynamic. To provide consistent and up-to-date 
information, the dynamic evolution of the data
bases and global users should be propagated to 
the global interfaces so that the global knowledge 
(repository of aH local database and global user 
information, possibly involving the use of a dicti-
onary, thesaurus, knowledge base, and/or an au-
xiliary database) can be corrected to reflect such 
evolution when occurring. 

To capture the concept of objects in multi-
ple databases as they evolve over time, the term 
"object" is used at different levels of granularity in 
this paper (e.g., databases, schemas, classes, and 
instances of a class are referred to as objects). 
We express objects in multidatabase context in 
a three dimensional view as shown in Figure 1. 
The space dimension represents the diverse pre-
existing and autonomous databases (possibly he
terogeneous) in which objects may reside. Re
search and projects in multidatabases traditio-
nally concentrated on integrating objects from di
fferent locations (space). However in our view, 
the semantics of time must also be considered for 
the evolution of objects in such context. We use 
the time axis to denote the discrete time interval 
in which objects exist in the different databases. 
Objects may evolve during any time chronon 3 

in the time interval which the objects exist. By 

3An instant is a time point on an underlying time axis, 
a time interval is the time betvveen two instants, and a 
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incorporating the tirne dimension to the objects 
in multidatabases, the temporal object framevvork 
[29, 30, 31] is transferred into multidatabase con-
text. Such extension provides a richer and more 
realistic view to address the objects in different 
pre-existing and possiblv autonomous databases. 

Figure 1: Three dimensional view of objects in 
MDBSs 

Temporal objects in multidatabases include 
both space and tirne dimensions. The extension 
of tirne dimension allows us to specifv and re-
late different time-varying aspects of the objects. 
We use the term object state to include the struc-
ture, operations (viz. methods), and constraints 
(e.g. integritv constraints and temporal constra
ints) defined on an object. An object composes 
of two parts: invariant object properties and va
riant object properties [29, 30, 31, 33]. Invariant 
object properties, denoted as IOP, are the tirne 
invariant properties associated with the object. 
Variant object properties, denoted as VOP, are 
the tirne variant properties associated with the 
object. In general, an object state contains both 
time-invariant and time-variant properties. 

There are two significant problems in mana-
ging temporal objects in multidatabase context. 
The first problem has not been extensively ad-
dressed and concerns with the consistencv of the 
inter-related objects (viz., objects which are re-
lated and dependent through integritv constra-
int [35]) which reside in multiple databases; the 
term interdependent object [35] is used to refer to 
such objects. When objects evolve over time, the 
MDBSs should posses the abilitv to sustain the 
consistencv among the interdependent objects as 

much as possible, if not ali. 
Another important problem that must be ad-

dressed when considering the temporal objects 
in multidatabase environment is the maintenance 
and support of "object relativism" between local 
and global svstems. We use the term "object re
lativism" to mean that the semantics, properties, 
and constraints of the shared objects are relative 
and consistent from local to global levels. As 
the temporal objects in the databases and glo
bal users evolve over time, the changes must be 
refiected in the the global interfaces which main-
tain the global knov/ledge (the repositorv of ali 
the local database and global user information) 
so that the integritv of the objects is preserved in 
the global svstem. The problems of interdepen
dent object consistencv and local-global semantic 
relativism are depicted in Figure. 2. The interde
pendent object consistencv is local to local while 
the local-global semantic relativism is local to glo
bal. 

temporal object 

object in traditional multidatabases 

our framework 

chronon is a non-decomposable time interval of some fixed 
minimal duration [19]. 

/ 

Figure 2: Interdependent Object Consistencv vs. 
Local-Global Semantic Relativism 

Some applications, such as certain GISs, are 
also sensitive to world changes, and up-to-date in
formation is critical to their operations. Recentlv, 
an emergent class of database svstems, called the 
Active Rapidly Changing systems (ARCS), mana-
ges databases which model a part of the universe 
where the state change rapidlv [10]. Operating 
with poor and outdated information may result in 
the economic or even safety consequences to the 
users. Therefore, the integrity of a multidatabase 
system will be questionable unless its global in
terfaces reflect the world changes. In other words, 
the interfaces that provide services to global users 
to access data from local databases should be mo-
dified to respond to the evolution of objects in the 
local databases and global users. 
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In the rest of this section, we discuss the dyna-
mic characteristics of objects in multidatabases 
addressed in our framework. The term "dynamic" 
is used in general to refer to the process of conti-
nuously changing in structure, meanings , beha-
vior, or properties of objects in the multidatabase 
environment. We also introduce our concepts of 
tirne on objects in multidatabase domain. Special 
emphasis has been put on analyzing the semantic 
of tirne on the relations of objects in the context 
of local and global systems. 

3.1 Dynamic Characteristics of A 
Multidatabase Environment 

Dynamism in the context of multidatabases rela-
tes to the notion that a multidatabase system is 
composed of different databases managed by in-
dependent database management systems and di
fferent global users whose needs may change over 
time. In this section, we analyze the dynamic 
characteristics of objects in multidatabase envi
ronment. Particularlv, we identify four dynamics 
of objects: network topology, spatial representa
tion, temporal objects, and object constraint [40]. 

The netivork topologij refers to the physical or
ganization of the local databases which provide in-
formation and the global users who want to access 
information from these databases. The number 
of local databases participated in a MDBS may 
change over time [12]. This means that on the 
one hand, some existing databases may decide to 
terminate their participation in the system. On 
the other hand, new databases may desire to par-
ticipate in the global information sharing as in
formation providers, and they need to be added 
to the system. Similarly, the number of global 
users may change over time [12]. Some existing 
users may no longer require the services provided 
by the MDBS and decide to withdraw from the 
system. Also, some new users may request to be 
added to the system. Thus, the network topology 
of a MDBS may be dynamic. 

The entities and their relationships in the uni-
verse may be modeled differently in different data
bases. Each database has its own representation, 
both in terms of structure and semantics, asso-
ciated with the relevant objects in the universe 
in which it models. Therefore, the behavior of 
objects in the universe is dynamic with respect 

to databases (space). We use the term spatial re
presentation to denote the different in structure, 
semantic, and behavior of the real-world objects 
in different databases at a given time chronon. In 
addition to the different representation of objects 
in different databases, each global user has her/his 
own set of requirements for the structure, seman
tic, and properties for the received objects, which 
may not be the same as those of the local databa
ses. To ensure the interoperability of the objects, 
the differences between users and source databa
ses must be recognized and handled. Normally 
information conversion and abstraction process is 
required. For example, in a financial application, 
the monetary unit of a source database might be 
in U.S. "dollar", but the monetary unit of a user 
might be in Japanese "yen". 

As an example of spatial representation of 
object, the object "organization" in the universe 
can be represented in two databases (space) as 
shown in Figure 3 and 4. 

ObjecC O i n D t Objec t O i n D 

Figure 3: Functional form of object organization 

Figure 4: Product form of object organization 

The object "company" shown in Figure 3 is 
used to model the entity "organization" in the 
universe. The "company" is subdivided according 
to the managerial functions, as shown as marke
ting, personnel, manufacturing, engineering, fi
nance, and accounting. In Figure 4 the en-
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tity "organization" in the universe is modeled by 
object "corporation". However the "corporation" 
is subdivided according to the major products, 
as shown as product l , product2, product3, pro-
duct4, and product5. For each of the products, 
it can be further subdivided using the manage-
rial function. Both of the objects "company" and 
"corporation" model the same entity "organiza
tion" in the universe even though they may be-
have differently or have different representation 
schemas. 

The temporal objects [29, 30, 31, 33] incorpo-
rate the notion of tirne to objects. The time-
variant properties, behavior, and role of objects 
are considered. In a multidatabase context, 
objects in different local database may evolve over 
time to refiect the changes of their corresponding 
universal objects. As an illustration of the con-
cept of the temporal object, let us consider a ge-
ographical example. In the midwest area, there 
is the threat of the New Madrid Fault to cause 
the "big" earthquake within the next several de-
cades. Therefore, it is very important to monitor 
the geographical changes in this area. To simplify 
our example, let us assume that the observation 
for geographical changes has started at time ti. At 
time tj, a moderate earthquake has caused a piece 
of farmland, which may be represented in a data
base by a coordinate point (x,y), along the Mis
sissippi River to become a part of the river. Then 
we say that during the time interval < ti, tj > , the 
location (x, y) has changed in its behavior, from a 
piece of land to be a part of the Mississippi River. 
It is obvious that either as a piece of farmland or 
a part of the Mississippi river, it is the same geo
graphical location which behaves differently over 
time. 

Object integrity constraints are derived from 
the local constraints and user constraints perti-
nent to the objects. Any changes in the objects 
may impact the set of constraints associated with 
the objects. Such constraints include the integrity 
constraints on objects which the databases require 
that they be enforced at the global level, temporal 
conditions, and global situation/action rules [38]. 
For example in a healthcare information system, 
with respect to the patients ' privacy a user's abi-
lity to access patients records should be different. 
A physician should be able to access information 
concerning her/his patients more freely from a ho-

spital database than an insurance company. Since 
it is inappropriate for a local system to keep track 
of global users in an ever changing environment, 
the enforcement of such constraints should be at 
the global level. 

Based on the concept of spatial representa
tion and temporal objects as we have described, 
we want to consider the consequences they have 
on the global interfaces. Unlike objects in a sin-
gle database, objects in a multidatabase system 
have already existed in the local databases. The 
main functionality of multidatabase systems is to 
support interfaces for global users, so that they 
can access objects from these databases efficien-
tly and effectivelv. In general, multidatabase sy-
stems maintain global knowledge which is the re-
pository of ali local database information. A part 
of this functionality includes correlating objects 
in one local database to the objects in another 
local database, so that if they model the same 
objects in a modeled universe, then the heteroge-
neities of information due to different space are 
hidden from the users, as in the global mapping 
knov/ledge shown in Figure 5. 

Object Oubi,u-) denotes an object which mo
del« the concept Uj in the universe and is stored in 
database dbi. An arrow between any two objects 
in D Bi and DB2 indicate that the two objects are 
related, for they are modeling the same concept 
in the universe, and the relations between objects 
in the two databases are reflected in the global 
mapping knowledge. 

To specify and relate different time-varying 
roles, behaviors, characteristics, and identities of 
objects in multidatabases, a framework to com-
bine the space and time to objects is challen-
ged. Such framework can essentially provide ba-
sic platforms to develop systems which are sensi-
tive to changes as they happen in the real world. 
In the following section, we informally present a 
framework called a temporal multidatabase object 
paradigm which based on the dynamic represen
tation and properties of objects in multidatabase 
environment as discussed in the above. The pa
radigm will be formalized in the section 4. 
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Object O 

Figure 5: Correlation of objects in two database svstems 

3.2 A Temporal Multidatabase Object 
Paradigm 

In our framework, we use the notions of lo
cal object conception and global object unification 
[29, 30, 31, 33, 40] to describe an object across 
its multiple representations in different databases 
(space). The Local Object Conception of objects, 
denoted by LOC, refers to the conceptual mode-
ling of the universal objects in local databases, 
and the Global Object Unification of the objects, 
denoted as GOU, refers to a global interpretation 
or sense of the object in the universe. From the 
illustration in Figure 5, Oubi,ui) 1S ^ne LOC of 
object u\ in the local database dbi, 0(d62,ui) 1S 

the LOC of object U\ in the local database dbi, 
and U\ in the global mapping knowledge is the 
GOU of the object u\. 

We can view GOU as a mechanism to corre-
late objects in different systems which represent 
the same concepts in the universe so that the pro
blem of space-variant modeling of the universal 
objects in different databases can be hidden from 
the global users. In a way, we can view a GOU of 
objects as the aggregation of ali the possible LOCs 
of the objects. As an example, the global object 
unification of the object "organization" could be 
defined as "a group of people who are united for 
some purpose," and its local object conceptions 
could be the objects "company" and "corpora-
tion" as shown in Figures 3 and 4. 

To specify and relate different time-varying 
roles, behaviors, and identities of an object, the 
relations between objects in different databases 
must be dynamically altered over tirne as objects 

evolve. Therefore, the global knowledge should 
not only describe the time-invariant relations of 
objects but should also posses the ability to dyna-
mically alter the relations it maintains to facilitate 
the evolution of objects in tirne. In our exam-
ple, when 0(<tf,1]Ul) has evolved from concept u\ 
to concept u<i in the universe, the relation main-
tained in U\ between the object which previously 
w a s °(dbllUl)

 a n d t t ie object 0(db2iUl) is no longer 
vahd and must be eliminated. 

Using the notions of of LOC and GOU, we 
want to extend our abstract framework to bring 
together the notions of "temporal object mode
ling" and "multidatabases", viz., integrate the 
concepts of space and time for objects in multi
database context. Our aim is to develop a model 
such that the anticipated dynamic changes in the 
behaviors, roles, characteristics, or even identities 
of objects in local databases and global users can 
be captured automatically in the global interfaces 
over time. We use the Local Object Conception-to-
Local Object Conception (LOC-to-LOC) mapping, 
which we extend from the mappings introduced 
in [29, 30, 31, 33], to express the evolution of the 
objects in diverse databases. 

LOC-to-LOC mapping: Objects may acquire 
new roles, behaviors, or possibly new identities 
over time to refiect the evolution of the concepts 
in the universe which they model. A LOC-to-
LOC mapping is a relation that supports the 
temporal objects in multiple databases. It al-
lows~ah object to change its characteristics, be-
havior, and role from one object state (or con
cept) into another object state. There are two 
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typesof LOC-to-LOC mapping: LOCd^o-LOCd{ 

and LOCdi-to-LOCd •• On the one hand, the 
LOCdi-^o-LOCdi mapping allows intra-database 
object evolution where an object in a database 
rnay evolve from one state into another state wi-
thin the same database. On the other hand, the 
LOCdi-to-LOCdj mapping allows inter-database 
object evolution where an object in a database 
may evolve into a state of an object in another 
database. As an example, the object Oubi,ui) m 

Figure 5 may evolve from concept u\ to concept U2 
within the same database, and the object 0(d&liU3) 
may evolve from concept «3 in database DB\ to 
concept Uk in database DB^. 

In general, a LOC-to-LOC ma^-pmg is a rela-
tion 1Zioc-to-hc whose domain contains the LOC 
of an object in a database at time t k, and its range 
contains the LOC of the object at time tj, for 
tk < ti. More formally, TZioc-to-ioc- (di,a,tk) -+ 
(dj,f3,ti) where a and /? denote objects such that 
a 7̂  /3, d{ and d j denote local databases i and 
j and i may be equal to j , t k and ti denote time 
chronons such that tk < ti. To illustrate the LOC-
to-LOC mapping, let us consider the geographical 
example which we have used to explain the notion 
of temporal roles of an object. We can express the 
evolution of the geographical location (x, y) in a 
database d{ which has evolved from a piece of far-
mland into a part of the Mississippi River in term 
of LOC-to-LOC mapping as following. 

TZioc-to-ioc '• (di,land(Xiy),tk) ->• 
(di,river(Xiy),ti), for tk < tt. 

The LOC-to-LOC mapping supports interde-
pendent objects in different databases. We want 
to extend our model to support the object rela-
tivism between local databases and global inter-
faces. To represent the relationships among the 
evolving temporal objects in local databases, the 
Local Object Conception-to-Global Object Uniji-
cation (LOC-to-GOU) mapping is introduced to 
correlate these objects. 

LOC-to-GOU mapping: A LOC-to-GOU is a 
relation TZ[0c-to-gou whose domain contains the 
LOC of an object, a, in the local database di, for 
1 < i < n and n is the number of participated 
local databases, and its range contains the GOU 
of the object in global system G. More formalh/, 
Kioc-to-gou '• (di,ct) ->• (G,/3).This relation maps 
different conceptions of a in local databases di, 

for 1 < i < n, to a global object unification main-
tained by the global system G at any given time 
chronon. 

GOU-to-GOU mapping: A GOU-to-GOU 
mapping is a relation 7Zgou-t0-gou that supports 
the temporal objects in the global system. Similar 
to LOC-to-LOC mapping, it allows global objects 
to change its characteristics, behavior, and role 
from one object state (or concept) into another 
object state. Formallv, KgOU-to-gou • (G,a,tk) - • 
(G,P, ti). This relation allows an object a at t ime 
tk in the global system G to evolve to another 
object /3 in the same global system G from time 
ti. Such object evolution may permit a to assume 
a new identity. 

GOU-to-LOC mapping: A GOU-to-LOC ma
pping is a relation lZgou_to-ioc whose domain con
tains the GOU of an object, and its range con
tains the LOCs of the object in different databa
ses. There are two purposes for the GOU-to-LOC 
mapping. First, the mapping is used to describe 
the information conversion and abstraction pro-
cess which is normally used to resolve the struc-
tural and semantic differences of objects between 
local databases and global users. It maps a glo
bal object unification a in the global interfaces to 
a user's conception of the object so that objects 
can be abstracted and converted from the local 
databases to satisfy the object specification of the 
global users. Second, it may be used to support 
interdependent objects in different databases. In 
this situation, the local databases are not totally 
autonomous. The integrity constraints of the in
terdependent objects in different databases are 
explicitly specified in the global interfaces, and 
the global interfaces have the authority to enforce 
such constraints on the local databases. More for-
mally, fcgou-to-ioc • (G, a) - • (di,(3) where a de-
notes an object in the global system, j3 denotes 
an object in a database, di denotes a database. 

To at tempt to combine the concept of time 
with the concept of multidatabases to objects, it 
is necessary to incorporate to the functionalities 
of the global interfaces the ability to capture the 
new properties, behaviors, roles, or even identi-
ties of objects over time. The global knowledge 
of the local systems should be kept up-to-date so 
that it can provide the most current and valid in
formation. To ensure that evolutionary changes 
are reflected in the global interfaces, there must 
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be some active mechanism to forward the effect 
of the changes to the global system so that the 
knowledge maintained by the global interfaces can 
be updated. In our framework, when we antici-
pate evolutionary changes, the objects that might 
be involved in such changes are monitored (which 
is possible because we monitor events). The ef
fect of these changes are propagated to the global 
system. To accommodate the flow of object evo-
lution from local to global systems, we describe 
such evolution in terms of our mapping as follows. 

1. (space) Tlioc-to-gou • (di,a) -> (G,/3) and 
llloc-to-gou • (di,f) ->• {G,<f>) at tirne tk, 

2. (tirne) When a monitored event occurs in 
MDBS at tirne ti, for tk < ti, such that 
Kloc-to-ioc • (di,a,tk) ->• (dj,i,ti), then 
llloc-to-gou • {d%,a) -> {G,4>) at the tirne 
chronon i/ where 

— a and 7 denote objects n local databa-
ses (as well as global users) such that 

— j3 and <f> denote objects in global inter
faces such that P ^ <j), 

— tk and ti denote tirne chronons such that 
t k < ti, 

— di and dj denote local databases i and j 
for i may be equal to j , 

— G denotes global system. 

Relation 7lioc-to-gou • (di,a) -> (G,/3) in 
(space) correlates objects a in database d{ to its 
global object unification, maintained by the glo
bal system, when d{ initially participates in the 
MDBS at a given tirne chronon. A similar ma
pping is included in many multidatabase archi-
tectures; for example in some systems it is inclu
ded as the "information mapping" component [34] 
while in other systems as "shared ontology" com
ponent which specifies the terminology mapping 
[36]. In our architecture, we extend this mapping 
to include the temporal modeling of objects so 
that the state of an object can evolve over tirne 
and is reflected in the global system. 

Relation TZioc-to-gou in tirne allows the effect s 
of object evolution to be forwarded from local da
tabases (as well as global users) to the global in
terfaces. In our framework, the anticipated events 
which may cause the objects to evolve from one 

object state to another object state are monito
red. If an event occurs in the system in such a 
way that an object evolves from one object state 
into another object state, such as from a piece of 
farmland into a part of the Mississippi River, the 
relation TZioc-to-gou in tirne reunifies the object 
to a new identity in the global interfaces. The 
relation TZioc-to-loc is used to express the changes 
in object, and the relation TZioc-to-gou propaga-
tes these changes from local databases (as well 
as the global users) to global interfaces so that 
knowledge maintained by the interface can be mo-
dified. 

So far, we have presented our concepts and 
paradigm of objects in multidatabases \vith re-
spect to space and tirne. In the next section, we 
will formalize the dynamic object model in mul
tidatabases introduced in this section. 

4 RIMM: Reactive Integration 
Multidatabase Model 

A major aim of our research is to achieve an inte
gration of the abstract concepts that are assumed 
to characterize temporal multidatabase objects. 
In order to achieve this goal, these abstract con
cepts are mapped to a simple Reactive Integration 
Multidatabase Model (RIMM), thus articulated 
as concrete concepts. This provides a specific con-
text for our approach described in the section 3 
and allows us to define a conceptual framework for 
the temporal evolability of multidatabase objects. 
The main purpose of our model is to provide a 
basic framevvork for "reactive" multidatabase mo-
dels and systems. The model is based on a tem
poral distributed object (viz., temporal property 
and conditions) and the notion of event [19] in the 
real world. 

In responding to operations and transactions 
that reflect changes in the real world, objects in 
multidatabases may change states. Objects can 
be characterized by their structure, sets of me-
thods, and sets of constraints (e.g. semantic con-
straints, integrity constraints, and temporal con
ditions) [39]. We formally define an object state 
as the triple (Struc, M, S) where 

- Struc is the structure of the object. 

- M is a set of operations defined on the object, 

\ 
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— £ is a set of constraints associated with the 
object. 

Struc, M, and S contain both IOP and VOP 
as defined in the section 3. Since the objects in 
the databases model the evolving real world enti-
ties, each object may be in the difFerent states at 
the difFerent tirne chronon. Thus over ternporal 
element 4 , an object may subsume more than one 
state. Let an object scheme represents the entire 
states of an object. Then an object scheme can 
be defined as S = {Su = {Structu,Mu,2u}\l < 
i < k}, where k is the maximum number of the 
object states in a database. For the sake of no-
tation simplicitv, hereon the subscript i implies 
U. 

Figure 6 gives an example of object states. 
Object " 0 " in the figure has three states: Si , S*2, 
and 53. State Si of the object may transform to 
state S2, state S2 may transform to S3, and state 
S3 may transform to both Si and S2. 

Globnl Intartac 

Local-Global F.lativl •-. Local-GUbal R.lativiui 

Con3istency of Intardapandaiit obj*< 
atabasa* n 

Figure 6: An object " 0 " with three states: Si , 

S2, and 53 

Furthermore, let D = {Di,Di, •••, Dn} de-
note the set of "n" databases participated in 
a global information-sharing multidatabase do-
main. We define an object scheme SDJ in da
tabase D j , 1 < j < n, to be SDJ — {^(i.D) = 
{Struct{iyDj),M(itDj),Y,{iiDj)}\l < i < kj}. Thus, 
with respect to the global system, the object 
scheme is the set of ali the local object schemes. 
We define the global object scheme, denoted as 

SG, as SG = {SD1,SD2,---ISD„}-

An object instance " 0 " of SG, denoted Glo
bal Object Unification (GOU) 5 , is a tuple 

A ternporal element is a finite union of n-dimensional 
tirne interval [19] 

5Defmitions of GOU and LOC are as defined in the 
section 3.2. 

(0Dl,0D2,0Dn) .of objects on S^Djy We de-
note the set of instances by <S(SG)- Compo-
nents of the tuple are called "Local Object Con-
ception" (LOC) of 0 . If LOCs are disjoint (viz. 
no duplications between any two LOCs), OG = 
0Dl U O D 2 U . . . U O D „ . 

Figure 7 pictures an example of the object sta
tes for an object " 0 " . The object " 0 " has three 
and four states in databases D\ and D2 respecti-
vely, and these states are represented in our model 
as follows. 
S D! = {S(i,D!), Sp^), S(3iDl)} 

SD2 = {S(l,D2), SC2,D2), S(3>D2), S(4tD2)} 

SG = {'5,(1,D1)55,(2,D1),'5,(3,D1)55'(11D2))'S'(2,D2)! 

S(3,D2),S(4,D2)} 

An object state SVj^) is directly reachable 
from Sai^A if the transition between the two sta
tes is legal. Object state transformations are spe-
cified in the transition system. We define a tran
sition system to be a pair T S = {SV,-^-), {~*• l r S 
7^}} \vhere S^^ ) G SG, and IZ is a non-empty set 
of transition relations which models s tate trans-
formation. /TS C S G X S G for s tate transition 
where SUI^A is directly reachable from SntD.\ if 

S(i,Dj)-
:*S{i:Dl)-

In addition, an object instance " 0 " from 
S{SG) can be modified either using operation 
m G M(itD ) which is applied to the LOC of 0 
in Dj, denoted LOCD^O)), or conditional trans-
formation TR = { ( a , T ) } . We use TR to model 
state change. A conditional transformation chan-
ges an object 0 only if \=Q a and \=Ti0\ S . There 
are four types of transformations in TR; T = 

\'Woc—to—loc, '^-loc—to—gou, '^-gou—to—loc, '^gou—to—gouj-

- TZioc-to-loc is a set of operations which al-
lows an object to transform from one object 
state to another object state, either within 
the same database or betvveen two databases 
as described in the section 3.2. 

— TZioc^to-gou supports the object relativism 
between the local and global systems. Since 
SG = {SDUSD^.-^SDJ, the global sy-

stem usually maintains the global knowledge 
which is a repository of ali the local database 
information. Fioc-to-gou is a set of operati
ons which allows an object s tate in a local 
database to modify the global knowledge in
formation. 
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Figure 7: States of an object "O" in databases D\ and D2 

T^gou-to-ioc also supports object relativism 
between local and global svstems. It is a set 
of operations which allows an object state in 
global svstem to transform an object instance 
in a local database from one state to another 
state. 

n gou—to—gou is a set of operations which al-
lows object transformation from one object 
state to the another object state within the 
global svstem. 

Let T denote a set of tirne chronons. 
IZioc-to-ioc'- S X D X T — > S X D X T , 

S X D -» S X G, 
7*>gou-to-loc' J X G -> O X D 

Tigou—to—gou- b X ( j r X T —• S X b X 7 , 

where Tlioc^io-gou and 1Zgou-to-ioc are inverse re-
lations. 

A dvnamic object scheme can be defined as 
an object scheme, a set of object transformation, 
and a set of dvnamic properties. Formallv, 

DynObj = (S,TR,ZA), 
DynObjSa = (6*G,Tiž,£A) 

where the dvnamic properties E A includes both 
the transition properties or temporal conditions. 
For any two instances OQ = {ODI-, OD2I •••>0£>„) 
and 0'G = (0'Di,0'D2,...,0'DJ in S(SG) where 
0'G is derived by applying transformation r G TS 
to OG-I a transition property (ct,P) is valid for 

(OG, 0'G) if Vj, 1 < j < n from \=Q a it follows 

that \=0, p. 
Di 

Our main objective in this paper is to develop 
a formal reactive integration model that conta-
ins the expressiveness to represent the temporal 
changes, temporal conditions, and events in the 
real world. In the section 3, we have defined the 
global objects to consist of LOCs. To unify the 
LOCs in diverse databases, we define the "Reac
tive Integration" of LOCs by a transition system, 
a set of local databases, a global system, a set 
of selectors, a composition operator, and a set of 
events. Formally, 

Integrationfieactive = (TS, D, G, H, $ , Events) 
where 

— TS, D, and G are as defined in this section. 

— Ti is a set of selectors. An instance OQ — 
{OD1-,OD2I---->OD„) satisfles a set of selectors 
Ti = {sek,...,seln} if Vj, 1 < j < n,0Dj = 
selj(OD1,On2, ...,OD„) is valid. 

— $ is a conditional unification (7, U). Whene-
ver LOCs satisfy the condition in 7, the $ 
can be applied and the LOCs are unified as 
the result. 

— Objects dynamics depend on events. An 
event is an occurrence of interest that ha-
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ppens at a point in tirne. Events are used to 
specify state changes of databases and may 
cause several state transformation sequences 
to be valid. In general, an event can either be 
a basic or composite event. A basic event is a 
pair <event occurrence, tirne instant>. The 
event occurrence is represented by some sym-
bol e and is mapped to a time instant t on the 
system clock. The basic event (e, t) is said to 
occur at time t. A composite event can be 
created from basic or other composite events 
through the used of closed algebra [32]. 

Based on the form al reactive integration mo
del presented in this section, the multidatabase 
architecture that incorporates event driven pro-
ductions rules can be realized. The architecture 
will be capable to automatically react to antici-
pated changes of the local databases and the glo-
bal users and dynamically reconfigure the global 
interfaces, so as to support interoperability over 
time. 

5 Final Remarks 

This paper focuses on combining the concepts of 
space and time in a multidatabase domain thus 
providing a dynamic framework to actively su
pport interoperability of multidatabases. Spe-
cifically it identifies the kind of dynamism that 
local systems and global users exhibit over time 
and space, resulting in an expressive representa-
tion that can specify complex "real-world" situa-
tion. To this end, we extend the temporal con
cepts of objects[29, 30, 31, 33] to a multidatabase 
environment and study its consequences in such 
a context. Based on these abstract principles and 
foundation, we have developed a formal model, 
called Reactive Integration Multidatabase Model 
(RIMM), that contains the expressiveness to re-
present the temporal distributed objects. 

As a realization of the RIMM model, we are 
currently developing an architecture, based on the 
mediators [12, 36, 41, 42, 43], that incorporates 
the event driven production rules to automati-
cally react to anticipated changes of local databa
ses and global users and dynamically reconfigure 
the global interfaces, so as to support interopera-
bility over time. We argue that with respect to 
managing dynamic conflicts in a multidatabase 

environment, any chosen architecture should in-
clude active database rules, so that the manage-
ment process can be automated as much as pos-
sible. Our future work will concentrate on the 
implementation of the system, for validation and 
simulation of our work. In addition, vre are in-
vestigating hov/ rules can be defined and genera-
ted and hov/ to develop optimization techniques 
to improve performance of event detection there-
fore better providing support for geographical and 
real-time applications. 
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Software reliability is a frequently used term, but very seldom the reliability is under 
control during a software development project. This paper presents a method, Statistical 
Usage Testing (SUT), which gives the possibility to estimate and predict, and hence 
control software reliability. SUT is the reliability certihcation method described as a 
part of Cleanroom software engineering. The main objective of SUT is to certify the 
software reliability and to find the faults \vith high influence on reliability. SUT provides 
statistically based stopping rules during test as well as an effective use oftest resources, 
which is shown by practical application of this and similar methods. This paper presents 
the basic ideas behind SUT and briefly discusses the theoretical basis as well as the 
application of the method. 

1 Introdliction made and that the testers have to remove them. 
This reasoning may be philosophical, but it is be-

The software development community is not in Ueved to be one of the key issues in controlling 
control of the software reliabilitv. This can be software reliability. One of the most important 
stated based on a quote from Tom DeMarco, [3]: aspects in the development is the motivation and 
"You can't control what you can't measure". It belief in being able to do something, in this čase 
is not possible based on traditional development develop software with few or no defects. There-
techniques to actually measure the software reli- fore it is essential to provide techniques so that 
ability hence the reliability is out of control. the software developers can believe in developing 

Software reliability engineering is currently a zero-defect software, which also includes methods 
fast grovving area. Therefore the situation is not to certify the actual reliability level. 
hopeless; the techniques are becoming available 
to control the reliability. The software process Cleanroom Software Engineering [13], [4], [6] 
will become more and more controlled which me- and [12] emphasizes the intellectual control in 
ans that methods to estimate, predict and certify software development. Cleanroom is a collection 
the fault content and reliability will be introdu- of several sound management and engineering te-
ced. This is the only way towards managing the chniques, in particular it is emphasized that it 
process of actually engineering reliable software, is possible to develop nearly zero-defect software. 
instead of crafting unreliable software. One of the engineering techniques emphasized in 

The testing techniques normally applied are ai- Cleanroom is Statistical Usage Testing, which is 
med at finding faults. This is a negative point a method for statistical control of the software re-
of view since it implicitly accepts that errors are liability during the system or acceptance testing 

file:///vith
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phase. The objective of this paper is to propose 
a method for Statistical Usage Testing and to il-
lustrate its use. The requirement on the testing 
phase, when applying usage testing, is that it re-
sembles the operational phase to be able to apply 
the techniques to actually remove failures most 
critical for the user and certify a particular reli-
ability level. It may be difficult to forecast the 
exact usage, but it is important to try to under-
stand how the software probably will be used. It 
is often, at least, possible to identify usage classes, 
and the exact probabilities are not that critical. 
One possibility is to certify the software for one 
or several scenarios, which then can be used in 
negotiations between developers and procurers. 

Statistical Usage Testing and its opportunities 
to promote statistical control of the software re-
liability are discussed in this paper. The usage 
testing technique provides a basis to certify a re-
liability requirement, see section 2. The principles 
behind Statistical Usage Testing are discussed in 
section 3, while the techniques within usage te
sting are further described in section 4, i.e. usage 
specincation and reliability certincation. In sec
tion 5 a minor example is presented to illustrate 
the usage testing technique described. Section 6 
presents some practical experiences with usage te
sting techniques. Finally in section 7 some con-
clusions are presented. 

2 Reliability requirement 

2.1 Requirements specification 

The requirements specification contains normally 
both functional requirements and quality require-
ments; in particular reliability or availability re-
quirements are put into the specification. The ful-
filment of the functional requirements is evaluated 
through using the functions specified in the requi-
rements, but the other requirements ought to be 
fulfilled as well. The methods for reliability certi
ncation have, however, not been available or the 
available techniques have not been applied. This 
must change, either it is no use formulating reli-
ability requirements or methods to evaluate and 
certify the reliability must be applied. 

Statistical Usage Testing is a method to actu-
ally certify the reliability requirement. This type 
of method must be applied, since it is not possi
ble to keep applying traditional systematic testing 

techniques and then see the system fail in opera-
tion. This is a result of not certifying the reli-
ability requirement. The society can not afford 
software system failures, neither in safety critical 
systems nor in other cost intensive systems. For 
some systems, certification of the required level is 
not possible, in these cases certification must be 
combined with correctness proofs of the software. 
Usage testing is thus not the solution to obtain 
high quality software, but it enables certification 
of a reliability level. 

The reliability requirement aims at the reliabi-
lity as perceived by the users when the software 
system goes into operation. Therefore usage te
sting must be applied, since reliability is not only 
the number of faults but also the actual location 
of them compared with usage of the software sy-
stem. 

The method being presented allows for certifi
cation of the reliability requirement, which means 
that we will be in control of the reliability before 
releasing the software product instead of being 
surprised as the system fails in operation. In par
ticular, it provides an opportunity to formulate a 
stopping criterion for the testing, where the crite-
rion is based on the fulfilment of the requirement. 

2.2 Validity of certification 

Usage testing as a means for reliability demon-
strations is well-known and its superiority compa
red to coverage testing is discussed in [15], [4] and 
[2]. An argument often raised concerning usage 
testing is: it is not possible to determine the usage 
profile, therefore usage testing is not applicable. 
This is, however, not completely true. It will pro-
bably be difficult to determine the usage profile 
exactly, but it ought stili to be possible to deter
mine usage probabilities relative to each other. It 
is often well known which functions will be used 
most frequently in a software system. Thus by 
making a clever guess or an estimate of the proba
bilities this method will stili achieve preferential 
results over coverage testing. Successful applica-
tions of a usage profile based approach have been 
presented in [11] and [1]. 

A simple example will show the gain in applying 
usage testing, even when the usage profile, estima-
ted during testing, is not the profile observed as 
the system is put into operation. 

Let us assume that we have a system consisting 



STATISTICAL USAGE TESTING... Informatica 19 (1995) 195-207 197 

of three modules as illustrated in figure 1. 

System 

Module 1 Module 2 Module 3 

Figure 1: System architecture. 

For simplicity it is assumed that the MTBF va-
lues for the three modules are ali equal to 100 
when the system testing begins. Ali times are gi-
ven in some undefined tirne unit. The system test 
can be performed either as a coverage test or a 
usage test. In coverage testing the modules are 
tested equally, see table 1, and the MTBF values 
for each module improve identically, e.g. to 1000, 
see table 2. 

It is necessary to use a particular usage pro
file to be able to perform a usage test. The pro
file is identified from experience and knowledge of 
the probable usage of the system being developed. 
Test cases are generated according to this usage 
profile, see table 1. Usage testing gives different 
M T B F values for the modules. In [2] and [4], it 
is shown in their particular čase that based on a 
study of a number of projects that usage testing 
improved the perceived reliability during opera
tion 21 times greater than that using coverage te
sting. Thus the M T B F for an arbitrary use in this 
example is assumed to be 21 000 (see table 3), i.e. 
21 * 1000, where 1000 is the MTBF for an arbi-
trary use based on coverage testing. The MTBF 
values for the different modules are obtained ba
sed on the M T B F for an arbitrary use, and by 
assuming that the raise in MTBF is proportional 
to the probability of using a specific module. This 
reasoning leads to the figures presented in table 
2. 

The actual values are not particular interesting, 
but emphasis must be placed on the result after 
the system is put into operation and the increase 
obtained in perceived reliability using usage te
sting. An actual usage profile is obtained as the 
software is put into operation. The usage pro
file actually being experienced during operation 
may differ from the one applied during usage te
sting. Two examples are shown in table 1. T h e ' 
first example (Actual operation 1) shows a minor 
change or error in the usage profile, whilst the se-

cond profile (Actual operation 2) is an example of 
a rather large difference betvveen the profile used 
during testing and the profile in actual operation. 

The actual usage gives the perceived M T B F . 
The two testing techniques give different MTBF 
values in the two operation cases, see table 3. The 
values in table 3 are calculated by weighting the 
MTBF values for the three modules. The čase 
"after usage testing (major difference)" is used to 
illustrate the calculations: MTBF = 0.1 * 121 + 
0.15 * 314 + 0.75 * 21 230 = 15 982. 

The MTBF estimates from testing are shown 
in the upper part of table 3. In the lower part 
of the table the perceived MTBF values during 
operation are shown. 

It can be concluded that usage testing gives 
an improved MTBF during operation. Usage te
sting is of course dependent on the accuracy of 
the usage profile. Even if the profile is errone-
ous, the perceived MTBF is an improvement on 
that obtained with coverage testing, provided the 
probabilities for usage are in the correct order. In 
this particular example the probability of usage of 
the modules (from highest to lowest) are ranked 
3, 2 and finally module 1. The M T B F is, however, 
overestimated during usage testing if the profile is 
erroneous, but stili the result is better than that 
of applying coverage testing. 

The overall conclusion is that usage testing im-
proves the probability (as opposed to coverage 
testing) of locating faults that influence the re-
liability during operation. This conclusion is also 
supported by other sources including [2] and [4]. 
The example has also shown that even if the usage 
profile is erroneous during testing, the M T B F du
ring operation will be higher than that obtained 
with coverage testing or other black box testing 
approaches. 

3 Statistical Usage Testing 
3.1 Cleanroom 

Statistical Usage Testing (SUT) is the certifi-
cation part of Cleanroom Software Engineering. 
Cleanroom is a methodology which consists of a 
set of software engineering and management prin-
ciples as well as practices according to which soft-
ware can be developed with very high quality and 
productivity [13], [14], [4], [12] and [5]. The me-
thodology has proven to be very successful when 
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Coverage testing 
Usage testing 
Actual operation 1 
Actual operation 2 

Module 1 
1/3 
0.001 
0.002 
0.10 

Module 2 
1/3 
0.01 
0.05 
0.15 

Module 3 
1/3 
0.989 
0.948 
0.75 

Table 1: Probabilities for using the three different modules. 

Module 1 Module 2 Module 3 
Before test 100 100 100 
After coverage testing 1000 1000 1000 
After usage testing 121 314 21230 

Table 2: MTBF values per module. 

applied in software development companies in Eu-
rope as well as in the USA [23], [19] and [24]. 

Cleanroom aims at development of almost zero-
defect software with measurable reliabilitv. The 
basic idea is to do things right from the beginning 
instead of first introducing and then correcting 
errors. Management and engineering techniques 
in Cleanroom are: 

— The software is developed by small teams (3-
5 people) with clearly defmed responsibili-
ties. There are three types of teams, specifi-
cation, development and certification teams. 
The teams are jointly responsible for the pro-
duced results. 

— Very much emphasis is put on rigourous spe-
cifications which are the basis for the deve
lopment. 

— The development is done in increments, each 
of which is executable. By partitioning the 
software into increments each increment may 
be handled by different teams and developed 
in parallel. Furthermore the increments are 
small enough to be held under intellectual 
control. 

— The softvvare is developed in small steps from 
specification to design according to a step by 
step algorithm. Each step is a refinement of 
the prior one. For each step more details are 
added and finally it ends up in executable 
code. 

- Each of the development steps is rigourou-
sly verified towards the previous steps. The 
verification is mainly performed by reviews, 
supported by a theoretically based method 
called "functional verification". 

- Traditional testing is replaced by certification 
of the softvvare reliability by Statistical Usage 
Testing. 

Most of the techniques are vvell-knovvn but the 
combination of these and the management atti-
tudes have given encouraging results concerning 
softvvare quality as vvell as productivity and de
velopment tirne control. In this paper vve con-
centrate on the certification part of Cleanroom, 
Statistical Usage Testing. 

3.2 Usage based testing 

Traditional testing is often concerned vvith the te-
chnical details in the implementation, for example 
branch coverage, path coverage and boundary-
value testing, [18]. SUT on the contrary takes 
the vievv of the end user. The focus is not to test 
hovv the softvvare is implemented, but hovv it fulfils 
its intended purpose from the users' perspective. 
SUT is hence a black box testing technique taking 
the actual operational behaviour into account. It 
treats the softvvare as being a black box and is 
only concerned vvith the interfaces to the users. 

SUT has tvvo main objectives: 

- To find the faults vvhich have most infiuence 
on the reliability from the users' perspective. 
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ESTIMATION FROM TEST MTBF 
Coverage testing 1000 
Usage testing 21000 
PERCEIVED IN OPERATION ~ 
After coverage testing (independent of actual usage profile) 1000 
After usage testing (minor change) 20142 
After usage testing (major difference) 15982 

Table 3: MTBF estimates from test and operation environments. 

- To produce data which makes it possible to 
certifv and predict the software reliabilitv 
and thus to know when to stop testing and 
to accept the product. 

The latter implies that a usage profile is needed 
as it is not possible to certifv and predict relia
bilitv in operation from other black box testing 
techniques. 

3.3 Cost effectiveness 

Studies show that usage based testing is an effici-
ent way to find the faults which have most impact 
on the reliabilitv [2]. The referenced study shows 
a gain with a factor 20. From seven software de-
velopment projects at IBM it is concluded that 
1.6% percent of the faults caused 58% percent of 
the failures during operation, while 61% percent 
of the faults caused only 2.8% percent of the fai
lures. Thus it is more efficient to remove the 1.6% 
of the faults. 

Software reliability depends not only on the 
number of faults in the softvvare, but also on how 
the software is used. A fault in a part of the soft-
ware which is frequently used has larger impact 
on the reliability than a fault in a less frequently 
executed part. 

As the study by Adams shows, the most effi
cient way to improve software reliability is to re
move the faults causing most of the failures, and 
not those which occur very seldom. In SUT test 
cases are selected to test according to the operati-
onal usage and are hence efFective in order to find 
the faults which affect software reliability. 

—subsectionSoftware reliability certification 
The other objective of SUT is reliability certi

fication, i.e. getting a reliability measure corre-
sponding to the intended operational usage. To 

certify the software reliability, there is a need for 
a reliability model, which based on failure data 
from testing can estimate and predict the soft-
ware reliability. 

Most reliability growth models which can be 
used for reliability certification and prediction 
have a common prerequisite: usage based testing 
[7], [10] and [15]. This prerequisite has been over-
looked during the years, but has come into focus 
during the last years [17] and [21]. 

3.4 Software acceptance 

The software reliability measure obtained in usage 
based testing can be used as a criterion for soft-
ware acceptance as well as a stopping rule for the 
testing. 

The contract between a supplier and a purcha-
ser often includes a software reliability require-
ment to be fulfilled at delivery. Neither the su
pplier nor the purchaser however can prove that 
the requirement is fulfilled or not. SUT is a pos-
sibility for both parts to get objective measures 
which may be used for judgement about the re-
quirement fulfilment. 

From the supplier's side a question of interest 
is when to stop testing. Large parts of a software 
development project costs are spent on testing. 
There is a need for saving testing costs. However 
it can cost money for a supplier to deliver bad 
products as well in terms of damages or bad re-
putation. This emphasizes a need for controlling 
software reliability by using reliability measures 
as stopping criteria for software testing, which are 
provided by SUT. 
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4 SUT models and methods 

When applying SUT two kindsof models are ne-
eded, a model to specify the usage and a reliabi-
lity model. In section 4.1 the usage specification 
is presented while the reliability models are tre-
ated in section 4.2. A method describing how to 
use the models during Statistical Usage Testing is 
presented in section 4.3. 

4.1 Usage specification 

The usage specification is a model which describes 
how the software is intended to be used during 
operation. Different types of models have been 
presented in the literature: 

- Tree-structure models, which assign probabi-
lities to sequences of events [17]. 

— Markov based models, which can specify 
more complex usage and model single events 
[25] and [21]. 

The primary purpose of a usage specification is 
to describe the usage to get a basis for how to 
select test cases for the usage based testing. It 
can however be used for analysis of the intended 
software usage as well, to plan the software deve-
lopment. Frequently used parts can be developed 
in earlier increments and thus be certified with 
higher confidence. Development and certification 
of increments are further discussed in [26]. 

In this paper the State Hierarchy (SHY) usage 
specification is briefly presented [21]. It consists 
of a usage model, which is the structural part, and 
a usage profile, which is the statistical part. 

4.1.1 Usage model 

The SHY usage model is a hierarchical Markov 
chain which copes with specification of the usage 
of large multi-user softvvare systems. The basic 
concept of the SHY model is shown in figure 2. 
Examples below are taken from the telecommuni-
cations field. 

The usage is specified as a hierarchy. The state 
on the top represents ali the usage. The users can 
be divided into different user types or categories, 
for example for a small business exchange, secre-
taries, other employees and modem connections. 
Note that this example shows that a user must 
not be human. 

For each of the user types, a number of indivi-
duals are specified on the user level, for example 
one secretary, four other employees and one mo
dem connection. 

Each user individual can use a number of Ser
vices, which are specified on the service level, for 
example "basic call" and "call forward". 

The usage of the services is then specified as 
plain Markov chains on the behaviour level. 

The SHY model can be applied with different 
levels of detail depending on the application. The 
behaviour level can for example be excluded if less 
details are to be specified in the usage model. 

4.1.2 Usage profile 

The usage profile adds the probabilities for selec-
tion of the branches to the usage model. Pro
babilities are assigned to the transitions in the 
behaviour level Markov chains as well. 

The probabilities are assigned based on measu-
rement on usage of earlier releases or on expert 
knowledge. The SHY model makes it possible to 
analyse parts of the usage and assign probabili
ties for only that part of the model at a tirne, for 
example a user type. 

The assignment does not have to be in absolute 
figures. Classes of usage frequency can be used, 
for example very frequently, frequently and sel-
dom used. These classes can be assigned relative 
probabilities which may be an easier task than to 
assign every single probability. 

4.2 Reliabil i ty mode l 

To analyse the failure data collected during the 
statistical testing a reliability model is needed. 
Several models have been published over the last 
20 years, see [8] for an overview. Models of di
fferent complexity and possibility to estimate the 
software reliability have been presented. 

One very simple model which is suitable for 
software certification is the hypothesis testing 
control chart model [15]. It is based on a traditio-
nal quality control technique: sequential sampling 
[9]. 

The model is based on a control chart with 
three regions, reject, continue and accept, see fi
gure 3. The control chart is constructed based on 
the required level of confidence in the estimation. 
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Usage level 

User type level 

User level 

Service level 

Behaviour 
level 

Figure 2: SHY model. 

#Failures 
i 

MTBF, w 

Figure 3: Hypothesis testing control chart. 

The failure data are plotted in the chart, fai
lure number towards weighted tirne between fai-
lures, where weighted tirne between failures means 
the measured tirne divided by the MTBF requi-
rement. As long as the plots fall in the continue 
region, the testing has to continue. If the plots 
fall in the rejection region, the software reliabi-
lity is so bad that the software has to be rejected 
and re-engineered. If the plots fall in the accep-
tance region, the software can be accepted based 
on the required M T B F with given confidence and 
the testing can be stopped. 

Thus the hypothesis certihcation model provi-
des a means for certifving the software and giving 
a reliability measure for the software as well as a 
means for controlling the testing effort. 

4.3 S U T m e t h o d outl ine 

The models presented above can be applied accor-
ding to the following method: 

During specification: 

- Produce the usage model. 

- Assign the usage profile. 

During test: 

- Select test cases from the usage specification. 

- Run the test cases and collect failure data. 

- Certify the software. 

During step 5 a decision is made based on the 
certification model outcome. If the failure data 
plots fall in the continue region, the method is 
repeated from 3 to 5 again. If the software is re
jected, it is put back for redesign and finally if the 
failure data fall in the acceptance region, the cer
tification is stopped and the software is accepted. 

5 Example 

This section contains an example which purpose 
is to make the models and methods presented in 
section 4 easier to understand and to apply. The 
method followed is the one presentdd in section 
4.3. The subsections below are numbered accor-
ding to the method outline. The focus is on usage 
modelling, see section 5.1, while section 5.2 to sec
tion 5.5 are more briefiy described since the tech-
niques for usage specification are less known than 
the other techniques. 
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The example on which the test method is 
applied is a private branch exchange (PBX) for 
a small ofRce, see figure 4. Five human users 
are connected to the PBX, one secretary and four 
other employees. Furthermore there is one mo
dem line. The connection with the outer vvorld is 
through two lines. More details about the exam-
ple specifications are given throughout the exam-
ple. 

/ 
/ 

PBX 

V 
1 

PA 

^f¥ Z3 ^ ^ 

Figure 4: The example PBX system structure. 

5.1 Produce the usage model 

The SHY usage model, see figure 2, is produced 
in a number of steps, each of which is small and 
rather easy to perform. The steps are: 

1. Identify the services available for the users. 

2. Identify the user types and determine which 
services are available for each type. 

3. Determine the number of individuals for each 
type. 

4. Specify the behaviour Markov chain for each 
service. 

5. Instantiate the services for the users. 

In the example the first three steps are fully 
shown, while the last is only partially performed 
in this paper. 

The usage model is produced starting with 
identification of the services available. The ser
vices are internal and external basic call, internal 
call forward, internal call transfer and call from 
the network. 

The different types of users are identified. In 
this example there are four: Secretary, employee, 
modem and in/out line. The employees have in
ternal and external basic call and internal call for-
ward. The secretary has furthermore internal call 

transfer. The modem line has only external basic 
call. The in/out lines can only handle calls. 

The different individuals of the user types are 
identified. There is one secretary, four employees, 
one modem and two in/out lines in the example. 

In table 4 the first three steps in preparing the 
usage model for the PBX are summarised. 

The behaviour level Markov chains for the ser
vices are then specified, see figure 5 and figure 6 
with accompanying table 5 and table 6. For the 
internal basic call the stimuli are selected to be: 
Off Hook (OfH) (lift the receiver), Dial Internal 
Number (DIN), On Hook (OnH). There is also an 
asterisk (*) stimulus which means that the tran-
sition is forced by another behaviour level Mar
kov chain. The state with dotted line is the start 
state. Note that the IBC service referenced in the 
link table is another instantiation of the service 
(another user). 

OfH 

Figure 5: Behaviour Markov chain for internal 
basic call (IBC). 

Link Forced by 
1 IBC: Dialtone-DIN 
2 IBC: Ringtone-OnH 
3 IBC, ICT: Ring-OfH 

Table 5: Link table. 

The behaviour level Markov chain for the inter
nal call transfer service is described in figure 6 and 
table 6. The stimuli are: Activate Call Transfer 
(ACT), Dial Internal Number (DIN) and Trans
fer The Call (TTC). The linked transitions are 
forced by an instance of the Internal Basic Call 
(IBC) service. 

In this manner ali the services are specified; in 
this example however only these two are specified. 
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User type Instances Services 

Secretary 1 Internal basic call (IBC) 
External basic call (EBC) 
Internal call transfer (ICT) 

Emplovee Internal basic call (IBC) 
External basic call (EBC) 
Internal call forward (ICF) 

Modem 1 External basic call (IBC) 
In/Out-line 2 Call (C) 

Table 4: PBX usage. 

/Bial\«_ 
(tone 

ACT 
Idle 

DIN v* 
j ;Bloc^ 

^ /D|N K ^ 

tone/ ^ o n e ; UoneJ J 

Figure 6: Behaviour Markov chain for internal 
call transfer (ICT). 

Link Forced by 
1 IBC: Idle-OfH 
2 IBC: OnH 
3 IBC: Ring-OfH 

Table 6: Link table. 

Finally the state hierarchy model is compounded 
by its parts. The usage model for the example as 
a whole is presented in figure 7. 

5.2 Assign the usage profile 

When the usage model is produced the probabili-
ties for the arcs have to be assigned, i.e. the usage 
profile is assigned. 

The assignment starts on the user level which 
corresponds to what is well-known, at least in 
terms of relations between the usage. In the 
example it is assumed that one out of five of 
the events origin from each of the in/out-lines. 
Among the other users it is assumed that an event 

from the secretary is three times as probable as 
events from three of the employees and equally 
probable as events from the fourth employee. Mo
dem line events are equally probable as events 
from one of the three least probable employees. 
These assumptions must come from market sur-
veys, knowledge of existing and similar systems 
and expert opinions. 

Based on this information, it is possible to de-
rive probabilities for the usage model hence provi-
ding a basis for generating testcases which resem-
ble the anticipated behaviour in operation. An 
equation can be set up which gives the absolute 
probabilities for the users (Pa)'-

Pa(In/outl) 

Pa(Secr) 

Pa(Empl) 

Pa(Emp4) 

Pa(Modem) 

Pa(In/out2) = 0.2; (1) 

0.18; (2) 

Pa(Emp2) = 

Pa(Emp3) = 0.06; (3) 

0.18; (4) 

0.06. (5) 

To apply these figures on the SHY usage model, 
they have to be divided on the user types and the 
user individuals. The user level probabilities (Pui) 
are given by the relations between the individuals. 
Since the sum of the probabilities equals one, the 
calculations for the emplovees are: 

Pul(Empl) = Pu,(Emp2) = Pui(Emp3) = 

0.06/(0.06 + 0.06 + 0.06 + 0.18) = 

= 0.166; (6) 

Pui(EmpA) = 0.18/(0.06+0.06 + 0.06 + 0.18) = 

= 0.5; (7) 
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Figure 7: Usage model for the PBX example. 

The sum of the absolute probabilities of a user 
type gives the user type level probabilities (Puti): 

Puti(Emp) = 0.06 + 0.06 + 0.06 + 0.18 = 0.36; (8) 

When ali of the calculations are performed the 
usage profile applied on the SHY model is accor-
ding to figure 8: 

The transitions in the behaviour Markov chains 
are assigned probabilities as well, except for the 
transitions forced by other services. This gives a 
complete usage specification from which test cases 
can be generated. 

Event No. Event 
Emp3: Off Hook 
Emp3: Dial Internal Number 
In/Out2: Call subscriber 

Table 7: Beginning of example test čase. 

5.4 Run test cases 

The test cases are run as during any other type of 
testing. During testing, failure data are collected. 
The data form the basis for the certincation, and 
are thus very important. 

5.3 Select tes t cases 

The test cases are selected from the usage spe
cification by running through it beginning from 
the usage state and down to a single event. The 
actual path through the model is controlled by 
a random number sequence. For each event in 
a test čase the specification is run through once. 
The beginning of an example test čase is illustra-
ted in table 7: 

5.5 Certify the software 

The failure data are input to the hypothesis te
sting model, see figure 3, which is used to certify a 
particular reliability level. The reliability is me-
asured in terms of MTBF, and the certification 
is done with a given statistical confidence. The 
outcome from the certification is reject, continue 
or accept. In the čase of reject, the software is 
sent back for redesign, in the čase of continue, 
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Figure 8: Usage profile for the upper levels of the example. 

new test cases are selected and run, see sections 
5.3 and 5.4 above. If the outcome is accept the 
reliability level is certified and the testing can be 
terminated. 

6 Practical experience 

Statistical Usage Testing can be applied at diffe-
rent phases in the softvvare life cycle. The testing 
can be applied during system testing or accep-
tance testing, but it may also be applied on soft-
ware components, [27], which then can be put into 
a repository for future reuse. The reuse of com
ponents is one important aspect in the future to 
čope with the cost of software development. Re
use requires that reliability measures of the reu-
sable components are stored with the component. 
E,eliability measures must be stored together with 
the usage profile which has been used in the certi-
fication process. Based on the reliability of com
ponents it must be possible to calculate the sy-
stem reliability. This issue is further discussed in 
[20]. 

The new method presented is not fully deve-
loped, but it is beginning to be implemented and 
evaluated. Currently, a čase study is conducted to 
evaluate the procedure. The study includes dyna-
mic analysis, simulation and finally testing. The 
results from performing usage analysis during ali 
these activities will form the basis for a thoro-
ugh evaluation of usage analysis in the software 
life cycle. Furthermore, usage modelling with a 
hierarchical Markov chain (SHY), which then is 
transformed into a usage model in a high level de
sign technique, has been used to generate usage 
test cases to the next release of a čase tool, [22]. It 
is concluded from this application, that both the 
SHY model and the transformation into the high 

level design technique are useful concepts when 
generating usage cases. The main reason to trans-
form the Markov model is to obtain tool support, 
which can be used to automatically generate test 
cases. 

It can from this reasoning be concluded that 
usage testing is a useful technique, which can be 
applied at different phases in the life cycle with 
the common denominator that reliability certifi-
cation is needed to stay in control of the reliability. 

Application of Statistical Usage Testing or simi-
lar techniques have started at different companies, 
in particular in the USA. AT & T has reported 
that they have lowered the cost for system testing 
by 56% and the total cost in the project by 11.5% 
by applying Operational Profile Testing, [16], [17], 
[1] and [11]. The objective with Operational Pro
file Testing is the same as for Statistical Usage 
Testing even if some of the techniques to specify 
the usage are different. The usage testing tech-
nique is starting to spread in Europe as well [24] 
and [5]. 

7 Conclusions 

It is a fact that reliability or availability requi-
rements are formulated as a par t of the require-
ments specification, but it is also clear that nei-
ther the developer nor the procurer of the software 
is capable of evaluating these requirements. This 
is not satisfactory; the society depends so hea-
vily on the systems that it is of outermost impor-
tance to be able to certify the software systems. 
A failure in operation may cause injuries either in 
terms of humans or at least in terms of flnancial 
losses. 

A model to specify the usage has been presen
ted and a reliability model based on hypothesis 
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testing control chart has been described briefly. 
These techniques together have made it possible 
to formulate a method, which can be applied du-
ring the testing phase to actually evaluate the re-
liability requirements. The application of the pro-
posed method has been illustrated in an example. 

Some practical experiences reported in the li
terature as well as experience obtained while 
applying the proposed techniques have been pre-
sented. The overall conclusion is, that the only 
way towards control of the reliability before rele-
asing a software product is through application of 
usage testing techniques. It is the only technique 
that has shown to be able to certify the relia-
bility requirement in the same tirne as it is cost 
effective. The application of the testing technique 
facilitates the formulation of a stopping criterion 
for software testing, i.e. the testing can terminate 
as the required reliability level has been reached. 

The tirne has come to change the way of te
sting software. The objective must not be to find 
faults in general, but to show that the reliability 
requirements have been met. Usage testing aims 
at finding the faults influencing the rehability the 
most, instead of just removing arbitrary faults. 
The technique is mature enough to be used and 
those managing the transition flrst will probably 
be the ones delivering the products with the right 
reliability, which not necessarily is the highest. 
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Traditional mirroring maintains a logical disk image on two physical disks thereby impro-
ving reliability and read performance during normal mode operation. Hovsever, failure 
mode operation may be inefRcient since the load on a single surviving disk could poten-
tially double. Moreover, write performance during normal mode operation is inefRcient 
since a single data item must be v/ritten to both disks in a mirror set. Interleaved 
and chained declustering improve load balancing during failure mode operation, while 
distorted mirror improves write performance. 

This paper presents a comparative study of the performance of three mirroring schemes 
- traditional mirroring, distorted mirroring, and interleaved declustering under various 
operating conditions - normal, degraded and rebuild modes. Our findings show that 
using a disk track as a rebuild unit provides the best balance between response tirne and 
rebuild tirne. In addition, the performance of traditional and distorted mirrors during 
the rebuild process is adversely affected if incoming application requests are dominated 
by read requests while interleaved declustering is adversely impacted by write requests. 

1 Introduction 

Disk mirroring replicates a logical disk image on 
two physical disks. The two physical disks are cal-
led the mirrored set, and in traditional mirroring 
the disks in the mirrored set contain identical disk 
images. 

Traditional mirroring improves reliability (Ba-
tes & TeGrotenhuis 1985) and performance (Bit-
ton & Gray 1988, Bitton 1989) over a single disk 
system. But there are at least two problems asso-
ciated with traditional disk mirroring. The first 
is tha t writes are expensive. Since every data 
block must be written by both disks, two rando-
mly placed arms must seek to the same location, 

increasing the (maximum) seek distance for a ran-
dom write to about 0.46n (Bitton 1989) instead of 
0.33n in a single disk system. We refer to this as 
the write problem. The second is tha t traditional 
mirroring has poor, or in fact, no load balancing 
capability when one of the disks in a mirror set 
fails. The single surviving disk not only bears the 
workload previously shared by 2 disks, but also 
must use up additional bandvvidth reconstructihg 
the failed disk. This can degrade failure mode 
performance to unacceptable levels. We refer to 
this as the load balancing problem. 

There are techniques for dealing with the write 
and load balancing problems of mirrored disks. 
By batching writes as proposed in (Sohvorth & 
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Orji 1990) disk mirroring with alternating defer-
red updates (Polyzois et. al. 1993) acliieves im-
proved write performance even with increasing 
write ratio. In (Orji k Sohvorth 1993, Solworth k 
Orji 1993), distorted and doubly distorted mirrors 
were used to improve small write performance by 
up to a factor of 2 over traditional mirrors. Howe-
ver, distortion techniques increase the (relative) 
cost of recovery vis a vis traditional techniques. 

To address the load balancing problem, Tera-
data introduced Interleaved Declustering (Tera-
data 1985). In this scheme,- data is partitioned 
over a number of disks in a cluster so that if a sin-
gle disk fails, ali the remaining disks in the cluster 
can share the load of the failed disk and also help 
in its reconstruction. In traditional mirroring, 2 
disks in a mirror set are tightly coupled. This does 
not allow other disks in a network to help in load 
sharing when a disk fails. In chained declustering 
(DeWitt k Hsiao 1990) used in the GAMMA da-
tabase machine (DeWitt et. al. 1990), 2 disks 
do not form a mirror set; instead mirrors are for-
med by a chained technique where the replica of 
disk i in an N disk network is maintained on disk 
(i+1) mod N. This allows aH N — 1 disks to parti-
cipate in load sharing by a dynamic reassignment 
of queries when one of the disks fails. 

We have used simulation to study the beha-
vior of these mirrored architectures under various 
operating conditions. This paper presents results 
obtained evaluating three of these schemes. The 
three schemes reported here are traditional mirro
ring, distorted mirroring and interleaved decluste
ring. Traditional mirroring is considered the base 
mirroring scheme and provides a basis for compa-
rative evaluation between other schemes. Distor
ted mirroring is an example of a scheme that ad-
dresses the write problem while interleaved declu
stering is an example of a scheme that addresses 
the load balancing problem. These three schemes 
are briefly overviewed in Section 2. 

In (Menon & Mattson 1992) three operating 
modes were defined for drives in a disk array. 
These modes were used as a basis for evaluating 
the performance of drives in a RAID-5 (Patterson 
et. al. 1988) array.x We use similar modes for 

aFor completeness, we note that RAID is a taxonomy 
of data architectures that includes disk mirroring as level 
1. However, in this paper, we refer to disk mirroring as a 
separate architecture. Our reference to RAID will imply 
RAID level 5 or rotated paritv RAID. 

evaluating mirrored schemes. These are normal, 
degraded and rebuild operating modes. In normal 
mode, aH disks in a mirror set are functional; in 
degraded mode, one of the disks in a mirror set 
has failed and no attempt is being made to re-
construct it, and aH requests are serviced by the 
functioning disk(s); in rebuild mode, the failed 
disk is being reconstructed. If the second drive in 
the set fails while the system is in degraded mode 
or before the failed drive is fuUy reconstructed in 
the rebuild mode, the system wiU lose data. 

A number of studies have evaluated and compa-
red rebuild strategies in RAID-5 and traditional 
mirror schemes. We briefly overview some of these 
studies in Section 3. However, our study is moti-
vated by the fact that none of these studies focu-
sed on the various forms of mirrored architectures. 
The studies implicitly assumed a traditional mir
roring scheme. But, as evidenced by our fmdings, 
results from traditional mirroring scheme do not 
necessarily hold for other mirroring schemes. To 
evaluate the relative performance of the mirro
ring schemes under the various operating modes, 
we describe in Section 4 a simulator we construc-
ted, and the types and parameters of workloads 
simulated. In Section 5 the rebuild algorithms for 
the various mirroring schemes are presented. Sec
tion 6 is devoted to the results obtained, and we 
conclude the paper in Section 7. 

2 Mirroring Techniques 

In this section we briefly overview traditional mi
rroring, distorted mirrors and interleaved declu
stering. 

2.1 Traditional mirroring 

Traditional mirroring maintains a logical disk 
image on two physical disks. The two physical 
disks are exact mirrors of one another. Figure 1 
shows an example of traditional mirroring. Four 
disks are shown; disk 0 and disk 1 contain iden-
tical data and hence form a mirror set; similarly 
disk 2 and disk 3 form another mirror set. 

Traditional mirroring improves reUability (Ba-
tes k TeGrotenhuis 1985) and performance (Bit-
ton & Gray 1988, Bitton 1989) over a single disk 
system. ReHabiHty is improved by repHcating 
each component in the I/O subsystem. This al-
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lows continuous operation of the I/O subsystem 
even in the event of a single component failure. 
During normal operation, read requests can be 
serviced by any of the two disks that contain the 
requested data. As a result, the system throu-
ghput could be potentially doubled. In addition, 
a read request is efficiently serviced using a ne-
arest free arm scheduling algorithm. For a disk 
with n cylinders, traditional mirroring reduces the 
average seek distance of a read request to about 
n/5 cylinders (Bitton 1989) This is in contrast to 
the average seek distance of about n/3 cvlinders 
using a single disk. Intuitivelv, the 2 disk arms 
divide the total disk band into two regions. 

Since both disks must write a block, two rando-
mly placed arms must seek to the same location. 
The (maximum) seek distance for a random write 
is increased to about 0.46n (Bitton 1989) instead 
of 0.33n in a single disk system. By batching wri-
tes as proposed in (Sobvorth & Orji 1990) disk mi
rroring with alternating deferred updates (Poly-
zois et. al. 1993) achieves improved write perfor-
mance even with increasing write ratio. However, 
this comes at the cost of reduced read efflciency 
since read requests do not take advantage of the 
two disk arms as suggested in (Bitton 1989). 

DiskO Disk 1 Disk 2 Disk 3 

Figure 1: Traditional Mirroring. DiskO and Diski 
form a mirror set while Disk2 and DiskS form 
another set. 

When one of the disks in a mirror set fails, ali 
requests are serviced by the surviving disk until 
the failed disk is reconstructed on another drive. 
Disk reconstruction usually involves copying the 
survivor disk to a replacement disk. 

2.2 Distorted mirrors 

Distorted mirrors (Sohvorth & Orji 1991), like tra
ditional mirrors, replicate a logical disk across the 
physical disks in a mirrored set. An example is 
shown in Figure 2. Four disks are shown; the four 
disks form two mirror sets as in traditional mi
rroring. Each physical disk is divided into two 
unequal parts, a master partition and a slightly 
larger slave partition. The two master partitions 
in a mirror set form a logical disk. For example in 
Figure 2 ,M 0 UMi = 1 logical disk. Each block in 
a logical disk is mastered on one disk and slaved 
on the mirror. Blocks are organized sequentially 
in the master partition and written arbitrarily in 
the slave partition. For example, in Figure 2 the 
blocks in MQ are mastered and written in sequen-
tial order on disk 0. The same blocks are written 
in arbitrary free locations in the slave partition 
SQ of disk 1. 

DiskO Disk 1 Disk 2 Disk 3 

• : • : • » : • • M 

: • : • : • : • : $ 

1 

:<) : • : • : • : • : 

•y.9:< 

M: Master S: Slave 

Figure 2: Distorted Mirrors. DiskO and Diski 
form a mirror set vohile Diskž and DiskS form 
another set. Blocks mastered on a disk as Mi are 
slaved on the partner disk as Si. For example, the 
disk blocks mastered on diskO as M$ are placed in 
the slave partition of the partner diski as SQ. 

Distorted mirror ušes a diskfull factor (DFF) to 
determine the amount of free space in the slave 
partition. DFF is the proportion of the physical 
disk that holds valid data. For example, a DFF 
of 80% means that 80% of the physical disk con
tain valid data and the remaining 20% are left free 
to facilitate efficient location of free blocks in the 
slave partition. Another way to look at this is that 
40% of the physical disk is used as master parti-
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tion, and the remaining 60% used as slave parti
tion contain 40% worth of blocks mastered on the 
partner disk. We sometimes use the term backup 
factor to present the complement'ary information; 
precisely DFF — 100% - backup factor. 

During normal operation, single block read re-
quests can be serviced by either the master or 
slave disk while sequential read requests are ser
viced by the master disk. Writes are serviced by 
both disks, but slave write is usually very efficient 
since blocks are written anywhere there is a free 
block on the slave disk. Like traditional mirro-
ring, a surviving disk in a mirror set picks up the 
load when its partner disk fails. However, unlike 
traditional mirroring, disk reconstruction is more 
complex and tirne consuming since a disk-to-disk 
copy cannot be performed because of the distor-
ted mapping technique employed. 

2 . 3 I n t e r l e a v e d d e c l u s t e r i n g 

The Teradata database machine (Teradata 1985) 
ušes interleaved declustering for fault tolerance 
and load balancing. A relation R is horizon-
tally partitioned across N disks. The N disks are 
further grouped into clusters of C disks such that 
N = kC for some integer k > 1. Figure 3 shows a 
cluster of four disks (C — 4). Disk i contains rela
tion partition Ri as a primary copy. The backup 
copy of relation partition Ri is subdivided across 
the remaining disks in the cluster. For example, 
in Figure 3, R0 is subdivided into three backup 
fragments labeled r0 .0 , r0 .1 , and r0.2. These fra-
gments are placed on the remaining C - 1 disks in 
the same cluster. This arrangement allows data 
availability to be maintained in the presence of 
any single disk failure. 

During normal operation, read requests are di
rected to the primary copy and write requests are 
directed to both the primary and backup copies. 
If a failure occurs, an appropriate backup copy is 
promoted as primary copy and the workload of 
the failed disk is shared by the remaining C — 1 
disks in the cluster so that their vrorkload is incre-
ased by approximately 1/(C — 1). Ali C — 1 disks 
in a cluster participate in the reconstruction of a 
failed cluster member. This reduces the chance 
of overloading of a single disk; a situation that is 
common in other mirrored schemes. 

DiskO Disk 1 Disk 2 Disk 3 

RO 

r l . 2 

r 2 . 1 

RI 

rO.O 

r 2 . 2 

:::R2::::: 

•rO:;:i::-

r l . O 

¥0:;>2v>: 

r l . l 

xZ,Q. 

Figure 3: Interleaved Declustering. The four disks 
form a cluster. 50% of each disk contains primarv 
data and the remaining 50% is used to backu up 
part of the primarv data of the other disks. For 
example, 50% of diskO contains R0, the primarv 
copy of relation 0, while the remaining 50% con
tains rl.2,r2.1, and rS.O which are fragments of 
the other relations whose primarv copies are sto-
red in the other disks that belong to same cluster 
as diskO. 

3 Related Work 

Studies have been performed to evaluate tech-
niques for reconstructing a failed disk in high avai-
lability disk arrays. Using analytic models, Muntz 
and Liu (Muntz & Lui 1990) developed a baseline 
copy algorithm for rebuilding a failed disk in a 
RAID-5 array. The baseline copy algorithm is si-
milar to a disk-to-disk copy algorithm except that 
in this čase, the survivor disks are read and their 
da ta used to regenerate da ta in the failed disk. AH 
read requests are directed to the survivor disk. If 
a read request maps to the failed disk, the data 
is regenerated from the survivor disks. There are 
two enhancements to the baseline copy algorithm 
— redirection of reads and regenerated vorites. Re-
direction of reads allows read requests to be redi-
rected to the replacement disk if the data has been 
reconstructed. With regenerated writes, if da ta is 
regenerated to satisfy a read request that maps to 
a failed disk, the data is also written to the repla
cement disk so it does not have to be regenerated 
again. 

The studies of Muntz and Liu were theoretical. 
However, they were sound and formed a basis for 
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subsequent work in this area. For example, Hol-
land and Gibson (Holland k Gibson 1992) exten-
ded these algorithms and performed simulation 
studies to verify them. Using simulation, they 
were able to detect some non-intuitive behavior in 
some of the algorithms. Their simulation showed 
that redirection of reads and piggybacking may 
not always be beneficial especially when the sur-
vivor disks are:not saturated. 

In (Hou, Menon k Patt 1993), the effect of the 
rebuild unit on rebuild tirne and response tirne 
was investigated. Three rebuild units - block, 
track, and cylinder were studied and their impact 
on rebuild tirne and response tirne of incoming 
application requests investigated. It was found 
that rebuilding data one block at a tirne ensures 
that incoming application requests are minimally 
delaved, however, an increase in rebuild tirne re-
sults. At the other extreme, if a cylinder worth 
of data is atomically rebuilt, the response times 
of incoming application requests are significantly 
increased, however, the rebuild process takes a 
shorter tirne. Hou, Menon and Patt concluded 
that a track rebuild unit provided the best com-
promise between response tirne degradation and 
rebuild tirne. This finding was also supported by 
findmgs in a related study by Hou and Patt (Hou 
k Patt 1993). The study evaluated RAID-5 and 
similar capacity mirrored arrays using algorithms 
developed in (Holland k Gibson 1992, Muntz k 
Lui 1990). 

In this paper, we do not study RAID-5 arrays. 
Our focus is on mirrored organizations. In Sec-
tion 4 we describe a simulation model used to 
evaluate these schemes. We also describe the wor-
kload simulated. 

4 Simulation Model 

We wrote a simulator to evaluate the expected 
performance of traditional mirroring, interleaved 
declustering and distorted mirroring under vari-
ous operating modes. We assumed an array of 
16 disks; thus for the traditional and distorted 
mirrors, there are 8 mirror sets, with 2 disks in 
each set. The two disks contain identical data as 
described in Section 2. For the distorted mirror, 
80% diskfull factor was used.2 For the interlea-

2 The implication is that in the distorted mirror, the 
logical disk is slightly smaller thart the logical disk in the 

ved declustering, vte partitioned the 16 disks into 
2 clusters (clusters 0 and 1), with a cluster size 
(C) of 8 disks. Data distribution in the 8 disks is 
as described in Section 2. 

The parameters of the disk drives modeled in 
the experiments are shown in Table 1. The pa
rameters are identical to those of IBM 0661 Mo
del 370 disk drive. Also shown in Table 1 is a 
summary of the workload parameters used in the 
experiments. The system may experience two 
types of workloads depending on its operating 
mode. Under normal and degraded operating mo
des, ali requests are assumed to be initiated by 
application programs. The workload is modeled 
as a synthetically generated stream of disk reque-
sts characterized by its type (whether a read or a 
write). Requests are generated uniformly across 
the disk space and each request accesses 4KB (one 
block) of data. Other studies have used 75% read, 
25% write as a representative mix for most on-line 
transaction processing (OLTP) applications. We 
also studied this mix, but in addition, we studied 
an ali write workload (0% read), an ali read wor-
kload (100% read) and a workload with an equal 
mix of read and write requests (50% read). We 
varied the I/O rate to the 16 disks from 100 I/Os 
to 350 I/Os per second. 

When the system is in rebuild mode, in addition 
to the normal application requests, the system ini-
tiates rebuild requests. A rebuild request triggers 
a disk read on the surviving disk(s) and a corre-
sponding disk write on the replacement disk. In 
ali the schemes, requests generated by the appli
cation are given higher priority over rebuild re-
quests. A rebuild request is serviced if and only if 
there is no outstanding application request; howe-
ver, once started, a rebuild request cannot be pre-
empted by an application request. 

5 Rebuild Algorithms 

In this section we describe the algorithms used du-
ring the rebuild phase in each mirroring scheme. 
The rebuild algorithms for the traditional mirror 
are discussed first, then the rebuild algorithms for 
distorted mirrors and interleaved declustering are 
also discussed. 

traditional mirror. However, we considered the effect of 
this to be minimal and is not considered any further in the 
experiments. 
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Disk Parameters 
No of cylinders 
Tracks per cylinder 
Blocks per track 
Block size 
Average seek 
Rotational speed 
Seek cost function 

Latency cost function 

Workload Parameters 
Request Size 
Read Ratio 
Request Distribution 
I/O rate 

949 
14 
6 
4096 bytes 
12.50 ms 
4318 RPM 
2.0 + 
O.Ol(distance) + 
0A6y/distance 
uniform 

4 KB 
0 - 100% 
Uniform 
100 to 350/sec. 

Table 1: Disk and workload parameters 

5.1 Rebui ld algorithms for traditional 
mirror 

The rebuild algorithm for traditional mirror is si-
milar to the baseline copy algorithm in (Muntz & 
Lui 1990). However, the algorithm does not per-
form a sequential scan of the disk; instead, whene-
ver there is no outstanding application request, a 
rebuild request is initiated for the "nearest" unre-
built unit in the survivor disk. This policy mini-
mizes arm motion in the survivor disk but could 
cause a substantial disk seek in the replacement 
disk. The reason is that the disk arms in the 
two disks are randomly positioned since ali in-
coming application read requests are serviced by 
only the survivor disk. A variation of this algo
rithm would initiate the rebuild on the "nearest" 
unrebuilt unit in the replacement disk, thereby 
potentially increasing arm motion in the survivor 
disk. We preferred not to explore this alternative 
since the survivor disk is already highly loaded by 
normal application and rebuild requests. 

In our experiments, three rebuild units were 
considered — block, track and cylinder rebuild 
units. Each unit defines the amount of data ato-
mically read from the survivor disk and atomi-
cally written to the replacement disk. For exam-
ple, if a track rebuild unit is in effect, a read re-
quest is initiated for the "nearest" unrebuilt track 

on the survivor disk. 
In an enhancement to this algorithm, an appli

cation read request could be redirected to the re
placement disk if the requested data has been re-
constructed. If redirection is in effect, the choice 
of disk to service the request is made as in the 
normal mode of operation. The preferred choice 
is to schedule the request on an idle disk. If both 
disks are busy, a minimum service tirne model is 
used. Ties are randomly broken. If an application 
requests a write, the block is written to both di
sks and is considered reconstructed regardless of 
whether it was previously reconstructed or not. 

5.2 Rebui ld algorithms for distorted 
mirror 

In distorted mirror a logical block has a hxed ad-
dress on the master disk and a floating address on 
the slave disk. Blocks mastered on one disk are 
slaved on the mirror; consequently, a disk-to-disk 
copy algorithm cannot be used to reconstruct a 
failed disk. As in the other schemes, three rebu
ild units — block, track and cvlinder were con
sidered. With block rebuild unit, the algorithm 
simulated is exactly identical to the traditional 
mirror algorithm. 

But the situation is different with track and cy-
linder rebuild units. With these rebuild units, we 
divided the reconstruction process into two pha-
ses. In the first phase, we reconstruct the slave 
partition of the replacement disk, and reconstruct 
the master partition in the second phase. This 
order of reconstruction has signiikant impact on 
system performance. The slave partition can be 
speedily reconstructed in less than 20% of the to-
tal reconstruction tirne. The reason for this will 
be obvious shortly; but given that 50% of the re
placement disk blocks are reconstructed in such a 
short tirne, they can be made available for servi-
cing incoming application requests. 

Slave partition reconstruction involves reading 
data from the master partition of the survivor 
disk, and writing the data anywhere in the slave 
partition of the replacement disk. Since the re
placement disk is initially empty, writing blocks 
anywhere in the slave partition incurs minimum 
cost because free blocks are easily located. More-
over, enough contiguous free blocks can be loca
ted (most of the tirne) to allow many sequential 
transfers. In addition, since data is sequentially 
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written in the master partition, reading the sur-
vivor disk and writing the replacement disk can 
proceed at sequential access rate in this phase. 
This is why we reconstruct the slave partition be-
fore the master partition. 

Master partition reconstruction involves rea
ding da ta from slave partition of the survivor disk, 
and writing the data to the master partition of the 
replacement disk. Fetching slave blocks that map 
to contiguous addresses in the master partition 
requires random disk accesses on the slave disk. 
Assume cvlinder rebuild unit is in effect; the first 
step in the rebuild process is to select the cvlinder 
to reconstruct. The obvious choice is to choose a 
cvlinder that minimizes the write cost on the re
placement disk.3 The blocks are randomlv fetched 
from the survivor disk and sequentially written to 
the replacement disk. The master partition recon
struction is thus dominated by the random disk 
accesses to read the blocks from the survivor disk. 

Another alternative algorithm which we explo-
red for distorted mirroring is the use of two re
placement disks (Polyzois et. al. 1993). In this 
technique, da ta is copied to two replacement di
sks and at the end of reconstruction, the survivor 
disk and failed disk are returned to the system 
as spares. The advantage of this technique is that 
during reconstruction, ali incoming write requests 
are directed to the two replacement disks and the 
survivor disk is placed in read-only mode relieving 
it of ali write operations. Hovvever, we did not ob-
serve any significant performance advantage over 
the single replacement disk algorithm, thus we do 
not discuss this any further in this paper. We fo-
cus only on the single replacement disk model for 
ali the mirroring schemes. 

Some points are in order here. In each distorted 
mirror experiment, we used a buffer that holds the 
number of blocks in the rebuild unit. For exam-
ple, a buffer that holds just a block is used when 
the rebuild unit is block. An alternative that co-
uld improve master partition reconstruction tirne 
is to use write buffering techniques (Sohvorth & 
Orji 1990). In this technique, a large buffer is 
used to hold blocks and the disk transfer is dela-
yed until enough blocks have accumulated in the 
buffer. Blocks that map to "nearby" locations on 

3Due to the random placement of blocks in the slave 
partition of the survivor disk, the cost of fetching the blocks 
is independent of the cvlinder chosen. 
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Organization 

TM 

DM 
block rebuild 
track & cyl. rebuild 

ID 

Algorithm 
Rebuild nearest unrebu
ilt unit on survivor disk. 

Same as in TM. 
1. Rebuild slave 
partition using 
nearest unrebuilt unit 
strategy as in TM. 
2. Rebuild master 
partition using similar 
techniques. 
Rebuild nearest 
unrebuilt unit on 
replacement disk. 

Ali algorithms are 
optimized using 
redirection of reads. 

Table 2: Summary of rebuild algorithms 

disk can be written together. We did not explore 
this alternative in the current study. 

5.3 Rebuild algorithms for interleaved 
declustering 

The rebuild algorithm for interleaved declustering 
is similar to that of traditional mirroring. Because 
reconstructing data on the failed disk involves ali 
the other disks in the same cluster, choosing the 
disk to fetch data from, at any point during the 
reconstruction process can impact performance. 

In our experiments, we considered two disk se-
lection options. In the first option, the survi
vor disk in the cluster that minimizes the fetch 
time for a unit of unrebuilt da ta is selected. This 
scheme leads to a minimal increase in disk utiliza-
tion for the survivor disks, and also to a minimal 
increase in response time for incoming applica-
tion requests. In the second option, we aim to 
minimize the (seek) cost of writing data to the 
replacement disk. We select a survivor disk that 
helps us achieve this objective. This second op
tion ensures that the replacement disk performs 
optimally. The result is tha t rebuild time is shor-
ter than in the first option. Results reported in 
this paper were obtained using this second option. 
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Block, track and cylinder rebuild units are also in-
vestigated. A summary of the rebuild algorithms 
is given in Table 2. 

6 Results 

In this section we present results of our experi-
ments. The results are presented in three sections. 
In Section 6.1 we present results of the systems 
when operating in normal mode. In Section 6.2 we 
present degraded mode performance and present 
rebuild mode performance in Section 6.3. Due to 
lack of space, we are unable to present detailed 
results for ali the read/write workloads studied. 
However, in Section 6.4 we briefly present some 
results representative of the various read/write ra-
tios. But in most of this section, we focus on re
sults for a 75% read (25% write) workload, which 
is typical of transaction processing environments. 

The performance metrics used in our studies 
depend on the operating mode being investigated. 
Under normal and degraded operating modes, the 
response tirne of application read requests was of 
interest. Under rebuild mode, in addition to the 
response tirne of application read requests, we also 
collected da ta on the tirne taken to rebuild a failed 
disk (rebuild tirne). We note that ali response 
tirne da ta are given as 90th percentile response 
tirne for application read requests. 

6.1 Normal m o d e operation 

seek, rotational latenctj, and transfer tirne compo-
nents. Thus, this is the tirne a disk arm is tied 
up servicing a request. Two curves are shown in 
the figure, one for distorted mirror and the other 
for both the traditional mirror and interleaved de-
clustering. Note the superior performance of dis
torted mirror especially for high write rates. For 
example, with a 0% read (100% vvrite) workload, 
distorted mirror shows a 70.8% superior perfor
mance over the other schemes. This performance 
advantage decreases with increasing read ratio; 
for example it is only 25.8% with 75% read. The 
three schemes have identical performance with 
100% read workload, since each scheme ušes only 
one disk to service a read. However, both disks 
in a mirror set must service a write request. Tra
ditional mirror and interleaved declustering incur 
identical write service tirne costs on both disks in 
a mirror se*. However, in distorted mirrors, the 
slave write is performed very efficiently. Using 
write anywhere technique in the slave partition, 
slave vvrite is performed with no seek cost and 
with little or no rotational latency. 
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Figure 4: Read ratio vs. average service time (I/O 
rate: 200 per second.) 

In Figure 4 we show for the three schemes, the 
service time of servicing a single random block 
request. The service time of a request consists of 

Figure 5: 90th percentile read response time vs 
I /O rate. (75% read: Normal mode) 

Figure 5 shows the relative performance of the 
three schemes with respect to response time of 
read requests. At low I /O rates, the three schemes 
have comparable performance. We have shown 
very high I /O rates to demonstrate the ability of 
distorted mirror to handle sueh workloads. Note 
that neither traditional mirror nor interleaved de
clustering is able to handle sueh high I /O rates. 
These two schemes do not handle writes as effici-
ently as distorted mirror, hence every write re-
quest potentially adds to the queueing time of 
pending requests. In the rest of the paper, we 
do not discuss.very high I /O rates any further. 
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We restrict our discussion to a maximum rate of 
350 I /Os per second. 

At 200 I /Os (or 12.5 I/Os per disk) per second, 
the 90th percentile read response tirne is 30.24 ms 
for interleaved declustering. The corresponding 
figures for traditional and distorted mirrors are 
36.17 ms and 31.40 ms respectivelv. These per-
formance numbers are also reflected in the disk 
utilizations; traditional mirror disks saturate fa-
ster than disks in the other schemes. 
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6.2 Degraded m o d e operation 

Figure 7: 90th percentile read response tirne vs 
I /O rate. (75% read: The system is in degra
ded mode and response tirne is measured over only 
those application read requests that map to the mi
rror set with a failed disk.) 
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Figure 6: 90th percentile read response tirne vs 
I /O rate. (75% read: The system is in degra
ded mode and response tirne is measured over ali 
application read requests. This includes requests 
that map to the mirror set with a failed disk.) 

Figure 6 shows the response tirne of ali applica
tion read requests when the system is in degra
ded mode. Interleaved declustering has the best 
performance, folknved by distorted mirror. Tra
ditional mirror saturates very quickly at high I /O 
rates. In Figure 7 we isolate and show the re
sponse tirne for requests that map to the set with 
a failed disk. At 200 I /Os per second, with the 
system in degraded mode, the response tirne in 
interleaved declustering increases by about 5.3% 
over normal mode response tirne. Increases were 
also observed in the other schemes. For distor
ted and traditional mirrors these were 73.8% and 
76.4% respectively. These numbers demonstrate 
the ability of interleaved declustering to spread 
the workload of a failed disk over ma,ny disks. 

Figure 8: 90th percentile read response tirne vs 
I /O rate. (75% read: The system is in rebu
ild mode and response tirne is measured over ali 
application read requests. This includes reguests 
that map to the mirror set with a failed disk. The 
rebuild unit is block.) 

6.3 Rebuild m o d e operat ion 

We use two metrics for evaluating performance in 
rebuild mode - read response tirne and rebuild 
tirne. First we consider block rebuild unit, then 
track and cylinder rebuild unit s. Figure 8 shows 
the response tirne of read requests while the sy-
stem is in rebuild mode. The graph shows rapid 
saturation of traditional mirror beyond about 300 
I/Os per second. At 200 I /Os per second, there is 
a 10.4% inerease over normal mode response tirne 
in interleaved declustering. Corresponding incre
ases for distorted and traditional mirrors are 2.7% 
and 16.2% respectivelv. However, if we consider 
only requests that map to the failed set, the re-
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Figure 9: Rebuild tirne (in minutes) vs I /O rate. 
(75% read: Total tirne to rebuild failed disk on a 
replacement disk using block rebuild unit.) 

sponse tirne increases for interleaved declustering, 
distorted mirror and traditional mirror are 16.5%, 
88.5% and 89.3% respectivelv (graph not shown). 
This again demonstrates the abilitv of interleaved 
declustering to balance its load in failure mode. 
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Figure 10: 90th percentile read response tirne vs 
I /O rate. (75% read: The system is in rebu
ild mode and response Ume is measured over ali 
application read requests. This includes requests 
that map to the mirror set ivith a failed disk. The 
rebuild unit is track.) 

Block rebuild tirne is graphed in Figure 9. At 
very low I /O rates, there is available bandwidth 
in ali the schemes for rebuilding the failed disk; 
hence the performance is determined by the single 
disk being rebuilt and not by the other disks used 
in the rebuild process. Hence at low I /O rates, ali 
the schemes have comparable performance. For 
the three schemes, an increase in I /O rate means 
reduced bandwidth for the rebuild process the-
reby increasing rebuild tirne. Traditional mirror 
saturates very quickly beyond 300 I /Os per se-
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Figure 11: Rebuild tirne (in minutes) vs I /O rate. 
(75% read: Total tirne to rebuild failed disk on a 
replacement disk using track rebuild unit.) 
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Figure 12: 90th percentile read response tirne vs 
I /O rate. (75% read: The sgstem is in rebu
ild mode and response tirne is measured over ali 
application read reguests. This includes reauests 
that map to the mirror set with a failed disk. The 
rebuild unit is cglinder.) 

The graphs for track rebuild unit are shown in 
Figures 10 and 11 while the graphs for the cylin-
der rebuild unit are shown in Figures 12 and 13. 
The two sets of graphs have identical pat terns. 
Considering the response tirne curves (Figu
res 10 and 12), we note that distorted mirror has 
the worst performance. This is due to the random 
disk accesses to rebuild a track or cylinder in the 
master partition of the replacement disk (see Sec-
tion 5.2) which forces incoming application reque-
sts to queue up behind the rebuild request. Large 
rebuild units are clearly inappropriate for distor
ted mirrors during the rebuild phase. 

The rebuild tirne graphs (Figures 11 and 13) are 
identical. For aimost the entire range of I /O rates 
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Figure 13: Rebuild time (in minutes) vs I /O rate. 
(75% read: Total time to rebuild failed disk on a 
replacement disk using cylinder rebuild unit.) 

simulated, distorted mirror has the worst rebuild 
time for the same reasons explained above. Inter
leaved declustering rebuilds fastest. Traditional 
mirror has reasonable rebuild time at low I /O ra-
tes and starts to degrade as I /O rates increase. 

In Tables 3 to 5 we summarize the response and 
rebuild time data for the three schemes to show 
the impact of redirection of reads. Two points 
can be made from the table. The first is that di
storted mirror benefits most from redirection of 
read showing an average improvement of about 
47.4% over the three schemes. Since the slave 
partition can be rebuilt in a relativelv short time, 
there is beneht in making the blocks available for 
servicing incoming application requests. Traditi
onal mirror has about 7.8% average improvement 
over the three schemes, while interleaved decluste
ring has only a 1.3% improvement. In fact when 
we consider only those requests that map to the 
failed disk, interleaved declustering has a -12.8% 
improvement (or degradation) in response time 
with redirection of reads. The behavior supports 
the findings of Holland and Gibson (Holland & 
Gibson 1992); ali algorithms do not benefit from 
redirection of reads. Interleaved declustering was 
able to balance its workload such that the disks 
were never saturated, hence there was no need to 
redirect read requests. 

When the tradeoffs between response and rebu
ild times are considered, we arrive at condusions 
similar to those in (Hou & Pat t 1993). Using 
block rebuild unit minimallv increases the re
sponse time of application read requests. This in
crease is significant when cvlinder rebuild is used. 
However, cvlinder rebuild offers the best perfor-

90% res. time (NR) 
rebuild time (NR) 

90% res. time (R) 
rebuild time (R) 

% improvement 

T M 
block 
42.01 
17.70 

39.10 
16.38 

6.9 

track 
44.60 

7.40 

41.50 
6.81 

6.9 

cyl 
83.00 

7.10 

74.98 
5.57 

9.6 

Table 3: Response and rebuild time data (TM) at 
200 I /Os per second. 75% read. Response time is 
in milliseconds while rebuild time is in minutes. 

90% res. time (NR) 
rebuild time (NR) 

90% res. time (R) 
rebuild time (R) 

% improvement 

D M 
block 
32.25 
20.59 

30.69 
19.22 

4.8 

track 
49.94 
22.73 

32.38 
15.48 

35.2 

cyl 
93.22 
17.56 

34.60 
11.83 

62.9 

Table 4: Response and rebuild time data (DM) at 
200 I /Os per second. 75% read. Response time is 
in milliseconds uihile rebuild time is in minutes. 

mance if rebuild time is the primarv considera-
tion. Our experiments show that track rebuild is 
a good compromise that balances response time 
and rebuild time demands. 

We note one important conclusion from Ta
bles 3 to 5. It has to do with response and rebuild 
times in rebuild mode. Rebuild time is primarilv 
important since it determines the amount of time 
in which response time is degraded. The response 
time for DM in rebuild mode with redirection of 
reads is only a few percent worse than in normal 
mode. Moreover the rebuild performance of DM 
is close to or better than normal performance of 
aH other types. This is because rebuilds are write 
intensive, which DM excels at . 

6.4 Other read/wri te ratios 

In this section, we briefly show results that reflect 
behavior of the schemes at other read/wri te ra
tios. Due to lack of space, we discuss only rebuild 
time data using block rebuild unit. We also show 
only data at 200 I /Os per second. 
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90% res. tirne (NR) 
rebuild tirne (NR) 
90% res. tirne (R) 
rebuild tirne (R) 
% improvement 

ID 
block 
33.38 
15.50 
32.80 
16.28 

1.7 

track 
33.02 
4,97 

32.76 
5.20 

0.8 

cyl 
34.59 
3.83 

34.14 
3.97 

1.3 

Table 5: Response and rebuild tirne data (ID) at 
200 I/Os per second. 75% read. Response tirne 
is in milliseconds while rebuild tirne is in minu-
tes. (In Tables 3 to 5, the svstem is assumed to 
be operating in rebuild mode. 90% response tirne 
is over ali application read requests. Rebuild tirne 
is wall clock tirne in minutes to rebuild a failed 
disk. NR means no redirection of reads during the 
rebuild phase. R means reads mere redirected to 
the replacement disk whenever it was possible and 
efficient to do so. % improvement is improvement 
in response tirne when read redirection was in ef-
fect. The capacity of each disk is approximately 
320 mbytes.) 

Figure 14 shows two different patterns for the 
three schemes; traditional and distorted mirrors 
have identical behavior while interleaved declu-
stering has a different (opposite) behavior. While 
the results in Figure 14 were derived from the 
block rebuild unit data, we note that similar pat
terns were observed in both track and cvlinder 
units. 

The behavior of traditional and distorted mi
rrors is intuitive. An increase in read ratio will 
plače high demands on the bandwidth of the sur-
vivor disk since the disk services ali read requests. 
This degrades rebuild performance. Since interle
aved declustering distributes the workload of the 
failed disk over many disks, we expected its per
formance to be relativelv better than the perfor
mance of traditional and distorted mirrors. Our 
findings constradicted this intuition. With high 
write ratio, the performance of interleaved declu
stering was worse than that of the other schemes. 
For example, with 0% read (100% write), the re
build tirne in interleaved declustering is 27.34 mi
nutes; in traditional mirror it is 16.10 minutes and 
in distorted mirror it is 14.03 minutes. 

The reason for this behavior can be explained 

y_j , ^ _ ^ ( ! 
0 25 50 75 100 

read percent 

Figure 14: Rebuild tirne (in minutes) vs read ra
tio. (I/O rate: 200 per second. Total tirne to re
build failed disk on a replacement disk using block 
rebuild unit.) 

as follows. 16 disks vvere used in the experiment. 
For traditional and distorted mirrors, this is equi-
valent to 8 mirror sets. Thus there is a 1:8 chance 
that a write request will map to the set with a 
replacement drive. While the request is being ser-
viced, the drive is unavailable for rebuild opera-
tions. However, the 16 disks are divided into 2 
clusters in interleaved declustering. Thus there 
is a 1:2 chance that a write request will map to 
the cluster with the replacement drive, increasing 
the probabilitv that the replacement drive will be 
unavailable for rebuild operation. Thus, the hi-
gher the write ratio, the liigher the chance that 
in interleaved declustering, the replacement disk 
vvould be unavailable for rebuild operations. We 
note that at high read ratios, interleaved declu
stering outperforms traditional and distorted mi
rrors. 

7 Conclusion 

We have examined the performance of three mi-
rroring schemes under three operating conditions 
- normal, degraded and rebuild modes. Using a 
svnthetic workload that closelv models transac-
tion processing environments, we studied various 
algorithms for rebuilding a failed disk in these mi-
rroring schemes using three rebuild units identi-
fied in (Hou & Patt 1993). Most of our findings 
support findings in related studies. 

— During normal mode operation, distorted mi
rror has best service tirne since the slave write 
is efficient. 
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— The response tirne for distorted mirror in re
build mode with redirection of reads is only a 
few percent worse than in normal mode. Mo-
reover the rebuild performance of distorted 
mirror is close to or better than normal per
formance of ali other types. This is because 
rebuilds are write intensive, which distorted 
mirror excels at. 

— Because writes are inefflcient in traditional 
mirror s, disks used in this configuration sa-
turate rapidly with increasing I /O rate. 

— Interleaved declustering has the best per
formance for most of the workload studied. 
However, if the workload is dominated by 
writes, the performance of interleaved declu
stering in rebuild mode is worse than the 
performance of traditional and distorted mi
rror s. 

— Redirection of reads is not beneficial in rebu
ild algorithms if the disks are not saturated. 

— Track rebuild unit provides a good balance 
between response tirne and rebuild tirne de-
mands. 

There are many other possible algorithms, and 
variations to the algorithms studied here, that 
need to be investigated. We plan to pursue these 
as future extensions to this study. For example, 
if cost is a secondary issue and systems can ma-
intain many spare disks on-line, it would be inte-
resting to see hov/ performance would differ when 
both disks in a mirror set are replaced when one 
of them fails. We explored this alternative for 
the distorted mirror and observed no significant 
performance improvements. But this scheme may 
not be straightforward (or actually feasible) with 
interleaved declustering; should aH the disks in a 
cluster be replaced when one of them fails? We 
plan to explore this issue at least with a small 
disk size configuration. We also plan to see how 
beneficial the scheme is for traditional mirroring. 
Buffer size is another parameter of importance. 
In the experiments, the buffer size was fixed to 
the size of the rebuild unit. We would like to see 
how sensitive performance is to variation in bu
ffer size. As suggested elsewhere in this paper, we 
suspect that distorted mirror could benefit from 
a large buffer space during rebuild operations. 
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The incorporation of database technology into hard real-time systems presents an im-
portant but difRcult challenge to any system designer. Notions of consistency and failure 
atomicity are attractive for architects of dependable hard real-time applications. Unfor-
tunately, the hard real-time requirements ofbounded access times are not easily imposed 
upon the concurrency control methods usually found in current database models. The 
model of data consistency presented here ušes temporal consistency constraints in order 
to ensure that data values are sufnciently recent to be usable. Blocking is avoided by 
imposing the restriction that only one type of transaction can write to a particular data 
object, and by using a non-blocking access mechanism. Data itself is considered to he 
either perishable or non-perishable. 

1 Introduction 

Traditionally, databases are used in systems 
which either do not operate in real-time, or where 
quick response is desirable but not strictb/ neces-
sary. Incorporating databases into hard real-time 
systems necessarily imposes stricter timing con
straints, such that the failure to meet a constra-
int can have catastrophic consequences. Formally, 
the correct functioning of the system depends on 
timely operation as well as on functionally correct 
operation. 

A number of approches have been proposed to 
improve the performance of conventional databa
ses. Examples include: multiple versions [2] [17], 
where older versions of da ta objects are main-
tained for read-only transactions; semantic ato-
micity [5], where the semantics of the transacti
ons are exploited; multilevel atomicity [15] which 
is a generalisation of semantic atomicity; and weak 
correctness [18] [19], where some transactions are 
allowed to see the intermediate results of other 
transactions. Schemes also exist which take ad-
vantage of typical database access patterns, so 

that transactions may proceed more speedily than 
othenvise, on the expectation that no conflicts 
with other transactions will arise; these are ge-
nerally referred to as optimistic schemes. If such 
conflicts do occur, then transactions may have to 
be aborted and restarted. Such a scheme is de-
scribed by Kung and Robinson [12]. Other inve-
stigation into real-time databases can be found in 
the references [1] [3] [4] [7] [9] [10] [13] [14] [22]. 

However, the above methods are characterised 
by the fact that the performance improvement is 
statistical in nature, and cannot be guaranteed. 
Hence, while they may be benehcial in (soft) real-
time systems, they are not sufficient for use in 
hard real-time systems. In this paper, we pre-
sent a database model which can be used in a 
class of hard-real tirne systems, and which takes 
advantage of the characteristics of those systems. 
The temporal requirements of the database are 
formalised, and lead to scheduling constraints on 
the transactions which access the database. 

For the purposes of this paper, we define the 
term database as follows: 

Defn (1): A database is a structured collection 

http://ac.uk
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of data items, where specified consistency constra-
ints betiveen data items must be maintained. 

Note that we do not include associated systems 
(such as data base management systems) within 
this definition. 

Section 2 of this paper presents some characte-
ristics of conventional and of hard real-time data-
bases. Section 3 then proposes a model for hard 
real-time databases, and section 4 defines data-
base consistency for this model. An outline of the 
way in which database consistency requirements 
can be transformed to transaction timing is gi-
ven in section 5, followed by a simple example in 
section 6. Conclusions are presented in section 7. 

2 Characteristics of DataBases 

The types of systems in which conventional data
bases are used are generally different from those 
that contain hard real-time databases. In this sec
tion we outline some of these different characteri
stics. 

2.1 Conventional Databases 

- Conventional databases have very large num-
bers of data objects, and the number of data 
objects may not be known in advance. For 
example, a banking system may have hun-
dreds of thousands of customer accounts, 
which may be created and deleted. In prin-
cipal, the size of the database is unbounded. 

- A particular type of transaction may access 
any (possibly unbounded) subset of the data 
objects. In the banking example, a transac
tion which transfers money between accounts 
may access any pair of accounts. Further, the 
particular subset may be dependent on para-
meters passed to the transaction. 

- The arrival of transactions cannot, in general, 
be predicted. Although some banking tran
sactions may occur at regular intervals, such 
as accrual of interest, the transfer transacti
ons will be invoked as and when customers 
request them. 

- The data held in the database is generally 
discrete and is changed in a stepwise manner. 
Further, there is usually at best limited scope 

for using anything other than the most up-to-
date value for a particular data object. For 
instance, although a customer enquiry as to 
the state of an account might be satisfied by 
the value at the close of business the previous 
day, transfer and interest transactions would 
not. 

- The databases are typically event driven, 
that is, changes are made in response to 
events in the environment (for example, the 
occurence of a transfer request). 

- The consistenctj of the database, and the cor-
rectness of the transactions which operate 
on it, are dehned purely over the values of 
the data objects. Hence, in a banking sy-
stem, money must neither be lost nor crea
ted, but there is no requirement for a tran
saction to be performed within a particular 
limited tirne. 

- The problem of scheduling multiple concur-
rent transactions is one of performing those 
transactions correctly. While it may be desi-
rable that the transactions are performed as 
quickly as possible, this desire is secondary 
to the correctness. Hence, developments in 
scheduling aim to statistically improve thro-
ughput. 

2.2 Hard Real-Time Databases 

- Hard real-time systems have a relatively 
small number of data objects, limited per-
haps to a few thousand. More importantly, 
the number is exactly known in advance, or 
at least is bounded. If this were not so then 
it would never be possible to guarantee any 
set of timing requirements. 

- Each transaction in a hard real-time sy-
stem will access a bounded subset of the 
data objects, with the particular subset be-
ing known in advance. For instance, a tran
saction might read satellite, inertial and so
nar position values, to derive a more accurate 
calculated position. 

- The design of the system may require that 
particular transactions are invoked with 
some regularity, and the implementation may 
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allow the invocation of others to be made re-
gular. Hence, a transaction which fetches 
a satellite position may have to execute in 
synchronisation with the satellite broadcast, 
while the transaction which combines the po-
sitions can be made to run with some suffici-
ent frequency. 

— Hard real-time systems are typically embed-
ded as the control element within some sy-
stem which is essentially continuous in na-
ture. Although a system's calculated ship po
sition might be updated at regular intervals, 
and hence step through a series of values, it 
is reflecting a continuous variable. Also, the 
system may be able to perform adequately 
provided that the values available for particu-
lar data objects are sufficiently fresh, where 
sufficiently is defined by the dynamics of the 
environment. 

— The databases tend to be state driven, that 
is, the values stored in the data objects tend 
to reflect the state of the environment, for 
instance, the position of the ship. 

— While the notions of consistency and correc-
tness with respect to data values may stili 
be applicable, there is an additional require-
ment concerning time. Hence, data objects 
may have to be updated at intervals, or in 
orders, that are temporally constrained. In 
the ship system, it might be desirable that 
the satellite, inertial and sonar position sy-
stems are sampled at about the same time, 
and that the calculated position has bounded 
freshness. 

— The transactions must be scheduled such 
that both the data and the temporal constra-
ints are met. Although this is a more compli-
cated scheduling problem, especially as the 
time available in which to make scheduling 
decisions is also limited (unless the system is 
completely pre-scheduled), it is sufficient to 
find any schedule which meets the constra-
ints. Statistical performance improvements 
beyond this do not necessarib/ confer any be-
nefit. 

2.3 Consequences for Hard 
Real-Time Databases 

The above points have consequences, beneficial or 
othemise, for hard real-time systems which em-
body databases. Note that the term analysis is 
used in the following to refer to the act of deter-
mining whether a system is guaranteed to meet 
aH its timing requirements. 

The necessity of providing timely response to 
events in the system's environment makes the 
scheduling problem much harder. Hence, altho
ugh the general problem of deciding if a schedule 
for a conventional database is serialisable is NP-
complete [11], there are many algorithms which 
generate subsets of ali serialisable schedules in po-
lynomial time, such as the two-phase locking pro-
tocol [6]. However, once timing constraints are 
added, even the problem of generating any feasi-
ble schedule becomes NP-complete [16]. 

On the other hand, since (a) the number of data 
objects is bounded with transactions acting on 
fixed subsets of objects, and (b) the frequency 
with which transactions are invoked is bounded, 
it is possible to establish worst-case circumstances 
on which analysis can be based. The ability to 
use sufficiently recent values of data objects helps 
to eliminate interference between components of 
the system. From a scheduling point of view, this 
allows a larger number of possible schedules. 

It should be noted that there is an important 
distinction between a database whose correctness 
includes temporal constraints, and one that does 
not. In the latter, conventional čase, a consistent 
database remains consistent even if no further 
transactions are executed. However, a real-time 
database may become temporally inconsistent if 
certain transactions are not executed. 

3 A System Model 

To analyse further the requirements of a hard real-
time database it is necessary to postulate a gene
ral database model which provides applications 
with a suitable set of abstractions. We are not 
concerned with a database that has only a peri-
pheral or archival importance. Rather, we focus 
on the use of a hard real-time database as the 
mam structuring component of the system's ar-
chitecture. 
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3.1 The Object Structure of the 
Database 

Consider an embedded (possibly distributed) 
application that has N distinct streams from sen-
sors or HCI (human-computer interface) inputs; 
and M streams to actuators (efFectors) or HCI ou-
tputs. Suppose also that there are P data objects 
which contain intermediate, or derived 1, values 
used in the calculations involved in transforming 
the inputs to the outputs. The database holds 
N + M + P primarij objects. 

Clearly, the input values represent measure-
ments of quantities in the environment. The deri
ved values can also be considered to correspond to 
quantities in the environment, which are, howe-
ver, inferred rather than measured directly. In 
this paper, we use the term real-world value to 
refer to the actual value of the quantity in the en
vironment (some derived data objects may appear 
to have little direct relation to the real world, 
for instance tirne to reach destination; however, 
this is often just a matter of a suitable coordinate 
transformation). We say that a value v corre-
sponds to its real-world value if it is equal to the 
real-world value within a static and predefined er-
ror. 

Ultimately, system timing requirements are 
expressed betwe'en inputs and outputs; Le., a 
change in the value of an input must result in an 
output being appropriately updated within some 
specified response tirne. The response tirne is a 
function of the system being controlled and the 
precision with which that control must be exerci-
sed. 

3.2 The Transaction Structure of the 
Database 

Ali software components interact via the data
base; they read a subset of data objects and write 
to some other subset. A simple end-to-end ti
ming requirement may thus involve the reading 
of a sensor to generate a value S in the database; 
the transmission of this value to a shadow S' on a 
different machine; the calculation of some derived 
value V; and the use of V to calculate an output 
value A. In this paper, we use the term transac
tion to identify these software components. This 

1This is the term used by Song and Liu [23], and will 
also be used here. 

is a little different to the meaning used in conven-
tional databases. 

In a conventional database, an event in the en
vironment may require the execution of a tran
saction which updates a number of data objects. 
Typically, this involves locking the objects, ma-
king the necessary updates, and then unlocking 
the data objects, at which point the updates be-
come visible to other transactions. The locking 
is necessary in order to prevent conflicting con-
current update. However, the completion of the 
transaction does not ordinarily imply any further 
activity; ali changes that must follow on from 
the event will have been made by the transaction 
which it triggers. 

In the model presented here, a transaction 
which is triggered by an event in the environment 
need not update ali data objects which are de-
pendant on that event. It may update a subset of 
those data objects, the update of the remaining 
data objects being the function of further rela-
ted transactions. In effect, the event triggers the 
first of a chain of transactions, where the com
pletion of one transaction triggers the execution 
of the next. This reduces the potential for con-
tention between transactions over access to data 
objects, and hence the potential for transactions 
to become blocked. 

However, as a result of the transaction model, 
the hard real-time database may, by comparison 
to a conventional database, be functionally incon-
sistent for some interval of tirne. This is analagous 
to the notions of eventual and lagging consistency; 
a summary of these is given by Sheth et al [20]. 
The issue is addressed the section 4, where data
base consistency is deflned for this model. 

3.3 Distributed Databases 

If the application is distributed then the database 
may not be centralised. In this čase some primary 
objects will have corresponding shadoiv objects 
on remote processors. If the value of a primary 
object changes, then the change must be propo-
gated to ali of its shadow objects. We model the 
propogation as essentially producer driven, with 
an additional transaction on the same processor 
as the primary object being used to transmit the 
value. An alternative is a consumer driven mo
del, in which an additional transaction is placed 
on the same processor as the shadow object; the 
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choice is essentially arbitrary. 

However, we choose to model the propogation 
by using transactions since the propogation requi-
rements can be treated as database consistency 
constraints, and the timing requirements on these 
transactions can be derived in the same manner 
as for any other transaction. This is elaborated 
in the sections 4 and 5. 

3 .4 D a t a b a s e I n p u t a n d O u t p u t 

As implied above, inputs and outputs are mo-
delled by database objects. An input object is 
not considered to be written by any normal tran
saction, but is updated directly from the sensor. 
Similarly, an output object is not read by any 
transaction, but is passed directly to an actuator. 
This corresponds directly to the model described 
by Song and Liu [23]. Alternatively, inputs could 
be modelled as transactions which do not read any 
data objects, and outputs as transactions which 
do not write any objects. However, for the pur-
pose of generating timing requirements, as descri
bed later, the database object input-output model 
is more convenient. 

3 .5 P e r i s h a b l e a n d N o n - P e r i s h a b l e 

D a t a O b j e c t s 

At this stage we introduce the notion of perishable 
and non-perishable data objects. Ali data objects 
in the database will fall into one of these two gro-
ups. 

A data object is limited to taking values which 
are drawn from a finite set of possible values; in 
effect, the value is a state drawn from a finite set 
of possible states. Ideally, the data object should 
change states in a manner which follows changes 
in the corresponding real-world value. However, 
some real-world quantities will change value suffi-
ciently rapidly that it is impossible or impractica-
ble to keep the data object completely up to date; 
indeed, in some cases there may be no need for the 
data object to follow the real-world value exactly, 
even when it is possible. On the other hand, some 
will change sufficiently slowly that the data object 
can follow it, albeit with a slight delay due to the 
non-zero response tirne of the system. 

We therefore define perishable data objects as 
follows: 

Defn (2): A real-world value can be mapped 
to a sequence of <6tates uihich are its representa-
tion in the database. A data object is perishable 
if it cannot take ali those states in time-ordered 
sequence; some states will inevitablv be missed. 

The term non-perishable will refer to any da ta 
object which is not perishable by the above defi-
nition. These distinctions will be used later. 

4 Maintaining DataBase 
Consistency 

We now consider the issue of specifying tempo-
ral consistency in a hard real-time database. We 
start by defming two properties, namely absolute 
and relative temporal consistency. These terms 
are derived from the absolute and relative cohe-
rence described by Song and Liu [23]. Here, howe-
ver, the term consistencv is used in preference to 
coherence, as the properties under discussion are 
analogous to database consistencv. 

4 . 1 A b s o l u t e T e m p o r a l C o n s i s t e n c y 

In order that a transaction executes meaningfully, 
the transaction requires both tha t the values of 
the input data objects are accurate within some 
error bounds, and that the value stored in the 
data object is sufficiently recent. We quantify 
sufficienthj by the absolute temporal consistency 
(abbreviated as ATC) of the data objects, as fol-
lows: 

Defn (3): / / a data object X has an ATC ax 

then, at any given tirne tnow, the value vx stored in 
X must correspond to the real-world interpretation 
of X at some tirne in the interval [tnow-a>x>tnow]-

We note at this point tha t , if a da ta object V 
is updated by a single transaction T, then the 
responsibility for maintaining the ATC of V falls 
soleh/ on transaction T. Also, we will use the term 
ATC expiry of a da ta object to mean that the 
ATC requirement for that da ta object no longer 
holds. 

4 .2 R e l a t i v e T e m p o r a l C o n s i s t e n c v 

If a transaction reads a set of da ta objects, and 
ušes the values to calculate some result, then it 
may be necessary that the data objects contain 
values which correspond to the real-world at simi-
lar times. For instance, a combination of satellite, 
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sonar and inertial position information may only 
be meaningful if they have been sampled suffici-
ently close together. This type of timewise con-
sistency will be referred to as relative temporal 
consistency, and abbreviated as RTC. Formally: 

Defn (4): If a set of data objects S = Vi has 
an RTC rS) then the values Vi of the Vi must cor-
respond to real-world interpretations of the Vi at 
times which fall within an interval of length rs. 

It is likely that different input data objects, to 
some transaction, will themselves be updated by 
different transactions. In order to maintain the 
RTC of those objects, it is necessary to ensure the 
updating transactions are invoked at appropriate 
times. We will use the term RTC set to refer to 
a set of data objects over which there is a RTC 
requirement, and RTC value set to a set of values 
which satisfy the RTC requirement. 

It should be noted that a RTC requirement on 
its own is not particularly useful. If the data 
objects for vvhich a RTC requirement exists do 
not have any ATC requirements, then consistency 
could be maintained by leaving the data objects 
unchanged once a consistent set of values had 
been written. Where RTC is particularly useful is 
when the RTC requirement is significantly shor-
ter than any ATC requirements which the group 
possesses (for example, sample a set of position 
sensors within 2ms (the RTC), but only every 2s 
(the ATC)). 

4.3 Functional Consistency 

If the update of some data object X requires a 
subsequent update to another data object Y, in 
the manner described in section 3, then there is 
a functional dependency of Y on X. This can 
be expressed either as Y — f(X), or as P(Y,X), 
where P is a predicate which must hold for the 
database to be consistent. The latter form is ge-
nerally applied to conventional databases. 

In our model, the function / may be executed 
some tirne after X is updated, and while the old 
value of Y is stili visible. Hence, until / comple-
tes, the predicate P may not hold. We will there-
fore define functional consistency in the follovving 
manner: 

Defn (5): Suppose that some predicate P 
applies to data objects X and Y ivhere the data 
objects have ATC reauirements ax and ay, and 
Y has value vy. Then X and Y are functionallv 

consistent at tirne tnow if P(vy,vx) holds, where 
vx is some value held by X in the tirne interval 

This is justified as follows. We assume that, 
in order for vy to satisfy the ATC for Y at tirne 
tnowi it must have been calculated from a value vx 
vvhich itself corresponded to the real-world within 
the tirne interval [inow — ay,tnow] 2. In the worst 
čase, the value vx could have been read from X at 
tirne tw = tnow — (ay — ax) and, at the tirne it was 
read, the value vx could have corresponded to the 
real-world value of Xi at a tirne ax earlier. Hence, 
the value vy could in the worst čase be based on 
a value corresponding to the tirne tw-ax. This is 
equal to tnow — ay, which is the ATC requirement 
ofY. 

This definition can trivially be generalised to 
the čase where Y is dependant on a set of data 
objects S = {Xi}. In this čase, there may also be 
a RTC requirement on the values of the Xi. 

4.4 Some Examples 

In this section we present some simple examples. 
VVe write ax to indicate the ATC requirement of 
data object X, and i'p,g,.. for a RTC requirements 
over the data objects P,Q,... Ali examples are 
based on an aircraft control system. 

(a) Suppose that object B is an input from 
a barometric altimeter, and if is a derived data 
object containing altitude, corrected for barome
tric pressure at sea level. B might, for prac-
tical purposes, contain the instantaneous baro
metric altitude, hence a& = 0; if the value in 
H must never be more than two seconds out of 
date, then ah = 2. It is likely that H is peri-
shable for any reasonable resolution and update 
rate, and hence the transaction which implements 
H = f(B) must be executed periodically. 

(b) Suppose that fuel is contained in two tanks, 
whose levels are available via derived data objects 
TI and T2. Fuel is pumped betvveen the tanks 
for trimming purposes. Also, the total fuel rema-
ining must be periodically written to an output 
data object R for display to the pilot. It may be 
adequate to update the display every 10 seconds, 
hence ar = 10, and we might choose aH = ati — 5. 

2If the transaction could perform perfect forward inter-
polation, then it could use earlier values. Hovvever, in this 
paper we assume that forward interpolation is used only to 
better the ATC requirement, and not to meet it. 
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However, if a significant amount of fuel can be 
pumped from one tank to another within a 5 se-
cond period, we also require that the values in 
TI and TI correspond to similar times; hence, we 
might have r-tljf2 = 1. 

(c) Suppose that input data object D indica-
tes whether the cargo door is open, and that ou-
tput data object W is a warning display in the 
cockpit, indicating that the door is open. W is a 
non-perishable data object, since the cargo door 
will not be opened and closed with any great fre-
quency. We might have a^ = 0 and aw = 1, so 
that the cockpit display never lags the door state 
by more than one second. The transaction which 
implements W = f(D) might be executed perio-
dically; however, sporadic execution with a suita-
ble deadline would entail lower processor loading. 

4.5 Transaction Scheduling and the 
Single-Writer Restrict ion 

In order to maintain the consistency requirements 
described above, two conditions must be met: 

— Each individual transaction must itself sa-
tisfy its corresponding predicate P. This is 
exactly the functional consistency of a con-
ventional database. 

— The transactions must be scheduled in a ti-
mely manner, such that definitions (3), (4) 
and (5) are maintained. 

Note that, in a conventional database, the ATC 
requirement is effectively zero. If this is applied to 
deflnition (5), then the predicate P must hold over 
data values in the interval [tnow,tnow\, that is, the 
current values. This is the conventional deflnition 
of functional consistency, and commonly leads to 
serialisable [11] schedules. Much database theory 
is directed to flnding schedules which, in the in-
terests of speed, overlap transactions, but which 
are equivalant to some serial schedule. 

The primary obstacle to schedule generation 
is the need to provide mutual exclusion between 
transactions which access common data objects. 
This problem can, however, be alleviated, or even 
removed, if the single-writer restriction can be 
applied: 

Defn (6): The data base is single-ivriter if each 
data object, other than input data objects, is upda-
ted by a single transaction. 

Many databases conform naturally to this defl
nition. Others can easily be transformed, to fol-
low this model, by introducing new transactions 
that act as single servers for the multiply updated 
objects. 

If this restriction is imposed, then mutual 
exclusion is only needed for the period during 
which a transaction writes to a data object. This 
is the čase even for read-recompute-write access, 
since the data object cannot be changed by any 
other transaction during the computation. Howe-
ver, mutual exclusion schemes, such as locking [6] 
can be avoided using the algorithms described by 
Simpson [21]. Briefly, these allow shared access to 
data objects in constant tirne, and work on both 
uniprocessor and shared-memory multiprocessor 
systems. The most general of the algorithms has 
the additional useful property that data cannot 
be lost as a result of the failure of the v/riting 
transaction. Note that it is possible to implement 
multiple-writer access without locking, as descri
bed by Herlihy [8]. However, Herlihy's algorithm 
is much more complicated and computationally 
expensive, although stili bounded. 

The generation of transaction timing require-
ments from the ATC and RTC requirements is 
described in the next section, based on the single-
writer restriction. 

5 Transaction Timing 
Requirements 

In this section, we derive some transaction timing 
requirements from the database timing require-
ments.We will use the notation V(X) to denote 
the value of data object X. Also, Vt(X) deno-
tes the value at tirne t, and V/0

1(X) to denote the 
set of values taken by data object X in the tirne 
interval [io^i]-

5.1 Periodic Transactions 

Suppose that a periodic transaction rp, with pe
riod Tp and deadline Dp, reads a data object 
X, performs some calculations, and writes data 
object Y, such that Y — f(X), with the corre
sponding predicate P. Also, assume that X and 
Y have ATC requirements ax and ay. By the de
flnition of functional consistency (5), we require 
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that, at any tirne tnow: 

That is, at any given tirne tnow, the value of 
data object Y must be based on a value stored in 
data object X in the interval [tnow-(ay-ax) ,tnow}-

Now, the maximum tirne interval between a 
change in the value stored in data object X, and 
the subsequent update of data object Y based on 
the new value, occurs over two successive execu-
tions of'rp, such that rv reads X immediately on 
release of the first execution, and writes Y at the 
deadline of the second execution; call these times 
to and t0+(Tp+Dp). In this čase, a change in X 
immediately after to will not be reflected in Y un-
til t0+(Tp+Dp). Clearly, just before tQ+(Tp+Dp), 
Y = f(Vto(X)), so in order that functional consi-
stency is maintained over this interval, we require: 

This can be trivially generalised to cover the 
čase of transactions which read and write multiple 
data objects. Suppose that the transaction reads 
data objects X = {Xi, ...,Xn} and writes to data 
objects Y = {Yi,...,Ym}. Then, in order that 
functional consistency is always maintained: 

Vi = l,...,n,j = l , . . . ,m :TP + Dp< ayj - aXi 

and hence: 

Tp + Dp < min(a„. - aXi) (1) 

5.2 Sporadic Transactions 

A similar argument can be applied where Y — 
f(X) is maintained by a sporadic transaction rs 

with deadline Ds. If we assume that the transac
tion is released as soon as X is updated, then the 
longest interval before the subsequent update of 
Y is Ds, and hence: 

Ds < ay - ax 

This can be generalised to multiple data objects 
in exactly the same manner: 

Ds < min(a„. - aXi) (2) 
» j 

However, to facilitate any possibility of provi-
ding guarenteed schedulability, it is necessary to 
assign a mimimum inter-arrival time to the tran
saction TS. This corresponds to a minumum in
terval between changes to data objects. 

5.3 RTC R e q u i r e m e n t s 

The presence of a RTC requirement introduces 
transaction timing requirements over and above 
those derived in the previous two sections. Spe-
cifically, whenever the data objects in a RTC set 
are read by some transaction, a valid RTC value 
set must be available. 

Consider a RTC group S = (Xi, ...,Xn), where 
the data objects have ATC requirements aXi, 
the RTC requirement is rs, and vvhere the data 
objects are written by transactions Ti,...,rn. For 
simphcity, we assume that the transactions are 
periodic (with periods and deadlines T; and D;), 
and that they have a critical deadline at some 
time. Finally, assume that if T; writes to Xi at 
time t{, then the value corresponds to the real 
world at a time not earlier than i,- — Si, vvhere Si 
is a function only of r,-. 

The latest time at vvhich an execution of a tran
saction may vvrite to data object X is at its de
adline. Suppose that transaction rt- has a de
adline at i = ej. Then, the earliest time at 
vvhich the vvrite could occur is t = C{ - D i, and 
the earliest real-vvorld time for the data value is 
t = €i — D i — Si. Novv, the RTC requirement vvill 
be met if the total span of these intervals does not 
exceed rs. That is: 

max(e,-) - min(e,- - D i - Si) < rs 

The vvindovv is smallest if the Ci are ali equal, 
and we can, vvithout loss of generality set tj = 0 
for ali i. Hence: 

max(£>i - Si) < rs (3) 

If the above relationship holds, then a set of 
data values for vvhich the RTC requirement holds 
vvill be available immediately after time t = 0. In 
general, a nevv set vvill be be produced at times 
t = n.LCMi(Ti), vvhere n is an integer, and LCMi 
is the Least Common Multiple function 3. This 
behaviour is analagous to a single periodic pro-
cess vvith period LCMi(Ti), and a deadline equal 
to maxi(Di). Hence, the last result above for pe
riodic transactions can be used to ensure the ATC 
requirements of the data objects in S: 

LCMi(Ti) + max(jDt-) < min(a; - max(a,'j)) (4) 
i i j 

3Intermediate sets may be produced betvveen LCM in
tervals, however, this is relatively difficult to analvse and 
is ignored here. 
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where a4j is the ATC requirement of the data 
object Xj read by the transaction T;. 

If the periods T; are not ali the same (and hence 
equal to the LCM interval), then some transacti-
ons will generate values which are not members of 
any RT C value set. If this destroys the previous 
value, then the transactions which read the RTC 
group must be synchronised with the writing tran
sactions, such that they read the RTC group af-
ter a valid RTC value set appears, but before any 
individual data object is changed. This is only 
guaranteed in the interval for t = n.LCMi(Ti) to 
t = n.LCMi(Ti)-\-min{Ti). This requirement pla-
ces undue restrictions on the transactions which 
read the RTC set. Further, it means that a spora-
dic transaction cannot read the RTC group, since 
it may not execute in suitable synchronisation 
with the writing transactions. 

In order to circumvent these problems, we ar-
range that data objects which are members of 
RTC sets hold multiple data values. Each data 
object Xi holds the LCMj(Tj)/Ti + l most recent 
values written to the data object. Under these 
circumstances, it is always possible to select a set 
of value which comprise a RTC value set. Hence, 
transactions which read the RTC set need not be 
synchronised. 

6 An Illustrative Example 

A simple example is now presented in order to 
illustrate the ideas described above. 

6.1 Example System 

The system is a fuel and stability system for a 
boat. Fuel is stored in two tanks, port and star-
board, and is used to provide ballast as well as 
feeding the engines. Fuel is pumped between the 
two tanks using a ballast pump. The tank levels 
are monitored via level gauges, and the total fuel 
remaining is displayed. 

The software system is shown in Diagram(l), 
where circles represent data objects and squares 
represent tasks. An arrow from a data object 
to a task indicates that the task ušes that data 
object. Note that those parts of the system con-
cerned with controlling fuel flow to the engines 
have not been included. Table 1 summarises the 
appreviations that will be used in the analysis. 

Table 1: An Example System 

Object 
pli(Port_Level_In) 
sli(Star_Level_In) 
pl(Port_Level) 
sl(Star.Level) 
fa(Fuel_Avail) 
bd(BallastJDiff) 
bp(Ballast.Pump) 

Process 
plp(Port_Level_Proc) 
slp(Star_LeveLProc) 
fl(FueLLevel) 
ba(Ballast_Adj) 

Usage 
port level input 
starboard level input 
Processed portlevel 
Processed starboard level 
Calculated total fuel remaining 
Required ballast difFerence 
Ballast pump control output 

Usage 
Process port level input 
Process starboard level input 
Calculates total fuel remaining 
Controls ballast pump&vvarning 

Fucl_Avail 

Port_LcvcLProc 

% F ! 
Port_Level_In Port_Level 

Star_Level_Proc 

™ ™ j 

r-> 

1 

Ballast_Adj 

Star_Level_In Star_Levcl Ballast_Pump 

Diagram (1): An Example System 

We assume (a) that the ballast pump can pump 
fuel in either direction at a maximum rate of 
lOgals/sec; (b) that the fuel available value must 
be accurate to within ±20gals (at the tirne to 
which the displayed value corresponds); (c) that 
the fuel available value must be not more than 
30secs old; (d) that the ballast pump control must 
be set at least every lOsec; (e) that the ATCs of 
the input data objects are ali zero; and (f) that 
the age associated with an object when written 
is the maximum age of the input objects to the 
writing task (ie., none of the tasks contain any 
predictive functionality) 

(1) afa = 30 

(2) abp = 10 

(3) apu = 0 
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(4) asu = 0 

(5) abd = 0 

6 .2 T a s k T i m i n g C o n s t r a i n t s 

We now consider the requirements placed on each 
of the tasks. Also, for brevity, define Rtask = 

J-task T JJtask-

6.2.1 FueLLevel 

The calculated fuel level value may be up to 30secs 
out of date; however, it must be correct within 
20gals. Given that the ballast pump can move 
lOgals/sec, the tank levels must be sampled wi-
thin not more than 2 seconds of each other (be-
tween such samples, the level in the tank sampled 
second could change by 20gals; this ignores fuel 
pumped to the engines). Hence, from the ATC 
requirements and Equation (1): 

(6) Rji < min(afa - apl,aja - asl) 

(7) V,s / < 2 

^From the RTC requirement, and Equations (3) 
and (4): 

(8) Dpip — Spip < 2 

(9) Dsip — 6sip < 2 

(10) LCM(Tpip,Tsip) + max(Dpip,Dsip) < 
min(api - apu,asi - asu) 

6.2.2 Ballast _Adj 

The ballast adjustment constraint is derived sim-
ply from the requirements on the Ballast_Pump 
output . Depending on the precision required of 
the ballasting operation, there might be a RTC 
requirement, however this is ignored here for sim-
plicity. By Equation (1): 

(11) Rba < a*bp - api 

(12) Rba < abp - asl 

(13) Rba < abp — a-db 

6.2.3 PortJLeveLProc , Star_Level_Proc 

In order to maintain the ATC of the Port_Level 
and Star_Level objects, the relationships below 
must hold. 

(14) Rpip < api - apn 

(15) Rsip < asi - asu 

Further timing requirements on these processes 
are implied by the earlier RTC requirement. 

6.3 Task Timing Characteristics 

Any set of timing characteristics for the tasks, 
which satisfy the requirements given in the pre-
vious section, and for which a feasible schedule 
exists, can be used to successfully implement the 
system. We will assume that ali tasks are perio-
dic. 

If we set api = asi = 5, then the ATC require-
ments imply the following: 

(16) from (6) Rfi < min(30 - 5,30 - 5) = 25 

(17) from (11,12,13) Rba < m i n ( 1 0 - 5 , 1 0 - 5 , 1 0 -
0) = 5 

(18) from (14) Rp!p < 5 - 0 = 5 

(19) from (15) Rs!p < 5 - 0 = 5 

For the RTC requirements, assume that 6pip = 
Dpip + apn, and similarly for 6s[p. This is justified 
by assumption (f). Hence: 

(20) from (8) Dvlp - (Dplp + apli) < 2 

(21) from (9)D.lp - (Dslp + aji) < 2 

(22) from (10) 

LCM(Tpip,Tsip) + max(Dpip,Dslp) < 
m i n ( 5 - 0 , 5 - 0 ) = 5 

If we arbitrarily set Tt- = Di, then the following 
results satisfy 16-22. 

(23) from (16) T// = 12.5 

(24) from (17) Tba = 2.5 

(25) from (18) Tplp = 2.5 

(26) from (19) Tslp = 2.5 
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6 .4 C o m m e n t s 

For a given set of task timing constraints, there 
may be an arbitrary number of sets of task timing 
requirements; of these, not ali may schedulable. 
Also, the choice of ATC requirements for derived 
data is not well defined; some choices may pre-
clude the existance of a schedulable task set. To 
make the process usable, particularb/ for realisti-
cally sized systems, a practicable mechanism must 
be found. One possibility is simulated annealing; 
this is described by Tindell [24] in connection with 
allocating hard real-time tasks to a processors in 
a distributed system. 

7 Conclusions 

In this paper a database model is presented that 
is applicable to at least some hard real-time sy-
stems. The essential properties of the model are: 

- some objects may have ATC values defined 

- some sets of objects may have RTC values 
defined 

- objects are either perishable or non-
perishable 

If a conventional database is used in a real-time 
system then two inter-related (NP-complete) pro-
blems need to be addressed: concurrency control 
over access to the database, and the scheduling 
of systems of tasks to meet timing constraints. 
The motivation behind the model presented here 
is that value consistency (which requires concur-
rency control) is transformed into temporal consi-
stency so that the complete problem becomes one 
of scheduling only. To this end we have also consi-
dered restricting the database so that ali objects 
are written to by exactly one task. This does 
not necessarily restrict functionality but may re-
quire that more objects and tasks are introduced. 
Again the motivation is to constrain the problem 
to one of scheduling. The database does not re-
quire locking primitives or abort facilities. 

Given these properties it is perhaps worthwhile 
to question whether the resulting formulation is 
indeed a database. One means of addressing this 
issue is to consider the four properties often asso-

_ ciated with databases, namely: atomicity, consi-
stency, isolation (or serialisability) and durability. 

The single writer model does provide atomicity; 
isolation is maintained by the scheduling of acces-
ses to the database; and although durability has 
not been addressed in detail it is achievable (in
deed, by not making use of locking the problem is 
simpiified). It is in the issue of consistency that 
the proposed model is unconventional. The mo
del supports two forms of temporal consistency; 
value consistency is only achieved when it can be 
derived from the temporal consistency relation-
ships. Thus the real-time model ušes temporal 
consistency, whereas the conventional model ušes 
value consistency. The parallels are such that the 
term database is stili appropriate. 

One of the motivations for this formulation is 
as a system modelling technique. Within the cor-
rect application domain it is possible to capture 
ali timing requirements as temporal consistencies 
on a system-wide database. From these require-
ments the necessary tasks (and additional data
base objects) can be derived systematically, to-
gether with ali their temporal attr ibutes (period, 
deadline, etc). The resulting task set is of a form 
that is amenable to schedulability analysis. Hence 
the absolute and relative temporal consistencies 
can be guaranteed. 
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Various implementations of Gaussian elimination of dense matrices on an 8-processor 
Cray Y-MP are discussed. It is shown that when the manufacturer provided BLAS 
kernels are used the difference in performance between the best blocked implementations 
and Cray's routine SGETRF is almost negligible. It is shown that for large matrices 
Strassen's matrix multiplication algorithm can lead to substantial performance gains. 

1 Introduction 

We shall consider the solution of a system of linear 
equations 

Ax = b, 

where A is an N X N real dense matrix, using 
Gaussian elimination with partial pivoting. We 
are interested in a parallel solution based on the 
use of BLAS [9, 10, 15] primitives and blocked 
algorithms [1, 3, 6, 8, 12]. Since the release of 
Unicos 6.0 Cray provides a set of assembly co-
ded parallel BLAS kernels as well as some addi-
tional routines; one of them is SGETRF which 
performs parallel Gaussian elimination with row 
interchanges. There exist situations [19, 23] in 
which Gaussian elimination with column inter
changes is necessary, so it becomes important to 
know hov/ much worse is the performance of the 
"home made" codes in comparison to SGETRF. 
It was shown [2, 14, 16] that using Strassen's ma-
trix multiplication algorithm in the update step of 
the Gaussian elimination on a one-processor Cray 
Y-MP can lead to substantial tirne savings. We 
shall presently address the possibility of using pa
rallel Strassen's matrix multiplication algorithm 
in the update step of parallel Gaussian elimina
tion. 

2 Level 3 BLAS based 
algorithms — implementation 
details 

We compared the performance of different ver-
sions of Gaussian elimination on an 8-processor 
Cray Y-MP using manufacturer provided BLAS 
kernels. Since we used FORTRAN as the pro-
gramming language we considered only three (co
lumn oriented) implementations out of the six 
possible versions of Gaussian elimination. We 
investigated the performance of DOT, GAXPY 
and SAXPY versions of Gaussian elimination as 
described in [6, 11, 16]. Each consists of three 
operations performed on submatrices (blocks) of 
A: (1) the solution of a linear system' for the 
multiple right hand sides (level 3 BLAS routine 
-T RS M), (2) the block update (level 3 BLAS ro
utine -GEMM), and (3) the decomposition of a 
block of columns. Since Cray provides assembly 
coded routines, STRSM and SGEMM, only the 
last operation needs to be implemented indepen-
dently. 

To decompose a block of columns each of the 
three unblocked versions of the column oriented 
elimination can be used. In [16] it was shown 
that for the one-processor Cray Y-MP, for the 
long blocks of columns, the unblocked GAXPY 
and DOT versions are the most efficient. At the 
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same tirne for larger numbers of processors the 
unblocked GAXPY performs poorly [20]. Our 
experiments suggest that for multiple processors 
and for blocks of columns shorter than 1500 the 
unblocked SAXPY based routine is more efficient 
than the unblocked DOT whereas as the number 
of rows in the block increases the DOT routine 
seems to become more efficient. For that reason 
we have selected the SAXPY based decompo-
ser for the blocked codes. To confirm this cho-
ice we have performed some experiments with the 
implementations using the unblocked DOT ver-
sion of the decomposition step. For matrices of 
sizes up to 2600 (which was the largest size we 
have experimented with), ali blocked codes with 
the SAXPY based decomposer have outperfor-
med the codes with the DOT based decomposer. 
It should be added as the matrix size increased 
that the difference in performance tended to de-
crease. as the matrix size increases the percent of 
the tirne spent in the decomposition step relative 
to the tirne spent in other steps decreases [22]; 
thus for very large matrices, even if the DOT ba
sed decomposer would be slightly more efficient 
its effect would be negligible. It is only for smal-
ler matrices that the efficiency of a decomposer 
really matters and in those situations SAXPY is 
the fastest. 

3 Numerical results 

Since in [16, 20] it was shown that when the as-
sembly coded BLAS kernels are used the diffe
rence between the performance of the best versi-
ons of blocked and unblocked codes is almost ne
gligible, in the hrst series of experiments we have 
investigated the parallel performance of the level 
2 BLAS based codes. Figure 1 summarizes the 
8-processor performance. 
The effect of the system bus being saturated 
with data communication can be clearly obser-
ved. The SAXPY variant is competitive only for 
very small matrices, whereas the DOT version is 
the leader for medium size matrices. Interestin-
gly, the GAXPY variant, which is slower than the 
others for most of the matrix sizes, becomes the 
performance leader for very large matrices. This 
gain, however, is only relative to the unsatisfac-
tory performance of the other variants. A severe 
effect of memory bank conflicts can be observed 

PERFORMANCE COMPARISON 
BLAS 2: VAariNG MATRIX SIZES 

O COT + SAXPY O CAXPT 

Figure 1: Comparison between the level 2 BLAS 
based codes; 8 processors; results in MFlops. 

for matrices of size 800, 1600 and 2400. 
The second series of experiments was designed 

to investigate the effect of change in the block-
size on the performance of the blocked algorithms. 
There are some attempts by researchers from the 
L APAČ K project [4] to provide a theoretical ba-
sis for an automatic blocksize selection. For the 
tirne being, however, only the method of trial and 
error is available. Table 1 compares the perfor
mance of ali three versions of the blocked algori-
thm for a variety of blocksizes when ali 8 proces
sors are used; the matrix size is 1600. 

Blocksize 
64 

128 
192 
256 
320 
384 

S A X P Y 
1.559 
1.551 
1.530 
1.545 
1.570 
1.645 

DOT 
1.541 
1.549 
1.549 
1.531 
1.546 
1.612 

G A X P Y 
1.689 
1.580 
1.559 
1.564 
1.546 
1.609 

Table 1: Blocksize effect on the performance; 8 
processors; tirne in seconds. 

The best performance is obtained for blocksi
zes 192 and 256. In general, for large matrices 
the performance gain from blocldng (over level 2 
BLAS based codes) was approximately 30%; the 
performance gain from using the best blocksize 
was additional 3-4%. These results conform to 
what was presented in [20] for smaller matrix si
zes. At the same tirne our experiments indicate 
that (l^as-the number of processors increases (for 
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a fbced matrix size) the optimal blocksize increa-
ses and (2) as the matrix size increases (for a fi-
xed number of processors) the optimal blocksize 
decreases. These results are illustrated in Tables 
2 and 3. 
This may be explained by the fact that as the 
number of processors increases greater amounts 
of da ta need to be transferred to keep them busy, 
and so a larger blocksize is required. As the 
matrix size increases a smaller number of colu-
mns needs to be transferred to provide the fi-
xed number of processors with the same amo-
unt of da ta to work with. This effect is, of co-
urse, mediated by the communication capacity of 
the system bus. Thus, contrary to what is com-
mon in practice, for blocked algorithms performed 
on parallel computers, there seems to exists an 
optimal blocksize per processor (rather than a 
fixed optimal blocksize). Unfortunately the op
timal blocksize per processor will vary from archi-
tecture to architecture and needs to be established 
exp eriment ally. 

' The final set of experiments was directed at the 
possibility of using Strassen's matrix multiplica-
tion algorithm in the update step of parallel Ga-
ussian elimination. In 1969, Strasseh [21] showed 
that it is possible to multiply two matrices of sizes 
N X N in less than A.7Nl°927 arithmetic operati-
ons. Since log2l ~ 2.807 < 3, this method impro-
ves asymptotically over the standard matrix mul-
tiplication algorithm which requires 0(N3) ope-
rations. Strassen's algorithm is based on the re-
cursive division of matrices into blocks and sub-
sequent performance of block additions, subtrac-
tions and multiplications. 

When implemented, Strassen's algorithm invol-
ves certain trade-offs. The first one is between a 
gain in speed and an increase in required storage. 
In Cray's implementation (routine JGEMMS), 

the additional work array of size 2.34 *. N2 is re-
quired [5]. The second is between the depth of 
recursion and parallelization. The deeper the le-
vel of recursion the greater is the one-processor 
performance gain. At the same tirne, however, in 
Cray's implementation where recursion is applied 
only up to block of size of approximately 64 (and 
parallel SGEMM is used to calculate the result), 
the effects of recursion are reduced [17]. 

There is one further important consideration 
concerning the stability properties of Strassen's 

algorithm since they ara less favorable than those 
of the conventional matrix multiplication algo
rithm [7, 14]. In [14] Higham showed that for 
square matrices (where N = 2k), if C is the com-
puted approximation to C (C = AB + AC), then 

\\AC\\<c(N,N,N)u\\A\\\\B\\ + 0(u2) 

where u is a unit roundoff, and 

c(N, N, N) = ( £ ) ' 0 3 2 l 2 ( (2 f c ) 2 + 5 * 2k) - 5JV. 

(For non-square matrices the function c becomes 
more complicated, but the over ali result remains 
the same.) Observe that the error bound for stan
dard matrix multiplication isiVw||yl| | | | i?| |-)-0(u2). 
Therefore, the expected error growth should not 
be too serious in computational practice. . This 
conclusion is also backed up by the results of our 
experiments. 

Figure 2 presents the results of our experi-
ments with Strassen's matrix multiplication in the 
update step of the Gaussian elimination for ma-
trix sizes N = 600, ..., 2600. Following [2], the 
results are presented in calculated MFlbps. :(.Xhis 
allows for a clearer expression of the performance 
gains of the new algorithm even though Strassen's 
algorithm ušes fewer operations.) We have deci-
ded to present only the SAXPY and DOT based 
implementations since when multiple processors 
were used (for the Strassen as well as non-Strassen 
based implementations) the GAXPY variant was 
much slower than the other two for ali matrix si
zes (this is primarily caused by the fact that the 
matrices involved in the update step are long and 
"thin"; see also [20]). We also present the per
formance of the Cray provided routine SGETRF 
ahcl the pfactičal peak "performance. -For both 
Strassen as well as non-Strassen implementations 
the blocksize 265 was used. 

A number of observations can be made. There 
is no additional gain from using the Cray provided 
routine SGETRF. This is very important whene-
ver Gaussian elimination with column interchan-
ges needs to be employed (e.g. in algorithms using 
alternate row and column elimination strategy 
[19, 23]). In [17], it was argued that the prac-
tical peak performance for the 8-processor Cray 
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Matrix size 
Optimal blocksize 

200 
512 

600 
320 

1000 
256 

1400 
320 

1800 
256 

2200 
256 

2600 
192 

Table 2: Optimal blocksize for a fixed number of processors (8) and increasing matrix size. 

Number of Processors 
Optimal blocksize 

1 
64 

2 
256 

3 
256 

4 
256 

5 
384 

6 
256 

7 
384 

8 
256 

Table 3: Optimal blocksize for a fixed matrix size (2500) and increasing number of processors. 

PERFORMANCE COMPARISON 
a-PROCESSORS 

: 

aim I odo ] l o b o j 1200 j -uho I IB'OO I ia'oo I sobo I 2200 [ 2 4 0 0 I 2sbo 
700 900 1100 1300 1500 17D0 1900 21DO 2300 2500 

MATRIK SIZE 

O SfcXPYCS} PfiACTICAL PEAK 

Figure 2: Performance comparison between Stras-
sen and non-Strassen-based codes; 8 processors; 
results in MFlops; '(S)' marks codes using Stras-
sen's update. 

Y-MP is approximately 2490 MFlops. Therefore 
the blocked (non-Strassen) Gaussian elimination 
algorithms reach approximately 88% of this prac-
tical peak for large matrices. The tirne reduction 
obtained due to Strassen's matrix multiplication 
used in the update step of Gaussian elimination 
increases with the matrix size and reaches 13% 
for matrices of size 2600. Using Strassen's ma-
trix multiplication is advantageous only for matri
ces of sizes larger than 1000. Approximate mini-
mal matrix sizes for which the Strassen-based Ga
ussian elimination outperforms the non-Strassen 
versions for 1 — 8 processors are summarized in 
Table 4. 

The results in Table 4 indicate clearly that the 
cross-over point migrates toward larger matrix si
zes as the number of processors increases. Finally, 
the effect of memory bank conflicts is much smal-
ler for the blocked codes than it is for the un-
blocked ones. This can be attributed to a more 

efficient data transmission pattern. 

4 Conclusions 

In the paper we have studied the performance 
characteristics of the BLAS based blocked Ga
ussian elimination for large dense matrices on 
an 8-processor Cray Y-MP. We have shown that 
the "home made" implementations of SAXPY 
and DOT versions of Gaussian elimination per-
form very closely to the Cray provided routine 
SGETRF. We have suggested that the standard 
notion of blocksize used for single processor bloc
ked algorithms should be replaced by the notion 
of blocksize per processor for shared memory mul-
tiprocessor systems. We have also shown that if 
stability is not a serious consideration then, for 
large matrices, using parallel Strassen's matrix 
multiplication algorithm in the update step leads 
to substantial tirne savings. 
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In many.distributed languages, the select statement introduces a dynamic selection mode 
for a sequential process as a mode in which the successor for an operation is selected at 
run-time from a set of operations defined by the process program. It is an alternative 
to the static selection mode in which only one successor for an oper&tion is defined 
by the program. The dynamic selection mode is used to accept the remotely invoked 
operations, called transactions in Concurrent C. The transactions themselves, however, 
execute in the static selection mode. This fact is a source of poor expressiveness and 
poor efRciency of the transactions. To improve the expressiveness and efficiency, we 
suggest that the transaction are subdivided into grains, and are not only accepted in the 
dynamic selection mode, but are executed in this mode as well. We also suggest that the 
implementation ofthe dynamic selection mode should be based on the interrupt feature. 

1 Introduction 

The 1 basic property of a sequential process is 
that it executes one operation at a tirne. In other 
words, each operation, except the last one, is 
succeeded by exactly one operation. In program
ming languages, there exist two modes of selection 
of a successor operation in a sequential process: 
static and dynamic selection mode. In the static 
selection mode, exactly one successor is defined 
by the text of the program and its data; in the 
dynamic selection mode, more than one successor 
can be defined by the text of the program and 
its data . The decision which of them is actually 
executed, is taken at the process execution tirne. 

The first language construct that supported the 
dynamic selection mode was proposed by Dijk-
stra under the name of guarded command (Dijk-
stra 1976) as an element of a sequential language. 
To illustrate this command let us compare two 
instructions which find the maximum m of two 
values: x and y. Classical if-then-else defines one 
of the assignment statements in a static way: 

i f x >= y 
t h e n m:= x e l s e m:= y; 

Guarded if-fi introduces the dynamic selection 
mode. The statement does not dehne which of 
the assignments is executed when x = y: 

i f x >= y 

II y >= x 
-> m: = 

-> m: = 
x 
y f i ; 

1This work is supported by Kuwait University under 
the grant number SM 087 

Later on, input /output operations were admitted . 
in the guards. In this form the guarded command 
was moved by Hoare to his CSP language (Hoare 
1978), and was adopted as an essential element of 
almost ali the well-known distributed program
ming languages like DP (Brinch Hansen 1978), 
occam (INMOS 1988), Ada (United 1985), SR 
(Andrews at al. 1988), and Concurrent C (Ge-
hani at al. 1986). 

For the concurrent computation analysis pur-
poses, it is convenient to discuss the selection mo
des at the abstraction level of so called grain ope
rations. The grain is a part of a sequential process 
which does not contain any synchronisation or 
communication delay operation and is separated 
from other grains by such delay operations. In the 
static grain selection mode, one successor grain is 
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dehned for each grain; in the dynamic grain se-
lection mode, more than one successor grain can 
be defined for each grain by the process program. 

In Concurrent C (and other rendezvous based 
languages), a server process enters the dynamic 
grain selection mode by executing the select state
ment. This statement defines a set of transactions 
acceptable for the server. (We will use the term 
transaction for the operations accepted by the se
lect s tatement in other languages too). Once the 
transaction is accepted, the server abandons the 
dynamic mode to execute the transaction in the 
static selection mode. Each transaction can nest 
other transactions. The server, however, waits 
until the nested transaction is completed. After 
the completion, only one operation, the one fol-
lowing the nesting call statement, is possible for 
execution. The server returns back to the dyna-
mic mode by executing another select statement. 
This switching back and forth between the static 
and the dynamic selection modes makes both the 
expressiveness and efficiencv of the server much 
purer comparing with those of the monitor. 

Let us analyse the expressiveness first. A mo
nitor procedure can be delayed at any point of its 
execution in a non-blocking way by the mecha-
nism called condition. There are two kinds of mo
nitor conditions: Hoare's condition(Hoare 1974) 
with immediate resumption, and Mesa's condi
tion (Mitchel 1978) with broadcast resumption. 
Due to the condition mechanism, more than one 
monitor call can be executed in parallel, and the 
synchronisation conditions can be expressed ea-
sily in the monitor procedure body. 

A synchronous transaction, once started, has 
to be executed to completion. A transaction can 
be delayed in a non-blocking way only before it 
s tarts . Moreover, its synchronisation condition is 
evaluated on special rights, as a part of the select 
statement rather then as a part of the transaction 
itself. As a result, there can be at most one tran
saction in progress at a tirne, and special lexical 
entities (like guards or suchthat clauses) must be 
used to express synchronisation conditions. 

The low effi.ciency of the server has its source in 
two kinds of overhead: the process management 
overhead and the guard evaluation overhead. To 
analyse the former one let us assume that the ser
ver is waiting for a client. When the client's mes-
sage arrives, the client is blocked, and the server 

is resumed. This reguires a context switch and pro
cess rescheduling. When the transaction is com
pleted, the server is blocked, and the client is re
sumed. This requires another context switch and 
process rescheduling. It is worth stressing that 
this kind of overhead is extremely expensive on 
RISC processors where the context switch needs 
reloading the register windows. 

Let us note that such overhead does not appear 
in monitor. If a process calls a monitor when its 
critical region is not occupied, neither the context 
switch nor the process rescheduling is needed. 

Another source of overhead is the guard evalu
ation. The server has to re-evaluate the guards 
every tirne the select statement is started. This 
leads to a semi-busy form of waiting. In moni
tor, the synchronisation conditions are evaluated 
when there is a need, before a potential waiting 
or signalling. 

In this paper we suggest that both the expres-
siveness and the efficiency of the server can be 
significantly improved, when the transactions are 
not only accepted in the dynamic selection mode 
but when they are executed in this mode as well. 
We propose a multi-grain transaction as a collec-
tion of grains. Such transaction can be delayed 
at any tirne of its execution, and its synchronisa-
tion condition can be coded as par t of its body. 
At the same tirne both the process management 
and the guard evaluation overhead is signiflcantly 
reduced. 

As a result, the expressiveness and the process 
management overhead of the two modules: mo
nitor and the server become comparable. These 
modules can be considered duals to each other 
unless other aspects of the processing, like load 
imbalance or communication overhead are taken 
into account. 

In this paper we point out also that such a 
dualism can be found not only at the level of 
the monitor's and the server's primitives, but in 
the internal structures of these primitives as well. 
We suggest that the multi-grain transaction can 
be built on top of the two fundamental low-level 
concepts: interrupt and needle in a similar way 
as the monitor concept can be built on top of 
the spin-lock and the coroutine concepts (Wirth 
1985), (Chrobot 1994). 

Having the two tools: monitor and server com
parable as far as their expressiveness and process 
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management overhead is concerned we can freely 
choose between them to minimise other kinds of 
overhead like communication overhead and load 
imbalance overhead (LeBlanc et al. 1992). 

The communication overhead in shared varia-
ble paradigm is, in general, bigger than that in 
the message passing paradigm. In the shared va-
riable paradigm, each process can access each va-
riable, but because of cache misses and non-local 
memorv accesses, some data references are more 
expensive than others. In the message passing 
model, each process resides within its own address 
space. Da ta is associated with a process in a static 
way, thus, ali the references are to local memorv. 

The load imbalance overhead occurs whenever 
a processor is idle when there is stili work to be 
done. The load imbalance is almost completely 
eliminated in shared variable paradigm. A central 
ready queue is accessible evenly to ali processors. 
Thus, no process can stay idle when the ready 
queue is not empty. In the message passing pa
radigm, each processor has its own ready queue. 
Thus, it is very likely that one processor is idle 
while the ready queue of another processor is not 
empty. 

For presentation purposes, we have implanted 
our multi-grain transaction concept into the Con-
current C language. In Section 2, we present a de-
scription of the language constructs related to this 
concept. In the next Sections, we discuss some de
sign and implementation issues of the multi-grain 
transaction. The last two Sections contain the 
review of the related works and conclusions. 

2 The Multi-Grain Transaction 
Concept 

2.1 Process Specification and 
Definition 

To have a proper context, let us recall that in 
Concurrent C (Gehani at al. 1986), a process 
definition consists of two parts: a type (or spe
cification) and a body (or implementation). An 
instant of a process definition is called a process. 
It runs in parallel with other processes. The pro
cess type specifies parameters sent to a process 
of this type and transactions which are accessible 
to other processes. Processes use transactions for 
their synchronisation and communication purpo

ses. 

p r o c e s s speč <process - type-name> 
( < p a r a m e t e r - d e c l a r a t i o n > ) . 
{ < t r a n s a c t i o n - d e c l a r a t i o n s > } 

A transaction is an operation defined as a part 
of a process called server process and invoked by 
another process called client process. The tran
saction can access parameters and can return a 
value. A transaction declaration is like C func-
tion prototype, except that it is preceded by the 
keyword trans, and that the parameter names are 
explicitly specified. 

t r a n s < r e t u r n - t y p e > <tname> 
( < p a r a m e t e r - d e c l a r a t i o n > ) ; 

A transaction name is only meaningful in the con-
text of a specific process type; different process 
types can use the same transaction name with di
fferent meanings. 

A new process is created and activated using 
the create operator 

c r e a t e <process- type-name> 
( a c t u a l - p a r a m e t e r s ) . 

It returns a process value identifying the created 
process. The process value can be stored in a pro
cess variable of the same type as the process type 
and/or can be sent to other process as a parame
ter. 

A client process can call the transactions using 
the transaction call expression: 

< p r o c e s s - v a l u e > . < t r a n s a c t i o n - n a m e > 
( < a c t u a l - p a r a m e t e r s > ) . 

Like C function arguments, the transaction argu-
ments are passed by value; the call expression has 
the type returned by the transaction. The tran
saction is executed jointly by the client calling 
the transaction and the server accepting it. Both 
the processes have to be synchronised before star-
ting the transaction. The actual parameters of 
the transaction are passed to it by the client pro
cess. The transaction can access, as its external 
variables, the variables accessible for the server 
process. The mode of executing the transaction 
is called rendezvous. Both the client and the ser
ver can continue separately when the transaction 
has been completed. The transaction call expres-
sion can not appear either in a grain body or in a 
grain actual parameter list (see Section 2.2). 
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A process body contains the declarations and 
the statements that are executed by a process of 
this type. The process body attributes are not 
visible to other processes. 

process body <process-type-name> 
(<process-parameter-nam>) 
-f_<compound statement>}. 

Each process of that type will get its own set of 
automatic variables defined in the compound sta
tement (if any). Process parameters are used in 
its body just as function parameters are used in 
the function body. 

2.2 S ing l e -Gra in T r a n s a c t i o n 

A transaction is executed either as one grain ope-
ration or as a chain of grain operations (see Sec-
tion 2.3). We will call such a transaction single-
or multi-grain transaction correspondingly. Like 
a transaction, a grain can access parameters and 
can return a value. A grain declaration is like a 
transaction declaration, except that it is preceded 
by the keyword grain. 

gra in <return-type> <grain-name> 
(<parameter-declarat ion>); 

The first grain of the transaction takes its name 
and parameters from this transaction. If the tran
saction and its first grain have the same return 
types, the grain need not to be declared; the tran
saction declaration is considered the declaration 
of this grain. Other grains have to be declared in 
the process body. 

A flag called mask is associated with each grain. 
Its value represents the state of the grain: masked 
or unmasked. The initial value of each mask is 
unmasked. Two statements: 

mask <grain-name>; 

and 

unmask <grain-name>; 

assign the value masked or unmasked to the mask 
associated with fhe grain specified by grain-name 
respectively. 

A grain operation is defined by the accept sta
tement: 

accept <grain-name> 
(<parameter-names>) 
[•{<compound statement>} 
[<other statements>]] 

The compound statement and other statements 
are optional. They define the grain body. The 
parameters of a grain are accessible in its com
pound statement only. An accept statement can 
only be used in a select statement. 

The select statement enters the dynamic grain 
selection mode, and defines and opens for accep-
tance one or more grain operations 

se lec t 
{<accept-statement> 

or or 
<accept-statement>} 

A grain is acceptable if it has been invoked, ope-
ned, and unmasked. A grain invocations not 
accepted yet by the server are called pending invo
cations. If there are no acceptable pending invo
cations, the server blocks in the select statement; 
othenvise, it selects one of the acceptable pending 
invocations in an arbitrary way. 

The grains of a given process are executed in 
a mutual exclusion mode, at most one grain at 
a tirne. The grain terminates when its execution 
has reached the end of its body. After the termi-
nation of the accepted grain, the server continues 
executing the select statement. Ali the grains de
fined by this statement remain opened, and can 
be accepted by the server until the closeselect 
statement of the form 

close_select; 

is executed by a grain. This statement moves the 
server to the static grain selection mode. When 
the grain calling this statement is terminated, the 
server closes ali the grains opened by the running 
select statement, terminates this select statement 
and executes the statement following it. 

A transaction terminates when a grain belon-
ging to this transaction's chain reaches the end 
of its compound statement or when it executes a 
treturn statement. After the transaction termi-
nation both the server and the client calling this 
transaction continue their jobs separately. 

The treturn statement has the following form: 

t r e t u r n [<expression>]; 
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The value of the treturn expression is returned 
to the calling process and the current transaction 
is terminated. The type of the expression must 
conform to the return type of the corresponding 
transaction. If the return type is void then the 
expression is omitted and no value is returned to 
the calling process. 

Example 1: 
The communicatiori-buffer Server 

Let us analyse a distributed version of the com-
municationJjuffer used by two processes: produ-
cer and consumer. The buffer is specified as a 
server process with two transactions: put and get. 
The acceptance conditions for the grains are con-
trolled by their masks. 

The two client transactions are single-grain 
transactions. The put(c) grain is unmasked when 

(0 <= nh$zn < max); 
the get() transaction is unmasked when 

(0 < nh&cn <= max). 
These are the synchronisation conditions for the 
grains. They assert the buffer's invariant: 

(0 < = n <= max). 
The get transaction issues the close^select sta-

tement when the character to be returned to the 
consumer is EOT. After the grain is completed, 
the select statement is terminated. The server 
completes its job by freeing the memory alloca-
ted for the buffer. 

process speč 
comimmication_buff er (int max) 

{ trans void put(char c ) ; 
trans char g e t ( ) ; 

} ; 
process body 

communication_buffer (max) 
{ char *buf; 

int n = in = out = 0; 
buf = malloc(max); mask get; 
se lec t 
{ accept put(c) 

•C buf [in] = c;} 
n++; in = (in+1) '/, max; 
if (n==i) unmask get; 
i f (n==max) mask put; 

''or accept get O 
•[ treturn buf[out];}n—; 

out = (out+1) '/, max; 
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if (n==0) mask get; 
if (n==max-l) unmask put; 
i f (c==E0T) c l o s e . s e l e c t ; 

} > 
free((char *) buf); 

} 

The transactions defined by the server are single-
grain transactions, thus no additional grains are 
declared in the process body. It is important that 
the server stays in the select statement after exe-
cuting a grain. There is no loop at the program 
level. This property can be a source of signifi-
cant program efficiency gains. Let us compare 
our algorithm with the one designed in genuine 
Concurrent C(Gehani at al. 1986). 

process body 
communication_buffer (max) 

{ char *buf; 
int n = in = out = 0; 
buf = malloc(max); 
for ( ; ; ) 
se lect 
{ (n < max): accept put(c) 

{. buf [in] = c; } 
n++; in = (in + 1) '/, max; 

or ( n > 0) : accept get( ) 
{ treturn buf[out];} 
i f (buf[out] == EOT) break; 
n—; out = (out + 1) '/, max; 

} > 
free((char *) buf); 

> 

The classic definition of the rendezvous (Ada 
(United 1985), Concurrent C (Gehani at al. 1986) 
and others) assumes that the transaction is al-
ways executed by the server process. Thus, with 
the lov/ frequency of the transaction calls, the ser
ver is resumed before, and delayed after executing 
each transaction. It is a source of two kinds of 
overhead. One is related to the context switching 
and the other one related to the process resche-
duling. On some computers both operations are 
quite tirne consuming (e.g. context switching on 
the Sun SPARC computers). 

Our definition does not specify that the tran
saction has to be executed by the server process; 
we say that the transaction is executed jointly by 
the client and the server. As a result, different 



246 Informatica 19 (1995) 241-256 S. Chrobot 

implementations for such a rendezvous are possi-
ble. 

When the server and the receiver share the 
same address space, and there is no locality pro
blem, the grain can be executed in the context 
either of the server process or of the client pro-
cess, depending on which of them comes to the 
rendezvous later. When the server is delaved in 
the select statement, there is no must for it to be 
resumed to execute the grain just invoked by the 
client. The grain can be executed in the context 
of the calling client process as well. 

When the client and the server run in different 
address spaces, the grain invocation can be imple-
mented by sending an interrupt signal to the ser
ver address space. If the server process is blocked 
in the select statement, the grain can be executed 
in the context of the interrupted process. 

In both cases, the server process remains bloc
ked. As a result, when there is low congestion, 
the transactions can be executed with no context 
switching and no process rescheduling. 

In Concurrent C (and other rendezvous ba-
sed languages), the guards are used to delay the 
acceptance of the transaction, when its synchroni-
sation condition is not satisfied. It leads, however, 
to a semi-busy form of waiting; the server has to 
re- evaluate the guard every tirne the select state
ment is started. Introducing the masks elimina-
tes this semi-busy waiting overhead. The guard 
expression is evaluated only when a state variable 
involved in the guard expression has changed its 
value. 

2.3 C h a i n i n g t h e T r a n s a c t i o n G r a i n s 

As it was mentioned above, the grains can be 
chained to create a multi-grain transaction. The 
statement of the form 

chain <grain-name> 
(<actual-parameter>); 

terminates the calling grain's compound state
ment and invokes the grain specified by the grain-
name with the parameters specified by the actual-
parameter. The type of the actual parameter has 
to conform to the .return type of the calling grain 
and the parameter type of the invoked grain. The 
invoked grain joins the grain chain which repre-
sents a multi-grain transaction invoked by a cli

ent. The grain chain of a given transaction is 
originated by the first grain of this transaction. 
The chain statement can only appear in the com
pound statement of the grain statement. 

Example 2: 
The double-resource Allocator 

A set of client processes use two resources. To 
facilitate the deadlock prevention, both the reso
urces can be allocated "in one go". Thus, the 
server provides the clients with three transacti
ons to allocate the resources either separately or 
jointly and another two transactions to free each 
resource separately. The resources are numbered 
with 0 and 1. In čase the double allocation is ne-
eded, the allocateA grain chains the allocate-both 
grain. 

process speč double_resource(void) 
{ t r ans void a l loca te_0(vo id) ; 

t r ans void a l l o c a t e _ l ( v o i d ) ; 
t r ans void a l loca te_both(void) ; 
t r ans void f ree_0(void) ; 
t r ans void f r ee_ l (vo id ) ; 

} 
process body double_resource() 
{ in t freeO = 1, f r ee l =1; 
/* i n i t i a l l y a l i the gra ins 

are unmasked */ 
se lec t 
-[ accept a l loca te_0() 

{ t re turn;}freeO—; 
mask a l loca te_0; 
mask a l locate_both; 

or accept a l l o c a t e _ l ( ) 
•f t r e t u r n ; } 

f r ee l—; mask a l l o c a t e _ l ; 
or accept a l loca te_both() 
{ chain a l l o c a t e _ l ; } 

freeO—; 
mask a l loca te_0; 
mask a l locate_both; 

or accept free_0() 
{ t re turn;}freeO ++; 

unmask a l loca te_0 ; 
unmask a l locate_both; 

or accept f r e e _ l ( ) ; 
{ t r e t u r n ; } f r ee l ++; 

unmask a l l o c a t e _ l ; 
} } 
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The example illustrates the ability to define a 
multi-grain transaction. The multi- grain solu-
tion is useful when the transaction has to be de-
layed not before its start but in the course of its 
execution. In such a čase, one grain of the tran
saction is terminated and the next one is invoked 
by the chain statement. When the chained grain 
is masked, its acceptance is delayed until another 
transaction unmasks it. The grain mask flag can 
reflect the value of the synchronisation condition. 
The flag is set to unmasked when the condition 
is satisfied, or it is set to masked otherwise. This 
mechanism is similar to tha t of Hoare's conditi-
ons(Hoare 1974). It is suitable when the synchro-
nisation condition depends on the server's state 
variables, but not on the transaction parameters. 
A version of a double-resource monitor with Ho-
are's condition can look like this: 

t y p e d o u b l e - r e s o u r c e = moni tor 
v a r f r e e O , f r e e l : boo l ean ; 

fO, f l : cond i t ion ; -

p r o c e d u r e a l l o c a t e _ 0 ; 
b e g i n i f no t freeO t h e n f 0 . w a i t ; 

f reeO:= f a l s e 
end; 

p r o c e d u r e a l l o c a t e _ l ; 
b e g i n i f no t f r e e l t h e n f l . u r a i t ; 

f r e e l : = f a l s e 
end; 

p r o c e d u r e a l l o c a t e ^ b o t h ; 
b e g i n i f n o t freeO t h e n f O . v a i t ; 

f reeO:= f a l s e ; 
if not freel then fl.wait; 
freel:= false 
end; 

procedure free_0; 
begin freeO:= true; fO.signal end; 

p r o c e d u r e f r e e _ l ; 
b e g i n f r e e l : = t r u e ; f l . s i g n a l end; 

beg in f reeO:= t r u e ; 
f r e e l : = t r u e 

end. 

Chaining the grains is a form of asynchronous 
message passing. The chaining grain does not 

block after it has invoked the chained grain. Thus, 
we benefit from the main advantage of the asyn-
chronous message passing, namely from the hi-
gher concurrency level of the transactions. At the 
same time, we avoid the main disadvantage of the 
asynchronous message passing which is the need 
of unbounded buffering of invocations. In our mo
del, a grain can chain one grain only. Thus, the 
number of invocations of a given grain is limited 
by the number of transactions running in parallel. 
This number, in turn, is limited by the number of 
client processes accessing the server. 

2.4 D e f e r r i n g t h e G r a i n s 

A grain execution can be deferred by calling the 
defer statement of the form 

d e f e r ; 

The statement can be executed anywhere in a 
grain compound statement; it takes the current 
values of the grain's actual parameters as a new 
grain invocation and defers this invocation. The 
defer statement can appear in the grain body only. 
The resume statement in the form 

resume <grain-name>; 

removes one of the deferred invocations of the 
grain specified by the grain-name and re-invokes 
this grain with the parameters values saved at the 
defer time. After being accepted, the re-invoked 
grain starts executing from the beginning of its 
body. 

The broadcast statement 

b r o a d c a s t <grain-name>; 

resumes ali the transactions deferred on the grain 
specified by the grain-name. 

Example 3: T h e multisemaphore Server 

The multisemaphore is a kind of semaphore where 
the waiting operation (mivait) needs consuming 
one or more synchronisation signals to pass, and 
the signalling operation (msignal) deposits one or 
more signals on the semaphore. The numbers of 
signals consumed or deposited by the operations 
are given by their parameters. 
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process speč multisemaphore(int i) 
{ trans void mwait(int c); 
trans void msignal(int c); 

} 
process body multisemaphore(i) 
{ int count; 
if (i > 0) count = i; 
else count = 0; 
select 
{ accept mwait(c) 

•[ if (count < c) defer; 
else count - = c; treturn;} 

or accept msignal(c) 
{ count + = c; broadcast mwait; 
treturn; 

> 
} > 

Deferring a grain is useful way of delaying a 
transaction if the grain's synchronisation condi
tion depends on the invocation parameters; each 
grain invocation has to check the fulfilment of the 
condition by itself. The masks are generally not 
useful in this čase since they can represent the 
synchronisation conditions which depend on the 
server's state variables only. Deferring grains al-
lows achieving similar results like the suchthat cla-
use in Concurrent C or the and clause in SR. A 
multisemaphore algorithm in genuine Concurrent 
C could look like this: 

process body multisemaphore(i) 
{ int count; 
if (i > 0) count = i; 
else count = 0; 
for ( ; ; ) 
select 
{ accept mwait(c) 
suchthat (count >= c) 
{ count - = c; } 

or accept msignal(c) 
{ count + = c; } 

} } 
Our solution is, however, more fiexible; the syn-
chronisation condition evaluation is programmed 
as a regular part of the grain body. There is no 
restriction as far as side effects are concerned and 
the condition can depend on the current values of 
the grain parameters. In Concurrent C and SR, 
the synchronisation condition is evaluated before 
the transaction is started. 

Moreover, the defer 
mechanism reduces the number of synchronisa-
tion condition re-evaluations considerably. The 
deferred grains re-evaluate their conditions after 
their resuming only. Both the suchthat clause in 
Concurrent C and the and clause in SR need the 
condition re-evaluation for each pending invoca
tion every tirne the select statement is executed. 
The chaining and the deferring mechanisms of our 
rendezvous gives the functionality similar to that 
of Mesa conditions (Mitchel 1978). 

2.5 Non-Blocking Transaction Call 

The non-blocking transaction call is executed by 
the nest statement of the form 

nest <chained-grain-name> 
(<process-value>.<transaction-name> 
(<actual-parameters>)) 

The statement terminates the calling grain's com-
pound statement and calls the transaction speci-
fied by the transaction-name in the process de-
signated by the process-value. The current se
lect statement remains running; the nested tran
saction executes in parallel with other acceptable 
grains opened by the current select statement (if 
any). When the nested transaction terminates, 
the grain specified by the chained-grain-name is 
invoked. The return value of the nested tran
saction is passed as an actual parameter to the 
chained grain. 

Example 4: Hierarchical Resource 
Allocator 

Two resources x and y are controlled by the xa 
and ya instances, respectively, of the allocator ser-
ver. Resource t is used always along with ether 
x or y. The server t-allocator allocates or frees t 
and x or y together. The t-allocator server calls 
allocator to access x or y. This is a non-blocking 
nesting; while a transaction is waiting for either 
x or y resource, t.allocator can stili accept other 
transactions. 

process speč t_allocator 
(process allocator xa, 
process al locator ya) 

{trans void a l locate( int other); 
trans void free( int other); 
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> 

process body t_allocator(xa, ya) 

{ grain void allocate_t(); 

grain void free_t(); 

int free = true; 

select 

{ accept allocate(other) 

{if (other == X) 

nest allocate_t(xa.allocate()); 

else 

nest allocate_t(ya.allocate());} 

or accept allocate_t() 

free_t—; mask allocate_t; 

or accept free(other) 

{if (other == X) 

nest free_t(xa.free()); 

else nest free_t(ya.free());} 

or accept free_t() 

free_t++; unmask allocate_t; 

} > 

3 Design Issues 

3.1 Synchronous Versus 
Asynchronous Transactions 

Our model of the multi-grain transaction is sim-
ple but powerful enough to illustrate the dynamic 
selection mode of concurrent computation. The 
transaction is a synchronous transaction imple-
mented as a sequence of grains and nested tran
sactions. It combines some aspects of both the 
synchronous and the asynchronous message pas-
sing features. 

From the client process point of view, the tran
saction is synchronous; the client is blocked until 
it is notified that the transaction is terminated 
and the result is sent back to it. From the server 
point of view, however, the transaction grains are 
asynchronous; the chaining grain does not wait for 
the chained grain to complete. As a result, there 
can be many transactions running in parallel even 
though their grains are executed in mutual exclu-
sion mode. To keep the number of the pending 
grain invocations limited, we decided that tran
sactions cannot branch their grains (each grain 
can chain one grain only). As a consequence, the 
statements: treturn, chain, defer and nest termi-
nate the compound statement of the calling grain. 

In Section 2 we suggested that, as far as 

the expressiveness is concerned, the synchronous 
multi-grain transaction can be compared with the 
monitor procedure entry call. The model can be 
extended with asynchronous multi-grain transac
tion; it is similar to the synchronous multi-grain 
transaction with the exception that it does not 
return any value or acknowledgement to the cal
ling client. A semi-blocking call can be a reaso-
nable solution for the client call. The client is 
blocked until the server (but not the transaction) 
acknowledges buffering of the client's invocation. 
The transaction grains are stili executed in a mu
tual exclusive mode and can be masked and/or 
deferred. Such asynchronous transaction invoca
tion can be compared to a monitor process entry 
start. 

Further extensions correspond to non-mutual 
exclusive calls: 
- remote procedure call; it is a svnchronous call 
corresponding to a class procedure entry call; pro-
cedures are not executed in a mutual exclusive 
mode, 
- remote process start; it is an asynchronous call 
corresponding to start of a process declared as an 
entry attribute of a class. 

3.2 Blocking Transaction Call 

The nest statement defined in Section 2.5 allows 
calling a transaction which will execute in paral
lel with other acceptable grains opened by the 
running select statement. We named this kind 
of transaction call a non-blocking nesting. The 
optional solution - blocking nesting - makes the 
calling grain delay until the called transaction ter-
minates. 

The problem of choosing between the blocking 
and non-blocking mode for transactions nested in 
a grain is similar to that of the nested monitor 
calls. An operation of monitor A which calls an 
operation of another monitor B can either release 
or hold the critical region of monitor B. None of 
the solutions is ideal. We have chosen the non-
blocking nesting as it is more compatible with 
the špirit of the multi-grain transaction concept. 
The blocking call is stili possible outside the grain 
body (in the static selection mode). 
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3.3 T ime-Outs and Termination 

We have skipped the features related to time-outs 
at the client side (timed transaction call) and at 
the server side (delay statement as a select sta-
tement alternative). They are important features 
of the distributed programming language but are 
not necessary to illustrate the dvnamic selection 
mode. 

4 Implementation Issues 

In this section, we focus on the implementation 
of the multi-grain transactions for the processes 
running on the multiprocessor systems with the 
UMA shared memory. Some remarks concerning 
the implementation of such transactions in the 
NUMA shared memory (Chaves et al. 1993) and 
distributed memory architecture are also formu-
lated. This implementation can also be applied 
for the threads multiplexed on virtual processors 
(e.g. UNIX-like processes) which can share me-
mory. 

We structure the multi-grain transaction me-
chanism at two levels. The low-level module cal-
led DCORE defmes elementary concepts of coro-
utine, link, and needle. This concepts, in turn, 
are used to build the high-level module DKER-
NEL which defines user level concepts: process, 
mailboz, and grain. 

4.1 Low-Level Primit ives 

The low-level primitives we have introduced 
are an extension of the synchronisation primi
tives introduced by Wirth to Modula-2 (Wirth 
1985). Wirth's primitives are meant for a single-
processor computer working in a multiprogram-
ming mode. The primitives are based on two con
cepts: coroutirie and interrupt. 

The coroutine is a kind of logical process run
ning on a processor along with other coroutines in 
an interleaving mode, one at a tirne. The corouti
nes are created by the NEWPROCESS primitive. 
The control is passed explicitly from one corou
tine to the other using the TRANSFER primitive. 
TRANSFER(a, b) passes control from coroutine a 
to coroutine b. A coroutine can synchronise with 
outside world using interrupts. The IOTRANS-
FER(a, b, i) primitive transfers control from a to 

b much like TRANSFER does. Later on, on ar-
rival the interrupt i, the control is switched back 
from b to a. Mutual exclusion on entry to the 
monitor is achieved by disabling interrupts. 

In (Chrobot 1994) we discuss how these single-
processor related concepts can be expanded for 
multiprocessor shared memory system. The fi-
nal conclusion is that a third low-level concept, 
busy semaphore (spin lock) has to be added; a 
global instance mutez of such a spin lock is used 
to achieve an inter-processor mutual exclusion. 
The most important finding is that the critical 
region assured by mutex must be released inside 
the transfer control primitive. As a result, a new 
primitive RELEASETRANSFER(a, b) is intro
duced. It releases mutex after saving the context 
of coroutine a and before restoring the context of 
coroutine b. On top of such primitives, monitor 
construct for multiprocessor can be built. 

4.1.1 Fundamental Idea for Structuring 
the Message Passing Tools 

Now we want to expand the same low-level pri
mitive approach for the message- passing para-
digm. The fundamental idea is that the message-
passing paradigm synchronisation is to be built 
around the interrupt concept, in the same way as 
the shared-memory paradigm synchronisation is 
built around the spin lock. 

The interrupt feature and the spin lock are both 
hardware supported features. They are one-out-
of-many selection mechanisms. In čase of spin 
lock, many processes compete, in a loop, for a si
gnal deposited in a shared bit. The process which 
finds the signal resets the bit and passes the selec
tion operation (traditionalb/ called Test-and- set). 
The hardware support for this kind of selection is 
called memory arbiter. 

In čase of interrupt, one process checks, in a 
loop, many signal bits. Each bit is associated with 
a process to be selected. A process is selected, if it 
has sent a signal to its signal bit and if the selec-
ting process has accepted this signal. Hardware 
support for this kind of selection is called inter
rupt system. The processor plays usually the role 
of the selecting process. The signal bits are cal
led interrupt sources, and the processes associated 
with the signals are called interrupt handlers. 

The spin lock can be considered a prototype of 
the mutual exclusion mechanism, while the inter-



MULTI-GRAIN RENDEZVOUS Informatica 19 (1995) 241-256 251 

rupt - as a prototype of the rendezvous mode of 
execution. 

On top of the interrupt concept, we build a hi-
erarchy of message passing tools in a structured 
way (Chrobot et al. 1995), much the same as a 
hierarchy of shared variable paradigm tools are 
built on top of the spin lock concept. It is worth 
stressing that we use interrupts not only to syn-
chronise the physical processors and devices in the 
system. We use them to synchronise the logical 
processes (threads) multiplexed on physical (or 
virtual) processors as well. 

4.1.2 Synchronous Link and 
Acknowledgement Protocol 

For communication between coroutines, we intro-
duce a message passing concept called synchro-
nous link. The stjnchronous link (slink) is a type 
of uni- directional, point-to-point communication 
entity to transmit simple values (words or poin-
ters) between two coroutines running in the same 
or separate memory spaces. Two coroutines: sen-
der and receiver access a synchronous link thro-
ugh its ports: slink output port and slink input 
port. 

Synchronous link implements an idea of the 
zero-capacity bounded buffer accessible for two 
coroutines only. The input port can store a sim
ple dala value (word or pointer) and a data signal 
bit. The output port can store an acknotvledge-
ment signal bit. To transmit a simple value v via 
the link / with the output port op and the input 
port ip 
- the sender sends the value v through the ou
tput port op calling the DPUT(op, v) operation, 
then it sends the data signal bit using the DSI-
GNAL(op) operation, and busy- waits for the ac-
knowledgement signal by calling AWAIT(op); on 
the other end of the link / 
- the receiver calls the DWAIT(ip) operation to 
wait for the data signal in the port ip, then it re-
ceives the data value to the variable x by calling 
DGET(ip, x), and invokes ASEND(ip) to send an 
acknowledgement signal back to the sender. 

This basic acknowledgement protocol can be 
used to transmit messages between coroutines in 
different memory architecture systems as follows: 
- in the shared memory with uniform access 
(UMA), it is enough to transmit the message po-
inters only; the receiver accesses the message con-

tents directly in the sender's memory location, 
- in the shared memory with non-uniform access 
(NUMA), the message pointer is transmitted to 
the receiver and then the message contents are 
copied from the sender to the receiver location 
before the message is acknowledged, 
- in the distributed memory, the message contents 
are transmitted down the link word by word; the 
size of the message can be defined by the number 
of words in the message or by end-of-text (EOT) 
character transmitted in the message. 

4.1.3 Interrupts and Interrupt Selection 
Modes 

The DWAIT and AWAIT operations related to 
the synchronous link assure a busy-waiting syn-
chronisation between coroutines. Such a form of 
synchronisation is acceptable, if each coroutine 
runs on its own processor. If many coroutines are 
multiplexed on one processor, a noh-busy form of 
waiting is needed. To achieve a non- busy form 
of waiting we use link signals as interrupt signals. 
In technical terms, one could say that we 'connect 
the link signals to the interrupt system'. 

Wirth's IOTRANSFER primitive allows a coro
utine to wait for one interrupt at a tirne only. We 
have introduced a new primitive, MTRANSFER, 
which allows one coroutine to wait for many in
terrupts at a tirne. Each interrupt z, to be waited 
for, has to be, previouslv, attached to the corou
tine and has to be associated with its handler Hby 
the ATTACH(i, H) primitive. A mask flag is asso
ciated with each interrupt signal. The MTRANS-
FER(fg, bg) operation transfers control from the 
foreground coroutine fg to the background coro
utine bg and opens ali the interrupts attached to 
fg. From now on, if the interrupt system is ena-
bled, the signals from the opened and unmasked 
interrupt sources are accepted. On each accep-
tance, the handler associated with the accepted 
interrupt is executed. 

The interrupt handler starts without any con-
text switching. It is executed on the stack of the 
interrupted process. When the handler is com-
pleted, the interrupted process is continued. The 
context switching overhead for this kind of opera
tions is even lower than that for lightweight pro
cesses (threads); we call such an operation a nee-
dle. 

During a needle execution, the interrupt system 



252 Informatica 19 (1995) 241-256 S. Chrobot 

is disabled. Thus, at most one needle can be exe-
cuted at a tirne. When the needle is completed, 
the MTRANSFER operation is stili pending and 
other signals can be accepted. It is worth stressing 
that the sequence in which the needles are selec-
ted for execution is not defined by the foreground 
process program (and its data). It depends on 
the sequence of arrival of the interrupt source si
gnals. If more than one signal has arrived at the 
same tirne, the selection is done in an arbitrary 
way by the interrupt system. We can see that the 
dynamic selection mode is based on the interrupt 
feature. 

The foreground coroutine enters the dynamic 
needle selection mode by executing a MTRANS
FER operation and stays in it until one of the 
needle handlers closes it explicitly by executing 
the CLOSESELECT operation. When the needle 
calling CLOSESELECT is completed, the control 
is transferred back from the background process 
bg to the foreground process fg. The foreground 
process enters the static selection mode and stays 
in it until the next MTRANSFER operation is 
executed. 

4.2 High-Level Primitives 

The high-level concepts: process, mailboz, and 
grain are built on top of the low-level primitives, 
in the module called DKERNEL. Each (virtual) 
processor has its own instance of this module. 

DKERNEL consists of two sub-layers. The lo-
wer sub-layer, called mailboz, is permanent and 
configuration dependent. The upper sub-layer su-
pports user process and grain concepts; it is vola-
tile and application oriented. 

4.2.1 Mailbox 

The lower sub-layer - mailbox - consists of a 
coroutine called message dispatcher and inter-
processor channels to connect the message dis
patcher with its counterparts in other processors. 
Each inter-processor channel consists of two links 
transmitting data in the opposite directions. The 
inter-processor channel links and the interrupt sy-
stem associated with them are hardware suppor-
ted. The ports of the inter-processor channel links 
are associated with appropriate needle handlers 
which co-operate during remote message passing. 

The mailbox is initialised at the system start 

tirne. It runs permanently and creates the envi-
ronment for applications using multi-grain tran-
sactions. 

4.2.2 Processes and Grains 

In the higher sub-layer of the DKERNEL module, 
the functions creating a multi-grain transaction 
librarv are implemented. The functions can be 
used to build language constructs related to multi 
grain transactions like processes and grains. 

The processes are coroutines which are inter-
connected with the local message dispatcher coro
utine with links. The processes are created by the 
initial process using the CREATEPROCESS(P) 
operation. The operation creates a new coroutine 
with the function P as its body and inserts it into 
ready queue. 

There are two (not necessary disjoint) classes of 
processes: clients and servers. The client process 
is a coroutine which is interconnected with the 
local message dispatcher with so called call link. 
The client process is a sender for the call link, and 
the message dispatcher is its receiver. Each client 
process has one call link only. The message dis
patcher associates the client-call needle handlers 
with ali the call link output ports. 

The server process is a coroutine which is inter
connected with the local message dispatcher with 
so called grain links. One grain link is created 
for each grain defined in the server. The message 
dispatcher is a sender for the grain links while 
the server is the receiver for them. On the mes
sage dispatcher side, the grain-termination needle 
handler is associated with each grain link output 
port , and on the server side, the grain-call needle 
handler is associated with each grain link input 
port. 

Client 

Client 

cul link 

celi Ink 

grain link 

qra'm link 

^ ^ intef-pracena cho 

fg ra inco l j 

Server 
nnel w 

Message Dispatcher 
la onoltef Utsttgi Dispalcta 

CD needle handler • • syncnranous Onk 

To be able to accept its transaction, the server 
attaches a grain handler GH to each grain link 
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input port gop by calling ATTACHGRAIN(gop, 
GH), and enters the dvnamic grain selection mode 
calling the OPENSELECT() operation. The 
grain handler is a function taking a pointer to a 
message and returning no vame. The grain han
dler is invoked by the grain-call needle. The ne-
edle hides the protocol operations of the grain 
link from the user. The operation OPENSE-
LECT(fg, bg) delays the current foreground pro-
cess fg, moves from the ready queue a backgro-
und process bg and ušes MTRANSFER(fg, bg) 
to transfer control from fg to bg. The foregro
und process stays in the MTRANSFER operation 
and accepts grains until one of them invokes the 
operation CLOSESELECT. This operation com-
pletes MTRANSFER. Then the foreground pro
cess is resumed to complete the OPENSELECT 
operation. The background process is inserted 
into the ready queue, and the foreground process 
continues with the operation following OPENSE
LECT. 

Client process invokes the transaction tn in the 
process server sn by preparing the parameters in 
its own message buffer pointed by the pointer m, 
and by calling the primitive TCALL(sn, tn, m). 
The message buffer is big enough to contain not 
only the arguments and results of the transaction 
but to pass messages between the grains chained 
in the transaction as well. TCALL stores (pushes) 
sn, and tn in the message buffer and transmits its 
address down the call link to the message dispat-
cher. 

The client-call needle, at the message dispat-
cher side, retrieves sn and tn from the message 
and identifies the first grain in the transaction 
chain. If the grain is currently invoked, the new 
invocation (call link input port cip, and received 
message pointer m) is inserted into the queue od 
pending invocation pen; otherwise the new invo
cation becomes the current invocation and the 
message pointer m is send down the grain link 
to the server. If the grain input port is not ma-
sked the message pointer is accepted by the grain 
call needle; otherwise the acceptance is postponed 
until the grain is unmasked. 

If the grain is completed, the grain-call nee
dle at the server side sends an acknowledgement 
signal down the grain link. This invokes the 
grain-termination needle on the message dispat-
cher side. The needle retrieves the code of the 

grain termination operation invoked by the grain. 
The possible options are: TRETURN, CHAIN, 
DEFER, NEST. 

In čase of TRETURN, the needle simply sends 
an acknowledgement signal to the client through 
the cip port. In čase of CHAIN, the chained grain 
is invoked according to the rules described for the 
first grain invocation. In čase of DEFER, the cur
rent invocation is inserted into the deferred invo
cation queue def. In ali the cases, if the queue pen 
for the terminated grain is not empty, one pending 
invocation is removed and sent to this grain. 

The deferred invocations are moved to the pen
ding invocations queue by the RESUME and 
BROADCAST operation. The former moves one 
invocation only while the later moves ali the de
ferred invocations. 

The high-level library hides the message dispat-
cher coroutine and both the message dispatching 
and process scheduling algorithms. Each client 
process can call any server process and the server 
is not aware of the client's name. 

5 Related Works 

Silberschatz (Silberschatz 1979) presents a set of 
a system level primitives and protocols for an ab-
stract implementation of the CSP 10 commands 
and the guarded statements (Hoare 1978). The 
primitives and protocols are similar to our low-
level primitives and busy-waiting protocols. We, 
however, have shown that an efficient implemen
tation of the non-busy form of waiting in such 
protocols can be based on the interrupt feature. 

An extension of the Modula-2 low-level con-
currency features related to interrupts is given 
in Modula-2 Standard Draft (2nd Committee 
1992). It facilitates the implementation of selec-
tive acceptance protocol. However, it does not 
support the needle handlers, but the process level 
interrupt handlers only. The Draft considers the 
interrupt to be an 10 device synchronisation fe
ature only. It does not define any mechanism to 
either generate the interrupt signals by the pro-
cesses or to transmit da ta between the.processes. 

Hills goes further with his proposal for Struc-
tured Interrupts (Hills 1993). He adds the facility 
to send interrupt signals by processes. In this 
way, the interrupts are considered as an interpro-
cess synchronisation mechanism. The primitives 
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proposed by Hills are of higher abstraction level 
than our primitives; they include the ready pro-
cess queue management. His interrupt handlers 
are the process-level handlers. 

Chaves et al. (Chaves et al. 1993) suggest that 
the interrupts can be used for kernel-kernel com-
munication in a shared-memory multiprocessors 
with non-uniform memory access (NUMA). One 
of the alternatives for the kernel-kernel communi-
cation is the remote invocation. "The processor 
at node i sends a message to a processor at node 
j , asking it to perform the operation on its be-
half. The operation may be executed directly by 
the message interrupt handler, or indirectly via 
wakeup of a kernel process"(Chaves et al. 1993). 
In our terminology the operation can be executed 
either by a needle handler, or by a process-level 
handler. The authors point out that the message 
interrupt handler cannot be used to execute an 
operation that may block. For such operations 
they suggest process-level handling. 

Bjorkman (Bjorkman 1994) points out that 
substantial efnciency gains can be achieved if 
interrupt handlers are used instead of threads 
(process-level handlers) for network protocol pro-
cessing. Typical message delivery includes one 
interrupt and two context switching on the re-
ceiving side. The context switching is extremely 
costly in RISC processors with large register sets. 
When the protocol processing is included into the 
interrupt handler, the context switching can be 
avoided. 

The examples presented above point out that 
using interrupts in programs based on message 
passing paradigm can improve efflciency of such 
programs. Ali this attempts, however, remain un-
der a substantial influence of the static selection 
mode for operations in concurrent sequential pro-
cesses. In the HilFs idea, the interrupts are accep-
ted in the dynamic mode, but handled in the sta
tic mode. Chaves et al., and Bjorkman suggest 
executing non-blocking handlers in the dynamic 
selection mode, but the blocking handlers have to 
be executed in the static mode as process-level 
handlers. 

This paper makes a step further and proposes 
a model in which also the blocking message han
dlers can be executed in the dynamic selection 
mode. The blocking message handler takes a form 
of a multi-grain transaction. 

6 Conclusion 

In the classic implementation of the message pas
sing primitives, the Concurrent C transactions or 
ADA entries are selected for execution by the se-
lect statement and are executed as a part of the 
server process. We have identined in this im
plementation two different modes of selection of 
operation in a sequential process. The seleči sta
tement introduces dynamic selection mode for a 
sequential process. It is a mode in which the 
successor of an operation is selected at run-time 
from a set of operations defined by the process 
program. It is an alternative to the static selec
tion mode in which only one successor for each 
process operation is defined by the program of 
the process. The dynamic selection mode is used 
to accept the transactions, but the transactions 
themselves execute in the static mode. 

We have identified the dynamic selection mode 
as an inherent property of the message passing 
paradigm and the static selection mode as an in
herent property of the shared variable paradigm 
and came to the conclusion that mixing the two 
modes in one paradigm can be a source of poor 
expressiveness and poor efficiency of the transac
tions. This observation leads us to the concept of 
multi-grain transaction which is not only accep-
ted in the dynamic selection mode but executed 
in it as well. 

Applying the multi-grain approach to the tran
sactions which are executed in either the mutual 
exclusion or non-mutual exclusion modes and, at 
the same tirne, in either the synchronous or asyn-
chronous way gives a full range of message pas
sing primitives with the expressiveness compara-
ble with analogous primitives in the shared varia
ble paradigm. Moreover, the process management 
overhead of the message passing paradigm primi
tives can be reduced considerably. 

Improved in this way, the message passing me
chanism can be used as a basic IPC mechanism 
to reduce the communication overhead in pure di-
stributed systems in the similar way as the sha
red variable mechanism can be used to reduce the 
load imbalance overhead in the pure shared me-
mory systems. In the systems which combine the 
features of both the shared and distributed memo-
ries, a combination of these two paradigms can be 
used. 

It is also interesting that the dualism at the 
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monitor and server level described above can be 
observed in the internal structure of their mecha-
nisms as well. The basic low-level mechanisms: 
spin lock and interrupt svstem can be considered 
dual to each other. It shows a very strong internal 
interrelationship between the two paradigms. 
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Statistical databases are primarily collected for statistical analysis purposes. They usu-
ally contain information about persons and organizations which is considered confidential 
and only aggregate statistics on this confidential attribute are permitted. 
However, deduction of confidential data (inference) is frequently possible. In order to 
preverit this possibility several security-control mechanisms have been developed, among 
them the randomizing method. 
We compare randomizing with other methods using several evaluation criteria. Evalua-
tion shows that randomizing has several advantages in comparison with other methods, 
such as high leve! of security, robustness, low cost. On the other hand, the problem of 
bias for small query sets can be considerable for some applications. 

1 Introduction 

Databases often contain confidential information. 
Various security-control mechanisms deal with di-
fferent kinds of security problems, such as encryp-
tion, identiflcation of users, and access authoriza-
tion. Here we will study inference, i.e., the de
duction of confidential information from legal (i.e. 
permitted) statistical summary queries. 

A statistical database (SDB) is a database 
where certain users are authorized to issue only 
aggregate (statistical summary) queries, such 
as sum, maximum, minimum, count, average, 
median, variance, standard deviation, and k-
moment. These users (researchers) cannot retri-
eve information about an individual entry. 

Typical examples are Census Bureau databases, 
salaries of individual persons in a company, and 
diagnoses of patients in a hospital. 

We must enable these users to retrieve aggre
gate statistics, but prevent them from retrieving 

values of confidential attributes of individual re-
cords. In this way we protect the individuaPs 
right to privacy and on the other hand we can 
process information needed by the society [22]. 

Problems arise when certain users (snoopers) 
try to derive or infer confidential information from 
legal aggregate queries. If they are successful, 
we say that the SDB is compromised. There is 
more than one way how to compromise a SDB, 
for example the linear system attack [10] or using 
a tracker [8]. 

Several methods have been'developed in order 
to protect SDB's against compromises. Most of 
them are described in [2], where they are also 
classified and evaluated. Randomizing security-
control mechanisms such as the one described in 
[17] are just mentioned in [2]. Our goal is to eva-
luate this method and compare it with others. 

http://uh.edu
mailto:jurij.jaklic@uni-lj.si


258 Informatica 19 (1995) 257-264 E.L. Leiss et al. 

2 Overview of the Methods 

Two models offer frarneworks for dealing with the 
problem of the SDB security [2]: one is called 
the conceptual model [5] and the other the lattice 
model [9]. They support the research in this neld 
but do not offer methods for security control. 

There are two approaches to the problem of in-
ference for statistical databases: 

— query restriction approach and 

- perturbation approach. 

Methods belonging to the same group have si-
milar characteristics and are therefore easier to 
compare. In this section a brief overview of the 
two approaches is given. 

2.1 Query Restr ict ion Approach 

The idea is that if we do not permit every aggre-
gate query to be executed, we can achieve better 
security of the database. The proposed methods 
differ in the way in which it is decided whether 
the query is permitted. 

The first method (query set size control) is to 
limit the query set size [13]. It has been noticed 
[10], that if the issued queries have many com-
mon entities (records) in their query sets, there 
is a higher possibility of compromising the data
base. So, the method query set overlap control 
proposes to restrict the number of records that 
any pair of issued queries can have in common. 
One of the methods which can provide a very high 
level of security is auditing [27]. Auditing keeps 
track of issued queries and checks for each new 
query whether the database can be compromised. 
The partitioning method ([4],[25]) and the celi su-
ppression method [6] are other techniques. 

2.2 Perturbat ion Approach 

The perturbation approach includes two subgro-
ups of methods. One subgroup replaces original 
data in the SDB with other data and ušes these 
perturbed data to compute statistics (data pertur
bation) while the other subgroup computes stati
stics from the original data, but noise is added in 
one or another way during the computation of the 
statistics (output perturbation). 

The probability distribution methods [19] re-
place the original SDB by another sample with 
the same (assumed) probability distribution. A 
variant of this method (the analytical method) 
approximates the data distribution by orthogo-
nal polynomials (see [15]). The other proposed 
approach [23] is to replace the true values of a gi
ven attribute with the perturbed values once and 
forever (fixed data perturbation). There are two 
different methods, one for numerical and one for 
categorical attributes. 

An example of the output perturbation me
thods is the random sample queries method [7]; 
a statistic of a randomly selected subset of the 
original query set is given as a response to the 
issued query. 

In the randomizing method [17] a response to 
the given query is computed from a superset of the 
query set. Records are randomly selected from 
the database and added to the query set. 

Let us assume that a user is interested in a cer-
tain statistic of a given query set of size k. Let 
i\,..., ik be the indices of the records in the query 
set, and let DK be the name of the confidential 
attribute in whose statistic the user is interested. 
Instead of computing the true statistic, another 
v > 0 entities of the database are selected rando-
mly and added to the query set. Then the stati
stic of this superset of the original query set with 
k + v records is computed and returned as the re-
sult. Thus for a query of type average we have 
the perturbed response 

A _ E?=i DKj, + ZU P*«,- _ 
k + v 

_k-a + E j = i DK5j 

k + v 

where s j is the index of the j-th. randomly selected 
record and a is the true response C / = i DKi-)lk. 

v should be (much) smaller than k, otherwise 
the precision of the result can be very bad, altho-
ugh the security of this method increases with hi
gher values for v. That yields a security-accuracy 
trade-off. Here we select v to be equal to 1, justi-
fied by the observation (see [17]) that even with 
small introduced noise, the relative error of the in-
ferred values for DK will be considerable for large 
values of k. 
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3 Comparison 
We use the evaluation criteria proposed in [2] to 
compare the different methods; they cover the im-
portant objectives of a good security control me-
chanism. Some of the criteria exclude each other, 
and thus an effort must be directed towards ba-
lancing them. 

3.1 Security 

We consider different kinds of disclosures: 

- Exact disclosure is possible when a user can 
obtain the exact value of the confidential at-
tribute. 

- Partial disclosure is possible when a user can 
obtain an estimate DK[ of the value of the 
confidential attribute D K for the i-th record, 
such that Var(DKl) < c\ ( i.e. variance of 
the estimate DK[ is less than cf), where the 
parameter C\ is set by the DBA (Data Base 
Administrator). For the čase of categori-
cal attributes a partial disclosure is possible 
when a user can infere that the confidential 
attribute has not a certain value. 

- Statistical disclosure occurs when the same 
query is issued several times in order to ob
tain a small variance of the estimate of the 
true response - filtering. 

Let us look first at the exact compromisability 
of an SDB under different protection methods. 
There is the possibility of exact disclosure for 
some methods belonging to the query restriction 
approach group, namely the query set size control 
and the query set overlap control. 

Exact compromise cannot be done for a SDB 
protected by the auditing because of the nature of 
the auditing. This is also true for celi suppression 
and partitioning (see [6] and [26]). 

For methods belonging to the perturbation 
group, including randomizing, there is no possibi-
lity for the exact disclosure, except for some rare 
cases for the analytičal method (see [2]) and for 
rounding [1]. Conditions under which exact dis
closure is possible for these two methods are very 
severe. 

There are more possibilities for partial disclo
sure. Regardless of which method we use, it is 

possible to achieve partial disclosure. As for the 
most of the perturbation approach methods, it is 
possible to balance the security against the preci-
sion also for randomizing. The parameters which 
influence the security (and precision) and can be 
set by the DBA are: v, the number of records to 
be added to the query set and j , the parameter 
which is used in the method to solve the problem 
of accuracy (see Section 3.2). 

The problem of statistical disclosure has to be 
considered only in the cases where answers to the 
same query issued several times differ. For these 
(perturbation) methods one can achieve a better 
estimate of the real answer to the query using the 
method of filtering. The idea is that the user repe-
ats the same query several times. Let An denote 
the perturbed response to the ra-th repetition of 
the query with the true response a. In general 
A{ ^ Aj for i ^ j . Then the user can repeat the 
query m times and compute the average 

, Aj+A2 + ... + Am a = . 
m 

The result of this expression will converge to a 
certain value a* with increasing m. If the pertur
bed response (after one repetition) is A then we 
have 

Var(a ) = —-, 
m 

if the answers to repeated queries are indepen-
dent. Thus, we see that the more times one re-
peats the query, the better an estimate a' of the 
true response a can be achieved. 

Let us see how many queries (mr) we have to 
issue if we want to get statistical disclosure of the 
SDB protected by the basic randomizing method, 
if the criterion for the statistical disclosure is 

Var{a!) < c\, 

where c\ is the parameter set by the DBA. Let 
us consider a fixed query of type average with the 
true value a. The perturbed value of that query 
is 

a • k + DK., 
A~ k+1 ' 

where k is the size of the original query set and 
DKS is the value of the confidential attribute D K 
of the randomly selected record. If the random 
number generator we use is uniform, then we can 
expect that on the average the value for DKS is 
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equal to the average of the values over the data
base (DK*). Thus the expected value of A is 

E(A) a-k + BK* 
k + 1 

Now we can compute the variance of A: 

Var(A) = E 
a-k + DKS a-k + DK* 

k+1 k+1 
E(T>KS - DK*)2 Far(DK) 

(k + 1)2 (k + iy 
Because the responses to the queries are indepen-
dent of each other, we have 

Var(a') = Var(A) Var(DK) 
m m-(k + l)2 

As we expected, the variance of the estimate de-
pends on the variance of the confidential attribute 
and it is smaller for larger query set size. Thus 
we have: 

Var(BK) mr > c\-(k + iy 
Even if the mimber of queries needed to com-

promise a SDB can be quite large, it is possible 
to do it. The reason is that with the increasing m 
the average introduced noise of the query always 
converges to the same value DK*. In order to 
avoid this one can use the following method. 

For each issued query two calls to the random 
number generator are made, and therefore two in-
dices for the additional record are proposed. The 
selection of the single record to be added to the 
query set depends on the values of the confidential 
attribute of the records which are already in the 
query set. Let us say that the two proposed indi-
ces are x\ and X2- Then we choose max{a;i,a;2} 
if the Value of the boolean expression 

E = [(DKtl < DKi2) © (DKi2 < DKh) © • • • 
. . .® (£>#,-,_, <DKik)} 

is true, and min{a:i,a:2} otherwise. Here © deno-
tes the X0R operator. Thus the average introdu
ced noise may differ for two different queries and 
therefore the database cannot be compromised. 

3.2 A c c u r a c y of R e s p o n s e s 

The problem of the accuracy of responses occurs 
when we use perturbation methods. Using query 

restriction control methods, the responses to que-
ries are always equal to the true responses. 

We consider two criteria, namely bias and pre-
cision, i.e. variance of the estimator. 

As stated in [2] the main disadvantage of the 
randomizing method in comparison with other ou-
tput perturbation methods is the problem of bias. 
A bias occurs when 

E(a\A = w) ^ iv 

where again a is the true response to a fixed query 
and A is the perturbed value for that query. 

In our čase of the randomizing method and for 
queries of type average, we have 

A-(k + 1)- DK, 
a = k • 

^From this we can compute 

TP/- i A \ (k + l)-w E(DKs\A = w) 
k k 

Since, the selection of the random record does 
not depend on the query (for the basic method), 
we can obtain the fmal result 

(k + l)-w DK* 
E(a\A = w) 

k 

= w + w 
k 

-DK* 
k 

where DK* is again the average over ali database. 
It follows that in the limit, k —»• oo, the bias will 
be zero. 

The variance of the perturbed value A for ran
domizing is (X.f.i)2 • So, for large values of k 
(query set size) this method gives us quite good 
results, which means precise and \vithout bias. 
The only parameter which influences the precision 
is the query set size; the variance of the perturbed 
value is proportional to the variance over ali the 
database. 

The problem of accuracy is that the maximal 
error introduced by the randomizing can be arbi-
trarily bad [17]. The average error is not so bad, 
but the maximal error can be very unpleasant, 
specially for smaller k. 

This problem can be solved, if we do not permit 
that the additional value is very different from the 
values of the records from the query set. Thus, 
for a query of type average we stipulate that the 
chosen record satisfy the condition 

mx + mn ^ _ . . _ mx + mn 
avg — :— < DKS < avg + 2-i 2-j 

file:///vithout
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where s is the index of the selected record, avg, 
mx and ran are the average, minimal and maxi-
mal values of the confidential at tr ibute in the spe-
cific query set, and j is a parameter set by the 
DBA. If the first selected record does not satisfy 
the condition, then we select another record, and 
so on. Of course we must set a limit on the num-
ber of repetitions. Here the selection of j is es-
sential. If j is too small then we do not restrict 
randomizing; on the other hand if j is too large, 
possibly no record will satisfy the condition. 

It is difncult to say which of the perturbation 
methods is more precise, because the precision de-
pends to a great deal on the selection of parame-
ters of a given method. 

Ali da ta perturbation methods, except the fixed 
data perturbation method for categorical attribu-
tes, suffer from the problem of bias. On the other 
hand, among the output perturbation approaches 
only randomizing has this problem. This problem 
might be considerable for small databases with 
high variance of the confidential attr ibute. 

3.3 Consis tency 

A security control method is consistent if there are 
no contradictions or paradoxical results, e.g., if 
we get different responses to the repetition of the 
same query, or when the response on the average 
query differs from the quotient of the sum and 
count queries over the same query set. 

Ali query restriction methods are consistent. 
The only thing we have to take čare about is the 
possibility that the same query is once restric-
ted and once not (e.g. query set overlap control). 
Also data perturbation methods do not give con-
tradictory results, but we can obtain some para-
doxical results, such as negative salaries. 

On the other hand, ali probability distribu-
tion methods, random sample queries and varying 
output perturbation methods are inconsistent. 
Since the randomizing method belongs to the ran
dom sample queries methods it is inconsistent too. 
But we can overcome this problem if we use quasi-
randomizing [18] instead of the basic method de-
seribed in [17]. 

In order to select a random record to be added 
to the query set we use a random generator. Each 
random generator is a function of a parameter 
seed, and for the same seed the same sequence of 
random numbers is generated. So, when we want 

to generate a random index of a record, we can 
use as a seed a function of the query set; thus for 
the same query set the randomly selected index 
will be always the same. The requirement for the 
function which maps a query set into a seed is 
that it does not change for any permutation of 
the query set. A simple solutioh is the sum of the 
values of the confidential at tr ibute. If 

QS = {DKil,...,DKik}, 

then 

seed(QS) = DKh + ••• + DKik 

or 
s = g^RcindiDK^ + ••• + DKik)) 

where s is the randomly selected index and g is 
some function which maps random numbers into 
the set of indices of the records in the database. 
Another advantage of this method is that stati-
stical disclosure is not possible, because responses 
to the same query issued several times are always 
the same. The problem of paradoxical values for 
randomizing is not as severe as for the fixed data 
perturbation method. 

3.4 Robustness 

We say that a security control method is robust 
if supplementary knowledge does not help a user 
who wants to compromise the SDB. Supplemen-
tary knowledge is considered to be ali the informa-
tion about the database which a user knows from 
a source other than the system [2]. In general the 
robustness of the query restriction approach me
thods is very low, since the responses to queries 
for these methods are always correct. So with su-
pplementary knowledge about the database one 
can easily compute other values. Robustness can 
be controlled for some methods such as partitio-
ning [26]. Very severe is the problem of robustness 
for auditing because queries with very small query 
set sizes may be permitted. 

The perturbation methods are more robust, cle-
arly because perturbed answers are returned to a 
user. Their robustness varies from moderate (in 
most cases) to high for the data swapping method 
and can be usually controlled by the parameters 
of a particular method. 

The robustness of the randomizing method is 
high. In fact, if the number of elements known 
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by the user is small in comparison to the query 
set size, the SDB is stili secure. As stated in [16, 
pp. 15] also for the number of known elements 
approximately equal or larger than k (query set 
size), the number of repetitions of queries one 
has to issue in order to compromise the database 
is quite large. This is even more pronounced if 
quasi-randomizing is used. 

3.5 Cos t 

We consider the cost of the implementation of the 
security control mechanism, the processing over-
head per query and the education of the user ne-
cessary to understand the responses. 

For randomizing we can say that the initial 
implementation effort is very low for the basic 
method and a bit more complicated for the me-
chanisms which provide higher security (see Sec-
tion 3.1), higher accuracy (see Section 3.2) and 
consistency (see Section 3.3). 

Some methods have very low processing over-
head, for example query set size control, celi su-
ppression, ali data perturbation methods and ran-
dom sample queries. On the other hand there are 
methods such as query set overlap control and au-
diting, which are tirne and space consuming. Even 
more disturbing than the average complexity of 
comparisons is the fact that the processing over-
head is much larger for the queries issued later 
than for the queries issued at the beginning. 

The randomizing method has low processing 
overhead, the tirne overhead required per query 
is constant and there is no need for additional 
space. From this point of view ali variants of ran
domizing are basically low in cost. 

The randomizing method follows the majority 
of the methods regarding the cost of the education 
of the user, which means that it is low in cost -
simple to understand. 

3.6 General i ty 

Some of the methods described in [2] are not de-
veloped for ali types of aggregate statistic queries. 
For example, the varving output perturbation is 
developed only for sum, count and percentile sta-
tistics. 

The randomizing method can be used for al-
most ali types of queries, with the exception of 
count. But there are obviously some differences 

between the usage of randomizing for statistics 
such as sum or average and usage of the same me
thod for selector functions as median, min, max. 

While the precision for queries of type average 
is good, i.e. Var(A) = (

a
fc'i1y,r, we cannot say 

the same for the selector functions. In the worst 
čase for the max and min queries the difference 
between the true response and the randomized 
response can be as large as the difference between 
the maximal and minimal value of the confiden-
tial attribute in the database, max;=i jv|DK;| -
min;=iv..)jv|DK,|. On the other hand, a user can 
get also the true response. If we choose an ar-
bitrary query set of size k, then the probability 
that the answer given to the user will be exact, is 
equal to 

N (m-l\ , 

V ^-^ — ~ — 
^ (") ' N ~ N' 

m=h \k> 
In order to solve this problem one can use the re-
stricted randomizing method. However, we know 
that the value of the perturbed response to a 
query of type max is greater or equal to the true 
response. Thus, the problem of bias is here more 
severe. 

The situation is the same for queries of type 
min, but not for queries of type median: here the 
answer will change often, but the error is usually 
small and depends on the variance of the database 
and the selection of the query set. 

Since there are few perturbation methods which 
can be used for ali types of queries, vve can con
sider randomizing as a general method, even tho-
ugh it is not equally good for ali types of queries. 

3.7 Suitability 

It is desirable that a method be applicable for 
both numeric and categorical attributes. AH 
query restriction approaches are able to deal with 
both. Two fixed data perturbation methods have 
been developed, one for numeric attributes [28] 
and the other one for categorical attributes [2]. 
The probability distribution and the random sam
ple queries can be used for both. The randomizing 
method is not suitable for categorical, but only for 
numeric attributes. 

In addition, some methods are suitable for more 
than one attribute and others for only one at
tribute. Again ali the query restriction methods 
are basically suitable for more than one attribute. 
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The only problem is for auditing, where the pro
cessing overhead can become very high and this 
method may have no practical value. From the 
perturbation methods the following are suitable 
for more than one attribute: data swapping, ana-
lytical method, random sample queries, if the at-
tributes are independent, also the varying output 
perturbation, as well as randomizing. 

The last criteria is suitability to dynamic SDB. 
For some purposes a SDB can be static, for exam-
ple a census database. For other purposes it is 
very important that the database be dynamic and 
on-line. For such a database the method used 
must provide security also in cases of changes in 
the database. Moreover, it must not require too 
much processing overhead per change in the da
tabase. Randomizing is completely suitable for 
on-line dynamic databases and does not require 
any additional effort for implementation nor any 
processing overhead per change in the database. 
There are some methods which are not suitable to 
on-line dynamic SDB at ali: celi suppression, data 
swapping, and probability distribution. Note that 
ali the output perturbation methods are suitable 
for on-line dynamic SDB. 

3.8 Information Lost 

Information lost is defined as "amount of non-
confidential information that is unnecessarily eli-
minated, as well as, in the čase of perturbation 
methods, the statistical quality of the informa
tion provided to the users" [2]. This means that 
in the čase of perturbation methods the term in
formation lost corresponds to precision. In other 
words: the higher the precision is the lower the 
information lost is. This applies also to the ran
domizing method. 

The situation is different for the query restric-
tion methods. Information lost can be very high 
for the query set size restriction and for the query 
overlap restriction approaches. 

The auditing method restricts by its nature 
only queries that can lead to compromise. Fol-
lowing the defmition of the information lost (see 
above) we can say that this method causes no in
formation loss. However, the priče that must be 
paid for this is very high (see Section 3.5). 

It is more difficult to give an estimation of infor
mation lost for the partitioning and celi suppres
sion methods because it depends on data in the 

database. Some empirical results (see [26]) show 
that information loss can be very severe for par
titioning. In order to reduce it, dummy records 
have been proposed. 

3.9 Conc lus ions 

In summary we can say that the randomizing me
thod has more than one advantage in comparison 
with other methods. It assures high securitv, ro-
bustness, and precision if the improvements de-
scribed in this section are used. Another very im
portant advantage is that the method is among 
the lowest in cost. 

The disadvantages are: its bias (however it 
tends to be small for large sizes of query sets); 
it is not suitable for categorical data; it is not 
suitable for some types of queries. 
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An approach to the concept ofdeep knov/ledge is outlined. The approach is based on the 
assumption that the depth of knov/ledge results from its explanatory powers. After con-
sidering some examples ofdeep and shallov/ knov/ledge and dehning deep knov/ledge and 
robustness, an approach to the development of domain models based on deep knov/ledge 
is proposed. The proposed approach is based on the Salmonian concept of causai pro-
cesses and it provides a uniform point of viev/ to knov/ledge of physical domains and 
domain modeling. The approach is developed in order to incorporate structural and 
causai knov/ledge directly into numeric models because qualitative approaches seem to 
have philosophical problems. 

1 Introduction 

Since the Chandfasekaran and Mittal article 
(Chandrasekaran and Mittal, 1983) most wri-
ters concerned with so-called domain models have 
been using the term deep knoivledge. Unfortuna-
tely, the term has not been defined very well and 
its use has depended on vague notations of its na-
ture. The vagueness of the meaning of the term 
invites us to try to dehne it more clearly, and 
one approach to the concept of deep knov/ledge 
and its nature and use in domain modeling will 
be discussed later in this paper. The approach is 
developed because qualitative techniques seem to 
have some philosophical problems (Ahonen, 1994) 
and there obviously is a need for the incorpora-
tion of the best features of quantitative and qua-
litative approaches. In addition to this some of 
the most obvious consequences of the use of deep 
knov/ledge for the overall usefulness and structure 
of domain models v/ill be discussed. 

In fault diagnosis and simulation there is one 
obvious requirement for the domain model, na-
mely that it should be able to function like the 
modeled phenomenon in every čase. Unfortuna-
tely, hov/ this can be achieved is not entirely clear, 
despite some results and authors speaking in fa-
vor of deep knov/ledge. The main problem with 

deep knowledge is that we do not knov/ v/hat it is 
although v/e knov/ what it should do, i.e. provide 
better robustness for domain models. 

The use of the term deep knov/ledge seems to be 
closely related to the idea that we cannot create 
practical Al systems \vithout turning our atten-
tion to physical reality around us. Hayes proposed 
the use of models of the physical reality as a me-
thod of avoiding the problem of too simplistic pro
blem domains (Hayes, 1979). The formalization 
of the physical world and models created from the 
physical v/orld should, according to Hayes, have 
the following characteristics (Hayes, 1979): 

— Thoroughness, i.e. it should be able to cover 
the v/hole range of everyday phenomena (the 
formalization will not, of course, be perfectly 
thorough). 

— Fidelity, i.e. it should be reasonably detailed. 

— Density, i.e. the ratio of facts to concepts sho
uld be high. 

— Uniformity, i.e. there should be a common 
framev/ork for the v/hole formalization. 

In addition to the interest in physical domains, . 
Hayes said that reasoning alone is not enough, 
from v/hich it may be concluded that an intel-
ligent system would include both reasoning and 
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knowledge of physical reality. This dual view le-
ads us to adopt the idea of model based reaso-
ning, according to which the descriptions of do-
main and reasoning are kept separate.1 The mo
del based reasoning approach is more a metho-
dology than a technique, because it does not de-
termine the implementation (Saarenmaa, 1988). 
The model based approach seems to be especially 
useful in fault diagnosis and other fields that re-
quire the use of real-world models (see, e.g., de 
Kleer (1987), Koton (1985), Nardi and Simons 
(1986), Xiang and Srihari (1986), Rich and Venka-
tasubramanian (1987), Cross (1984), and Adams 
(1986)). 

One interesting possible approach to deep 
knowledge is to consider the depth of knowledge 
possessed by human experts. The human per-
formance is especially interesting because human 
experts seem to be able to estimate the func-
tioning of a physical system even in cases that 
have not been encountered earlier and because 
studies of cognitive processes of human experts 
seem to suggest that they, i.e. human experts, 
use some kind of domain models in their reaso
ning (e.g. Sweller's (1988) results support this be-
lief). In this paper we will consider the nature 
of deep knowledge from the perspective of sci-
entific knowledge. Scientific knowledge was cho-
sen because there are human experts succesfully 
applying scientific knowledge to tasks which re-
quire deep knowledge and robustness. Possible 
examples vary from engineers designing new equi-
pment to doctors diagnosing patients. Hence sci
entific knowledge provides a promising starting-
point for our considerations. 

At this point it must be stressed that the con
siderations presented in this paper are applicable 
only to domain modeling. Ali other aspects like 
knowledge used by natural robust creatures are 
left out. In addition to that restriction, the dis-
cussion is limited to physical domains only. The 
domain we are interested in is physical reality, i.e. 
the concrete world, in which čase pure theory bu-
ilding and abstract entities are omitted. The main 
reason to consider physical domains only is that 
there obviously is a need for a method which co-
uld be used to incorporate causal and structural 
knowledge into numeric simulation models beca-

JNote that according to Clancey (1992) ali expert sy-
stems are model based. 

use qualitative models do not work wery well with 
ali physical domains (Ahonen, 1994).2 

In the next section we will define some of the 
key terms and concepts. 

2 Models 

In order to make the following discussion clea-
rer we will define several concepts, some of which 
have been already used. In this paper the term 
phijsical reality means the concrete world. Si-
milarly, a real-world phenomenon or a real-world 
object is a phenomenon or an object which exi-
sts or can potentially exist in physical world. A 
model is a representation of physical reality. Such 
representations are simplifications of physical re-
ality, and unfortunately they do not produce reli-
able information on every aspect of the phenome
non being modeled (Lewis and Smith, 1979, 2). 
Our defmition of models differs from the normal 
definition in its clear nature as a representation 
of physical reality (see, e.g., (Futo and Gergely, 
1990) for the usual approach). Simulation is the 
creation and execution of dynamic models emplo-
yed for understanding system behavior (Fishwick, 
1992). These definitions restrict the applicability 
of the following discussion. 

Sometimes it may be the čase that the model 
is used to simulate a situation that has not been 
considered during the development of the model. 
Such a new situation is a čase in which the model 
is intended to be used without prior knowledge 
of the possibility that such a čase may be enco
untered during the use of the model. A model is 
robust if it behaves like its real counterpart would 
behave in a similar new situation. In other words, 
a robust model produces right values to the va-
riables used to represent the modeled real-world 
phenomenon or object. 

Models should be designed in a way that they 
do not lose their modeling ability even in new si-

One of the fundaraental points to remember when de-
aling with physical domains is that scientific knowledge 
differs from everyday knowledge (or intuitive knovvledge) 
(Tuchanska, 1992), and it would seem fairly strange to 
consider physical causality and intuitive mythical causality, 
which has been discussed by de Kleer and Brown (1984), to 
be the same. In addition to that, the philosophical discus
sion presented in (Ahonen, 1994) suggests that qualitative 
approaches are not very good for modeling some types of 
continuous }>hysical systems. 
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tuations. The obvious way to achieve this goal 
is to develop models by using knowledge that is 
required to determine the behavior of the model 
in as many new situations as possible and do it 
despite the fact that models are simplifications 
(note that the models of human experts are also 
simplifications). We will call such knowledge deep 
knowledge because it can be said to go beyond the 
surface of the knowledge on which our models are 
based. Deep knowledge is knowledge of the fe-
atures that define the structure and behavior of 
the phenomenon or the object considered. Deep 
knowledge provides the basis on which robustness 
may be built. 

This definition of deep knowledge is usable, 
however it leaves two important questions open. 
The first question concerns the actual nature of 
deep knowledge, and the other question the struc
ture of models that are based on deep knowledge. 

Despite the superficial differences both Al sy-
stems and simulation systems include models, si-
mulation systems by definition, and according 
to Clancey (1992) ali Al systems include mo
dels. Hence the distinction between knowledge 
representation in the traditional Al sense and 
knowledge representation in the traditional simu
lation sense is not very clear, although some rough 
divisions may be made on the basis of the inten-
ded usage of the models (Miller et al, 1992). Beca
use the connection between both types of models 
is very strong, we can proceed as if they were the 
same.3 The sameness will be assumed because the 
approach we will outUne later in this paper will 
be the same for both Al and simulation mode-
ling. The approach outlined in this paper is based 
on the philosophical discussion and proposal pre-
sented in (Ahonen, 1994). In order to approach 
modeling tasks from a clearer point of view it is 
necessary to outline how modeling tasks proceed. 
One way to look at such tasks is to divide them 
into different steps or levels. For example Zeigler 
(1976) divides modeling tasks into the following 
levels: 

— the "real system", a source of potentially ob-
servable data; 

— the "experimental frames", a set of limited 
observation or manipulation cases for the real 

3There is clearly a need for a representation which could 
really connect both approaches (Kuipers, 1993). 

system; 

- the "base model", a comprehensive model of 
the system in every experimental frame; 

- the "lumped model", a simplified version of 
the base model, which is simplified in a way 
that stili provides the reliability of the origi
nal base model in interesting cases; 

- the "computer model", an implementation of 
the lumped model in a computer program-
ming language on a machine. 

The above steps of traditional modeling include 
the assumption that there is no model which is 
complete, i.e. so thorough a replica of the mode-
led object or phenomenon that it could not be im-
proved as a result of changes in knowledge about 
original or experienced defects in the developed 
model. This is clearly expressed by Zeigler (1976, 
31) who concludes that: 

In any realistic modeling and simulation 
area, the base model description can ne-
ver be fully known. (original emphasis) 

The definition of robustness and the inherent 
incompleteness of models mean that no really ro-
bust models exist. But for pragmatic reasons it is 
a compelling and useful aim to make models more 
robust. 

In the next section we will briefiy look at the 
connection between shallowness, robustness and 
the explanatory powers of the knowledge used in 
the creation of models. 

3 Shallow models, explanation, 
and robustness 

In the field of the philosophy of science, one of 
the most active topics of interest is the expla-
native nature of scientific knowledge. For our 
purposes we will consider the explanatory aspect 
of scientific knowledge, and suppose that scien
tific knowledge consists mainly of explanations. 
(This assumption seems to be a safe one beca
use the explanatory nature of scientific knowledge 
tends to be so widely accepted a proposition, see 
e.g. (Fetzer, 1981), (Niiniluoto, 1983), (Salmon, 
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1971), and (Salmon, 1984), that it is not seriou-
sly questioned at ali.) In order to avoid a multi-
tude of arguments we will assume that concepts 
are considered to be defined'in"šuch explanations. 

To clarify the connection between robustness 
and the explanatory powers of models we will bri-
efly consider so-called shallow models, which are 
often thought to be the opposite of deep models 
(see e.g. Chandrasekaran and Mittal (1983)). Al
though we will not define shallow models explici-
tly, we will briefly consider some of their features. 
In this paper the term shallom-rnodel is interpre-
ted in a way that makes clear that shallow mo
dels include primarily shallow knovvledge acquired 
by, for example, empirical observations, which are 
then written into rules or equations that define 
the values of variables by relations between those 
values.4 If we consider shallow models to include 
only empirical knowledge acquired by observing 
the surface behavior of an object or a phenome-
non, then we can assume that the features of such 
models differ from the features of the respective 
deep-knowledge models. In order to emphasize 
the distinction we will briefly consider some sim-
ple examples of models that provide desired ro
bustness or do not provide it. 

Consider, as an example, a situation where a 
human being cannot get enough vitamin A. It is 
well known that too little vitamin A causes ill-
ness, and it is similarly well knov/n that by giving 
more vitamin A to the person in question, his/her 
health can be improved. From a limited amount 
of knowledge it can be concluded that by giving 
more and more vitamin A the person's health will 
improve infinitely. It is, however, known that this 
is not the čase. Knowledge of the biological low-
level effects of vitamin A would have enabled the 
avoidance of the wrong conclusion. This example 
is, however, fairly weak because a fully covering 
statistical example could be created reasonably 
easily. Although a covering model could be crea
ted, that statistical model would suffer from the 
same shortcomings as the next example. 

As an example of shallow models which com-
pletely lack explanatory power we can consider a 
model of the growth of pines. Having gathered 

In other words, a shallow model is like a "black-box" 
vvhich responds to external stimuli and produces values 
to interesting variables according to predefined mappings 
from the stimuli to the values. The inside of the box cannot 
be seen in the čase of shallovv models. 

a great number of observations, it is possible to 
generate a function, and say that 

'According to our empirical observations 
we can give the statistical relationship 
betvveen the height growth and the age 
of pines as 

h(t) = H 
1 + /i-iC-^4 (1) 

where H (max. height), hi and /12 are 21 
m, 20.4 m and 0.064, respectively' 

vvhich is true. But by saying (as Oker-Blom et al 
(1988)) that-

'The height growth was assumed to be 
independent of stand density and was 
modeled as a logistic curve (1). The va
lues of H (maximum height), /11 and /i2 

were chosen as 21 m, 20.4 m and 0.064, 
giving a height development in accor-
dance with existing growth and yield ta-
bles.' 

and implicitly supposing that the equation expla-
ins something, we say something that is not true. 
If we say that the equation states the statisti
cal relationship between h and t, we do not say 
anything that is untruthful but we do not provide 
any explanation, either. In addition to not be
ing able to provide any explanations, the model 
is not robust. The lack of robustness can be ea-
sily pointed out by asking "What will happen to 
the growth if the climate really changes as they 
say?". The presented statistical model cannot an-
swer that question. 

Obviously Oker-Blom's model does not have 
great explanatory power in the sense required by 
the question: 

'Why does the equation (1) hold for 
the height growth and the age?' (2) 

The question (2) to vvhich a human expert could 
easily provide an answer, cannot be answered by 
the model — although that question is one of the 
most obvious to be asked. 

Although knovvledge present in Oker-Blom's 
model can explicitly determine a model, it does 
not even implicitly answer the question (2). The 
fact that models of this type do not include 
the knovvledge required for adequate explanations 
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does not mean that explanations do not exist at 
ali. The problem of non-existence of explanati-
ons in statistical relations has been noted earlier 
(Fetzer, 1981, 87; Salmon, 1984). 

It is actuallv easy to find examples of cases in 
which obvious statistical relations have nothing to 
do with explanations or actual mechanisms of the 
čase. We can, for instance, take Salmon's (1984, 
268) example: 

' . . . there is a strict positive correlation 
between the amount of tirne required for 
clothes hung out on a line to dry and 
the distance required to get an airplane 
off the ground at the nearby airport. I 
take it as given that the higher the rela-
tive humiditv, the longer the clothes will 
take to dry. Thus the phenomenon that 
requires explanation is the fact that in-
creased relative humidity tends to make 
for greater takeoff distance, other things 
— such as the temperature, the altitude 
of the airport, the type of the plane and 
the load it is carrying — being equa l . . . ' 

In the example chosen by Salmon there is no di-
rect explanatory connection between the obser-
ved phenomena. The actual explanation gives 
the common reason for the phenomena. The in
teresting thing is that in addition to providing 
the necessary knowledge, the explanation hints 
at the possibility of creating a model of the con-
cepts used in the explanation. Such a model could 
be used in a variety of cases which involve physi-
cal phenomena and objects modeled — in other 
words, such a model could be fairly robust. Note 

' tha t in Salmon's example there is no way of crea
ting a covering statistical model which could offer 
any insight into the correlation. 

Although statistical 
analysis of shallow knowledge is often very use-
ful, the unfortunate fact is tha t sometimes even 
strict correlations or conditional probabilities of 
1 or 0 do not mean that there is an explanatory 
relation. It can, at first, seem strange to say that 
~P{A\B) = 1 or P(A\B) = 0 does not mean that 
there is any connection between A and B, but it 
is fairly easy to find examples which show that 
the claim is true. A great deal of .this is implied 
by the fact that statistical correlation is a sym-
metric relation while causality is not (Irtzik and 

Meyer, 1987). Obviously an alternative is requied 
in order to create robust domain models. 

Considering the vitamin A example and Oker-
Blom's equation and Salmon's airport-example 
and proper explanations for those cases5, it is 
interesting to note tha t such explanations have 
to explain the observed phenomena by using con-
cepts and entities which are not parts of the ori
ginal description of the čase. The same can be 
said of any physical phenomena which is explained 
using Newtonian mechanics because Newtonian 
mechanics is not present in the description of 
e.g. the famous apple often said to be connected 
with the late Newton. It seems to be the čase 
that those explanations use deep knowledge, i.e. 
knowledge that goes beyond the observed surface 
features (i.e. the values of the actually interesting 
variables) of the čase and the original description 
of the situation. 

Problems with shallow models lead us to look 
for other approaches. As was said, one of the most 
important aspects of knowledge is to answer why-
questions, questions which often imply some kind 
of causalitv. Unfortunately the concept of causa-
lity are very difficult to define, but we will, howe-
ver, briefiy outline causahty and explanation. We 
will continue on to the assumption that causal re
lations exist. 

Thus far we have briefly considered the connec
tion between explanatory power and robustness. 
In the following section we will outine one possi-
ble approach to the conceptualization of physical 
reality. The approach differs somewhat from the 
usual object-phenomena -models. 

4 Causality and explanation 

The use of causality in different forms is actualh/ 
very tempting. The concept of causal relations is 
acceptable at face value an and cognitively plau-
sible. Actually, different levels of explanatory po-
wers and probabihty in causal explanations seem 
to exist (see e.g. Sober (1984)), which implies the 
versatile nature of causal explanation. 

Probably the most useful approach to define 
the features of the physical reality spoken about 
is proposed by Salmon (1984), who proposes 

sThe explanations are left out because such case-specific 
aspects are outside the scope of this paper. 
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the concept of causal processes instead of causal 
events. Of causal processes he says: 

'Causal processes .propagate the struc-
ture of the physical world and provide 
the connections among the happenings 
in the various parts of space tirne. Ca
usal interactions produce the structure 
and modifications of structure that we 
find in the patterns exhibited by the 
physical world. Causal laws govern the 
causal processes and causal interactions, 
providing the regularities that characte-
rize the evolution of causal processes and 
the modifications that result from causal 
interactions' (Salmon, 1984, 132) 

The concept of causal processes is not, however, 
very clear; many of their features have to be defi-
ned with more precision. Those features include 
mark transmission, structure transmission, the 
principle of causal influence, and causal interac-
tion. 

The most important criterion for a causal pro-
cess is its ability to transmit a mark. By mark 
transmission we mean that a causal process can 
transmit a mark from point A to point B (and 
every point between them) without further inte
ractions. The mark transmission (MT) is defined, 
in a more explicit way (Salmon, 1984, 148) , as: 

Let P be a process that, in the absence of 
interactions with other processes, would 
remain uniform with respect to a cha-
racteristic Q, which it would manifest 
consistently over an interval that inclu-
des both the space-time points A and B 
(A ^ B). Then, a mark (consisting of 
a modification of Q into Q'), which has 
been introduced into process P by me-
ans of a single ihteraction at point A, 
is transmitted to point B li P manifests 
the modification Q' at B and ali stages 
of the process between A and B without 
additional interventions. 

Note that marks in a process are, actually, 
changes in the process itself. Therefore we can say 
that a transmission of a mark is a transmission of 
the changed structure of the process transmitting 
the mark, and a process can always be said to 
transmit its own structure, changed by a mark or 

not. The principle of structure transmission (ST) 
can be formulated as follows (Salmon, 1984, 154): 

If a process is capable of transmitting 
changes in structure due to marking in
teractions, then that process can be said 
to transmit its own structure. 

The fact that a process does not transmit a par-
ticular type of mark does not mean that it is not a 
causal process. Consider, as an example, the pro
cesses of a hard rubber bali and a particular beam 
of light (caused by a lamp and colored white). It 
is possible to paint a green mark on the surface of 
the bali but it is not possible to do the same to the 
beam of light, although it is possible to change the 
color of the beam to green by using a green filter. 
Marks must be consistent with the structure and 
properties of causal processes — a causal process 
cannot be marked by every method. 

In accordance with the principle of structure 
transmission there must be a way to define how 
a causal process propagates causality from one 
space-time locale to another. The principle of ca
usal influence (PCI) can be defined as (Salmon, 
1984, 155): 

A process that transmits its own struc
ture is capable of propagating a causal 
influence from one space-time locale to 
another. 

Combined together the concepts MT, ST and 
PCI define what a causal process is. Although 
a causal process can be very effectively defined 
by them, no interactions between processes have 
been defined. Obviously processes interact and 
interactions constitute the actual structure of ca
usal relations. 

As can be deduced from the definitions of MT, 
ST and PCI, there exist, in addition to causal 
processes, a great number of non-causal proces
ses. The existence of non-causal processes makes 
the definition of causal interaction (CI) between 
processes quite difncult task, and one proposition 
is made by Salmon (1984, 171), and is as follows: 

Let Pi and P2 be two processes that in-
tersect with one another at the space-
time point S, which belongs to the hi-
stories of both. Let Q be a characteri-
stic that process P\ would exhibit throu-
ghout an interval (which includes subin-
tervals on both sides of S in the history 
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of P\) if the intersection with Pi did 
not occur; let R be a characteristic that 
process P 2 would exhibit throughout an 
interval (which includes subintervals on 
both sides of S in the history of P2) if 
the intersection with P\ did not occur. 
Then the intersection of P\ and P2 at S 
constitutes a causal interaction if: 

1. P\ exhibits the characteristic Q be-
fore 5 , but it exhibits a modified 
characteristic Q' throughout an in
terval immediately follovving S; and 

2. P2 exhibits the characteristic R be-
fore S, but it exhibits a modified 
characteristic R' throughout an in
terval immediately following S. 

Salmon proposed that scientiflc explanations 
should use the concept of causal processes as the 
basis, and that actual explanations are linguistic 
descriptions of chains of causal interactions and 
mark transmissions. The discussion of how expla-
nations are actually created by using the causal 
processes -concept is not presented in this paper 
— for that discussion we refer to (Salmon, 1984). 
In the following section we will consider a mo-
deling approach that is based on the concept of 
causal processes and briefly discuss the intuitively 
tempting claim that models able to provide expla-
natory knowledge are robust. 

5 Causal process models 

In this section we will describe a domain mode-
ling approach based on the Salmonian concepts of 
causality. Generally we will consider models that 
may be called explanatory models. An explana-
tory model is constructed according to the concept 
of causal processes and the model produces quan-
titative results, i.e. values to variables, based on 
processing the descriptions of the modeled causal 
processes. Note that we are considering models 
which are not qualifcative in the meaning discus-
sed in (Weld and de Kleer, 1990). Because qua-
litative models of the physical reality suffer from 
philosophical problems (Ahonen, 1994), we have 
to develop an alternative t o n o r m a l qualitative 
and quantitative approaches. Our approach in

cludes causal6 and structural knowledge directly 
into numeric simulation models. 

In order to prevent any confusion between 
explanatory inferences (i.e. the mechanism by 
which explanations are generated) and explana-
tory models (i.e. models of the causal structure 
of the reality) we can consider the sentence 'I see 
that there is snow outside and therefore I know 
that the temperature outside is below zero degrees 
celsius'. The sentence is not an explanatory mo
del, and even the sentence 'I see that there is snow 
outside and therefore I know that because water 
can be snow only if the temperature is below zero, 
I am able to deduce that the temperature outside 
is below zero' is not an explanatory model. Wri-
ting that 'When the temperature is below zero0 

C, water molecules arrange into a combination in 
which they do not constitute a liquid' we are much 
nearer to having an explanatory model. Note that 
a transmission of energy causes water molecules to 
rearrange - an obvious čase of causal interaction 
and mark transmission. In the next subsection we 
will outline a simple formalization of explanatory 
models. 

5.1 The structure of explanatory 
models 

If we consider any practically useful model, it is 
very probable that such a model would include 
several processes which may interact with each 
others. In addition to interacting with other pro
cesses from tirne to tirne, it is interesting to note 
that causal processes Pj and P 2 can be in con-
tinuous interaction. Consider, as an example of 
continuous causal interactions, a car. The motor 
of the car always has several different causal in
teractions with other parts of the car, and there 
are, in the motor, parts which can be thought to 
be causal processes continuously interacting with 
each others. An explanatory model M (without 
the interactions) could now be said to be a set of 

At this point it must be stressed tha t in this paper we 
are discussing physical domains and physical causality only. 
This is partly because the approach presented is developed 
to overcome the problems encountered by quali tat ive mo-
deling of physical reality, and the knowledge considered is 
our best knowledge about the physical world, i.e. scientiflc 
knowledge, not naive knovvledge used in quali tat ive mode-
ling approaches like the mythical causality discussed by de 
Kleer and Brovvn (1984). 
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causal processes, i.e. 

M = {P1,P2t...,Pn} 

in which P{ denotes a causal process included into 
the model. In order to have interactions, as clefi-
ned in the previous section, between various pro
cesses an explanatory model must be redefined as 

M = (P,I) 

in which P is the set of the modeled processes and 
J is the set of the possible interactions between 
them. Every member of J is a CI. 

Another interesting feature of causal processes 
is that they are divisible. Consider, again, a car. 
For a pedestrian injured by the car, the car con-
stitutes one process, and for a mechanic the car 
consists of a multitude of different causal proces
ses. The example of the car shows that we can 
divide a process into several processes depending 
on what we know of it. A causal process can some-
times be divided into several subprocesses which 
have causal interactions and causal structures of 
their own. 

Because some processes can be divided into 
subprocesses, a process should be clearly distingu-
ishable from its subprocesses by means other than 
just having different characteristics. One possible 
method for this separation is the introduction of 
the concept of levels; on lower levels there would 
be the subprocesses of process Pj and Pj itself 
would be on the upper level. Now the process Pj 
can be formalized as 

Pj = {Pj,l,Pj,2,...,Pj}n} 

in which Pjj is a subprocess of Pj. 
In principle the number of levels of an explana-

tory model is not restricted. Different models re-
quire different numbers of levels, and the number 
of levels of a model is restricted by the limitations 
dictated by the computer on which the model is 
used or by the fact that sometimes the required 
accuracy can be achieved by using fewer levels, or 
by the fact that human knowledge of the problem 
may not be complete enough. 

It is interesting to note that the concept of le
vels seems to a be natural solution for the mo-
dularity problem. Different processes existing on 
different levels fulfi.ll the modularity requirements 
presented by Cota and Sargent (1992). 

In order to define the characteristics of a proces
ses there must be a way to identify that particular 
process. Therefore it is reasonable to consider the 
characteristics of a process to be identified by an 
intensional name (the name represents the inten-
sion of the intended real counterpart existing or 
potentially existing in the physical reality). The 
name can be considered to identify the variables 
and the values of the variables and the charac-
teristic space-time functions which constitute the 
features according to which the process is defined 
and characterized. Now a process is formalized as 

Pj=<N,S> 

in which S is the set of subprocesses and N is the 
name of Pj. 

A process is characterized by the values of the 
variables and the variables themselves and the 
space-time functions which are used to represent 
the process in question. The name of the pro
cess is used to clarify the recognizable features of 
the process in order to make the characterization 
more comprehensible. In order to include the ac-
tual process characteristics in the model, we can 
define a process as a tuple 

Pj=<N,V,F,S> 

in which N and S are as above, V is the set of the 
variables used to represent the characteristics of 
Pj, and F is the set of space-time functions which 
define the characteristics of Pj together with V. 
Note that a model of a causal process does not 
require any names in principle, because an actual 
process is characterized by the variables and the 
values of the variables and the space-time functi
ons which may change the values of the variables 
(the space-time functions are required in order 
to enable specific time-related characteristics like 
Polonium218 's tendency to lose mass over tirne). 
Processes are named in order to make the model 
more understandable and easier to use and con-
struct. Now an explanatory model can be defined 
as a tuple 

M=<P,I> 

as above. 

In this solution the variables in V and the func
tions in F are the method by which the characte
ristics o f a given process are represented. These 

http://fulfi.ll
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characteristics include the structure of the pro-
cess and possible marks, i.e. changes to the struc
ture of the process, and transmit the structure 
and the marks over space-time. If the process 
defmition includes a variable for the color of a ru-
bber bali, that bali will be marked by painting 
it and changing the value of that variable. That 
change would then be transmitted over the simu-
lated space-time and the representation would ful-
fil the defmition of MT. Similarly the "variables 
with functions" representation obeys the princi-
ple of structure transmission, and by being able 
to transmit their own structure the representati-
ons are able to propagate causal influence from 
one space-time locale to another and hence ful-
fi.1 the definition of PCI. Naturally every h £ I 
must fulfil the definition of CI. 

Obviously the movement of a car, which is a ca
usal process, has an effect on the doors of the car 
— at least the effect of movement. Or consider 
a stone hitting one of the doors. Obviously ca
usal processes on different levels can have causal 
interactions with each others. It seems actually 
to be the čase that there is no limit for the level 
number difference between processes which have 
causal interactions with each others. 

In some cases the causal interaction is constant, 
but sometimes it is only a possibility. The possi-
bility of the causal interaction exists between any 
cup and any table, but it actually exists only if the 
causal processes in question fulfill certain charac
teristics (one example of that kind of characteri
stics is the space-time locations of the processes). 
This makes Ifc more a definition of possible causal 
interactions than the actual interaction. 

It can be said that the definitions of interactions 
are intentions of interactions and actual interac
tions are their extensions. The general definition 
of an interaction could be thought to be a demon 
which causes a real interaction to happen when 
certain requirements are satisfied. 

5.2 Remarks on explanatory models 

In the subsection above we defined the structure 
of explanatory models and some other concepts. 
In this subsection we will consider some special se-
mantic and syntactic features of our explanatory 
model structure, and try to clarify its intended 
interpretation. 

In the explanatory model structure a causal 

process is a set of variables and functions. The set 
is named by a term, and the naming relation defi-
nes the characteristics of the process connected to 
the term. The mapping from the name to the set 
defines the characteristics of the process. The ma
pping represents the intension of the name, and 
the set of the variables and functions to which the 
mapping maps the name represents the extension 
of the name. This means that a certain process, 
i.e. the set of variables and space-time functions, 
can be named by several terms at a tirne and that 
set of terms can change over time. As the con-
sequence of the possibility of multiple names, N 
must be defined as a set of names. 

One result of this characterization is that cau
sal interactions and characterizations themselves 
can make the process to fall under different cha
racterizations at different times. Consider, as an 
example, a steel plate. If the plate is crushed 
into another form, it is not a steel plate any more 
although it is stili steel and stili the same pro
cess. Before crushing, the steel plate was named 
by "steel" and "plate", but after crushing that 
process is no longer named by "plate" although it 
is stili the same process. Actual processes do not 
disappear although they can change into forms 
which may be very different when compared to the 
original forms. Physical relations are not static. 
A part of a machine can be removed, or a physical 
entity can be broken into several pieces. Causal 
interactions can change the physical relationships 
between processes. This requires great flexibility 
from the simulation control program which should 
allow such changes and maintain the reliability of 
the system despite those changes. 

Two models of two different chairs have very 
much in common despite the fact that the chairs 
can be very different in some respects. A model 
of every physical entity can include knowledge of 
atoms and particles, and knowledge of atoms and 
particles is very similar in any čase. The relation 
between knowledge used in two models could be 
said to mean that causal processes on deeper le
vels are more and 'more alike cbnceptually, altho
ugh physically different. Two processes may have 
very similar structure and defmition. If models T\ 
and Ti are both models of pines, then they have 
very similar knowledge on their lower levels. In 
other words, knowledge used in a model is more 
common to other models on lower levels than it 
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is on upper levels. 
In order not to give the impression that the 

only useful type of explanatory models includes 
knowledge of even subatomic relations, we have 
to point out a quite obvious way of determining 
where to stop modeling. In every čase we start 
modeling by using a scientific theory according to 
which we model. During the deepening of the mo
del we will always end vvith a level which cannot 
be defined without using a scientific theory that 
is different from the theory according to which 
we started modeling. Such a change of theories 
provides a suitable point in which vre may stop 
modeling and stili be able to provide required ro
bustness. If we are modeling a mechanical de
vice, e.g. a clock, we may be able to stop mode
ling when we have reached a level on vvhich we 
have exhausted the means of Newtonian mecha-
nics. Explaining that level would require enti-
rely another kind of theory, and in many cases 
such theories are not necessary in order to achi-
eve the required robustness or explanatory power. 
Note, however, that the number of scientific the
ories used in a model depends on the pragmatic 
aspects of the modeling project, and those aspects 
depend on the čase considered. 

There is often no need to compute the actual ca
usal interaction on every level of the model. The 
actual amount of causal interactions required to 
be computed depends on the model and the use 
of the model. Consider, for example, the familiar 
fact that a metal table will support a coffee cup. 
It is clear that the explanation of this fact involves 
the details of atomic structure and the appeal to 
concepts as unfamiliar to everyday experience as 
the Pauli exclusion principle (the example is ta-
ken from (Salmon, 1984)). An explanatory model 
of the situation can be created, but a precise mo
del vvould include the atomic structure, and the 
workings of the atomic structure vrould appear to 
be extremely difficult to be computed. 

The computational problem can be avoided by 
hiding the atomic structure of the model from nor-
mal computations. Such hiding could be done by 
using the method described in (Ahonen and Sa-
arenmaa, 1991). If computations are necessary, 
the causal processes and ihteractions needed co
uld be created when required and disposed after 
the need has been met. The hiding of the more 
precise structure of a model in order to avoid com

putational problems seems to promise a solution 
to the question of computational effectiveness of 
causal models, see e.g. (D'Ambrosio et al, 1985). 

5.3 The robustness of explanatory 
models 

Although we vrould like to show that the structure 
of explanatory models does provide robustness, 
vre have to admit that it is not easy. The best 
we are able to achieve is to discuss some features 
of explanatory models and the intuitively robust 
nature of those features. 

A model should be able to function properly in 
new situations. From the nature of models it is 
clear that robustness is actually provided by the 
knowledge already present in the model, and the 
same seems to be the čase with the robustness pre
sent in estimations made by human experts. This 
makes us to adopt a view very similar to Hacking's 
(Hacking, 1967, 319). According to Hacking you 
do not actually know something if you have not 
performed the necessary inferences required to de-
duce it. 

If vre assume that the robustness of models is 
due to knowledge which is used in a new way, vre 
can understand the role of deep knovvledge better. 
If our assumption of the growing similarity of deep 
knowledge is true, then it is tempting to conclude 
that new combinations of such basic knovvledge, 
i.e. deep knowledge, provide the robustness. Since 
very deep knovvledge of one model is very alike to 
similarly deep knovvledge of another model, it may 
be the čase that such knovvledge can be easily ar-
ranged in combinations that provide the required 
robustness at the upper levels of the model. 

We have considered the reasons for the robu
stness of models that use deep knovvledge, but vve 
have not paid any attention to the robustness of 
our explanatory models. We claim that explana-
tory models may provide a uniform approach to 
domain knovvledge, explanatory povver and robu
stness, because explanatory models employ only 
one concept — the concept of causal processes. 
The concept of causal processes enables the mo-
deler to use uniform representations and a uni
form way of thought throughout the development 
of the model and maintain the explanatory povver 
of scientific knovvledge. Causal processes provide 
a method by vvhich more or less deep knovvledge 
may have similar conceptualization and represen-
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tation notwithstanding its depth. 
The concept of causal processes has originally 

been developed to provide a uniform approach 
to the study of scientiflc knowledge and scientific 
explanation, and there seems to be no reason to 
assume that the same approach could not be used 
in domain modeling. The causal process appro
ach with a suitable formalization may provide a 
very promising alternative by defining what kind 
of knowledge should be used and what kind of 
interactions models include. Considering the na-
ture of causal processes it is reasonable to believe 
that representations of processes enable very di-
fferent and unanticipated causal interactions and 
mark transmissions to occur. 

In the next section we will briefly discuss the 
creation of explanatory models. 

6 Building an explanatory 
model 

In this section we will brieny outline how an expla-
natory model could be built. Althought the ac-
tual process of building such models is not covered 
here, we will outline some of the major issues and 
pitfalls. 

6.1 Real systems and experimental 
frames 

The choice of the domain to be modeled may seem 
to be an easy task. Unfortunately it is not — 
especially if we consider the requirements for the 
domain. 

Earlier we restricted our interest to the physical 
domains, i.e. the concrete world. If we consider 
physical domains only, we have to drop the mode
ling of purely theoretical things like mathematics, 
arts and other non-concrete artifacts. In other 
words, the domain must be one you can take a 
piece off (probably not literally, but in the same 
meaning). 
'" In addition to being limited to the physical 

world as his/her domain, the modeler has addi-
tional limitations to his/her view of the structure 
of the world. As discussed above, the modeler. 
will consider processes in space-time continuum 
— and those processes must be causal processes 
in the Salmonian sense.7 The most significant fe-

Note that ali qualitative approaches to continuous ca-
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ature of causal processes is their different nature 
from normal conceptualization of processes in mo
deling, especially in Al modeling (for a more usual 
approach, see e.g. (Drabble, 1993)) in which pro
cesses are considered to be series of events occu-
ring in the world of objects. This is not the čase 
when the world is conceptualized as causal pro
cesses. 

The causal process conceptualization of the 
physical world has no objects and no events in 
the traditional sense.8 Every physical object or 
phenomenon is thought to be a causal process or 
a causal interaction between such processes. Pro
cesses are not series of events, they are the basic 
structure of the world on which everything else is 
based. Processes have characteristics which iden-
tify them and which make them behave in their 
speciftc ways, but they are not objects. 

The fundamental difference between objects 
and causal processes is in their connection to the 
physical reality. It is much easier to decide that 
objects may be almost anything, not only some-
thing which really exists in the physical world. 
One of the main reasons for using causal proces
ses when considering the world is that the defmi-
tion of causal processes strictly defines what there 
is in the physical world. Normal object-oriented 
approaches do not impose such restrictions on the 
suitable domain. In order to make the nature of 
the modeled reality and the usage of knowledge 
unambiguous such restrictions are, in our opinion, 
required. Such restrictions are needed especially 
if we want to maintain a coherent structure and 
uniformly interpretable representation in our mo
dels. 

The strict definition of the domain to be mode
led and thorough thinking prior to commencing 
the actual modeling project will be started are 

usal processes suffer from the problems of qualitative mo
deling discussed in (Ahonen, 1994). Ali qualitative appro
aches handle conthraity in the same way (Bobrovv, 1984), 
and hence approaches like the "Qualitative Process The-
ory" of Forbus (1984) suffer from the same problems. The-
refore Qualitative Process Theory does not provide satis-
factory means to achieve our goal, i.e. to be able to re-
present causal and structural knowledge in models which 
produce reliable numeric simulation results. 

8 This makes causal ordering and other considerations 
presented by Ivvasaki and Simon (1994) unnecessary when 
dealing with physical systems. In this paper we do not, 
however, attempt to say anything about the usability of 
those considerations when modeling other domains. 
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even more necessary when modeling by using ca-
usal processes than other approaches. The exclu-
sion of ali features and concepts which do not exist 
in the strictly defined world of causal processes is 
a necessary step in order to make the creation of 
explanatory models successful. This makes it ne-
cessary to focus the possible experiments on the 
definition of the characteristics of causal proces
ses existing or potentialb/ existing in the modeled 
domain and the possible causal interactions be-
tween them. Such experiments may not be easily 
planned or carried out. We do, hovvever, leave the 
discussion of the identification of causal processes 
existing in a specific domain out of this paper, for 
such considerations we refer to (Salmon, 1984). 

In the next subsection we will briefly consider 
what specific features the ušage of the causal pro-
cess concept and explanatory models will require 
from the base model created from the chosen do
main and the experiments done to it. 

6.2 Base model 

The definition of the domain and the possible 
experiments carried out in order to find out more 
about the domain are themselves the first step in 
the creation of the base model. It is very difficult 
and probably impossible to make a distinction be-
tween the choice of the domain, the planning of 
the experiments and the creation of the base mo
del. 

The definition of the domain to be modeled and 
the creation of the base model seems to be a cir-
cular process. The first step is to decide to model, 
for example, a tree and the second step is to start 
the creation of the base model of the tree. During 
the creation of the base model the modeler has to 
identify the causal processes and decide to model 
a specific subdomain of the original domain (a ne-
edle is a good example of such subdomains if the 
original domain is a pine). 

The close relation between theory building and 
the choice of what experiments to conduct has 
been discussed in the literature of the philosophy 
of science, and it seems to be the čase that it is 
very difficult to identify the order in which those 
phases appear. Hence we will leave that discus
sion out of this paper and only refer to the dis
cussion in the field of the philosophy of science. 

In the next subsection we will briefly discuss 
the creation of the lumped model from the pre-

viously defined base model. In addition to that, 
we shortly consider the implementation of expla-
natory models. 

6.3 Lumped model and computer 
implementation 

Unfortunately the base model of the domain can-
not ever be fully known, and that makes it very 
difficult to produce robust models by simplifying 
theories which are already incomplete. Fortu-
nately it seems to be the čase that scientific 
knowledge is, in many cases, fairly robust. 

Many scientific theories are fairly robust,9 and 
in our opinion they are robust because they at-
tempt to offer a testable explanation to the que-
stions regarding the structure and behavior of 
reality10. Such theories are, of course, members 
of one type of models. The apparent use of the
ories in explanation may help us to reduce the 
possibly very large set of domain theories into an 
implementable lumped model. 

As discussed above, the most viable point to 
stop modeling is when the modeler should change 
the theory of the domain. If an explanatory model 
of a mechanical device has been defined according 
to Newtonian theory and in order to deepen the 
model the modeler would need to use quantum 
mechanics, then that level would be an obvious 
level to stop modeling. In that way several la-
yers of scientific theories of the domain could be 
dropped from the lumped model, although those 
theories are important parts of the base model. 
Note that the base model could, in our opinion, 
be created by using multiple levels of specifica-
tion and theoretical accuracy — of course aH the 
theories should be able to be used to model the 
structure and behavior of the domain according 
to the concept of causal processes. 

The actual computer implementation of an 
explanatory model would not be an obvious task 
to be completed by using a conventional language 
like FORTRAN 77. The most interesting alter-

9This is because they are themselves conceptuallv or 
empiricallv testable, either directly or indirectlv (Bunge, 
1973, 27-43). 

10This discussion is outside the scope of this paper and 
its fundamental aspects and problems are left to people 
who have specialized in those problems. In this paper we 
attempt only to use one specific point of view of the scien
tific knovvledge, namely that scientific knowledge consists 
of explanations. 
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natives seem to be various object-oriented langu-
ages, but even with them there are some concep-
tual problems. The most difficult problem with 
object oriented languages is that they are mainly 
event-oriented and causal processes are, by defi-
nition, continuous and the simulation of causal 
processes should proceed over constantly flowing 
tirne, not as series of events.11 

In order to make the task of implementing an 
explanatory model easier it might be a good idea 
to develop a specified programming environment 
and a specific language for the task. The language 
should directly support the concept of levels and 
other features of explanatory models. In addition 
to supporting the features of causal processes, the 
language should include methodologies to connect 
the implemented model structure and behavior to 
an explanation generation system of some type. 

7 Discussion 

It is plausible that the cognitive models used by 
humans are very robust because of the human abi-
lity to connect different items of knowledge in new 
ways. If we assume this, it is easy to conclude 
that robustness of domain models may be based 
on the same method. The obvious way to intro-
duce robustness to domain models seems, in that 
čase, to depend on the conceptualization and re-
presentation of domain knowledge. Such concep
tualization should provide a versatile and uniform 
enough approach to domain knowledge and its re-
presentation. In addition to that, the conceptua
lization should be able to ease the discomfort that 
Iwasaki and Simon (1993) express about the su-
bjective and arbitrary representation of causality. 

The concept of causal processes provides a uni
form view to domain knowledge, and it is not very 
difficult to develop a framework for the modeling 
of causal processes and their features. This sho
uld enable us to follow a clear path in our mode
ling activities, and it is reasonable to assume that 
models with enough levels and accurate descripti-
ons of processes and the features of processes are 
robust. Unfortunately this is not obvious, althor 

11A direct application of the methods used in qualitative 
simulations of continuous processes, e.g. QSIM (Kuipers, 
1985), is not very promising because those methods are 
more or less directly connected with the philosophical as-
sumptions behind qualitative modeling. 

ugh most of the writers that have discussed deep 
knowledge have adapted a similar point of view 
to modeling with deep knowledge. 

The uncertainty concerning the robustness pro-
vided is due to that we do not actually know 
how human experts generate new combinations 
of knowledge. If it is done by methods that work 
like normal logic or straightforward simulation, 
then there should not be any problems. But if 
the only method is induction, our attempts to de
velop models robust enough to be comparable to 
the cognitive models used by human experts may 
be void. 

Another hazard with the use of the concept of 
causal processes may be that the concept of ca
usal processes seems to be extremely difficult or 
even impossible to formalize fully with descriptive 
methods. It may be possible that the nonlogical 
modalities and counterfactuals present in the de-
finition of causal processes prevent exact forma-
lization (Fetzer, 1987). This problem does not, 
however, make the use of the concept of causal 
processes impossible, it may only complicate it 
by giving more responsibility to the modeler. 

The modeler's difficulties should, however, be 
manageable because the structure of explanatory 
models is surprising simple. By using that simple 
structure and uniform conceptualization of physi-
cal reality, the creation of robust domain models 
should be possible and resulting models would 
fulfil the requirements defined by Hayes (1979). 
Thoroughness is an inherent feature of causal pro
cesses because they are the basic structure of the 
physical reality, and fidelity and density are di-
rectly supported by the dehnition of the expla-
natory model structure. In order to make such 
models work, the amount of detail has to be fa-
irly high and a working model would include rela-
tively many facts when comparing their number 
to the number of concepts. Uniformity is, also, 
an inherent feature of explanatory models beca
use everything existing in the physical reality is 
modeled by using the causal processes conceptu
alization. 

One additional benefit of the concept of causal 
processes is that if quantitative models were deve-
loped according the approach, it could be possible 
to provide a natural connection between nume-
ric simulation models and the representation of 
physical causality and structural knowledge. If 
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there were a method to naturally include causal 
and structural knowledge into numeric simulation 
models, it should be much easier to provide the 
connection requested by Clancey (1992) and Ku-
ipers (1993). That connection could enable us 
to create numeric simulation models which would 
include the best features of both qualitative and 
quantitative approaches and which would not su-
ffer from the shortcomings of qualitative approa
ches discussed in (Ahonen, 1994). 
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First Call for Papers 

The Eighth Australian Joint Conference on Artificial Intelligence (AI'95) 
13-17 November 1995 

Hosted by 
Department of Computer Science 
Universitv College, The University of New South Wales 
Australian Defence Force Academv, Canberra, ACT 2600, Australia 

About AI'95 

AI'95 is the Eighth Australian Joint Conference 
on Artificial Intelligence. The last two conferen
ces were held in Melbourne, Victoria (AI'93), and 
Armidale, New South Wales (AI'94). This an-
nual conference is the largest Australian Al con
ference and also attracts many overseas partici-
pants. Over 45% of submitted papers to AI'93 
and AI'94 came from overseas. The proceedings 
of previous conferences were published by World 
Scientific Publishing Co. Ltd. 

The main theme of AI'95 is "bridging the gaps," 
i.e., bridging the gap between the classical symbo-
lic approach and other subsymbolic approaches, 
such as artificial neural networks, evolutionary 
computation and artificial life, to Al, and brid
ging the gap between the Al theory and real world 
applications. The goals of the conference are to 
promote cross-fertilisation among different appro
aches to Al and provide a common forum for both 
researchers and practitioners in the Al freld to 
exchange new ideas and share their experience. 
Tutorials and workshops on various topics of Al 
will be organised before the main conference. A 
separate call for proposals for tutorials and wor-
kshops will be distributed. 

Paper Submission 

Authors are invited to submit papers describing 
both theoretical and practical work in any areas of 
artificial intelligence. (Papers accepted or under 
review by other conferences or journals are not 
acceptable.) Topics of interest include, but are 
not limited to: 
Adaptive Behaviours 
Artificial Life 
Artificial Intelligence Applications 

Automated Reasoning 
Autonomous Intelligent Systems 
Bayesian and Statistical Learning Methods 
Cognitive Modelling Computer Vision 
Distributed Artificial Intelligence 
Evolutionary Learning 
Evolutionary Optimisation 
Fuzzy Systems 
Group Decision Support Systems 
Hybrid Systems 
Image Analysis and Understanding 
Intelligent Decision Support Systems 
Knowledge Acquisition 
Knowledge-Based Systems 
Knowledge Representation 
Machine Learning 
Natural Language Processing 
Neural Networks 
Pattern Recognition 
Philosophy of Al Planning and Scheduling 
Robotics 
Speech Recognition 

Five hard copies of the completed paper must 
be received by the conference programme commit-
tee chair before or on 9 June 1994. Fax and 
electronic submission are not acceptable. Papers 
received after 9 June 1994 will be returned uno-
pened. A best študent paper award will be 
given at the conference. The first author of the 
paper must be a full-time študent, e.g., a PhD, 
MSc, or Honours študent. A letter from the head 
of the studenfs department, eonfirming the sta
tus of the študent, must be submitted along with 
the paper in order to be considered for the best 
študent paper award. The award includes a $200 
cheque and a certificate issued by the AI'95 Pro
gramme Committee. Send ali paper submissions 
to: 
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Dr X. Yao 
AI'95 Programme Committee Chair 
Department of Computer Science 
University College, 
The University of New South Wales 
Australian Defence Force Academy 
Canberra, ACT 2600, Australia 
Email: xin@csadfa.cs.adfa.oz.au 
Phone: +61 6 268 8819 
Fax: +61 6 268 8581 

Preparation of Manuscript 

AH five hard copies must be printed on 8.5 X 11 
(inch2) or AA paper using 12 point Times. The 
left and right margin should be 25mm each. The 
top and bottom margin should be 35mm each. 
Each submitted paper must have a separate ti
tle page and a body. The title page must include 
a title, a 300 — 400 word abstract, a list of key-
words, the names and addresses of ali authors, 
their email addresses, and their telephone and fax 
numbers. The body must also include the title 
and abstract, but the author information must be 
excluded. The length of submitted papers (exclu-
ding the title page) must be no more than 8 single-
spaced, single-column pages including ali hgures, 
tables, and bibliography. Papers not conforming 
to the above requirements may be rejected wi-
thout review. 

Programme Committee 

Dr. Xin Yao (Chair), UNSW/ADFA 
Prof. Zeungnam Bien, KAIST, Korea 
Mr. Phil Collier, University of Tasmania 
A/Prof. Paul Compton, UNSW 
Dr. Terry Dartnall, Griffith University 
Prof. John Debenham, University of Technology, 
Sydney 
Dr. David Dowe, Monash University 
Dr. David Fogel, Natural Selection, Inc., USA 
A/Prof. Norman Foo, University of Sydney 
A/Prof. Matjaž Gams, Jožef Štefan Institute, 
Slovenia 
Prof. Ray Jarvis, Monash University 
A/Prof. Jong-Hwan Kim, KAIST, Korea 
Prof. Guo-Jie Li, NCIC, PRC 
Dr. Dickson Lukose, University of New England 
Dr. Bob McKay, UNSW/ADFA 

Prof. Zbigniew Michalewicz, UNC-Charlotte, 
USA 
Mr. Chris Rowles, Telecom Research Laborato
ries 
Dr. John Slaney, Australian National Univers,ity 
Prof. Rodney Topor, Griffith University 
Dr. C hi Ping Tsang, University of Western Au
stralia 
Dr. Olivier de Vel, James Cook University of 
North Queensland 
Dr. Geoff Webb, Deakin University 
Dr. Wilson Wen, Telecom Research Laboratories 
A/Prof. Kit Po Wong, University of Western Au
stralia 
Dr. Chengqi Zhang, University of New England 

Organising Committee 

Dr. Bob McKay (Chair), UNSW/ADFA 
Dr. Jennie Clothier, Defence Science and Tech-
nology Organisation 
Dr. Richard Daviš, Commonwealth Scientific and 
Industrial Research Organisation (CSIRO) 
Mr. Warwick Graco, Health Insurance Commis-
sion 
Dr. Tu Van Le, University of Canberra 
Mr. John 0'Neill, Defence Science and Techno-
logy Organisation 
Mr. Peter Whigham, UNSW/ADFA 
Dr. Graham Williams, CSIRO 
Dr. Xin Yao, UNSW/ADFA 

Conference Location 

AF95 will be held at ADFA (Australian Defence 
Force Academy) in Canberra, the capital city of 
Australia. ADFA is located less than 5km from 
the CBD of Canberra. 

Proposal Submission 

Tutorials on various Al related topics will be or-
ganised on 13 and 14 November 1995 in paral-
lel with pre-conference workshops. The length of 
each tutorial is 3 hours. Proposals dealing with 
any Al related topics are solicited. Application-
oriented tutorials are particularly welcome, espe-

mailto:xin@csadfa.cs.adfa.oz.au
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cially those relating to topics of interest to Can-
berra's large administrative sector. Topics of in
terest include, but are not limited to: 

Three hard copies of the tutorial proposal must 
be received by the tutorial/workshop coordinator 
at the following address before or on 7 April 
1995. 

Dr. J. R. Daviš 
AI'95 Tutorial/Workshop Coordinator 
CSIRO Division of Water Resources 
P O Box 1666 
Canberra City 2601, Australia 
Email: richardd@cbr.dwr.csiro.au 
Phone: +61 6 246 5706 
Fax: +61 6 246 5800 

Purther Information 

Further information about AI'95 can be obtained 
by emailing the following address (preferred): 

ai95@adfa.edu.au 

or by contacting the organising committee chair 
Dr. Bob McKay at the following address: 

Dr Bob McKay 
AI'95 Organising Committee Chair 
Department of Computer Science 
University College, The University of New South 
Wales 
Australian Defence Force Academy 
Canberra, ACT 2600, Australia 
Email: rim@csadfa.cs.adfa.oz.au 
Phone: +61 6 268 8169 
Fax: +61 6 268 8581 

"VVorkshop Proposal Submission 

AI'95 continues the tradition of organising high 
standard pre-conference workshops. Some of pre-
vious workshops have resulted in either journal 
special issues or published proceedings. However, 
vrorkshops which focus on informal talks and di-
scussions are equally welcome. We invite poten-
tial workshop organisers to submit their proposals 
for pre-conference workshops to AI'95. The wor-
kshop organisers are only responsible for technical 
issues such as sending out their CFPs, reviewing 
submitted papers, inviting speakers, and prepa-
ring the programme. The conference organising 

committee will look after ali the organisational 
issues such as venue booking, registration, accom-
modation, etc. 

Ali workshops will be held on 13 and 14 Novem
ber 1995 in parallel with tutorials. The length of 
a workshop should be at least half a day and at 
most two days. Three copies of the proposal must 
be received by the tutorial/workshop coordinator 
Dr. J.R. Daviš before or on 7 April 1995. 

Important Dates 

7 April 1995 Deadline for Workshop Proposals. 
5 May 1995 Notification of Proposal Accep-
tance. 
9 June 1995 Deadline for Paper Submission. 
21 July 1995 Notification of Acceptance. 
18 August 1995 Camera Ready Copy. 
9 October 1995 Camera Ready Copy of VVor
kshop Papers. 
13-14 November 1995 Tutorials/Workshops. 
15—17 November 1995 Conference Sessions. 

mailto:richardd@cbr.dwr.csiro.au
mailto:ai95@adfa.edu.au
mailto:rim@csadfa.cs.adfa.oz.au


284 Informatica 19 (1995) 

This is the Final Call For Papers for a special journal issue of INFORMATICA on the topic: 

MIND <> COMPUTER 
[i.e. Mind NOT EQUAL Computer] 

In this special issue we want to reevaluate the 
soundness of current Al research positions (espe-
cially the heavily disputed strong-AI paradigm) as 
well as pursue new directions aimed at achieving 
true intelligence. This is a brainstorming special 
issue about core ideas that will shape future AL 
We are interested in critical papers representing 
ali positions on the issues. 

The first part of this special issue will be a small 
number of invited papers, including papers by Wi-
nograd, Drevfus, Michie, McDermott, Agre, Te-
cuci etc. Here we are soliciting additional papers 
on the topic. 

TOPICS: Papers are invited in ali subareas and 
on ali aspects of the above topic, especially on: 

- the current state, positions, and advance-
ments achieved in the last 5 years in parti-
cular subfields of Al, 

- the trends, perspectives and foundations of 
natural and artificial intelligence, 

- strong Al versus weak Al and the reality of 
most current "typical" publications in Al, 

- new directions in AL 

TIME TABLE AND CONTACTS: Papers in 5 
hard copies should be received by May 15, 1995 
at one of the following addresses (please, no e-
mail/FAX submissions): 

Asia, Australia: 
Xindong Wu 
xindong@insect.sd.monash.edu.au 
Department of Software Development, 
Monash University 
Melbourne, VIC 3145, Australia 

Europe, Africa: 
Matjaž Gams 
matjaz.gams@ij s . s i 
Jožef Štefan Institute, Jamova 39 
61000 Slovenia, Europe 

E-mail information about the special issue is 
available from the above 3 contact editors. 

The special issue will be published in late 1995. 

FORMAT AND REVIEWING PROCESS: Pa
pers should not exceed 8,000 words (including fi-
gures and tables but excluding references. A full 
page figure should be counted as 500 words). Ide-
ally 5,000 words are desirable. 

Each paper will be refereed by at least two ano-
nymous referees outside the author's country and 
by an appropriate subset of the program commit-
tee. 

When accepted, the authors will be asked to 
transform their manuscripts into the Informatica 
]AT£X style (available from f t p . a r n e s . s i ; direc-
tory /magazines/informatica). 

More information about Informatica and the 
Special Issue can be accessed through URL: 
f tp : / / f tp . a rnes . s i /magaz ines / in fo rmat i ca . North k South America: 

Marcin Paprzycki 
paprzycki_m@gusher ,pb .u texas . edu 
Department of Mathematics and 
Computer Science 
University of Texas of the Permian Basin 
Odessa, TX 79762, USA 

mailto:xindong@insect.sd.monash.edu.au
ftp://ftp.arnes.si
ftp://ftp.arnes.si/magazines/informatica
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ERK'93 
Electrotechnical and Computer Conference 
Elektrotehniška in računalniška konferenca 

September 25-27, 1995 

Conference Chairman 
Baldomir Zaje 
University of Ljubljana 
Faculty of Electr. Eng. and Comp. Science 
Tržaška 25, 61000 Ljubljana, Slovenia 
Tel: (061) 1768 349, Fax: (061) 264 990 
E-mail: baldomir.zajc@fer.uni-lj.si 

Conference Vice-chairman 
B o g o m i r H o r v a t 
University of Maribor, FERI 
Smetanova 17, 62000 Maribor, Slovenia 
Tel: (062) 25 461, Fax: (062) 212 013 
E-mail: horvat@uni-mb.si 

Program CommUtee Chairman 
Saša Divjak 
University of Ljubljana 
Faculty of Electr. Eng. and Comp. Science 
Tržaška 25, 61000 Ljubljana, Slovenia 
Tel: (061) 1768 349, Fax: (061) 264 990 
E-mail: sasa.divjak@fer.uni-lj.si 

Programe CommUtee 
Tadej Bajd 
Saša Divjak 
Janko Drnovšek 
Matjaž Gams 
Ferdo Gubina 
Marko Jagodic 
Jadran Lenarčič 
Drago Matko 
Miro Milanovič 
Andrej Novak 
Nikola Pavešic 
Franjo Pernuš 
Jurij Tasič 
Borut Zupančič 

Publicaiions Chairman 
Franc Solina 
University of Ljubljana 
Faculty of Electr. Eng. and Comp. Science 
Tržaška 25, 61000 Ljubljana, Slovenia 
Tel: (061) 1768 349, Fax: (061) 264 990 
E-mail: franc@fer.uni-lj.si 

Advisory Board 
Rudi Bric 
Dali Djonlagič 
Karel Jezernik 
Peter Jereb 
Marjan Plaper 
Jernej Virant 
Lojze Vodovnik 

Call for Papers 
for the fourth Electrotechnical and Compu te r Conference 
ERK'95, to be held from September 25-27, 1995 in Portorož, Slove
nia. OfRcial languages are Slovene and English. 

The following areas will be represented at the conference: 

- electronics, 
- telecommunications, 
- auiomatic control, 
- simulation and modeling, 
- robotics, 
- computer and information science, 
- artificial intelligence, 
- pattern recognition, 
- biomedical engineering, 
- power engineering. 
- measurement technigues. 

The conference is being organized by the Slovenian Section of 
IEEE and other Slovenian professional societies: 

- Slovenian Societv for Automatic Control, 
- Slovenian Measurement Societv (ISEMEC 93), 
- SLOKO-CIGRE, 
- Slovenian Societv for Medical and Biological Engineering, 
- Slovenian Societv for Robotics, 
- Slovenian Artificial Intelligence Society, 
- Slovenian Pattern Recognition Societv. 

Authors who wish to present a paper at the conference should send 
three copies of full paper to Prof. S. Divjak. The paper should include: 

1. the title of the paper, 
2. author's address, telephone, fax and e-mail, 
3. the paper's subject area. 
4. the paper should be max. 4 pages long in Slovene or English. 

Authors of accepted papers will have to prepare a four-page camera-
ready copy of their paper for inclusion in the proceedings of the con
ference. 

Time schedule: Submission due 
Notification of acceptance 

July 24, 1995 
August 24, 1995 

mailto:baldomir.zajc@fer.uni-lj.si
mailto:horvat@uni-mb.si
mailto:sasa.divjak@fer.uni-lj.si
mailto:franc@fer.uni-lj.si
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CALL FOR PAPERS 
International Conference on Software Quality 

ICSQ '95 
November, 6 - 9 1995 

Maribor, Slovenia 

Organised by: 
University of Maribor 
Faculty of Electrical Engineering and Computer 
Science, 
Faculty of Business and Economics, 
Slovenia Section IEEE, 
Association of Economics Maribor, 
Slovene Society Informatika 

Objectives 

The aim of ICSQ '95 is to provide a platform for 
technology and knowledge transfer between aca-
demia, industry and research institutions in the 
software quality field, by: 

- the introduction and discussion new research 
results in software quality, 

- offering the practising quality engineers an 
insight into the results of ongoing research, 

— acquainting the research community with the 
problems of practical application. 

Topics 

Some important topics for the Conference include, 
but are not limited to the following: 

- quality management systems (QMS), 

— metrics, 

— process improvement, 

- risk Management, 

— methodologies, 

— verification & validation methods, 

- quality planning, 

- QMS tools, 

- total quality management (TQM), 

- audits systems, 

- human factors in quality management, 

- standards. 

Instructions for Authors 

Four copies (in English) of the original work, not 
longer than 4000 words (10 pages), should be sub-
mitted to the Scientific Conference Secretariat be-
fore May 15th, 1995. Papers should include a ti-
tle, a short abstract and a list of keywords, the 
author's name, address and title should be on a 
separate page. Ali papers received will be refereed 
by the International Program Committee. The 
accepted papers will be published in the Confe
rence Proceedings and will be available to the de-
legates at the tirne of registration. The language 
of the conference will be English. 

Important Dates 

May 15th, 1995 Puli paper 
June 30th, 1995 Notification of final acceptance 
October lst, 1995 Camera Ready Copy 

Conference Location 

The town Maribor was founded in the 12th cen-
tury. Today it is the second largest town of Slo
venia, located in its North, close to the Austrian 
border. Many businessmen and tourists enjoy the 
variety of cultural, sports and gastronomic pos-
sibilities of the town. Maribor is surrounded by 
vineyards and has one of the largest wine-cellars 
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in this part of Europe. Maribor is easily accessi-
ble by international air lines from the airport of 
Brnik (Slovenia) and from Graz (Austria). 

Conference Organisation 

Organising Chairperson: 
Marjan Pivka 
Faculty of Business and Economics 
Razlagova 14, Maribor 62000 
Slovenia 
Tel.: +386 62 224 611 
Fax.: +386 62 227 056 
Email: pivka@uni-mb.si 
Programme Chairperson: 
Ivan Rozman 
Faculty of Electrical Engineering and Computer 
Science 
Smetanova 17, Maribor 62000 
Slovenia 
Tel.: +386 62 25 461, +386 62 221 112 
Fax: +386 62 227 056 
Email: i.rozman@uni-mb. s i 
Conference Secretariat: 
Miss Cvetka Rogina 
Association of Economics Maribor 
Cafova ulica 7, 62000 Maribor 
Slovenia 
Tel.: +386 62 211 940 
Fax.: +386 62 211 940 

Programme Committee 

Boris I. Cogan, Institute for Automation and 
Control, Vladivostok (Russia) 
Saša Dekleva, DePaul University (USA) 
Matjaž Gams, J. Štefan Institute, Ljubljana (Slo
venia) 
Hannu Jaakkola, Tampere University of Techno-
logy (Finland) 
Marjan Pivka, University of Maribor (Slovenia) 
Heinrich C. Mayer, University of Klagenfurt (Au
stria) 
Erich Ortner, University of Konstanz (Germany) 
Ivan Rozman, University of Maribor (Slovenia) 
Franc Solina, University of Ljubljana (Slovenia) 
Stanislaw Wrycza, University of Gdansk (Poland) 
Jože Zupančič, University of Maribor (Slovenia) 

First Announcement and Call for 
Papers 

Lukasiewicz in Dubl in 
University College Dublin 
8-10 July 1996 

The year 1996 marks the 40th anniversary of the 
death of one of this century's foremost logicians 
and historians of logic, Jan Lukasiewicz. In this 
year the Joint Session of the Aristotelian Society 
and the Mind Association will be held in Dublin, 
where Lukasiewicz spent his last years, and we 
intend to use this occasion to celebrate the work 
of Lukasiewicz at a conference on 8-10 July 1996 
in University College Dublin, immediately after 
the Joint Session. 

The conference is being organised by the De
partment of Philosophy UCD, and the European 
Society for Analytic Philosophy. The programme 
will consist of plenary lectures by a number of in-
vited speakers and workshops consisting of papers 
of 30-40 minutes duration. 

Speakers will include Czeslaw Lejewski (Man-
chester), Grzegorz Malinowski (Lodz), Witold 
Marciszewski (Warsaw), Graham Priest (Que-
ensland), Peter Simons (Leeds), Timothy Smi-
ley (Cambridge), Alan Weir (Belfast), and Jan 
Wolenski (Cracow). 

We welcome submissions for papers (30-40 mi
nutes) on topics related to any area of Lukasie-
wics's work. Authors should submit 3 copies of 
their abstract, 2 sides of A4 double spaced, by 30 
November 1995. 

Ali correspondence should be directed to: 
Dr. Maria Baghramian 
Dept. of Philosophy 
University College Dublin 
Dublin 4, Ireland 
Tel: +353-1-7068125 
Fax: +352-1-2693469 
Email: Baghram@macollamh.ucd.ie 
Maria Baghramian 
Dept. Of Philosophy 
University College Dublin 
Ireland 

mailto:pivka@uni-mb.si
mailto:Baghram@macollamh.ucd.ie
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Announcement and Call For Papers 

G L O C O S M - Global Conference on Small &; Medium Industry k, Business 
3-5 January 1996 
Bangalore , India 
Organized by 
S D M Inst i tute for Management Deve lopment , India 
and Indiana Universi ty Purdue University Fort Wayne, U .S .A. 

Educators, executives and government officials 
from around the world are invited to participate 
in this unique conference whose theme is "Small 
& Medium Industry & Business in the New Glo
bal Environment: Prospects & Problems." Pa
pers, abstracts or symposium/workshop propo-
sals related to the theme are solicited. Submissi-
ons in accounting, commerce, economics, finance, 
human resources management/organizational be-
haviour, information systems, operations manage-
ment, quantitative methods/statistics, strategy, 
environmental/ethical/legal issues, public sector 
management, social/cultural issues, technology 
management and other topics relevant to the glo-
bal community of management professionals scho-
lars are also welcome. 

Deadline for submission of contribution: 15 
April 1995. 

The Address of General Chair 

Dr. B.P. Lingaraj 
General Chair - GLOCOSM 
Department of Management & Marketing 
Indiana University Purdue University 
Fort Wayne, IN 46805, U.S.A 
E-mail: l i nga ra j @cvax. ipfw. indiana. edu 

For other details (instructions for the auth-
ors etc.) please contact the member of the Pro-
gramme Committee: 
Professor Ludvik Bogataj 
University of Ljubljana 
Faculty of Economics 
Kardeljeva ploščad 17, P.O.Box 103 
61000 Ljubljana 
Slovenia 
Phone: +386 (061) 168-33 -33 
Fax: +386 (061) 301-110 
E-Mail: ludvik.bogataj@uni-lj . s i 

Machine Learning List 
The Machine Learning List is moderated. Con-
tributions should be relevant to the scientific 
study of machine learning. Mail contributi-
ons to ml@ics.uci.edu. Mail requests to be 
added or deleted to ml-request@ics.uci.edu. 
Back issues may be FTP'd from i c s . u c i . e d u 
in pub /ml - l i s t /V<X>/<N> or N.Z where X 
and N are the volume and number of the is-
sue; ID: anonymous PASSWORD: <your mail 
address> URL- h t tp : / /www. ics .uc i . edu /AI / -
ML/Machine-Learning.html 

mailto:ml@ics.uci.edu
mailto:ml-request@ics.uci.edu
http://ics.uci.edu
http://www.ics.uci.edu/AI/-
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THE MINISTRY OF SCIENCE AND TECHNOLOGY 
OF THE REPUBLIC OF SLOVENIA 

Address: Slovenska 50, 61000 Ljubljana, Tel.: +386 
61 1311 107, Fax: +386 61 1324 140. 
WWW:http://www.mzt.si 
Minister: Prof. Rado Bohinc, Ph.D. 
State Secretarv for Int. Coop.: Rado Genorio, Ph.D. 
State Secretarv for Sci. and Tech.: Ciril Baškovič 
Secretarv General: Franc Hudej, Ph.D. 

The Ministry also includes: 
The Standards and Metrologv Institute of the Repu-
blic of Slovenia 
Address: Kotnikova6, 61000 Ljubljana, Tel.: +386 61 
1312 322, Fax: +386 61 314 882., and 
The Industrial Property Protection Office of the Re-
public of Slovenia 
Address: Kotnikova 6, 61000 Ljubljana, Tel.: +386 61 
1312 322, Fax: +386 61 318 983. 

Scientific Research and Development Potential. 
The statistical data for 1993 showed that there were 
180 research and development institutions in Slovenia. 
Altogether, they employed 10,400 people, of whom 
4,900 were researchers and 3,900 expert or technical 
staff. 

In the past ten years, the number of researchers has 
almost doubled: the number of Ph.D. graduates incre-
ased from 1,100 to 1,565, while the number of M.Se.'s 
rose from 650 to 1,029. The "Young Researchers" (i.e. 
postgraduate students) program has greatly helped to-
wards revitalizing research. The average age of rese
archers has been brought down to 40, with one-fifth of 
them being vounger than 29. 

The table below shows the distribution of resear
chers aceording to educational level and sectors (in 
1993): 

Sector Ph.D. M.Sc. 
Business enterprises 
Government 
Private non-profit organizations 
Higher education organizations 
Total 

51 
482 

10 
1022 

1,565 

196 
395 

12 
426 

1,029 

Financing Research and Development. Stati
stical estimates indicate that US$ 185 million (1,4% 
of GDP) was spent on research and development in 
Slovenia in 1993. More than half of this comes from 
public expenditure, mainly the state budget. In the 
last three years, R&D expenditure by business organi
zations has stagnated, a result of the current economic 
transition. This transition has led to the firiancial de-
cline and inereased insolvency of firms and companies. 
These cannot be replaced by the growing number of 

mainly small businesses. The shortfall was addres-
sed by inereased public-seetor spending: its share of 
GDP nearly doubled from the mid-seventies to 0,86% 
in 1993. 

Income of R&D organizations spent on R&D aeti-
vities in 1993 (in million US$): 

Sector 

Business ent. 
Government 
Private non-p. 
Higher edu. 
Total 

Total 

83,9 
58,4 

1,3 
40,9 

184,5 

Basic 
res. 
4,7 

16,1 
0,2 

24,2 
45,2 

App. 
res. 

32,6 
21,5 

0,6 
8,7 

63,4 

Exp. 
dev. 
46,6 
20,8 
0,5 

8 
75,9 

The policy of the Slovene Government is to inere-
ase the percentage intended for R&D in its budget. 
The Science and Technology Council of the Republic 
of Slovenia is preparing the draft of a national research 
program (NRP). The government. will harmonize the 
NRP with its general development policy, and submit 
it first to the parliamentary Committee for Science, 
Technology and Development and after that to the 
parliament. The parliament approves the NRP each 
year, thus setting the basis for deciding the level of 
public support for R&D. 

The Ministry of Science and Technology is mainly 
a government institution responsible for controlling 
expenditure of the R&D budget, in compliance with 
the NRP and the eriteria provided by the Law on Re
search Activities. The Ministry finances research or 
co- finances development projeets through public bid-
ding, partially finances infrastrueture research insti
tutions (national institutes), while it directly finances 
management and top-level science. 

The focal points of R&D policy in Slovenia are: 

— maintaining the high level and quality of. research 
activities, 

— stimulating collaboration between research and 
industrial institutions, 

— (co)financing and tax, assistance for companies 
engaged in technical development and other 
applied research projeets, 

— research training and professipnal development of 
leading experts, 

— close involvement in international research and 
development projeets; 

— establishing and operating facilities for the trans-
fer of technology and experience. 

http://www.mzt.si
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JOŽEF ŠTEFAN INSTITUTE 

Jožef Štefan (1835-1893) was one of the most pro-
minent physicists ofthe 19th century. Bom to Slovene 
parents, he obtained his Ph.D. at Vienna University, 
vihere he was later Director of the Physics Institute, 
Vice-President ofthe Vienna Academy of Sciences and 
a member of several scientific institutions in Europe. 
Štefan explored many areas in hydrodynamics, optics, 
acoustics, electricity, magnetism and the kinetic the-
ory of gases. Among oiher ihings, he originated the 
lam that the total radiation from a black body is pro-
poriional to the \th power of its absolute temperature, 
knotun as the Stefan-Boltzmann law. 

The Jožef Štefan Institute (JSI) is the leading in-
dependent scientific research in Slovenia, covering a 
broad spectrum of fundamental and applied research 
in the fields of physics, chemistry and biochemistry, 
electronics and informationscience, nuclear science te-
chnology, energy research and environmental science. 

The Jožef Štefan Institute (JSI) is a research orga-
nisation for pure and applied research in the natural 
sciences and technology. Both are closely intercon-
nected in research departments composed of different 
task teams. Emphasis in basic research is given to the 
development and education of young scientists, while 
applied research and development serve for the trans-
fer of advanced knowledge, contributing to the deve
lopment of the national economy and society in gene
ral. 

At present the Institute, with a total of about 
700 staff, has 500 researchers, about 250 of whom 
are postgraduates, over 200 of whom have doctora-
tes (Ph.D.), and around 150 of whom have permanent 
professorships or temporary teaching assignments at 
the Universities. 

In view of its activities and status, the JSI plays the 
role of a national institute, complementing the role of 
the universities and bridging the gap between basic 
science and applications. 

Research at the JSI includes the following major fi
elds: physics; chemistry; electronics, informatics and 
computer sciences; biochemistry; ecology; reactor te-
chnology; applied mathematics. Most of the activities 
are more or less closely connected to information sci
ences, in particular computer sciences, artificial intel-
ligence, language and speech technologies, computer-
aided design, computer architectures, biocybernetics 
and robotics, computer automation and control, pro-
fessional electronics, digital Communications and ne-

tworks, and applied mathematics. 

The Institute is located in Ljubljana, the capital of 
the independent state of Slovenia (or S^nia). The 
capital today is considered a crossroad between East, 
West and Mediterranean Europe, offering excellent 
productive capabilities and solid business opportuni-
ties, with strong international connections. Ljubljana 
is connected to important centers such as Prague, Bu-
dapest, Vienna, Zagreb, Milan, Rome, Monaco, Niče, 
Bern and Munich, ali within a radius of 600 km. 

In the last year on the site of the Jožef Štefan Insti
tute, the Technology park "Ljubljana" has been pro-
posed as part of the national strategy for technologi-
cal development to foster synergies between research 
and industry, to promote joint ventures between uni-
versity bodies, research institutes and innovative in-
dustry, to act as an incubator for high-tech initiatives 
and to accelerate the development cycle of innovative 
products. 

At the present tirne, part of the Institute is being 
reorganized into several high-tech units supported by 
and connected within the Technology park at the Jožef 
Štefan Institute, established as the beginning of a re-
gional Technology park "Ljubljana". The project is 
being developed at a particularly historical moment, 
characterized by the process of state reorganisation, 
privatisation and pri vate initiative. The national Te-
chnology Park will take the form of a shareholding. 
company and will host an independent venture-capital 
institution. 

The promoters and operational entities of the pro
ject are the Republic of Slovenia, Ministry of Science 
and Technology and the Jožef Štefan Institute. The 
framevvork of the operation also includes the Univer-
sity of Ljubljana, the National Institute of Chemistry, 
the Institute for Electronics and Vacuum Technology 
and the Institute for Materials and Construction Re
search among others. In addition, the project is su
pported by the Ministry of Economic Relations and 
Development, the National Chamber of Economy and 
the City of Ljubljana. 

Jožef Štefan Institute 
Jamova 39, 61000 Ljubljana, Slovenia 
Tel.:+386 61 1773 900, Fax.:+386 61 219 385 
Tlx.:31 296 JOSTIN SI 
WWW: http://www.ijs.si 
E-mail: matjaz.gams@ijs.si 
Contact person for the Park: Iztok Lesjak, M.Se. 
Public relations: Natalija Polenec 

http://www.ijs.si
mailto:matjaz.gams@ijs.si
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INVITATION, COOPERATION 

Submissions and Refereeing 

Please submit three copies of the manuscript with 
good copies of the figures and photographs to one of 
the editors from the Editorial Board or to the Con-
tact Person. At least two referees outside the author's 
country will examine it, and they are invited to make 
as many remarks as possible directly on the manu
script, from typing errors to global philosophical di-
sagreements. The chosen editor will send the author 
copies with remarks. If the paper is accepted, the edi
tor will also send copies to the Contact Person. The 
Executive Board will inform the author that the paper 
has been accepted, in which čase it will be published 
within one year of receipt of the original figures on se-
parate sheets and the text on an IBM PC DOS floppy 
disk or by e-mail - both in ASCII and the Informatica 
I£TEX format. Style and examples of papers can be 
obtained by e-mail from the Contact Person or from 
FTP or WWW (see the last page of Informatica). 

Opinions, news, calls for conferences, calls for papers, 
etc. should be sent directly to the Contact Person. 

QUESTIONNAIRE 
| | Send Informatica free of charge 

| j Yes, we subscribe 

Please, complete the order form and send it to 
Dr. Rudi Murn, Informatica, Institut Jožef Štefan, Ja
mova 39, 61111 Ljubljana, Slovenia. 

Since 1977, Informatica has been a major Slovenian 
scientific journal of computing and informatics, inclu-
ding telecommunications, automation and other rela-
ted areas. In its 16th year (more than two years ago) 
it became truly international, although it stili rema-
ins connected to Central Europe. The basic aim of 
Informatica is to impose intellectual values (science, 
engineering) in a distributed organisation. 

Informatica is a journal primarily covering the Euro-
pean computer science and informatics community -
scientific and educational as well as technical, commer-
cial and industrial. Its basic aim is to enhance Com
munications between different European structures on 
the basis of equal rights and international refereeing. 
It publishes scientific papers accepted by at least two 
referees outside the author's country. In addition, it 
contains information about conferences, opinions, cri-
tical examinations of existing publications and news. 
Finally, major practical achievements and innovations 
in the computer and information industry are presen-
ted through commercial publications as well as thro-
ugh independent evaluations. 

Editing and refereeing are distributed. Each editor 
can conduct the refereeing process by appointing two 
new referees or referees from the Board of Referees 
or Editorial Board. Referees should not be from the 
author's country. If new referees are appointed, their 
names will appear in the Refereeing Board. 

Informatica is free of charge for major scientific, edu
cational and governmental institutions. Others should 
subscribe (see the last page of Informatica). 

ORDER FORM - INFORMATICA 

Name: 
Title and Profession (optional): 

Home Address and Telephone (optional): 

Office Address and Telephone (optional): 

E-mail Address (optional): 

Signature and Date: 
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